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Preface

These multiple volumes (LNCS volumes 6016, 6017, 6018 and 6019) consist of
the peer-reviewed papers from the 2010 International Conference on Computa-
tional Science and Its Applications (ICCSA2010) held in Fukuoka, Japan during
March 23-26, 2010. ICCSA 2010 was a successful event in the International Con-
ferences on Computational Science and Its Applications (ICCSA) conference se-
ries, previously held in Suwon, South Korea (2009), Perugia, Italy (2008), Kuala
Lumpur, Malaysia (2007), Glasgow, UK (2006), Singapore (2005), Assisi, Italy
(2004), Montreal, Canada (2003), and (as ICCS) Amsterdam, The Netherlands
(2002) and San Francisco, USA (2001).

Computational science is a main pillar of most of the present research, in-
dustrial and commercial activities and plays a unique role in exploiting ICT in-
novative technologies. The ICCSA conference series has been providing a venue
to researchers and industry practitioners to discuss new ideas, to share complex
problems and their solutions, and to shape new trends in computational science.

ICCSA 2010 was celebrated at the host university, Kyushu Sangyo Univer-
sity, Fukuoka, Japan, as part of the university’s 50th anniversary. We would like
to thank Kyushu Sangyo University for hosting ICCSA this year, and for in-
cluding this international event in their celebrations. Also for the first time this
year, ICCSA organized poster sessions that present on-going projects on various
aspects of computational sciences.

Apart from the general track, ICCSA 2010 also included 30 special sessions
and workshops in various areas of computational sciences, ranging from compu-
tational science technologies, to specific areas of computational sciences, such as
computer graphics and virtual reality. We would like to show our appreciation
to the workshops and special sessions Chairs and Co-chairs.

The success of the ICCSA conference series, in general, and ICCSA 2010, in
particular, was due to the support of many people: authors, presenters, partic-
ipants, keynote speakers, session Chairs, Organizing Committee members, stu-
dent volunteers, Program Committee members, Steering Committee members,
and people in other various roles. We would like to thank them all. We would
also like to thank Springer for their continuous support in publishing ICCSA
conference proceedings.

March 2010 Osvaldo Gervasi
David Taniar
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The Use of Shadow Regions in Multi Region FDM:
High Precision Cylindrically Symmetric Electrostatics

David Edwards, Jr.

1JL Research Center
Newark, VT 05871 USA
802 467 1177
dej@kingcon.com

Abstract. A previously reported multi region FDM process, while producing
very accurate solutions to the cylindrically symmetric electrostatic problem for
points distant from region boundaries has been found to have abnormally high
errors near the region boundaries themselves. A solution to this problem has
been found that uses an extension of the definition of a region boundary line to
a two line array. The resultant regions are called shadow regions and it is shown
that their use in the multi region FDM process reduces the previous errors by ~
two orders of magnitude thus significantly extending the precisional capabilities
of the multi region FDM method.

Keywords: FDM, High Precision Calculations, Multi Region FDM.

1 Introduction

Cylindrically symmetric electrostatics is an area that involves the calculation of
electrostatic potentials in problems in which the potential satisfies Laplace’s equation
interior to a closed geometry. This finds application in lens design for charged
particles in which one uses the potentials within the region to trace particle
trajectories through the lens. In a number of such applications high precision
trajectories are required necessitating high accuracy potential calculations as the
accuracy of the trajectory is related to the precision of the potentials. The high
accuracy potential calculation has been approached using a variety of techniques
[1, 2] being reviewed in a useful monograph by Heddle [3].

One of the most widely used and conceptually simple techniques for solving this
type of problem is the single region finite difference method (FDM). To improve the
accuracy of this method from its nominal precision value of ~10, the multi region
FDM method was created in 1983 [4]. This was seen to greatly enhance the precision
capabilities of the single region FDM method while retraining the simplicity of the
single region process itself. Since that initial work, several developments have
occurred extending its precision capabilities:

i. The construction and use of very high order algorithms [5, 6].
ii. The calculation of potentials one unit from a metal surface [7].
iii. Auto establishing the multi region structure based on a precision desired [6].

D. Taniar et al. (Eds.): ICCSA 2010, Part II, LNCS 6017, pp. 1-{13] 2010.
© Springer-Verlag Berlin Heidelberg 2010



2 D. Edwards Jr.

It was found with the above improvements that mesh point values far from any region
boundaries were reasonably accurate [8] (maximum on axis error of ~2*10"5).
However, it has been observed that for mesh points in the vicinity of a region
boundary, abnormally high errors occur. It is the determination of the cause of these
errors and their subsequent reduction that is the subject of this paper.

1.1 Background

To understand the multi region technique brief descriptions of both the single region
FDM and multi region FDM process will be given. This will enable the cause of the
problem to be inferred and its solution to be implemented.

1.2 The Geometry

The geometry used to create the precisional problem near a region boundary will be
the two tube geometry consisting of two coaxial cylinders brought together with zero
gap and closed at each end. This geometry is called tube10 and is shown in figure 1.
In this figure the two coaxial cylinders are shown joined together along a common
axis with the left hand cylinder having a potential of 0 and the right hand cylinder a
potential of 10. This will provide an example appropriate to the multi region
technique in which there is a localized region (near the point of discontinuity) having

tube 10 geometry with mesh

) ]
35 v=0
v=10
30 | W
25
L S
15
10 o
5
0 -
-10 0 10 20 30 40 50 60 70 80 90

Z axis

Fig. 1. Seen is the tube 10 geometry consisting of two coaxial cylinders brought together with
zero gap. Representative mesh points are displayed.
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rapidly varying fields. One of the properties of this geometry is that it has a known
analytic solution [9] allowing errors resulting from any calculation to be determined.

1.3 Single Region FDM

As the multi region FDM process relies heavily on the single region FDM process in
both terminology and technique, the following is a brief description of the single
region process. Since the geometry is contained within a closed surface on which the
potential is specified, the problem is known to have a well defined solution.

After placing a uniform mesh is over the geometry the process begins by setting
the values of the mesh points on the boundary to those of the geometry and
initializing the remainder (typically to 0). One then steps through the mesh and at
each mesh point calculates its value using only the values of neighboring points. The
above iteration is continued until the maximum change in the value at any point
during the iteration is less than an end criterion value. This process is termed a
relaxation process and at the termination the net is said to be relaxed.

1.4 Algorithms

From the above it is seen that an algorithm is required to determine the value at any
mesh point from the values of its neighboring points. The algorithm construction
process has been previously described [4, 5] and only a brief review is given here.

It proceeds in the following manner. For the sake of definitess the process for a 10™
order algorithm will be described as it is the algorithm that is utilized for general
points [4] within the net.

The potential in a neighborhood of any mesh point is expanded in terms of a 10"
order power series in 1, z, the coordinates being relative to the mesh point itself.

v(r,z) = co+clz+c2r+c3z2 +c4zr+c5r2 + ...+ ch'O +...+c66r'0 + O(zr1 I). (1)

where O (zr'') means that terms having factors rz* are neglected for j+k=11 and
above.

There are 67 coefficients (cy ... cg) to be determined. Applying Laplace’s
equation to (1) and requiring that the resulting equation be valid in an arbitrary
neighborhood of the chosen mesh point results in 45 equations. Thus an additional 22
equations are required to solve for the complete set of ¢;’s and are found by evaluating
(1) at a selection of 22 neighboring mesh points. (The number is a function of the
order of the algorithm.) Although the particular choice of selected mesh points is
somewhat arbitrary, it has been found that the precision of the resultant algorithm is
maximized by choosing mesh points both close to and symmetric about the central
mesh point. Discussions of the above can be found in references [4, 5, and 8].

It is noted that the above process produces solutions for all c¢;’s. While the
potential at the central point is given simply by c, the determination of the complete
set {c;} will enable interpolations for the potential values at %2 integral values to be
made with interpolated precisions approximately those of c,,.



4 D. Edwards Jr.

parent plus child with mesh points

child region

parent region

Z axis

Fig. 2. A child region is shown as a sub region of the parent containing both the points of the
parent and points lying at ¥z integral values of the parent

1.5 Multi Region FDM Process

A net is placed over the geometry as described in section 1.3 and is termed the main
net. This net is considered the parent for any immediately contained sub regions
which are called child regions of the parent. (A child region is thus the child of a
parent and the parent of its children.) The rectangular boundary of a child is
constructed so its corners lie on parent mesh points. The child mesh points are then
placed within the region at half integral values of the parent giving a density
enhancement of a factor of 4 over that of its parent. Figure 2 illustrates such a
construction.
The illustrated two region structure is relaxed in the following manner:

i. The parent is considered a single region with closed boundary and is relaxed
through n cycles described previously.

ii. The mesh points on the boundary lines of the child are set from the recently
determined parent values, interpolating the child values at the %2 integral boundary
points using (1).

iii. The child mesh is then considered a single region mesh having its boundary
specified and it is relaxed n cycles. After this relaxation the parent points that have
their images in the child are set from the corresponding child values.
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iv. When relaxing the parent mesh no parent point contained within the child is
relaxed as it will be subsequently relaxed with greater precision when the child is
relaxed.

v. The above is continued until an end criterion is reached.

The relaxation of a multi region structure is easily generalized from this two region
relaxation description.

1.6 The Grad6 Function

A function called the grad6 is defined [5] as rms value of the coefficients of the terms
in the power series expansion (1) having factors r'z* where j+k=6. As noted above
since all of the required coefficients can be determined, grad6 may be found at any
mesh point. As every point has a value of grad6 and an error value, the error at a mesh
point can be plotted vs its grad6 value, an example of which will be given in figure 9.

1.7 Multi Region Structure Determinations

The auto creation of a multi region structure having a desired precision specified at
the outset has been previously reported [6]. The essential features of the process are:
From the desired precision a quantity called “cut” is determined with the property that
if the grad6 function evaluated at a mesh point is less than “cut” its algorithmic error

tube 10 geometry with telescopic regions

% =l %

r=30 scan vertical edge
r=26 |

— r=22 scan horizontal edge
v=0 v=10

— multiregions
— = ()

| v=10

Z axis

Fig. 3. The multi region structure for the tube 10 geometry is shown. Also shown are dashed
lines at various r values used in subsequent error scans.



6 D. Edwards Jr.

will be less than the desired precision. Thus after a region is relaxed, grad6 values for
all of the mesh points in the region are found and a child region is placed around all of
those mesh points with grad6 values greater than cut. In this way the region is
partitioned into two disjoint regions, the child containing the lower precision values.
This structure is then relaxed as described above and the child is then treated as a
parent, its grad6 values found and used to create its child. This process is continued
until a predetermined total number of regions has been created at which time the
entire structure is relaxed with a possibly more stringent end criterion. It is noted that
in the final relax, a high precision arithmetic software unit has been used in place of
the built in microcode of the CPU. The software unit had an Isb of ~107".

Applying the process to our example with the desired precision set at ~5x10'® has
resulted in the following region structure.

Seen is both the symmetric nature of the child regions about the point of potential
discontinuity and their convergence to the point of discontinuity itself.

2 Errors Near a Region Boundary

Using the relaxation process described above the values within the net can be
established and the error at each mesh point determined (using the exact solution as
the reference). Horizontal error scans may then be made near the bottom of the first
child region at r values of 22, 26 and 30 as shown in the above figure. The results of
these scans are given in figure 4 in which it is seen that the largest error occurs on the

errors near bottom line of child

2 ‘ ‘
----- r = 22 below region boundary
—e——@— 1 =26 on region boundary
15 }— r = 30 above region boundary
] A

0 M/\X -7 { ' X\.ﬂ'&“

'0-5 v
-1

-1.5

error x 10"

0 10 20 30 40 50 60 70 80
Z axis F

Fig. 4. The errors along 3 horizontal lines located near the bottom of the child region are
plotted showing that the error is highest on the region boundary decreasing for scan lines either
above or below the child boundary line
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horiz and vert scans thru region edges
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T e | f 13
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RN ==~ ' * norizontal scan
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.

error * 10"

horizontal ledge ‘ q ﬂﬁ
r=26
-0.5

vertical edge
z=54

0 10 20 30 40 50 60 70 80
r or z coordinate

Fig. 5. The errors along the shorter scan lines in figure 3 show that the errors likely originate
from the algorithms used for points either on or quite near the boundary lines of the region

boundary line itself decreasing for the scans either above or below this line suggesting
that algorithms used near the boundary itself are causing the large errors on the
boundary. This effect is also seen from scans perpendicular to a horizontal and
vertical boundary line of the child. The plot of the errors along the scan lines is given
in figure 5. (The short scan lines are shown in figure 3 being named “‘scan horizontal
edge” and “scan vertical edge”.)

From these results it is clear that the algorithmic determination of the value at mesh
points on or near a region boundary has large associated errors. There are 2 possible
causes for these errors: The first and perhaps most obvious is that the algorithm for
setting the potential on the region boundary itself is the problem. However since only
12 of the mesh points on the boundary require an interpolation, and since the
imprecision of the interpolation algorithm (described in a later section) is less than a
factor of 10 general mesh point precision, the resultant imprecision near the region
boundary can be estimated to be ~ factor of 5 of that of the general mesh point
algorithm which is too small to explain the above observations.

Hence the most likely cause for the observed errors occurs not from setting the
boundary potentials of the child but from the algorithm used during the relaxation
process for mesh points one unit from a boundary.

The algorithm used for mesh points one unit from a boundary was not the general
order 10 algorithm used in the rest of the net. The reason for this can be seen from
figure 6 in which the required mesh points for the order 10 algorithm are shown for a
mesh point one unit to the right of the left boundary line of the child. Seen is that were
one to use the 10™ order algorithm, two mesh points required for this algorithm would
be outside the child region and hence not available. One might consider keeping the
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O(10) algorithm one unit from boundary

Z axis

Fig. 6. A child region is shown embedded in its less dense parent together with the mesh points
required for a general order 10 algorithm. The central point for the algorithm is the open circle
one unit from a boundary line.

order 10 algorithm for mesh points one unit from a boundary by using an
unsymmetrical set of meshpoints. Although it is possible to create such algorithms and
the determined algorithms have in fact precisions only slightly degraded from the
general mesh point algorithm, the relaxation process using these algorithms was found
to be unstable.

Due to this necessary restriction the algorithm that was finally chosen for use in the
relaxation process was a 6™ order algorithm. Use of this algorithm would result in
degradation in precision over that of the 10™ order algorithm [5] which would only
occur for the points near a region boundary as these were the only points using this
lower order algorithm.

In view of the above a new approach to the region boundary needed to be found
which would overcome the need for the order 6 algorithm for these points.

3 The Shadow Region

It was decided to generalize the concept of a boundary line to a two line boundary
array contained strictly within the defining boundary lines of the child region. The
points in the two line array are called shadow points and the region so constructed is
called a shadow region. The geometry of the shadow points in the shadow region is
shown in figure 7.

The values at the shadow points themselves are determined from the parent mesh
by the interpolation methods described above and a 10" order algorithm can be used.
The relaxation process itself is the same as described for non shadow regions with the
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shadow points in child region

region boundary
® ® non shadow points in child
O O shadow points of child
O OO0 0 OO0OO0 O O
O O o o o o o o o OO
.9 O O o o o o o o ¢ OO
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S
O O o o o o o o ¢ OO
O O o o o o o o ¢ OO
O O o o o o o o o OO
O OO0 O OO0 O O
z axis

Fig. 7. Shadow points (larger open circles) defining the boundary of the child are shown along
with the non shadow points of the child (smaller discs)

interstitial mesh pt labeling bObj

[T T T T 1T T T T T T T T ]
— ® h2 o ® p3 o ® b4 -
B bob2 b0ob3 bob4 ]
— [ ) o o [ J [ ) —
B bob1 bObO 7
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— [ ) [ J [ J [ J [ ) —
— ®hs (] ® 7 L4 ® 16 N
[ N [ [ [ |

Fig. 8. The complete set of interstitial meshpoints bObj surrounding a parent point at bObO are
shown. b0 ... b8 are the parent points surrounding the central point bObO
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understanding that shadow points are to be considered boundary points and hence not
relaxed when relaxing a region. The immediate implication of the above construction
is that the 10™ order algorithm can be used for all non shadow points within the
region during the relaxation process since these points have the required neighboring
mesh points.

3.1 10" Order Interpolation Algorithms

The Y2 integral points denoted by bObj and the integral mesh points denoted by b; are
defined in the following figure.

The order 10 algorithm construction for the interstitial mesh points has been
described elsewhere [5, 6]. The error at any mesh point in tube 10 may be plotted vs
its grad6 value and the results are given in figure 9. (Only plots for bObl,...,bObS
are displayed since only these are required to determine the values at any of the
shadow points.)

error vs gradé6 for bObj
-6
B
e H0b0
-8 bOb1 ,l
9 bOb2 S F
- b0Ob3 ~
10 — b0b4 "

1 b0b5 ////
7
-13 7
-14 /%

\

log error

log grad6

Fig. 9. The error vs grad6 is shown for 10th order interpolation algorithms for interstitial points
b0ObO ... bObS. It is noted that every mesh point within the geometry is represented by a point
on the log grad6 axis.

Seen is that while the 10" order interpolation algorithm can be a factor of ~ 10 less
precise than general mesh point algorithm (bOb0) its imprecision is considerably less
than the precision degradation of the values of mesh points near a region boundary
(figures 4 and 5).
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4 Results

As seen from figures 4 and 5 the maximum error in the main net occurs on a
horizontal scan line very near the child boundary. To test the efficacy of the shadow
region solution, two nets were constructed having the same geometric multi region
structure, one using non shadow regions and the other shadow. For these nets
horizontal scans were made one unit above the first child boundary. The results are
shown in figure 10.

Seen from the above figure is that the use of shadow regions has reduced the error
near the region boundary by ~two orders of magnitude over the non shadow net thus
supporting the supposition that the observed errors of figures 4 and 5 were due to the
restrictions on the order of the algorithm able to be used one unit from a boundary. It
may be worthwhile to mention that this reduction is significant if the full potential of
the technique is to be realized.

And finally in figure 11 horizontal error scans both on axis and at r =30 are plotted
for tube 10 using shadow regions. It is noted that the r=30 scan is an upper bound to
the error for any r value less than 30. In this figure we see that one is able to achieve

precisions of ~5%107" for a large fraction of the geometry and an on axis error
of <1.5%10™"".

relax and shadow errors one unit above boundary
max er relax / max error shadow = 103

2 I

e+ relax errors
1.5 * * shadow error: ~

o
o
-

error * 10"
%

o
on

0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80
Z axis

Fig. 10. A comparison of the shadow and non shadow error plots on a scan line one unit above
the first child boundary. Seen is that the use of shadow regions has reduced the error near the
region boundary by ~ two orders of magnitude.
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high precision scans for tube 10
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Fig. 11. Plotted are the resultant errors for tube 10 using shadow regions for a scan both on axis
and at r=30, the r=30 scan being an upper error bound for any r<30

5 Conclusion

The construction of shadow regions in the context of multi region FDM has effected
a reduction of ~100 of the errors present near the region boundaries. This has
enabled a multi region calculation to achieve precisions ~< 5¥10"" over % of the
geometrical area.
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Abstract. This contribution is concerned with an improvement of Itoh
and Tsujii’s algorithm for inversion in finite field GF(2™) using polyno-
mial basis. Unlike the standard version of this algorithm, the proposed
algorithm uses forth power and multiplication as main operations. When
the field is generated with a special class of irreducible trinomials, an an-
alytical form for fast bit-parallel forth power operation is presented. The
proposal can save 17'x compared with the classic approach, where Tx is
the delay of one 2-input XOR gate. Based on this result, the proposed al-
gorithm for inversion achieves even faster performance, roughly improves
the delay by %'T'x, at the cost of slight increase in the space complexity
compared with the standard version. To the best of our knowledge, this
is the first work that proposes the use of forth power in computation of
multiplicative inverse using polynomial basis and shows that it can be
efficient.

Keywords: Multiplicative inverse, [toh-Tsujii algorithm, forth power.

1 Introduction

Finite field GF(2™) is used in many areas such as error correcting codes and
cryptography. In these applications, it is crucial to carry out field arithmetic op-
erations, consist of addition, multiplication and inversion, efficiently. Inversion
operation is usually required in an Elliptic Curve Cryptosystem [I] when com-
puting point multiplication. Nevertheless, inversion computation is much more
time-consuming than other operations in the field and many researchers attempt
to perform this operation fast.

The inverse of a nonzero element o € GF(2™) is defined as follows: there
exists an unique element a~! € GF(2™) such that a=! -« = 1. Several algo-
rithms [BIEI5IGRIT0[have been proposed for multiplicative inversion and some
of them[6lI0] are based on Fermat’s theorem. Fermat’s theorem implies that,
since o € GF(2™) is nonzero, o' = " ~2. Hence, inversion can be carried
out by means of exponentiation by 2™ — 2. The direct algorithm [I0] is to carry
out such exponentiation by iterative squaring and multiplication, which requires
m— 1 squaring operations and m — 2 multiplications. Itoh-Tsujj algorithm (ITA)

D. Taniar et al. (Eds.): ICCSA 2010, Part II, LNCS 6017, pp. 14[24] 2010.
© Springer-Verlag Berlin Heidelberg 2010
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[6] reduces the number of multiplications to O(log, m). The original algorithm
was proposed to be applied in GF(2™) with normal basis (NB) representation.
Wu [7] shows that when GF(2™) is generated with an irreducible trinomial, the
space complexity of Itoh-Tsujj algorithm using polynomial basis (PB) is at least
as good as that using normal basis. Rodriguez-Henriquez et al. [9] proposed a
novel parallel version of Itoh-Tsujii algorithm in PB using field multiplication,
field squaring, and field square root operators as main building blocks.

Generally speaking, Itoh-Tsujii algorithm using PB, referred to as ITA-PB,
requires more time delay compared with Itoh-Tsujii algorithm using NB in bit-
parallel implementation. The main reason is that squaring in NB is given in
terms of a cyclic shift of the coefficients and does not cost any gates delay while
squaring in PB costs at least 1T'x gates delay[7](Tx denotes propagation delays
of an XOR gate). Although the multipliers in two bases have nearly the same
time complexity [IT/I2], the advantage with respect to squaring in NB leads to
the less time delay for ITA. Rodriguez-Henriquez et al. approach can perform
even faster but it needs a multiplexer for different blocks switching and requires
a little more complicated architecture.

Our work is devoted to speedup ITA-PB at the cost of slight increase in
space complexity. Unlike the standard ITA-PB, our approach is mainly based on
field multiplications and field forth power operations. Consider a special class
of irreducible trinomials, namely, ™ + 2' + 1, with m, ¢ being odd or m being
even and t being odd. In the field generated with these trinomials, squaring
costs 2Tx gates delay [7]. The classic approach computed forth power by means
of iterating squaring operation two times. Nevertheless, this approach requires
4Tx gates delay which is not yet efficient.

In this paper, we derive a novel approach for computation of forth power which
saves 1T, gates delay by means of combining two iteration together. This result
can be subsequently used in optimization of inversion computation. We suggest
that the proposed ITA-PB using forth power can achieve faster performance
than standard ITA-PB with a speedup of about T, gates delay, while the
space complexity increase by 2m XOR, gates at most.

The rest of this paper is organized as follows: in section 2, we briefly review
the Itoh-Tsujj algorithm and some relevant concepts. Then, a bit parallel im-
plementation of forth power operation is discussed in section 3. Based on this
operation, a new novel formulation of inversion computation is presented. In
section 5, comparison of our results to previous proposal for the same class of
fields is made. Finally, some conclusions are drawn.

2 TItoh-Tsujii Algorithm Based on Polynomial Basis
(ITA-PB)

Let f(z) = 2™ + ' + 1 be an irreducible trinomial over Fy where m > 2¢. Then
f(z) induces a polynomial basis (PB) {1,z,22,---, 2™~} in GF(2™), where
x is a root of f(x). In the finite field GF(2™) defined by f(z), any element A
represented using polynomial basis is given by:
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m—1
A= Z a;t =ag + a1z + -+ apm1x™ L.
i=0
The multiplication in PB is obtained by multiplying two polynomials and then
reducing the result modulo f(z). The field squaring is a special case of field
multiplication:

C = A% mod f(x) = ag + ar1z® + asz + -+ ap_127™ % mod f(x).

From the above expression, it is easy to see that the main operation of squaring
is the reduction modulo f(x). Since f(x) is an irreducible trinomial, the gates
count and the critical path of the circuit depend on the parity of m and t.

Since the multiplicative group of the finite field GF(2™) is cyclic of order
2™ 1, for any nonzero element o € GF(2™), we have o~ ' = a®” ~2. So inversion
computation consists of a power evaluation, given that:

2 m—1
— m—1_ J
ol = (a2 1) _ Z o?
Jj=1

Based on this fact, we can directly obtain the result by iterative squarings and
multiplications. It requires m — 2 multiplications and m — 1 squaring operations.
Itoh-Tsujj algorithm [6] reduced the number of required multiplications to
O(logy m). The algorithm utilized the fact as follows:
First assume that m — 1 = Z" 2ku with k1 > kg > -+ > ky,. Then consider

u=1
the computation of a®* where sj, = 212:1 20 =24224... 4221 1 92" Note
that o = (045’“—1)22 - -1, In computing a®*, we have also computed a*

for s; < sg. According to form of m — 1, the multiplicative inverse of a can be
rewritten as follows:

okn

2
m— k2 k3

Q2" A2 — (k) ( (o) ((a2) (@) )Y ) - (@)

Since k1 > k; for i = 2,--- ,n, then if we compute a1 as above, all the a°*

for i = 2,--- ¢t will also be computed. From our previous results we see that

the computation of o costs |[logy(m — 1)| multiplications and 2% squaring
operations. The computation of Eq. () totally costs HW (m — 1) — 1 multiplica-
tions and 2%2 4-2%s 4. .. 4 2F» squaring operations, where HW (m — 1) represents
the Hamming weight of m — 1. Adding up the partial complexities, the whole
complexity of the ITA-PB costs about |logy(m — 1) + HW(m — 1) — 1 field
multiplications plus a total of m — 1 squaring operations.

3 Fast Forth Power

Assume that an arbitrary element A = 7" La;xt € GF(2™), the forth power
of A is given by:

m—1 m—1

D= Zdw —A4modf Zazx mod 2™ 4+ 2t + 1

=0 i=0
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Actually, since the degree of A* is 4m — 4, the reduction operation modulo f(x)
is more complicated than that of degree less than 2m, the most common method
is to iterate the squaring operation two times. Then the critical path delay of
corresponding circuit is twice as long as the squaring. Nevertheless, forth power
based on this approach does not accelerate the ITA-PB. In this section, we
will describe a new method to speedup implementation of forth power for some
special cases of f(z).

Explicit formulas for field squaring have been investigated in [7], it shows that
when m is even and t is odd or m,t are odd, the critical path delay of squaring
takes time 27x. Then forth power using previous approach will cost 4T'x critical
path delay, which is not yet efficient. Our approach is focused on the two cases.
For simplicity, the case of f(x) = 2™ + ' + 1, with m, ¢ being odd numbers, is
specially considered and we assume that m, ¢ are odd thereafter.

3.1 New Approach

Our strategy is to design an appropriate circuit for forth power and takes inspira-
tion from the formula of squaring operation. Let C' = Z;i_ol ¢zt = A% mod f(x),

then

m—1 m—1 2m—2
g crt = E a;z% = g ax’, (2)
=0 i—0 i=0

where a) is given by

, ai if i even
a 2
0

v otherwise .

Then the coefficients ¢; of C' can be computed as follows][7]:

m, t odd
¢ = aj, 1=0,2,--,t—1,
Ci = Qi+ A 1=1,3,-- ,t —2,
CGi=aj+al, i+ ah, o i=t+1,t+3,--- 2t =2 (3)
Ci = Qg 1=t t+2,-- ,m—2,
ci=a;+an, ., i=2t,2t+2,--- ,m—1.

According to the above expressions, note that only the third part of Eq. ([B]) has
three operands which requires 27, critical path delay. In the implementation
of forth power, we combine two squaring operations and merge the redundant
operations. Namely, transfer operands {a;,|,a; 3, - ,a5;_o} in Eq. @) from
the first squaring to the second squaring. If the parameter m,t¢ satisfy certain
conditions, the second squaring operation plus redundant additions would also
be carried out in 27Ty gates delay. As a result, the whole circuit will cost 3T'x
gates delay which can save 1Tx compared with previous approach.
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We first compute intermediate values:

~; = al, i=0,2, ,t—1,

Vi = Qi + g4 i=1,3,-,1-2

Vi =y F Ay oy, i=t+1E4+3,00 20 =2, (4)
Vi = Gy i=tt+2,---,m—2,

Vi = a4 an, i=2t,2t+2,---,m—1.

The computation of intermediate values totally costs 17Tx in parallel. Denote by
I' the temporary value and by © the remainder operands of Eq. (8], namely,

where 6; is given by
0. — a; fori=t,t+2,---,2t—2
*7 1 0 otherwise .

otherwise. Then we have C' = I' + ©. The forth power of A(z) can be rewritten
as:
D = A*mod f(z) = C* mod f(z) = I'* + 6% mod f(x)

We plug in I" and © in Eq. (3] and obtain the results as follows:

d»L:’Y,Z, i205274a"'7t_1?

di = Vonsi + Vom—tti T Ongi T 00 1ss 1=1,3,---,t—2,

di =Y+ Vm—tti T Vam—2ti + Optri + 02 _opyi i =t + Lt +3,--- 2t = 2,
di = Ypys T Oy P=tt42, m =2,

di =Y + Vp—tgs T 05 + Or—iis P=26204+2,-,m— L

(®)

where v/ and 6} are given by

, ~vi if i even, , 0 if i even,
’y, = 2 . .= 2 .
! 0 otherwise, 0 otherwise.

In the above expressions, zero values of ¢} are ignored. We can see that the third
parts of Eq.( B]) have five operands and the depth of the binary XOR tree is
[log, 5], which will lead to 3Tx gates delay in parallel. Actually, note that only
the @] with the subscript 2(¢+1),2(t+3),--- ,4(t — 1) are nonzero, if 4(¢t — 1) <
2m —t+ 1, namely, m > S(tgl), then the elements 65, 1,65, ;5. - 05, o
are all zero. At this time, Eq. (&) becomes:

d; =7, 1=0,2,4,---,t—1,

di :’y;n+i+7§m7t+i+6;n+i7 i= ]-737"' 7t_27

di :'72{+’7;n—t+i+lyém—2t+i+6;n—t+i7i:t+]-vt+37"' 72t_27 (6)
di =i + 0 i Pi=tt+2,,m—2,

di =7 F Vs T OO s i =2t,2t+2,--- ,m— 1.
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Therefore, the depth of the binary XOR tree becomes [log, 4] = 2. Plus the
time delay for computation of I', the critical path of the whole circuit takes time
3Tx.

3.2 Complexity Analysis

Now we evaluate the cost of our approach. Note that there exists reused partial
sums in the second and third parts of Eq. @) and Eq. @), to compute I" and
I'? totally cost ™ /*! and ™*/7' XOR gates, respectively. Then it need to
compute I'? + ©2 and get the final results. Because 6 only with subscript i =
2(t+1),2(t + 3),--- ,4(t — 1) are nonzero, we examined the subscripts of ¢} in
Eq. (@) and found that all the subscripts can compose two sets:

{2t,2t+2,--- 2m—2}, {m+1,m+3,---,2m—t—1}.

Note that m > 5(t2_1) and then 2m—2 > 4(t—1),2m—t—1 > 4(¢t — 1), it follows
that the worst case is that both of the two sets have tgl nonzero terms. Hence,
the gates count for bit-parallel forth power here is no more than m 4+t —1 XOR
gates with 3T’y time delay. In addition, if m + 1 > 4(¢t — 1), i.e., m > 4t — 5,
the set {6],,1,0,,,3. -+ ,05,,_;_1} only contain zero values and the number of
XOR gates required by the circuit reduced to m + *51.

Consequently, we obtain the complexity of forth power as follows:

m+ 5 i m o> 4t — 5,

XOR: =
# XOR {m+t—1if Y < m <4t — 5.

Time delay: = 3Tx

3.3 An Example

As a small example, we built a bit-parallel forth power in GF(27) with generating
polynomial 27 + 2% + 1. Assume that A(z) = Z?:o a;x' is an arbitrary element
in GF(219). Let 3°°_, ¢z’ denote the temporary values according to Eq. (@) and
Z?:o d;x" denote the forth power of A(z). Based on previous analysis, we have:

co = ao, do = co,

c1 = a4 + ag, di = c4 + c6 + az,

Co = a1, dy = cy,

C3 = a5, and d3 = Cs, (7)
¢4 = a4 + ag, dy = co +cq +c + az,

c5 = ag ds = cg,

Ccg = as + as. dg = c3 + c5.

The circuit is shown in Fig. [l Note that the reused computations in above
expressions can save certain gates. Then, it can be seen that seven XOR gates
are used and the critical path length for forth power circuit is 37Tx.
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aa a) ap

d@ d:‘. (14 d_a dg d| du
Fig. 1. Architecture for forth power with generating trinomial 7 + 2° + 1

4 Computation of Multiplicative Inverse Based on Forth
Power

In this section, we will present a new version of ITA-PB based on the forth power
as above. Since 2" — 2 =271 4 2m=2 L ...+ 22 1 2 and m is odd, we have

2 — 2= (4" 44" ey )4 (47 44T )2,

m . . M
For any nonzero o € GF(2™), a~! = o?" =2, the inversion can be written as:

a”l=3-p

m—1 m—3
where B =ao* * 14 ? ++4 Thus the multiplicative inverse can be computed
based on forth power, squaring root and multiplication. Now we consider the
computation of 5. This exponentiation can be computed through repeated rais-

ing of intermediate results to the forth power and multiplications, similar with
the strategy used in [0/4] to minimize the number of multiplications in GF(2™).

Theorem 1. Let A € GF(2™) and 0 < n < |} ] be an integer. One can com-
pute A" where r = 4" + 4771 4 ... 4+ 42 1+ 4 with no more than

#mul := |logy(n)| + HW (n) — 1
#4 —exp:=n
Operations, where HW (+) denotes the Hamming weight of its operand and #mul
and #4-exp refer to multiplications and the forth power in the field, respectively.
k .
Proof. First, consider the computation of A% where s, = Z?Zl 4*. Tt is easy to

k—1
see that A% = (A%—=1)4" "~ A1 Namely,

i

Ask — AR a0 g .AZfi2k71+14
AT gy et (8)
— (AT e
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Table 1. The computation of 3

Power rule result
S0 ot at
2
s1 (OLSO )4 . a0 Oé4 +4
2 4 3 2
S92 (asl 4, asl 044 +4°+4“+4
s 42° so 48 4. 44244
S3 (a®?)* -« @
23 16 ... 42
S4 (0653 4 . a.sg Oé4 “+-4+4°+4
24 32 42
S5 (0654)4 . a54 Oé4 “+-4+4°+4
25 64, 42
S6 (0185)4 . 0&85 Oé4 4 44%+44
80 79 s6 42 sS4 4804 ... 44219
AP 47 o+ 4 (@)Y ™ty =a

88 | .42
488_’_487_’_.“_'_4 :Oé4 4+ 44°+4
N

2
492 449 4. 44 72)42 Q% 3 =a
P14 % 4 d (3) et = ot e
4P 4472 4o d ()t B=atrertee

We rewrite n as its binary form n = Zle 2k with ky > kg > -+ > k. Then A"
can be written as follows:

S 4200
AT — A4"+4”’_1+...+42+4 _ (Askl) . (Ask3) (A5k2)(Ask1 )42k2
Since k1 > k; for ¢ = 2,--- £ then if we computed A®F as above, all the other
A®ki fori =2, .-+, ¢ will also be computed. It is easy to see that to compute A%

actually needs |log, n| multiplications and 2% forth powers. After we compute
A% we need £ —1 = HW (n)— 1 multiplications and 2*2 +- .. +2k¢ forth powers
to compute Eq. ([8). Adding up the partial complexity, we obtain the result in
Theorem 1.

Ezample. Let us consider the binary field GF(2!°!) generated by the irreducible
trinomial f(x) = 2% + 2% + 1. Assume that o € GF(2'!) be an arbitrary
nonzero field element. We compute the multiplicative inverse a2, According
to previous analysis, it is need to compute 8 = a4” +4”*++4 first and then to
multiply 3 by 2. Since 95 = 26 +24 4234224941 based on the strategy pro-

22428\ 427 42\ 4 .
posed by Theorem 1, 8 = a®° (oﬁl (a‘” (a® (a4 (%)t )Y ) ) ) . Details

are illustrated in TbI[Il The multiplicative inverse o' can be obtained as 3- 3 >
which only needs one more multiplication and one squaring root operation.

Based on the consideration, the pseudocode of the inversion using forth power
is shown in Algorithm 1.
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Algorithm 1. Itoh-Tsujii algorithm using forth power

Require: : irreducible trinomial f(z) = 2™ + z* + 1(m, ¢ odd),a € GF(2™).

Ensure: : o .
Step 1. n =" !
Step 2. Exponentiation in GF(2™), yielding § = QAT T
Step 3. Squaring root computation in GF'(2™), yielding ﬁé.
Step 4. Multiplication of 3 and Bé

The numbers of operations in GF'(2") needed by Algorithm 1 are summarized
as follows:
#mul = [logy ("3 1) | + HW(™;1)
#4 — exp = "1 9)
#squareroot := 1

5 Discussion and Comparison

The classic ITA-PB [7] for inversion costs about |logy(m —1)] + HW (m — 1) —
1 field multiplications plus m — 1 squaring operations. If these operations are
computed by single circuit respectively, we will obtain the strict bound for the
complexity of ITA-PB. For instance, making use of the multiplier described in
[2] and the squaring described in [7], the space complexity of ITA-PB are:

# AND: = m? (10)
# XOR: =m? + ;' — 1
Conversely, the time complexity is given by:
Time delay: = (LlogQ(m -] +HW(m-1)— 1) (TA+
(11)

(2 + [log, m])TX) +2(m - 1)Tx

Similarly, making use of the square root computation described in [13], we obtain
the complexity of Algorithm 1 according to Eq. ([@):

# AND: = m?
# XOR: = m?2 4 3m~1 4 ¢
Time delay: = (Llog2(m2_1)J + HW(mgl)) (TA+ (12)

(2 + [log, mDTX) + (3(’”;1) + 1)TX

From the Eq. (I0), Eq. (II) and Eq. [I2)), it can be seen that the proposed
algorithm requires at most m + ¢ more XOR gates but can save about ™ Ty
gates delay compared with the original one. Table[2illustrates the improvement
obtained with the proposed algorithm, by collecting numerical result for four
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Table 2. Complexity for practical field

trinomial ~ AND(#) XOR(#) Delay
191 4 2% 41 36,481 36,575 1274 + 5007

X
[TAPR 2T 2® 41 47,080 47,196 10T + 5327 x
223 2™ 41 97,960 98,124 1174 + 7457
2% 48T 41 167,281 167,484 1174 + 937Tx
29 2%+ 1 36,481 36,775 12T + 406Tx
ITA-PB 227 4+ 2% +1 47,080 47,458 10T + 4257

313 1L 4™ 41 97,969 98,516 1174 + 590Tx
409 4 287 41 167,281 167,980 11T + 734Tx

(forth power)

8 8 8

examples of field with cryptographic size defined by trinomial: z'%' + 2% + 1,
2217 4% 11, 233 1™ 41 and 499 4 257 4 1.

Among the five irreducible polynomials suggested for ECC by NIST [14],
there is one trinomial, namely, 2% + 287 + 1, which is available for using the
architectures proposed here. As it shows that in Tbl. ] our algorithm roughly
saves by 21% XOR gates delay compared with standard ITA-PB.

Furthermore, we have only discussed the fast forth power when the field is
generated using the irreducible trinomial f(z) = 2™ + 2! + 1, with m,¢ be-
ing odd numbers. In fact, we have investigated the application of the same
strategy for f(z) = 2™ + 2* + 1, with m being even and ¢ being odd. When
m > 5(t2_ 1), the space complexity of that case is no more than m + 32t XOR
gates and the time delay is also 3Tx. At this time, since m is an odd number,
om 2 =2(4"2 44" 4. 44)+ @™ 472" 4 ... 4 4) + 2. The main
operations of inversion include forth power, multiplication and squaring. Based
on the results with respect to related squaring operation in [7], we will also get
the same speedup for ITA-PB in this case.

6 Conclusion

In this paper, we introduce a novel version of ITA-PB in GF(2™) which uses
forth power rather than squaring as the main operation. The forth power based
on ITA-PB is known to be efficient when forth power can perform faster than two
serial squaring operations. In this work, by increasing the parallelism of circuit at
cost of more gates, fast forth power is made possible. We have shown that the new
version of ITA-PB saves about "} XOR gates delay with an increase of no more
than 2m XOR gates. This proposal could provide remarkable implementation
efficiency for cryptographic applications.

Acknowledgments. This work is supported by the Natural Science Foundation
of China (No.60672068).
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Loading of Carbon Nanotubes
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Abstract. A reduced-order general continuum method is used to exam-
ine the mechanical behavior of single-walled carbon nanotubes (CNTSs)
under compressive loading and unloading conditions. Quasi-static solu-
tions are sought where the total energy of the system is minimized with
respect to the spatial degree of freedom. We provide detailed buckled
configurations for four different types of CNTs and show that, among
the cases studied, the armchair CNT has the strongest resistance to the
compressive loading. It is also shown that the buckled CNT will signifi-
cantly lose its structural strength with the zigzag lattice structure. The
unloading post-buckling of CNT demonstrates that even after the occur-
rence of buckling the CNT can still return to its original state making
its use desirable in fields such as synthetic biomaterials, electromagnetic
devices, or polymer composites.

Keywords: component; carbon nanotube; finite element method; me-
chanical properties.

1 Introduction

Carbon nanotubes(CNTs), since first found as a form of multi-walled CNT
tangles, have gained overwhelming attentions for their significant and unique
properties. Many applications of CNTs have been proposed such as enhanced
composite materials, efficient heat remover, precise drug delivery, etc. Exten-
sive research efforts have been taken to understand different aspects of CNTs
properties, ([1,[2],[3],[],[5],[6],[7]) just to name a few. However there are limited
research activities recorded on the subject of fatigue analysis of CNTs under
cyclic loading conditions. The knowledge of CNT’s fatigue characteristics be-
comes indispensable for its application in a variety of nanoscale materials and
devices such as CNT actuator and CNT-based electromechanical switch, where
nanotubes may be subject to 10° cycles during their lifetime[g].

Mechanical behaviors of a forest of multi-walled CNTs subject to the nanoin-
denter loading was reported by [9]. The experiment captured shell buckling mode
of the CNTs and produced a series of hysteresis loops from loading-unloading
processes. A distinct drop in slope of the loop is evident because of the onset

D. Taniar et al. (Eds.): ICCSA 2010, Part I, LNCS 6017, pp. 25-13] 2010.
© Springer-Verlag Berlin Heidelberg 2010
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of the buckling. [10] investigated the cyclic deformation behavior of the single-
walled CNTs/epoxy composites. It was found that the size of the hysteresis loop
between the loading and unloading cycles decreased with the increase of the de-
formation cycles. [11] used the molecular dynamics (MD) method to determine
the hysteresis loops of CNTs of different sizes under cyclic tensile and compres-
sive loading conditions. It was shown that the CNT exhibited extreme cyclic
loading resistance with yielding strain and strength becoming constant after a
number of loading cycles.

In this paper, a quasi-static reduced-order general continuum method [12] is
used to calculate the yielding stress and strain of CNT. The method uses the
widely-accepted atomic potential, the reactive empirical bond order potential
(REBO) for hydrocarbon molecules [I3] as the base model to calculate the in-
teratomic energy among carbon atoms in CNT. The REBO potential includes
the bond order terms which implicitly describe the angular dependence of inter-
atomic forces so that the computationally expensive operations of registering and
tracking many atoms for multibody interactions are avoided. The quasi-static
state of CNT is determined by seeking the minimum configuration of the energy
potential. The compressive deformation of CNT is simulated by prescribing the
displacement boundary conditions to each node on both ends of the CNT or a
displacement-controlled method.

2 Numerical Method

The reduced-order general continuum method combines the C! subdivision finite
element method [I4] and the quasi-continuum scheme [I5] that links the crystal
lattice deformation on atomic scale to the nonlinear solid mechanics deforma-
tion on macroscopic scale. With fourth-order shape functions, the subdivision
finite element method interpolates fields not only by nodes from a local trian-
gular element but also by nodes from neighboring elements, which guarantees
a higher-degree of continuity in interpolation than lower order methods do and
avoids shear locking problems that usually take place in conventional high-order
methods. The method has been successfully applied in solving many thin-shell
problems, such as [16], [T7], [I8].

The quasi-continuum scheme stipulates that the relation between the quanti-
ties of the two different scales can only be established via the deformation gradient
F. For any macroscopic point on a continuum body, it is represented on atomic
scale by a crystallite of radius R, with infinite number of atoms embedded as
shown in Fig.[[ (a). The crystalline lattice deforms according to the local contin-
uum displacements. And the energy of the crystallite is determined directly from
an appropriate atomic model so that the key properties of the crystal, such as
atomic symmetry, are preserved. In a finite element method, the continuum solid
is discretized into many small elements, as shown in Fig. [l (b). The displace-
ments in an element are interpolated from the values on the corresponding nodal
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(a) Every point in the continuum (b) Finite element discretizing the continuum
body is described by a representative body.

atom embedded in a crystallite of ra-

dius R..

Fig. 1. Schematics showing the linkage between atomic lattice and macroscopic finite
element method

points, and they become the only major unknowns to the numerical solution.
The Cauchy-Born rule is used to relate the macroscopic deformation of crystals
to the changes in the lattice vectors. In the current research, we consider all de-
formations in CNT to be homogeneous meaning that the CNT deforms strictly
according to a universal deformation gradient. The choice of representative crys-
tallite is immaterial to the calculation. We can always choose the one that is
most convenient to the finite element formulation or the representative cell. The
structure of the representative cell is shown in Fig. 2] where a;. 3 and 6, 3 are
the three unique bond lengths and angles for this cell upon which the interatomic
energy depends. The specialized form of the REBO potential function is shown
as follows

3
E =" [Vg(ai) — Bi(aj, ax, 05, 0x)Va(as)] (1)
i=1
where Vi (a;) is the repulsive pair term and is given as
()
ele) e*\/QSccﬁcc(ai*R(gé); (2)

Ve(a) = filai) g "7

Va(a;) the attractive pair term and is given as

D(e) S .
VA(ai) _ fi(ai) Sgg _C’f e_\/2/Sccﬂcc(aqz—R<c)c); (3)
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w

a2

al < a3

0,

Fig. 2. Local structure of a CNT

and B; is the bond order term which is given as
B; = [1+ Ge(0k)f5(a5) + Go(6;) fi(a)]) ™" 4)

The detailed expressions for every term in the formalism can be found in
[13]. The method of calculating the bond lengths and angles is based on the
approximate exponential map of carbon sheet proposed by [12]. A brief account
of the method is given below for completeness.

As discussed in the previous paragraph, Cauchy-Born rule relates the atomic
lattice vector to the macroscopic deformation through a simple relation as shown
in Fig.[Bl This is appropriate for bulk materials, such as the cubic lattice. However
when it comes to the graphene sheet studied here, which is a two-dimensional
manifold embedded in a three-dimensional space, the Cauchy-Born rule can not
be used directly. By referring to Fig. @] the deformation gradient F only maps
the infinitesimal line segment between tangent spaces. The lattice vector is in

U B

o

N
<

N

N
N

N

Fig. 3. Cauchy-Born rule applied to a cubic lattice
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a=FeA

Fig. 4. Direct use of Cauchy-Born rule leads to inaccurate results

Geodesic
passing
through p

Fig. 5. Schematics showing exponential map

fact the chord of the carbon sheet which is not correctly captured by this simple
relation. The effect of exponential map is to pull away a vector v in the tangent
space to a chord A of the geodesic circle, as shown in Fig. Bl At point P on the
surface of the globe, there are a tangent vector v and the geodesic circle passing
through it. The exponential map A = expp(v) lays off a length equal to ||v||
along the geodesic passing P in the direction of v to form a new vector A, that
is the chord of the geodesic circle.

Fig. [dl shows the transformation for the current case. A represents the bond
vector connecting atoms X and Y on the carbon sheet, and W the tangent
bond vector for the un-deformed configuration. Similarly, a represents the bond
vector connecting atoms x and y on the carbon sheet, and w the tangent bond
vector for the deformed configuration. Since the deformation gradient F only
maps entities in between the tangent spaces, i.e. w = FW, it is necessary to
first use the inverse exponential map exp)_(1 to map the chord vector A into the
tangent space then after the deformation gradient operation use the exponential
map exp, again to obtain the desired chord vector a. The above concept can be
expressed in the following composite mapping relation

a = expy(x) oF(X) o expy (A). (5)



30 Y. Yang and W.W. Liou

Undeformed Deformed
configuration configuration

Fig. 6. Schematics showing exponential map between two configurations

The order of composite operation is from the right most towards the left. Since
carbon nanotubes are made, virtually by rolling up an originally flat graphene
sheet into the cylindrical shape, it is reasonable and convenient to consider the
flat carbon sheet as the reference configuration. Eqn. [{ can be simplified as

a = expy(x) OF(X) o (A), (6)

since the chord vector and the tangent vector are coincident on a flat sheet. The
evaluation of exponential map needs the knowledge of geodesic circles which
involves solving a system of two nonlinear ODE’s. And the coefficients of the
equations are Christoffel symbols. Analytical approaches [I9] have not been suc-
cessful in finding their expressions. The approximate exponential map method
decouples the general deformation into two principal directions V; and V5. And
the method assumes that the curved surface can be represented locally in Vi o
by a cylinder with the radii of 1/k; 2 or the inverse of the principal curvature.
The exponential map for a cylindrical surface has a closed-form solution which
can be used to find the approximate deformed bond vector. The detailed deriva-
tion is referred to [20]. Only the final expressions for bond lengths and angles
are given here.

wt sin(kiw')
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the terms w'? in Eqn.[[are the components of the tangent deformed bond vector
w that are resolved in the two principal directions v; > and they are given as

w=[ia] = [Baneti) »

where C'yp are the components of Green strain tensor. The length of the de-
formed bond vector is simply

a = |lal], 9)
and the angle between any two bond vectors a and b can be found by

a-b

cos(0) = . (10)
[[all[[b]|
The interatomic energy density W is
E
w="_, 11
5 (1)
where S is the area of the representative cell and is given as
3V/3
So = 9 | Aos|%, (12)

where A,y is the undeformed carbon-carbon bond length. The energy due to
REBO potential or the short-range interaction can be found by integrating the
energy density over the CNT surface as follows

Ergpo = [ WdS, (13)
20

where (2 represents the reference configuration.

The long-range van der Waals energy Frj in CNT is modelled by the modified
Lennard-Jones potential. If two representative cells are considered, labeled as I
and J, as shown in Fig. [l There are two carbon atoms in each cell, then the
Lennard Jones potential energy can be calculated as follows

Euy=) > V), (14)

I=1J>1,]¢B;

where ry; is the vector that connects two nonbonded atoms located within differ-
ent representative cells; By is a group of atoms that are bonded to atom I. The
computation is looped over two nonbonded atoms. However Eqn. [[4] can only
be carried out over discrete individual atoms. For the purpose of finding the
total Lennard-Jones energy about the surface of carbon nanotubes, a continuum
version of Eqn.[I4]is needed. Based on the assumption that he carbon atoms are
distributed homogeneously on the CNT surface and undergoes a homogeneous
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Fig. 7. Schematics showing Lennard Jones potential calculation over the representative
cells

deformation. The mean surface density for carbon atoms, M is M = 2/Sy. The
practical Lennard Jone potential formula is

4
= g / / V(llrrs (X7, X)) 201205, (15)
0 J Q01 J20,—-Br

where X and X ; are the position vectors for particles (not necessarily coincident
with carbon atoms) on the continuum surface defined by the representative cell I
or J. As aresult the total van der Waals potential energy between two interacting
surfaces can be found through a double integration. The exact van der Waals
potential expression takes the following format

0.0 Tij < Tsmall
C3,k(7"ij — ’I"k)g + szk(Tij - 7"]41)2

+c1,6(rij — ) + Cok
12 6
[ea g
de (”j) - (Tij) Tmedium < Tij < Tbig

The parameters for Lennard-Jones potential are taken from [21I] and listed in Ta-
ble[[l Parameters ¢, j and r, are the coefficients of the cubic spline interpolation
function, which can be found in [2I]. Eqn. I8l includes a third order polynomial
as the switching function so that both the function and the gradient evaluations
of the Lennard-Jones potential are well-defined, which reduces overshooting near
the lower bond of the cutoff radius.

Considering an external energy applied to CNT, the total energy of the system
is

Y = Tsmall < Tij < Tmedium (16)

Etotal - EREBO + EL.] - Eexternal' (17)

The equilibrium or the stable state of a CNT is found by solving a minimum
value problem with Fi.ta being treated as the objective function. The standard
optimization subroutine BFGS [22], [23] is used for this purpose. A displacement-
controlled method is used to simulate the compression test with both ends being
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Table 1. Parameters for carbon-carbon Lennard-Jones potential

Parameter Value
€ 4.2038 x 1072 eV

o 3.37A

Tsmall 2,284

Fmedium 3.404

Thig 6.84

displaced at half of the prescribed value. For every new displaced configuration
of CNT, the total energy Fiota1 is minimized so that the equilibrium state can
be achieved for this specific condition.

3 Simulation Results

With the numerical method introduced in the previous section, we simulated
the buckling phenomenon occurred in single-walled CNTs under compression
loading. Before any simulation, the CNT will first be relaxed to an equilibrium
state without any external load being applied. The equilibrium state corresponds
to the lowest energy achievable by the CNT under such a configuration. This
initial equilibration process will eliminate any residual stress gained during the
wrapping process (from a flat graphene sheet to the tube). Four different con-
figurations of CNT are considered as shown in Table Bl which cover the range
of possible characteristic configurations of carbon lattice structure in relation to
the applied loading with the chiral angle varying from 0° to 30°.

Carbon nanotubes under axial compression load will ultimately experience
some form of morphological change because of the bucklings occurring at either
local or global level. Buckling in CNT results in a sudden drop of the total
energy and is followed by a weakened structural strength of CNT. It is of crucial
importance to have a better understanding of the phenomenon in order to predict
the structural stability of CNT.

In this section we present a series of numerical simulation results for Case 1
through Case 4. In the simulation, a CNT is subjected to an axial compression

Table 2. CNT Cases Studied

Case Configuration Number Length Chiral Angle

1 (14,0) zigzag 40.3A 0°
2 (12,3) 40.5A 10.9°
3 (10, 5) 36.8A 19.1°
4 (8,8) armchair 40.9A 30°



34 Y. Yang and W.W. Liou

-3720
-3740

-3760

Total Energy (eV)

w
3
@
S

-3800 |-

TR Il
0 0.01

n n Il
0.02

0.03
Strain

n n Il
0.04

n n 1
0.05

0.06

(a) Total energy vs. strain.

VDW energy (eV)

o
T

el el——_————————————————————
0 0.01 0.02 0.03 0.04 0.05 0.06
Strain

i) S——

(b) van derWaals energy vs. strain.

Fig. 8. Energy variation with respect to strain during loading for Case 1

load. The load is realized numerically by prescribing the nodes on each end of
the tube with an equal and opposite axial displacement increment. To establish
stable gripping in numerical simulations, two extra layers of mesh points next
to the loading end are also prescribed with the same displacement conditions.
For the formulation used in this study the second Piola-Kirchhoff (PK2) stress
tensor is the primary stress tensor. The PK2 stress tensor describes the state
of stress in the undeformed configuration. The engineering strain is used as
the strain measure. CNTs of all four cases are compressed axially at the same
step size. The step size of the incremental compression is selected such that
the onset of buckling is captured, while maintaining the stability of the energy
minimization calculations. The total energy Fiota1 of the new configuration is
minimized with respect to the degrees of freedom for each compression step.
FEliota1 generally serves as a good monitor to detect the occurrence of buckling
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Fig. 9. Buckling patterns of CNT with different configurations, case 1

Table 3. Buckling Strain for Different CNTs

Case Configuration Number Chiral Angle Strain at Buckling

1 (14,0) zigzag 0° 0.056
2 (12,3) 10.9° 0.059
3 (10,5) 19.1° 0.069
4 (8,8) armchair 30° 0.08

as shown in Fig.[§ (a). Before buckling, the total energy in Case 1 grows almost
quadratically with strain. When the buckling happens, the CNT releases about
18.35 eV of energy. The long-distance interaction is accounted for in the form of
van der Waals (vdW) force. The energy from vdW force (Fig. Bl (b)) is a small
fraction of the total strain energy as demonstrated in Fig. 8 The three steps
seen in the vdW energy curve corresponds buckling events taking place during
the compression process. The first two are caused by the small local buckling
and the third one by the global buckling. The vdW force plays an important
role near buckling because the energy release of the total energy is on the same
order of magnitude as the vdW energy. The numerical simulations will result in
unphysical results without considering the vdW energy.
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Fig. 11. Buckling patterns of CNT with different configurations, case 3
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Fig. 12. Buckling patterns of CNT with different configurations, case 4

Fig. @ through show that the morphological change from the incipient
buckling state (the upper one in each figure) to the buckled state (the lower one
in each figure) diminishes with the increasing chiral angle, which indicates that
the energy drop after buckling will also diminish.

The color contours represent the distribution of the PK2 normal stresses, S1;.
Fig. [0 through [[2 bear the same contour legend as Fig. @l The negative stress
value is considered to be of compressive sense while the positive means tension.
The stress unit of force per unit length was used in that no tubule thickness
enters into the formulation in this study. The two dimensional manifold nature
of carbon sheet has been taken into account by the approximate exponential
map method as described in Section II.

For Case 1 where the chiral angle is 0°, the buckled configuration distinguishes
itself from the rest by a set of two symmetric fins formed perpendicular to each
other about the tubule axis. Since three layers of mesh lines from the ends of CNT
were constrained from having any freedom of deformation, the stress in these
griping ends is uniformly zero over the course of compression for each case. Case
2 CNT has a chiral angle of 10.9° and presents two symmetric fins in the buckled
configuration similar to Case 1 but not perpendicularly aligned with each other
any more. With the increase of the chiral angle, the fin patterns disappeared in
Cases 3 and 4. Instead, the buckled configurations present axisymmetric buckling
pattern, as demonstrated in Fig.[[Tland [[2] The change in the buckling patterns
among the different CNTs are attributed to the decrease of the axial strength
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of CNT with the increase of chiral angle, which will be further discussed in the
text that follows.

Fig. I3 (a) shows the changes of the total energy in a CNT with respect to
loading strain for the four cases. The loading process is stopped when a buckling
event is detected. Fig. [[3] (b) shows the characteristic atomic lattice structures
of the four types of CNTs studied here. The lattice structure demonstrates how
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Table 4. Values of a

Case Configuration Number Chiral Angle a

1 (14,0) zigzag 0° 19.04
2 (12,3) 10.9°  18.83
3 (10,5) 19.1°  18.26
4 (8,8) armchair 30° 17.47
12
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Fig. 14. Stress-strain curve for CN'Ts in loading-unloading conditions, case 1

a carbon bond deviates from the CNT’s axial direction (aligned with the solid
black arrows in the figure) in the four cases studied. The compression loading is
applied in the direction of the solid black arrows.

It can be seen that the strain at which the CNT buckles changes with the
chiral angle. As shown in Table[3] the buckling strain increases with the increase
of the chiral angle of CNT. The cold mechanism proposed by [24] can be used
to explain this observation. The simulations performed in this study are for
absolute zero temperature and no temperature effects have been considered.
At low temperature, thermal fluctuations are insignificant and the yield event
is purely mechanical. Based on Cauchy-Born rule of homogeneous deformation
of CNTs, the gross elastic strain can be associated with the individual bond
elongation as pointed out by [24] and the yielding strain increases with the
chiral angle. In other words, the armchair CNT has the strongest resistance to
the compressive loading while the zigzag CNT has the least.

The behavior of the CNT during post-buckled unloading process is also studied.
Once a buckling event is detected, the strain-controlled method is used to unloaded
the CNT from compression by axially moving both ends away from each other at
the same step size as used in the loading process. The stress-strain curve is plotted
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for each case in Figs.[[d through[I7 The stress values are calculated by averaging
the corresponding axial components of PK2 stress tensor at the nodes along the
circumference half way between the end planes of the CNT. The loading and un-
loading directions are indicated by solid black arrows in each figure. For each of
the cases simulated, after an initial transient with a small stress increase, there is
aregion of the stress-strain curve that is essentially linear, i.e. S1; = ae. The value
of the slope a for all four cases are shown in Tabledl The slope a decreases with
the increasing of the chiral angles. Nonlinearity appears near the end of the linear
portion of the stress-strain curve which is attributed by the fact that minor local



Computational Study of Compressive Loading of Carbon Nanotubes 41

12

Axial Stress Component
o
(2]
1

o] =3

e L ]
0 0.01 0.02 003 0.04 005 006 0.07 0.08
Strain

Fig. 17. Stress-strain curve for CNTs in loading-unloading conditions, case 4

bucklings have occurred especially for Cases 2 through 4 where the appearance of
wavy structures precedes the global buckling. For Case 1, the buckling happens in
such a clean-cut fashion that little nonlinear behavior is observed before the global
buckling occurs. The structural strength of CNTs of Cases 1 and 2 weakens signif-
icantly after buckling and only mild softening occurred to Cases 3 and 4. During
unloading, it is found that after exhibiting plastic-like behavior initially(the flat
portion of the stress-strain curve in Cases 1 and 2), the CNT will return to its
original loading path without residual strains after this loading-unloading cycle is
completed. The strain energy stored during the loading process is greater than the
strain energy dissipated during the unloading process. These strain energy losses
are higher for Cases 1 and 2 when compared with those of Cases 3 and 4. The phe-
nomena could be related to the thermal energy transfer between the tube and its
environment which is not modeled in the simulation performed here.

4 Conclusion

We have used the reduced order general continuum method to examine the be-
haviors of CNTs under compressive loading-unloading conditions. We show that,
with different chiral angles, different buckled configurations will be assumed by
CNTs. Zigzag CNT has the most apparent buckling process than the other simu-
lated CNT configurations with larger chiral angles. The buckling strain increases
with the increasing chiral angle. Armchair CNT has the strongest resistance to
compressive loading. The loading-unloading simulations show that the strength
of CNT is reduced due to the compressive loading after buckling, especially for
Cases 1 and 2. However, during unloading, the CNTs simulated return to its orig-
inal state, demonstrating a unique mechanical behavior of single-walled CNT in
response to compressive loadings.
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Cubature Routine Designed for a Multi-core
Platform
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Abstract. plrint5d is an automatic cubature routine for evaluating five-
dimensional integrals over a range of domains, including infinite do-
mains. The routine is written in C++4 and has been constructed by
interfacing a three-dimensional routine with a two-dimensional routine.
It incorporates an adaptive error control mechanism for monitoring the
tolerance parameter used in calls to the inner routine as well as multi-
threading to maximize performance on modern multi-core platforms. Nu-
merical results are presented that demonstrate the applicability of the
routine across a wide range of integrand types and the effectiveness of the
multi-threading strategy in achieving excellent speed-up.

Keywords: Multi-dimensional integration, automatic cubature routine,
lattice augmentation sequence, multi-threading.

1 Introduction

r2d2lri [I] and elrint3d [2] are automatic cubature routines for evaluating two-
dimensional and three-dimensional integrals, respectively. Each routine is based
on non-adaptive use of a lattice augmentation sequence, a sequence of embedded
lattices resulting from (2¥)*-copying, k = 1,2,..., where s is the number of
dimensions. Numerical results show that the two routines are effective for a wide
range of integrand types and integration domains, including infinite domains. A
particular feature of each routine is that, following application of a periodising
transformation, the rapid convergence of the sequences used renders the routines
very fast for even the most difficult integrals.

The methodology used in r2d2lri and elrint3d can be extended to higher di-
mensions in a very natural way. However, both the search for good augmentation
sequences in higher dimensions and the exponential increase in the number of
lattice points resulting from (2¥)%-copying in higher dimensions renders the ap-
proach prohibitively expensive in dimensions greater than 4. We take a different
approach in this paper by demonstrating how the two low-dimension routines
can be used in combination to evaluate five-dimensional integrals. The approach
adopted lends itself to use of multi-threading in a multi-core environment in a
straightforward way, resulting in a very efficient routine when high accuracies
are required.

D. Taniar et al. (Eds.): ICCSA 2010, Part II, LNCS 6017, pp. 44-Ed, 2010.
© Springer-Verlag Berlin Heidelberg 2010
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The routine is called plrint5d (product lattice rule integration, 5 dimensions).
Although it is not strictly based on a single product rule, it may be seen as using
a product of the two routines elrint3d and r2d2iri. It is designed to evaluate
(iterated) integrals of the very general form

d(x) (z,y,2) ps(z,y,z,u)
5= / / / / / x yY, 2, U, U) dvdudzdydz,
p(z,y,2) (z,y,z,u)

where a and b are constants, possibly infinite, and the values of any of the
functions ¢, d, g, h, p, ¢, r and s may be (and commonly are) constant, again
possibly infinite.

We provide a brief description of the main features of r2d2lri and elrint3d
in the next section. (The reader can find further information on lattice aug-
mentation sequences and on how the sequences are used in these two routines
in [I] and [2].) In the succeeding sections, we give an overview of the design of
plrint5d, describe the multi-threading and error control strategies and provide
some examples of the use and performance of the routine.

2 The Component Routines

The algorithm r2d2lri is written in C++. It is based on a lattice augmentation
sequence that uses the 89-point Fibonacci lattice as seed lattice (see [3]) and a
sixth-order trigonometric periodising transformation due to Sidi [4]. The routine
is effective for all but the most difficult integrals and is extremely fast. It is well
suited to the evaluation of integrals with either vertex or line singularities on the
boundary of the integration domain. It is not suitable for integrals containing
a discontinuity in either the integrand or its derivative, nor for integrals con-
taining an internal singularity. In practice, one would normally subdivide the
integration domain to remove such discontinuities or to ensure any singularities
are located at a vertex or along the boundary of the integration domain. r2d2lri
is particularly robust in that its rate of failure to return the requested accuracy
or to reliably report that the requested accuracy cannot be achieved is extremely
low.

elrint3d has a similar structure to r2d2lri and is also written in C++. It is
based on an 823-point seed lattice that was determined following an exhaustive
search using goodness criteria (both Index of Merit and Trigonometric Degree
of Precision) for the resulting augmentation sequence (see [3]). It also incorpo-
rates the sixth-order Sidi transformation and makes use of extrapolation in both
the cubature approximation and the error estimate. It is effective for the same
diverse range of integrand behaviours in three dimensions as is 72d2lri in two di-
mensions. Like r2d2lri, its non-adaptive nature makes it possible to pre-compute
and store all of its abscissae and weights, the resulting low overhead rendering
it extremely fast.
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3 plrint5d

Essentially, a call to plrint5d can be seen as a call to elrint3d in which each three-
dimensional function evaluation is performed via a call to r2d2lri. Specifically,
we write the required five-dimensional integral as

If=[ [f(z,y,2)dzdydz,
D3

where

f(x,y,z)z/D g(z,y, z,u,v) dudu (1)

and D3 x Ds is the overall integration domain. Then elrint3d is used to evaluate
1f, with r2d2lri being used to compute each of the values of f within elrint3d.
This model provides two interesting challenges:

1. With the maximum number of function evaluations for elrint3d and r2d2lri
set at 421,376 and 22,784, respectively, the amount of computation required
to evaluate a difficult five-dimensional integral is potentially extremely high.
Despite the low overheads involved and the high speed of the component
routines, a single integral evaluation could be very time-consuming.

2. A software interface problem arises in the setting of the tolerance parameters
in each of elrint3d and r2d2lri in a way that most reliably achieves the
required overall tolerance.

We deal with the first of these challenges using multi-threading. For the
second, we introduce a simple but effective dynamic error control procedure.

4 Multi-threading in plrint5d

Netbook computers and PDAs aside, it is rare these days for new desktop or
laptop computers to have a single core. Multi-core, multi-processor machines
have rapidly become the norm and this means that algorithm designs must
make optimal use of the parallel processing opportunities provided by these
environments. elrint3dmt is an automatic cubature routine for three-dimensional
integrals designed to do just that.

elrint3dmt is an improved version of elrint3d that uses a Shared-Memory
Parallelism (SMP) design. It is the same as elrint3d in terms of its features
and functionality, but its function evaluations are distributed synchronously to
different threads, leaving the remaining computations such as error estimation,
extrapolation and termination checks on the main thread. Users are provided
with the option of specifying the number of threads.

Good scalability in such a simple strategy will result when three criteria are
satisfied:

1. the number of threads matches the number of cores available;
2. a large number of function evaluations is required, and
3. each function evaluation is time-consuming.
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Assuming the number of threads is chosen appropriately, the last two criteria are
normally satisfied by plrint5sd, especially when high accuracies are requested. The
minimum number of function evaluations possible in plrint5d is 6,584; consider-
ably more than this number will be needed for difficult integrals when medium-
to-high accuracies are required. Furthermore, as each function call requires the
evaluation of a two-dimensional integral, computation of a set of such func-
tion evaluations on a single thread is normally much more time-consuming than
are the computations on the main thread required to implement the algorithm
strategy. Accordingly, we use elrint3dmt in place of elrint3d in plrint5d.

The non-adaptive nature of the underlying algorithm in elrint3d makes imple-
mentation of the multi-threading strategy in elrint3dmt quite straightforward.
Essentially, for a given integral, the algorithm proceeds one step at a time, com-
puting the next lattice rule in the sequence, each time using pre-determined
(and stored) weights and abscissae, with the resulting cubature approximation
computed using that rule being compared with approximations computed from
previous rules in the sequence. So, if we assume that plrint5d is run using n
threads and there are N function evaluations in the next lattice rule to be
evaluated, then for that evaluation N/n computations will be carried out in
each thread (with appropriate adjustment if N is not divisible by n). In this
way, all threads will return their computed weighted sum of function values
at virtually the same time, the main thread will update the overall cubature
approximation and error estimate, perform termination checks and the process
will then be repeated if computation of another lattice rule in the sequence
is required.

The time required for updating information on the main thread is normally
minuscule in relation to the time taken for the function evaluations. Notwith-
standing, multi-threading is not employed for the computation of the initial 823-
point rule as the cost of implementing it will generally outweigh the time-saving
to be gained otherwise.

Standard C++ does not provide a uniform standard thread library. Windows
multi-threading applications are often implemented using WIN32 API (see [6]
for details), while PThread [7] is used for multi-threading developments on a
Linux platform. For elrint3dmt, multi-threading is realized using the Boost C++
libraries [8], a collection of peer-reviewed, open source libraries that extend the
functionality of C++.

Boost.Thread enables the use of multiple threads of execution with shared
data in portable C++ code. It provides classes and functions for managing the
threads themselves, along with others for synchronizing data between the threads
or providing separate copies of data specific to individual threads. In elrint3dmit,
Class boost::thread is used for creating the threads for computing sets of func-
tion evaluations; class boost::mutex::scoped lock is used for synchronizing the
code block which adds the numbers of function evaluations returned by r2d2lri,
and class boost::thread specific ptr is used for storing the dynamic error
tolerance used in each thread (as described in the next section).
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5 Error Control Strategy

Recalling that a call to plrint5d becomes a call to elrint3dmt, it would seem ap-
propriate that the requested error in the call to plrint5d become the requested
error in the call to elrint3dmt . However, the normal assumption when using
elrint3dmt directly is that each function value used in the computation of the
integral is calculated to close to machine precision. Satisfaction of this assump-
tion in plrint5d would therefore dictate that the requested error in each call to
r2d2lri be close to machine precision. But in some difficult cases, such a small
requested error may not be achievable, causing plrint5d to fail even when only
moderate accuracy is required in the overall cubature. Further, even if r2d2lri
can achieve close to machine precision in each cubature, in cases where only
low to moderate accuracy is required overall, the routine may be unnecessar-
ily inefficient. So, we are faced with the question of how best to set the error
tolerance parameters in the call to the outer routine (elrint3dmt) and in each
call to the inner routine (r2d2lri) to most reliably satisfy a specified overall
tolerance.

In [9], Fritsch et al consider a similar software interface problem for two-
dimensional integration, but their approach is specific to the particular one-
dimensional routines used. The problem is also considered in a more general
context in [10].

Notwithstanding that numerical integration is an inherently unreliable pro-
cess (see, for example, [I1]), in what follows we assume that, unless it flags
otherwise, r2d2lri is successful in achieving the requested accuracy in its inte-
grations and that the error estimate it returns is also reliable. This is a reasonable
assumption in practice; on the very rare occasions that r2d2lri fails to achieve
the required accuracy without setting its error flag, it normally just fails to
do so.

Let E be the required absolute error in the computation of If (that is, E is
the requested error in the call to plrint5d). Also, let e. be the requested error
in the call to elrint3dmt. For the computation of a particular N-point cubature
within elrint3dmt, let e,,, i = 1,..., N, be the requested error in the i‘" call
to r2d2lri. Further, let €. be the actual error in the N-point cubature within
elrint3dmt and let ., be the actual error in the it cubature returned by r2d2lri
for the calculation of that n-point rule.

We denote the N-point cubature computed by elrint3dmt by

N
Qf = Zwi];(xi)v
i=1

where f represents the approximation to the true function value f that is re-
turned by r2d2lri. Then, noting that all the weights w;,7 = 1,..., N are positive,
we have
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~ N

1f = QFI = I1f = wilf(x:) +e0,)] (2)
i=1

N
<|If=Qf1+ ) wiler,]

=1
N

= el + Y wiler,
=1

Accordingly, if we denote the error estimate calculated by elrint3dmt for the
current N-point cubature by é. and the error estimate returned by r2d2iri for
the i*® function value by é,,, and assume that these error estimates are reliable
indicators of the corresponding true errors, then an appropriate error estimate
for the N-point cubature within plrint5d is

N
e==é.+ Zwié”. (3)
i=1

In practice, é. and é,, are normally conservative upper bounds on the corre-
sponding true errors, so (@) will normally also be a conservative error estimate,
especially allowing for the possibility of cancellation of positive and negative
values of the true errors in (2)).

There remains the question of how best to set the tolerances e, and e,, in a
way to best achieve the overall tolerance E. In plrint5d , we set e, = (1 — a)E
and e, = aF, with o = 0.1, this value of a having been determined empirically.
Note that e, is a total error requirement across the function evaluations that
are used by elrint3dmt in computing a single cubature. Provided e, < e. and
e, = Zfil w;é,, < e, we will have e < F, as required, where e is defined in (@)).

Now suppose we wish to ensure (or, more precisely, aim to ensure) that each
function value f is evaluated to a guaranteed minimum accuracy, 7, i.e., each
ér;, <myi=1,...,N. Then &, < nzij\il w; and therefore, in order that e, < e,
we need to choose n < e,/ Zf\il w;. Since Zf\il w; = 1 for each N in elrint3dmt,
we thus require n < e,.

We take into account the conservative nature of the error estimates returned
by r2d2lri by not automatically setting all e,, to e,. Rather, we use the following
adaptive error control strategy.

Set e, = e,. Then for i =2,... N, set

er,_, /10, ér;_, > €,/10
€r, = Cri_1s er/100 < éri,1 < er/10
10%er, ., &, < er/100.

In plrintsd, this strategy is implemented independently in each thread. Since
successive points at which the three-dimensional function f is calculated within
each thread are contiguous in one dimension, it is assumed that the performance
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of r2d2lri varies little from integration 7 — 1 to integration ¢. Thus, if the error
estimate for integration ¢ — 1 is very close to the requested error, we tighten the
requested error for the next integration. On the other hand, if the error estimate
for the current integration indicates that the required accuracy has been well
exceeded, then we can afford to ease the tolerance for the following integration.
If neither of these conditions is satisfied, we leave the tolerance unchanged. In
this way, it is hoped that the required accuracies can be achieved reliably while
minimizing the number of evaluations of the function ¢g in ({l) during the calls
to r2d2lri.

Provided the error estimates can be trusted, this strategy ensures that the
error in every function evaluation is less than n and therefore that é, < e,, as
required.

Normal termination of plrint5d occurs when e < E. Abnormal termination
occurs if any of the usual abnormal termination conditions in elrint3dmt occur
(such as the maximum number of function evaluations being reached or rounding
error preventing the requested accuracy being achieved), but it is also necessary
to take into account the performance of r2d2lri. If, for a particular N, it is found
that Zf\[:l w;ér, > F, then it is assumed that no further improvement can be
gained and plrint5d is terminated. It is also possible to set a maximum number
of function evaluations for plrint5d itself.

6 Use of plrint5d

To use plrint5sd, the integrand must be provided either as a function pointer or as
a class that extends the base class Integrand<double>. The integration domain
can be defined using constants or function pointers. When the integration domain
is a five-dimensional hyper-rectangle, although function pointers can be used to
describe the domain, users are strongly recommended to use constants since
the routine has in-built efficiencies in such a case. Infinite regions are specified
using the supplied constant INFINITY. The user may supply an absolute and/or
relative tolerance; if both are specified, the routine will attempt to satisfy the
easier of the two.

The following example demonstrates how plrint5d could be used to evaluate
the integral

I, = Vaaws(l — z17073) dx. (4)
(0,1

In this example, the relative tolerance is set to 10~% and the number of threads
is set to 4.

#include <iostream>
#include <plrint5d.h>

using namespace std;
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double sample_f (double x1, double x2, double x3, double x4, double x5)
{

return sqrt(x4*xb5*%(1 - x3*x4*x5));

}
int main(int argc, char** argv)
{
Plrintbd integ(sample_f, O, 1, O, 1, 0, 1, 0, 1, 0, 1, 1le-8);
integ.setThreads(4);
cout << "Cubature = " << integ.evaluate() << endl;
cout << "Estimated Error = "<< integ.estErr() << endl;
cout << "Error Flag = "<< integ.errFlag() << endl;
cout << "No of Function Values = " << integ.productEvals()
<< endl;
return O;
}

For the integral

1 1 1 1 11—z,
/ / / / / \/$4$5(1 — 1’1$2$3) dl’5d1’4d$3d$2d$1,
0 0 0 0 0

we use functions to define the integration domain, as follows.
double a2 (double x1)

{
return 0.0;
}
double b2 (double x1)
{
return 1.0;
}
double a3 (double x1, double x2)
{
return 0.0;
}
double b3 (double x1, double x2)
{
return 1.0;
}

double a4 (double x1, double x2, double x3)
{
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return 0.0;

}
double b4 (double x1, double x2, double x3)
{
return 1.0;
+

double a5 (double x1, double x2, double x3, double x4)
{

return 0.0;

3

double b5 (double x1, double x2, double x3, double x4)
{

return 1.0 - x1;

Then the call to plrint5d takes the form
Plrintb5d integ(sample_f, O, 1, a2, b2,a3, b3, a4, b4, a5, b5, 1e-8);

A class is used in the following example from the Gaussian family (see (8) in
Appendix [A]), first proposed by Genz [12].

class GaussInt : public Integrand<double>
{
private:

double c[5];

double wl[5];

public:
GaussInt(double ci1, double c2, double c3, double c4, double c5,
double wl, double w2, double w3, double w4, double w5)

{
c[0] = c1; c[1] = c2; c[2] = c3; c[3] = c4; c[4] = c5;
w[0] = wil; wl[1] = w2; w[2] = w3; w[3] = w4; w[4] = w5;
}
double fun(const double x[])
{
return
exp(- pow(c[0]*(x[0] - w[0]), 2) - pow(c[1l*(x[1] - w[1]), 2)
- pow(c[2]*(x[2] - w[2]), 2) - pow(c[3]*(x[3] - w[3]), 2)
- pow(c[4]*(x[4] - w[4]), 2));
}
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int main(int argc, char** argv)

{
GaussInt integ(0.1, 0.2, 0.6, 0.8, 0.9, 1.0, 1.0, 1.0, 1.0, 1.0);
Plrint5d integ(&integ, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1, 1e-8);

7 Numerical Examples

To demonstrate the performance of plrint5d, we have tested it on the six Genz
families [12] (see Appendix [A]), an integral over an infinite region and a number
of integrals involving algebraic singularities on one or more boundaries of the
integration region. With the exception of the infinite range integral, we have
also computed each of these integrals using the highly-respected Cubpack rou-
tine [I3], an adaptive routine for general-purpose multi-dimensional integration.
Notwithstanding that the FORTRAN compiler gFORTRAN has been used to
compile Cubpack and Visual Studio C++ has been used for compiling plrint5d,
we present some data that exemplifies the excellent performance of plrint5d when
medium to high accuracies are required and particularly when boundary singu-
larities are involved. All tests were carried out on a 3Ghz quad-core machine
with 3GB of RAM.

The relative performances of plrint5d and Cubpack follow a similar pattern for
each of the Genz Families 1-4. In Figures[Taland [[Dl we use Family 4 (Gaussian)
as representative of these results and show the time taken to achieve each of
the requested accuracies 107", n =1, 2,...,12 using Cubpack and plrint5d with
four threads. As can be seen in Figure [[a Cubpack is clearly faster and much
preferred for accuracies up to 107, However, the picture changes dramatically
as higher accuracies are required. For accuracies beyond 10~?, Cubpack reaches
the preset maximum number of function values (100,000,000) without achieving
the desired result, the time for the maximum number of evaluations therefore
remaining level across the range of high requested accuracies in Figure By
contrast, plrint5d achieves all accuracies up to 10~!2 several orders of magnitude
faster than Cubpack. (See also the Appendix for more detailed results for this
family.)

plrint5d is not at all suited to Families 5-6, which involve discontinuities in the
integrand or its derivative, but it is nevertheless robust in efficiently returning a
failure flag for these integrals when the requested accuracy cannot be achieved.
In practice, one would normally subdivide the integration region to eliminate
the discontinuities and render the integrations straightforward.

The performance of plrint5d for an integral with algebraic boundary singulari-
ties is depicted in Figurel for the integral I defined in (). In this case, Cubpack
is to be preferred only for very low accuracies (107! and 10~2). plrint5d achieves
all accuracies very efficiently. Cubpack reaches the preset maximum number of
function evaluations for tolerances beyond 107°.
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Fig. 2. Time comparison for I

The scalability of the multi-threading strategy in plrint5d is exemplified in
Figures Bl and @ The points on the graphs represent the ratio of times taken
using two and four threads compared to the time taken using one thread. Shown
on each graph are the speed-ups achieved when 4-digit accuracy is requested
and when 10-digit accuracy is requested. The “perfect speed-up” line is included
for reference. As is supported by these graphs, for high accuracies, and par-
ticularly for difficult integrals, the improvement gained in using more threads
is not too far from optimal (provided a sufficient number of cores is avail-
able).
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8 Conclusion

plrint5d proves to be an effective and very fast routine for computing five-
dimensional integrals, especially when medium to high accuracies are required
and/or when the integrand has certain forms of singularity on the boundary of
the integration domain. Its design allows integrals with variable boundaries and
integrals over infinite regions to be evaluated.
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The multi-threading strategy used in plrint5d is particularly effective in off-
setting the expense of computing a large number of function values. Tests to date
have been limited to a quad-core machine, but the strategy employed ensures
that the excellent speed-up demonstrated here is likely to be maintained for a
larger number of cores.

The approach employed in plrint5d could easily be applied in the evaluation
of four-dimensional and six-dimensional integrals using r2d2lri as both the inner
and outer routine in the four-dimensional case and elrint3d as the inner and outer
routine in the six-dimensional case. In this way, r2d2lri and elrint3d together
provide the basis of an excellent suite of routines for computing two-dimensional
to six-dimensional integrals.

A  Genz Test Families

Listed below are the Genz test families. w = (w1, ws,ws, ws,ws) and ¢ =
(1, c2,c3,c4,c5) are randomly generated vectors in [0,1]°. (See [12] for addi-
tional details.)
1. Oscillatory

1 1 p1 1 pl 5
/ / / / / cos(2mwy + Z cix;)dzsdrydrsdradry (5)
o Jo Jo Jo Jo —

2. Product Peak

1,1 p1 1 gl )
drsdradrsdradr 6
/O/O/O/O/OHf_l(c?ﬂL(xi—wi)% pATAAL3 A2 AL (6)

3. Corner Peak

1 1 p1 p1 gl 1
drsdridrsdrsadx 7
/0 /0 /o /o /0 (1+Z?:10i$i)6 5AL4AX3AT20T (7)
1 1 1 1 1 . 2 .
/ / / / / e~ 2im1 G (wi—wi) drsdrsdrsdrodry (8)
o Jo Jo Jo Jo

5. Discontinuous first derivative

1 41 1 1 gl .
/ / / / / e Xiz Cilrimwil g gy drsdrsda (9)
o Jo Jo Jo Jo

6. Discontinuous

1 1 1 1 1
/ / / / / f6(a:1,ac27m37m47m5)dx5dx4dx3dx2dx1, (10)
0 0 0 0 0

5 eim
eXi=1 % if gy < g,
0, otherwise.

4. Gaussian

where

fo(w1, w2, 23,24, 25) = {
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B Sample Results

In the following tables,

ReqRelErr = requested relative error,
ActRelErr = actual relative error,

EstRelErr = estimated relative error,
FunEvals = number of function evaluations,
ErrFlag = error indication flag, and

Time = real time in seconds.

Table 1. Results for Family 4 using plrint5d with 4 threads

ReqRelErr ActRelErr EstRelErr FunEvals ErrFlg Time

1.00E-01
1.00E-02
1.00E-03
1.00E-04
1.00E-05
1.00E-06
1.00E-07
1.00E-08
1.00E-09
1.00E-10
1.00E-11
1.00E-12

2.50E-07
2.50E-07
2.50E-07
2.50E-07
2.80E-15
2.80E-15
2.80E-15
4.70E-13
3.20E-14
1.30E-16
1.30E-16
1.30E-16

8.50E-06
8.50E-06
8.50E-06
8.50E-06
5.60E-09
5.60E-09
5.60E-09
2.20E-09
8.10E-10
6.60E-14
6.60E-14
6.60E-14

1744760
1744760
1744760
1744760
2324152
2324152
2324152
6998792
9329528
37318112
37318112
37318112

0

OO OO OO OO oo

0.05
0.05
0.06
0.05
0.07
0.08
0.07
0.20
0.27
0.86
0.86
0.87

Table 2. Results for Family 4 using Cubpack

ReqRelErr ActRelErr EstRelErr FunEvals ErrFlg Time

1.00E-01
1.00E-02
1.00E-03
1.00E-04
1.00E-05
1.00E-06
1.00E-07
1.00E-08
1.00E-09
1.00E-10
1.00E-11
1.00E-12

6.94E-05
6.94E-05
6.94E-05
3.05E-05
9.29E-07
8.23E-09
3.42E-11
5.49E-11
9.03E-13
9.93E-13
9.93E-13
9.93E-13

1.43E-04
1.43E-04
1.43E-04
3.70E-05
9.55E-06
9.97E-07
9.99E-08
1.00E-08
1.00E-09

103

103

103

309
3605
30591
150483
1012181
8375239

6.56E-10 99999919
6.56E-10 99999919
6.56E-10 99999919

0

0
0
0
0
0
0
0
0
1
1
1

0.00
0.00
0.00
0.00
0.01
0.04
0.20
1.35
11.22
132.41
136.08
135.82

57



58 T. Li and I. Robinson

Table 3. Results for I, = f[o 155 \/x4x5(1 — z1x2x3) dx using plrint5d with 4 threads

ReqRelErr ActRelErr EstRelErr FunEvals ErrFlg Time
1.00E-01 3.50E-09 3.20E-08 1744760 0 0.03

1.00E-02 3.50E-09 3.20E-08 1744760 0 0.03
1.00E-03 3.50E-09 3.20E-08 1744760 0 0.04
1.00E-04 3.50E-09 3.20E-08 1744760 0 0.03
1.00E-05 3.50E-09 3.20E-08 1744760 0 0.04
1.00E-06 3.50E-09 3.20E-08 1744760 0 0.03
1.00E-07 5.80E-12 9.40E-09 2324152 0 0.05
1.00E-08 5.80E-12 1.30E-09 4668056 0 0.08
1.00E-09 5.80E-12 6.20E-10 9329528 0 0.17
1.00E-10 8.00E-16 8.80E-12 37318112 0 0.51
1.00E-11 8.00E-16 8.80E-12 37318112 0 0.52
1.00E-12 2.70E-16 2.20E-14 49272448 0 1.93

Table 4. Results for I, = f[ \/x4x5(1 — z1x2x3) dx using using Cubpack

0,1]5
ReqRelErr ActRelErr EstRelErr FunEvals ErrFlg Time
1.00E-01 1.04E-04 7.55E-02 515 0 0.00
1.00E-02 8.33E-05 4.54E-03 1133 0 0.01
1.00E-03 2.84E-05 9.99E-04 187151 0 0.23
1.00E-04 7.56E-06 1.00E-04 1463733 0 1.80
1.00E-05 4.26E-07 1.00E-05 9378665 0 11.71
1.00E-06 2.15E-08 1.00E-06 49864463 0 62.51
1.00E-07 6.59E-09 3.86E-07 99999919 1  126.98
1.00E-08 6.59E-09 3.86E-07 99999919 1  124.50
1.00E-09 6.59E-09 3.86E-07 99999919 1  124.72
1.00E-10 6.59E-09 3.86E-07 99999919 1  126.85
1.00E-11 6.59E-09 3.86E-07 99999919 1  128.02
1.00E-12  6.59E-09 3.86E-07 99999919 1  124.01
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Abstract. When floating point arithmetic is used in numerical computation, can-
cellation of significant digits, round-oft errors and information loss cannot be
avoided. In some cases it becomes necessary to use multiple precision arithmetic;
however some operations of this arithmetic are difficult to implement within con-
ventional computing environments. In this paper we consider implementation of
a quadruple precision arithmetic environment QuPAT (Quadruple Precision Arith-
metic Toolbox) using the interactive numerical software package Scilab as a tool-
box. Based on Double-Double (DD) arithmetic, QuPAT uses only a combination
of double precision arithmetic operations. QuPAT has three main characteristics:
(1) the same operator is used for both double and quadruple precision arithmetic;
(2) both double and quadruple precision arithmetic can be used at the same time,
and also mixed precision arithmetic is available; (3) QuPAT is independent of
which hardware and operating systems are used. Finally we show the effective-
ness of QUPAT in the case of analyzing a convergence property of the GCR(m)
method for a system of linear equations.

Keywords: quadruple precision arithmetic, mixed precision, Scilab.

1 Introduction

Floating point arithmetic operations governed by IEEE754 are mainstream on conven-
tional computers. But in floating point arithmetic, we cannot avoid cancellation of sig-
nificant digits, round-off errors and information loss. In the case of double precision
floating point numbers, there are approximately 16 (decimal) significant digits. There-
fore, when a system of linear equations is solved by some iterative method, it is known
that stagnation of the residual norm may occur or that the numerical solution may not
converge. To reduce these errors, we need to use multiple precision arithmetic. How-
ever, it is difficult to implement multiple precision arithmetic in ordinary computing
environments without any special hardware.

We consider quadruple precision arithmetic as multiple precision arithmetic. There is
a proposal called Double-Double (DD) for quadruple precision arithmetic. DD is based
on the algorithm for error-free floating point arithmetic by Dekker[2] and Knuth[3]]. A
DD number is represented by two double precision floating point numbers. QD[1]] and
Lis[6] are implementations of DD arithmetic in C and C++. In addition, although it
is not standard, many Fortran compilers have a quadruple precision real number type
‘REAL(KIND=16)’ together with operations on such. The computational cost is high,

D. Taniar et al. (Eds.): ICCSA 2010, Part I, LNCS 6017, pp. 60-£0] 2010.
© Springer-Verlag Berlin Heidelberg 2010
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however, if we cannot use special hardware. On the other hand, if we do use it, then code
should be rewritten to use quadruple precision arithmetic hardware or library (except for
Fortran). The rewritten code does not execute in the previous environment (i.e. without
any special hardware or library), and rewritten code is difficult to debug.

However, there does exist an interactive numerical software package Scilab[10].
Scilab is similar to MATLAB, and, moreover, this is free and open source software. In
this paper we implement a quadruple precision arithmetic environment QuPAT (Quadru-
ple Precision Arithmetic Toolbox) using the interactive numerical software package
Scilab as a toolbox.

In Scilab, we can define a new data type and apply operator overloading. Thus, we
define a new data type representing a DD number to expand the double precision arith-
metic environment. Using operator overloading, we can use the same operator for both
double precision arithmetic and quadruple precision arithmetic. We can also use both
double precision arithmetic and quadruple precision arithmetic at the same time, and
thus we can make use of mixed precision arithmetic. QuPAT is implemented only us-
ing Scilab functions, so that QuPAT is independent of hardware and operating systems.
Therefore, Scilab users can easily make use of QuPAT anywhere that it is required.

This paper is organized as follows. Section Pl presents some algorithms for error-free
double precision floating point arithmetic and DD arithmetic. In Section 3, we describe
the way to construct a DD environment on Scilab, the characteristics of QuPAT, and
the computational time for DD arithmetic. In Section 4 we show the effectiveness of
QuPAT for analyzing a convergence property of the GCR(m) method for a system of
linear equations. Section 5 presents a summary and discusses future work.

2 DD Arithmetic

We first explain DD arithmetic, which is based on representation using two double pre-
cision floating point numbers and defining four error-free floating point arithmetic algo-
rithms [2]], [5]. Specifically we explain the characteristics and four arithmetic operations
of DD.

2.1 Characteristics of DD Arithmetic

A DD number is represented using two double precision floating point numbers. A real
number « is represented as the DD number A = (Ahi, Alo), which is defined below:

Ahi = (@ rounded to a double precision number)

Alo = ( (@ — Ahi) rounded to a double precision number)

Figure [Tl shows the constitution of each DD number in bits and an IEEE754 quadruple
precision floating point number. A DD thus contains two sign bits and a pair of 11 bit
sequences for the exponent parts. But the sign and the exponent part of a DD number
depend only on Ahi. The mantissa of a DD number contains in total 104 bits. This is 8
bits less than is required for an IEEE quadruple precision number. A double precision
number d can be transformed to a DD number by setting Ahi = d, Alo = 0. For arith-
metical operations on DD numbers, if the computational result doesn’t fit into a DD
number, then it is rounded to a DD number.
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s : sign bit, e : exponent part, and m : mantissa

Fig. 1. Constitution of bits (DD number and IEEE754 quadruple precision number)

2.2 Algorithm for DD Arithmetic

For implementation of DD arithmetic, double precision arithmetic should be computed
exactly. However, a result of double precision arithmetic does not always fit into a dou-
ble precision number. Therefore, we need to express such a number correctly using two
double precision numbers. f( - ) denotes a computation of double precision arith-
metic, variables of small letter are double precision numbers, variables of capital letter
are DD numbers. We present four algorithms (D1)*(D4) for error-free double precision
arithmetic below (see [3]], [4] for details).

Algorithm (D1) - two sum

The following algorithm computes double precision addition s = f(a + b) and error
e = (a + b) — s. In this way, the sum of two double precision floating point numbers is
represented strictly: a + b = s + e.

two_ sum

[s, el = two_sum (a, b)

s=a+b;

v=1s-—a,

e=(a—-(s—=v)+(b-v),
end

Algorithm (D2) - fast two sum (for |a| > |b|)
The following algorithm is almost the same as (D1) except for the assumption that
lal > |b|.

fast_two_sum

[s, el = fast_two_sum (a, b)
s=a+b;
e=b-(s—a);

end
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Algorithm (D3) - split

The following algorithm splits a double precision floating point number a into 4 and /
where & contains the higher 26 bits of the mantissa of a, and [ contains the lower 26
bitsD

split

[h, 1] = split (a)
t = 134217729 * a;

h=t-(t-a);
l=a-h;
end

Algorithm (D4) - two prod
The following algorithm computes double precision multiplication p = f(a X b) and
error e = (a X b) — p. Using (D3), we get the following equality and algorithm :

ax b= f(ah X bh) + f(ah x bl) + f(al X bh) + f(al x bl)

two_ prod
ve-p R

[p,e] = two_prod (a, b)

p=axb;

(ah, al) = split (a);

(bh, bl) = split (b);

e = ((ah = bh — p) + ah = bl + al = bh) + al = bl,
end

N J

The four arithmetic operations of DD are defined only using double precision arithmetic
numbers and their computation algorithms (D1)‘(D4). Let DD numbers A, B and C be
(Ahi,Alo), (Bhi,Blo) and (Chi,Clo) , respectively.

Algorithm (DD1) - addition
The following algorithm computes DD addition A + B.

. addition ™
C =add (A,B)
[sh, eh] = two_sum (Ahi, Bhi);
[sl, el] = two_sum (Alo, Blo);
se = eh + sl;
[sh’, se'] = fast_two_sum (sh, se);
see = se’ + el
[Chi, Clo] = fast_two_sum (sh’, see);
end
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Algorithm (DD2) - subtraction
The following algorithm computes DD subtraction A — B using DD addition.

subtraction

C = sub (A, B)
B*hi = —Bhi;
B*lo = —Blo;

C =add (A, B),
end

Algorithm (DD3) - multiplication
The following algorithm computes DD multiplication A X B using the equality:

A X B=Ahi X Bhi + Ahi X Blo + Alo X Bhi + Alo X Blo

However, we omit Alo X Blo from the computation to reduce the computation cost.

multiplication
e R

C = mul (A, B)

[pl, p2] = two_prod (Ahi, Ahi);

p2 = p2 + Ahi = Blo;

p2 = p2 + Alo = Bhi,

[Chi, Clo] = fast_two_sum (p1, p2);
end

N J

Algorithm (DD4) - division
The following algorithm computes DD division (A + B), assuming B # 0. DD division
is based on Newton’s method with an initial value f(Ahi/Bhi).

. division N
C =div (A, B)
¢ = Ahi/Bhi;
[p, el = two_prod (c, Bhi);
cc = (Ahi — p — e + Alo — ¢ = Blo)/Bhi,
[Chi, Clo] = fast_two_sum (c, cc);
end

N J

Table [Tl shows the number of double precision operations in the above algorithms, and
Figure Dl shows the relationships among these algorithms.
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Table 1. Number of double precision operations

number of each operation
add & sub mul div total

fast :zg 23$ z 8 8 z i [two_sum] [fast_two_sum| [two_prod i
split 3 1 0 4 : :
woprod 10 7 0 17 | double [l :
add 20 0 0 20
sub 20 0 0 20 Fig. 2. Relationships among exact double preci-
mul 15 9 0 24 sion arithmetic algorithms and DD algorithms
div 17 8 2 27

3 Construction of DD Environment on Scilab

Matlab and Scilab[[I0] are popular software packages for interactive numerical compu-
tation. They use double precision arithmetic, which can result in cancellation of signifi-
cant digits, round-off errors and information loss. Scilab has almost the same capability
as Matlab; however Scilab is open source and free. Scilab has been developed at Institut
National de Recherche en Informatique et en Automatique (INRIA) in France.

In this paper, using DD, we construct a new environment for quadruple precision
arithmetic QuPAT to reduce numerical errors, using Scilab as a toolbox.

3.1 Definition of Data Type for DD

Using Scilab, we can define a new data type using the Scilab function ‘tlist’. The func-
tion tlist creates a Scilab object and describes it as ‘tlist(typ, al, ..., an)’, where ‘typ’ is
our chosen name for the data type, and ‘al, ..., an’ are elements. The values of a new
data type are classified by its name. In this way we treat a data type using a combination
of some data as a class in C++.

In Scilab, double precision numbers are defined by the data type named ‘constant’.
Then, we define a new data type named ‘dd’ to contain DD numbers. To generate a
value a as an element of the data type ‘dd’, we use the following code:

a = tlist ([*dd’,*hi’,10°], ahi, alo ).

Thus, ‘[‘dd’,‘hi’,lo’]’ represents the name of the data type and its elements, and ‘ahi’ and
‘alo’ are double precision values in the constant data type. The name of the new data
type is ‘dd’. To refer to the value of the higher (resp. lower) part ahi (resp. alo), we
simply type ‘a.hi’ (resp. ‘a.lo’).

In QuPAT, we define the following function to generate a DD number :

function a = dd(ahi,alo)
a = tlist([’dd’,’hi’,’1lo’],ahi,alo);
endfunction

For example, we define ‘a = dd(1,0)’, then the valuable of dd type a becomes 1.
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Fig. 3. Relationship between ‘constant’ and ‘dd’
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If we transform a value a from ‘constant’ into ‘dd’, we may use the function ‘d2dd’.
On the other hand, if we transform a value a from ‘dd’ into ‘constant’, we may refer the
variable ‘a.hi’.

In Scilab, scalars, vectors and matrices are treated in the same way as the data type
‘constant’ (Figure [3). Then, defining only the data type ‘dd’ enables elements to be
expanded into DD numbers naturally.

3.2 Definition of Operators for DD

On Scilab, we can make use of operator overloading for a new data type defined by tlist.
For computing values of a new data type, Scilab calls the preliminarily defined func-
tion. Allowing operator overloading for computing a value of ‘dd’ using (DD1)‘(DD4),
we can use the same operator for quadruple precision arithmetic as double preci-
sion arithmetic. In particular, we only redefine functions named ‘%<first operand
type> <op code> <second operand type>" or ‘ %<operand type> <op code>’. We
need to write the sequence of characters associated with each data type to ‘<first
operand type>’ and ‘<second operand type>’. Similarly, we should write a single
character associated with each operator to ‘<op code>’.

For example, a single character ‘a’ can be assigned to the operator ‘+’. For comput-
ing the sum of DD numbers A and B using the operator ‘+’, we only define the function
named %dd a dd. In the same way, computing the sum of a DD number A and a dou-
ble precision number b using the operator ‘+’, we define the function named %dd a s,
where ‘s’ is the character associated with the data type constant. For computation of
mixed precision arithmetic with ‘dd’ and ‘constant’, the value of ‘constant’ is expanded
to ‘dd’ in the computation.

3.3 Definition of a Function for DD

If a Scilab function is applied to an argument whose data type is ‘dd’ , then an error
occurs. Hence, we define new functions named ‘dd<function name>" for calling with
the type dd. For example, we create a new function ‘ddsqrt’ to be applied to a variable
of type ‘dd’, corresponding to the Scilab function ‘sqrt’ to compute a square root.
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Fig. 4. Relationship between Scilab and QuPAT

3.4 Characteristics of QuPAT

In QuPAT (Quadruple Precision Arithmetic Toolbox), the data types ‘dd‘ and ‘con-
stant’ are defined separately. Thus we can use both double precision arithmetic and
quadruple precision arithmetic in the same code. In addition, we can apply mixed pre-
cision arithmetic using the same operator (+, —, *, /) with QuPAT. To convert a value of
type ‘constant’ into one of type ‘dd’, we assign O to the lower part of dd. In contrast,
to convert a value of ‘dd’ into ‘constant’, we extract the higher part of dd. As a result,
users of Scilab can use quadruple precision arithmetic with QuPAT in the same way as
ordinary Scilab double precision arithmetic. Figure d] shows the relationship between
types ‘constant’ and ‘dd’ in Scilab. QuPAT is implemented using pure Scilab functions,
hence QuPAT is independent of hardware and operating systems.

3.5 Computational Time for DD Arithmetic

Computation was carried out on a PC with an AMD Turion(tm) X2 Dual-Core 2.00GHz
and Scilab version 5.1.1. Table[2lshows the computation time in seconds and the ratio of
time required for DD arithmetic to time required for double precision arithmetic. Each
result is the average over five trials, and N is the number of repetitions in the loop.

Computation time for DD arithmetic is about 9 to 15 times greater than that for
double precision arithmetic.

4 Effectiveness of DD Arithmetic for Analyzing the GCR(m)
Method

The GCR (Generalized Conjugate Residual) method is one of the the Krylov subspace
methods to solve a nonsymmetric linear system Az = b. The GCR method is based on
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Table 2. Computation time in seconds; the ratio is in parentheses

computation time and ratio

N addition subtraction ~ multiplication division
50,000  1.02 121 1.13 1.28
100,000  2.08 1.92 1.98 1.95
double 500000  9.86 9.78 10.72 9.88
1,000,000 19.24 20.11 19.69 19.25

50,000 9.80 (9.62) 10.72 (8.87) 13.25(11.74) 13.41 (10.49)

100,000 1991 (9.58) 21.12 (10.97) 28.00 (14.11)  29.00 (14.85)

DD 500,000 104.77 (10.63) 108.42 (11.08) 137.38 (12.82) 141.06 (14.28)
1,000,000 207.74 (10.80) 218.23 (10.85) 278.83 (14.16) 280.11 (14.55)

Arnoldi process and the minimal residual approach. In addition, the GCR method has
the theoretical property that the residual norm decreases at each iteration and converges
after at most n iterations, where n is the dimension of the matrix A. But using floating
point arithmetic, it is known that stagnation of the residual norm may occur and that the
numerical solution may not converge.

In this section, we investigate numerical solution by the GCR(m) method where m
is the restart cycle, comparing the results of using double precision arithmetic versus
DD arithmetic. The difference in the code between double precision arithmetic and DD
arithmetic is only in the definition of the variables and the name of the functions to
compute a norm and an inner product. All experiments were carried out in the same
computational environment as in Section 3.5.

We consider ‘arc30’ for the matrix A from the MatrixMarket [[7]. The dimension of
this matrix is n = 130, and its condition number is 6.05x 10'°, obtained using the Scilab
function ‘cond’. We set the restart cycle at m = 50, and GCR(m) in double and DD
arithmetic was terminated at 1000 iterations if convergence did not occur. The iteration
was started with £y = 0 and the right-hand side vector b was given by substituting the
solution vector «* = (1, 1,..., 1)” into b = Az*. The stopping criteria are given below:

el < 10712 Iroll (for double)

el < 107" [|roll2 (for DD)

Table Bland Figure ] show the numerical results. In the case of double precision arith-
metic, the relative residual norm stagnated at about 1.0 X 10719 and the solution did
not converge. In addtion, the error norm was 9.27 x 10° at 1000 iterations. Because
n = 130, the residual norm should theoretically converge after 130 iterations. On the
other hand, using DD arithmetic that has about twice the number of significant digits,
the relative residual norm became 9.89 x 10~!° and the error norm became 2.74 x 1078
in 18 iterations. This is a great improvement.

It is clear that the reason for the differences is computational error. The error norm
did not decrease using double precision arithmetic. Because a double precision floating
point number has about 16 (decimal) significant digits, it is difficult to obtain a solu-
tion with sufficient accuracy for a system whose condition number is 6.05 x 10'°. In
addition, the residual norm stagnates due to computational error when using double
precision arithmetic. However, there are situations where the theory-based result for
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Table 3. Iteration counts, relative residual norm and relative error norm

Iteration counts  [[7[l2/[l7oll [l — 2"l /llZ" ]l
double 1000 6.28¢-11 9.27¢+00
DD 18 9.89¢-19 2.74e-08

Iteration counts
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1.00E-16 |
1.00E-18

1.00E-20 -

-A-double
-e-DD

Relative residual

Fig. 5. Convergence history

reducing computational error using DD arithmetic does hold. We also intend to analyze
the implementation of these iterative algorithms using QuPAT.

5 Conclusion

To examine certain computational results of double precision arithmetic, we need a
higher precision arithmetic environment. For example, in Section 4, in solving a system
of linear equations by the GCR(m) method, the relative residual norm may stagnate
and may not converge in double precision arithmetic; i.e., it is not possible to obtain
the solution with sufficient accuracy. As a useful way to employ quadruple precision
arithmetic, Double-Double(DD) is proposed. However, in programming languages such
as C, we cannot set up quadruple precision arithmetic easily.

In this paper, we constructed a convenient quadruple precision arithmetic environ-
ment QuPAT (Quadruple Precision Arithmetic Toolbox) using Scilab as a toolbox. As a
consequence, we were able to use quadruple precision arithmetic without rewriting the
code in Scilab, and also utilize mixed precision arithmetic.

As in section 3.1, we defined a new data type ‘dd’ for quadruple precision numbers
using the Scilab function ‘tlist’. In QuPAT, a new data type ‘dd’ and the existing data
type ‘constant’ were defined separately. Thus it became possible to utilize both double
and quadruple precision arithmetic in the same code.

In addition, we applied operator overloading to the type ‘dd’ for the four fundamental
rules of DD arithmetic. Thus it became possible to use all of the double, quadruple and
mixed precision arithmetic with the same operators (+, —, *, /). The Scilab environment
was naturally extended to use DD arithmetic with QuPAT. The computation time for
DD arithmetic was about 9 to 15 times that for double precision arithmetic.
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QuPAT was implemented using pure Scilab functions. Therefore, if Scilab is avail-
able, we can utilize QuPAT independently of underlying hardware and operating sys-
tems. QuPAT is downloadable provisionally from the web [9].

Until now, some other important functions, such as sine or cosine were not imple-
mented. In addition, if we use Scilab capability link to functions written in C or Fortran,
QuPAT will execute faster. However, if we do use this capability, the code will depends
on the computing environments and programming languages. These points will be dis-
cussed in future work.

References

(1]
(2]
(3]

(4]

(]
(6]

(7]
(8]

(9]
[10]

Bailey, D.H.: QD (C++ / Fortran-90 double-double and quad-double package),
http://crd.lbl.gov/~dhbailey/mpdist/

Dekker, T.J.: A Floating-Point Technique for Extending the Available Precision. Numer.
Math. 18, 224-242 (1971)

Hida, Y., Li, X.S., Bailey, D.H.: Quad-double arithmetic: Algorithms, Implementation,
and application. Technical Report LBNL-46996, Lawrence Berkeley National Laboratory,
Berkeley, CA 94720 (2000)

Hida, Y., Li, X.S., Bailey, D.H.: Algorithms for Quad-Double Precision Floating Point
Arithmetic. In: Proceedings of the 15th IEEE Symposium on Computer Arithmetic, pp.
155-162 (2001)

Knuth, D.E.: The Art of Computer Programming, vol. 2. Addison-Wesley, Reading (1969)
Kotakemori, H., Fujii, A., Hasegawa, H., Nishida, A.: Stabilization of Krylov subspace
methods using fast quadruple-precision operation. Transactions of JSCES 12, 631-634
(2007) (in Japanese)

MatrixMarket, http://math.nist.gov/MatrixMarket/

Nakasato, N., Ishikawa, T., Makino, J., Yuasa, F.: Fast Quad-Precision Operations On
Manycore Accelerators, IPSJ SIG Technical Report (2009) (in Japanese)

QuPAT, http://www.mi.kagu.tus.ac.jp/qupat.html

Scilab, http://www.scilab.org/


http://crd.lbl.gov/~dhbailey/mpdist/
http://math.nist.gov/MatrixMarket/
http://www.mi.kagu.tus.ac.jp/qupat.html
http://www.scilab.org/

Agent Based Evacuation Model with Car-Following
Parameters by Means of Cellular Automata

Kohei Arai' and Tri Harsono'?

! Information Science Department Saga University, Saga Japan
arai@is.saga-u.ac.jp
? Electronics Engineering Polytechnic Institute of Surabaya (EEPIS), Surabaya Indonesia
triharsono69@yahoo.com

Abstract. An agent based evacuation model with car-following parameters for
micro traffic by means of cellular automata is proposed. The model features
smart drivers who have a concern the distance between the driver and the
surrounding cars. Such drivers are called agents. Agents lead the other cars not
only in an ordinary case but also in the case of evacuations. We put the smart
drivers and the agent drivers into the car-following parameters of traffic model.
We applied it in the case of evacuation. Experimental simulation results show
the effectiveness of reducing the evacuation time by the agents. It also is
found the effectiveness increases in accordance with increasing of the number
of agents.

Keywords: Agent based traffic model, micro traffic model, car-following,
smart driver.

1 Introduction

The traffic flow studies using microscopic simulations (micro traffic model) had been
leap occurring with the advancement of computer technology in the last one and half
decade [1]...[10]. Neighborhood evacuation plans in an urbanized wild land interface
is described by Cova T.J. [11] using agent-based simulation model. They were able to
assess spatial effects of a proposed second access road on household evacuation time
in a very detailed way. Studies [3]-[7], [10] and [11] enhanced the great benefits of
agent-based modeling and simulation in studying emergency evacuation. The
effectiveness of simultaneous and staged evacuation strategies using agent-based
simulation was presented [12] for three different road network structures. They
measured the effectiveness based on total time of evacuation from affected areas.

This study made evacuation simulation of vehicle based on the agent from affected
road. The aim is the effectiveness of evacuation speed. It is important to calculate the
evacuation speed in the evacuation simulation. It can be information, especially about
the evacuation time on disaster affected area in the highway. The next expectation is
comparison this simulation results with real data of traffic on a particular area. We
conduct micro traffic agent-based modeling and simulation for assessment of
evacuation time from the suffered area. In the micro traffic agent-based modeling and

D. Taniar et al. (Eds.): ICCSA 2010, Part II, LNCS 6017, pp. 71-84, 2010.
© Springer-Verlag Berlin Heidelberg 2010
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simulation, road traffic (probability of vehicle density), driving behavior such as
probability of lane changing, car-following are taken into account. The specific
parameter in the proposed modeling and simulation is car-following under a
consideration of agents. In evacuation condition (evacuation of vehicle), the evacuation
speed is the major issue. Therefore, to get the better effectiveness of evacuation speed,
we emphasize the improvement of car-following parameter in the traffic model. Smart
driver is added to the previously proposed car-following parameter. Although in a state
of evacuation, there is possibility that drivers have no panic and can be the smart
drivers. It is based on [19] stated that there is irrational behavior during five decades
studying scores of disasters such as floods, earthquakes and tornadoes, one of the
strongest findings is that people rarely lose control and most survivors who were asked
about panic said there was none. In my study the number of smart drivers will be
probabilistically determined. A smart driver can be an agent in the typical agent based
traffic models. Hereafter, smart drivers are referred to diligent drivers.

We add the parameter of diligent drivers in the car-following with the
consideration that the reality on the streets, not all the drivers directly (diligently) to
change the speed based on information acquired from the agent or the surrounding
areas. When there are some of drivers are not change the speed directly, we call them
lazy drivers. By adding diligent drivers in our traffic model, we hope that our system
has the sense that it can mimic the basic features of real-life traffic conditions. The
diligent drivers determined by probabilistic. Although the proposed simulation is
based on the Nagel-Schreckenberg traffic cellular automata [1], lane changing and
new car-following parameters are specific to the proposed modeling and simulation.

Following section describes proposed car-following models, then the model used
in the proposed micro traffic agent-based modeling and simulation together with the
parameter setting for the simulation are followed. After that, implementations of the
models as the evacuation system and simulation results are followed by together with
some discussions and conclusions.

2 Car-Following Models

In this section, we describe overview of new car-following models. There are two
major methods of car-following, continuous and discrete models.

2.1 Continuous Models

In the micro traffic model, the drivers is stimulated their own velocity v,, the distance
between the car and the car ahead s,, and the velocity of the vehicle in front v,,;. The
equation of vehicle motion is characterized by the acceleration function which
depends on the input stimuli:

¥ ()=v,(t)=F(v, (1),s,(),v,_ 1) (1)

Optimal Velocity Model (OVM)
The OVM is a dynamic model of traffic congestion based on a vehicle motion
equation. In this model, the optimal velocity function of the headway of the preceding
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vehicle is introduced. Congestion may occur due to induce by a small perturbation
without any specific origin such as a traffic accident or a traffic signal. The OVM can
regard to this congestion phenomenon as the instability and the phase transition of a
dynamical system [14].

The dynamical equation of the system is obtained (based on the acceleration
equation) as,

d’x, (1) _dx, (1)
e c{V(Axn ) —= } )
where
Ax, (1) = x,,,(t)—x,(1) 3)

Which n denotes vehicle number (n = 1, 2... N), N is the total number of vehicles, a
state constant representing the driver’s sensitivity (which has been assumed to be
independent of n), and x, is the coordinate (location) of the n™ vehicle. The OVM
assumes that the optimal velocity V(Ax,) of vehicle number n depends on the distance
between the vehicle and the preceding vehicle number n+1 (a distance-dependent
optimal velocity). When the headway becomes short the velocity must be reduced and
become small enough to avoid crash. On the other hand, when the headway becomes
longer the driver accelerates under the speed limit, the maximum velocity.

The OVM takes the optimal velocity function V(Axn ) as

V(Ax, ) = tanh(Ax, ) (4a)

V(Ax,) = tanh(Ax, —2)+ tanh 2 (4b)
Eq. (4a) and (4b) respectively are the simple model and the realistic model.

Generalized Force Model (GFM)
The driver behavior is mainly given by the motivation to reach a certain desired
velocity v, (which will be reflected by an acceleration force), and by the motivation to
keep a safe distance from other cars (n+1) (which will be described by repulsive
interaction forces). The GFM is created to improve the OVM which has the problems
of too high acceleration and unrealistic deceleration [15].
In the GFM, one term is added to the right-hand side of equation (2). Thus the
formula of the GFM is written by the following equation,
2
d an(l‘) _ a|:V(Axn (t))_dxn(t)j|
dt dt

+ A0(-Av)(Av)

&)

where ® denotes the Heaviside function, A is a sensitivity coefficient different from
a. Note that in the GFM, Eq. (5) can be rewritten as follows,
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d’x,(t) ~ ~
e —a[vm vn(t)]+a[V(Axn(t)) vm] ©)

+ AO(=AV)(Av)

Note: v,, is the maximum speed. The first term on the right-hand side is the
acceleration force, and the last two terms represent the interaction forces.

Full Velocity Difference Model (FVYDM)
A full velocity difference model [16] for a car-following theory is based on the
previous models. The FVDM model includes car-following parameter to the
previously proposed models. Through numerical simulation, property of the model is
investigated using both analytic and numerical methods.

On the basis of the GFM formula, taking the positive Az factor into account, the
FVDM is described as the following dynamics equation,

d’x, () _ dx, (t)
dt? dt

a{V(Ax” (t)- } AAv 7

The FVDM takes both positive and negative velocity differences into account. The
model equation of the FVDM (7) may be reformulated into the following similar
form:

d’x,(t)

dt?
+ AO(=Av)Av + AO(Av)Av

= a[vm -, (t)]+a[V(Axn (t))—vm] ®)

The GFM assumes that the positive Az does not contribute to the vehicle interaction,
while the FVDM suggests that it does contribute to vehicle interaction by reducing

interaction force because a[V(Ax,(4) — v,] is always negative and AO(AV)Av is
always positive.

Two velocity difference model (TVDM)

TVDM for a car following theory is then proposed taking navigation in modern traffic
into account. The property of the model is investigated using linear and nonlinear
analysis [17].

Intelligent transportation system (ITS) plays an important role in the rapid
development of modern traffic. By using such navigation system, drivers can obtain
the information that they need. In accordance with the above concept, on the basis of
the OVM, taking both, Az, and Az,,; into account, [17] obtain a more useful model
called the two velocity difference model (TVDM), the following dynamics equation is
expressed,

d’x,(t)
dt?
+ AO(=AV)Av + AO(Av)Av

= a[vm -, (t)]+a[V(Axn (t))—vm] ©)
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where G(.) is a generic, monotonically increasing function, and is assumed to be a
linear form as,

G(Av,,Av,,)=rAv, +(1=1)Av, (10)

where r is weighting value. In the simulation, selected p = 0.86 and known that the
influence of the vehicle ahead on the vehicle motion reduces gradually as the distance
between the vehicle in concern and the vehicle ahead is increased. Also, the proper
value of p could be lead to desirable results.

2.2 Discrete Model: Cellular Automata Model

Cellular automata (CA) are models that are discrete in space, time and state variables.
Due to the discreteness, CA is extremely efficient in implementations on a computer.
Cellular automata for traffic have been called by traffic cellular automata (TCA).

Stochastic models have been successfully applied to many different
interdisciplinary problems. One important example is the modeling of traffic flow
using cellular automata. We describe the stochastic model of traffic flow. It is Nagel—
Schreckenberg TCA. In 1992, Nagel and Schreckenberg proposed a TCA model that
was able to reproduce several characteristics of real-life traffic flows, e.g., the
spontaneous emergence of traffic jams [1]. Their model is called the NaSch TCA, but
is more commonly known as the stochastic traffic cellular automaton (STCA). The
road is divided into sections of a certain length Ax and the time is in discrete to steps
of At. Each road section can either be occupied by a vehicle or empty and the
dynamics are given by update rules of the form velocity v,(+1) and distance x,(t+1).

The computational model in the STCA is defined on a one-dimensional array of L
sites and with open or periodic boundary conditions. Each site may either be occupied
by one vehicle or it may be empty. Each vehicle has an integer velocity with value
between zero to vy, (maximum speed). For an arbitrary configuration, one update of
the system consists of the following four consecutive steps, which are performed in
parallel for all vehicles:

1) Acceleration
V(i’j)([—l) < Vimax A gS(i’j)([—l) > V(i’j)(l—l) +1 (1 l)
= v, () < v p(t-1) + 1

(gs,(?) is space gap at each time step ¢ for vehicle in the i"™ lane and j™ position or the
distance to the next vehicle ahead; v; j(¥) is vehicle speed for vehicle in the i"™ lane
and j™ position).

2) Braking

85, )(t-1) S v (t-1) = v (1) « g, p(t-1) = 1 (12)
3) Randomization
&) <p = v j(t) < max[0, v (1) — 1] (13)

(&(?) is random number, p is stochastic noise parameter or slowdown probability).
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4) Vehicle movement

x(i,j)([) «— -x(i,j)([ - 1) + V(i‘j)(l‘) (14)

Through the step one to four very general properties of single lane traffic are
modelled on the basis of integer valued probabilistic cellular automaton rules.
Already this simple model shows nontrivial and realistic behavior. Step 3 is essential
in simulating realistic traffic flow otherwise the dynamics is completely deterministic.
It takes into account natural velocity fluctuations due to human behavior or due to
varying external conditions. Without this randomness, every initial configuration of
vehicles and corresponding velocities reaches very quickly at a stationary pattern
which is shifted backwards (i.e. opposite the vehicle motion) in one site per time step.

3 Proposed Car-Following Model

The particular challenge of the proposed vehicle dynamics model is to express the
drivers’ characteristic dependence on the factors such as perceptions, psychological
motivations and reactions, or social behaviors. Thus, in contrast to physical processes,
drivers’ behavior cannot be expected to be descriptive by a few natural variables [15].
In this study, we proposed one of the driver behaviors is about smart driver (diligent
driver). The number of diligent driver is probabilistically determined. The
characteristic of the diligent drivers is that they have a concern about the distance
between their vehicle and the vehicle in front so that they will change the speed
based on the aforementioned conditions. The proposed micro traffic model is based
on the agent model. A diligent driver becomes an agent driver by fulfills
certain characteristics. Both the diligent driver or the agent driver have the same
characteristic, it is about the additional speed. The difference between both is a

diligent driver has additional speed ¢ = [O :min(v, v)] while an agent
has ¢’ =[0: max(v)].

Through a consideration of road of length L, with N vehicles, n™ vehicle length s,
and a distance between current vehicle to the next vehicle ahead s,; n = 1... N as is
shown in Fig. 1. The distance between the current vehicle and the next vehicle ahead
is determined randomly because of 5,7 s,,1. The car density k is given by:

k:ﬁz N

L ~ 15
(Nso + z snj (1>
n=l1
So that the car flow rate g in this study is given by:

Ny

N 16
(NsO + ZSHJ (16)

n=1

g(k) = vk =
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So Sn

Fig. 1. n'™ vehicle length is s, and the distance between the current vehicle and the next vehicle
ahead of the current car s,

The velocity v of each vehicle is given by the headway to the vehicle in front. In the
proposed model, the velocity of the diligent driver is different from the velocity of the
agent car. The velocity v is given by:

v, (O +c=v, (O +[0:min@,v)]

for diligent driver
y= 17
Vi, O+ =v, () +[0: max()]

for agent driver

We make initial condition (arrival distribution) of vehicle by use normal distribution.
It need mean speed of vehicle V to create initial speed of vehicles. We also define
parameter ¢ in the speed of diligent driver is a function of mean speed vV . To get an
intuitive feeling for proposed system dynamics, the two time—space diagrams are
shown in Fig.2. Both diagram shows the evolution for a global density of £ = 0.2
vehicles/cell., but with diligent driver (dd) set to 0.25 for the diagram (a), and dd = 0.5
for the diagram (b). In both diagram of those, the randomization in the model gives
increasing many unstable artificial phantom mini-jams (phantom mini-jams is traffic
jam can sometimes form for no apparent reason). Black area in Fig.2 showed the
traffic jam. The downstream fronts of these jams smear out, forming unstable
interfaces. This is a direct result of the fact that the intrinsic noise (as embodied by p)
in the STCA model is too strong: a jam can always form at any density, meaning that
breakdown may (and will) occur, even in the free-flow traffic regime [13].

For low enough densities, however, these jams can be vanished as they are
absorbed by vehicles with sufficient space headways or by new jams in the system
[13]. Being stated by [18] that when vehicles are not impeded by other traffic they
travel at a maximum speed (free speed) then at free speed, flow rate g and density k
will be close to zero.

k-q diagram is shown in Fig.3 as a simulation results with the proposed model. At
saturated roads (large density), the flow rate ¢ is saturated (the vehicles are queuing).
This situation is appropriate with phenomena of traffic flow stated by [18][13].

Our proposed car-following model is given as,

A smart driver (diligent driver):

x()=x(@t-D)+v(t)+c (18)

with gs(-1) > v(t- 1) and ¢ = [O :min(V, v)]
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space (road)

(a) At a density 0.2 (20%) and diligent driver 0.25 (25%)

space (road)

time

(b) At a density 0.2 (20%) and diligent driver 0.5 (50%)

Fig. 2. Simulated traffic in time-space domain. Each new line shows the traffic lane after one
further complete velocity-update and just before the car motion. A single lane is assumed.

An agent:
x(t)=x(t=1)+v(t)+c (19)

with gs(r-1) > v(r- 1) and ¢’ = [0 : max(v)].

The proposed car-following based on the STCA model [1], there is specific difference
between both of them. CF of the STCA model Eq. (14) has foregoing position of car
x(t - 1) and the current speed v(f) (on the right hand side) while the
proposed CF, either CF for a diligent driver Eq. (18) or CF for an agent Eq.(19) has
the additional parameter added into the right hand side, it is about additional speed.
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k-g Fundamental Diagram
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Fig. 3. Flow rate g (cars per time step) vs density k (cars per site) from simulation results (k-¢g
diagram)

4 Extended the NaSch Cellular Automata Model

The STCA Eq. (11) to Eq. (14), is a minimal model in the sense that all these rules are
a necessity for mimicking the basic features of real-life traffic flows [13]. In the
proposed model, lane changing and car-following parameters are added into the
STCA model. Two lanes of traffic (multi-lane traffic) are taken into account in the
simulation and observation.

The proposed lane changing has rules and sub steps:

1) lane changing (2 lanes)

85G=1, (D) <V A Xz, j jan(D=0

(20)
= X(i=2, jra)(t) < Xg=1, jy(£-1)
with probability prob. of lane changing PL and a = [0 : v]
or
8SGi=2, (1) <V A Xzt j, jan)()=0
2D
= X(iz1, j+a)(1) < X(iza, j)(t-1)
with probability prob. of lane changing PL and a = [0 : v].
2) car-following
X, (1) a smart driver (diligent driver):
x()=x(@t-D+v(t)+c (22)

with gs(t-1) > v(t - 1) and ¢ = [0: min(¥,v)].

X, j(t) an agent:
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x®)=x(t=D+v(t)+c (23)

with gs(r-1) > v(t - 1) and ¢’ = [0 : max(»)).
We get the complete rules of the proposed system by adding lane changing and car-
following (Eq. (20)...(23)) into the STCA model (Eq. (11)...(14)):

1) acceleration

V(llj)(t'l) < Vmax A gs<,~,_,~)(t—1) > V(i,j)(t‘l) +1

(24)
= Vi, j)(t) <—V(,-,j)([-1) +1
2) braking
85aj)(t-1) S v j(t-1)
(25)
= V(,j)([) «— gS(IJ)([_l) - 1
3) randomization
4)  car-following
X, () a smart driver (diligent driver) :
X(,"j)(t) «— .X(l‘,j)(t - 1) + V(l‘, j)(l‘) +cC (27)
with gs(r-1) > v(t-1) and ¢ = [0 : min(¥, v)].
X, j(t) an agent :
X, (1) = X (= 1) + v (D) + ¢ (28)
with gs(r-1) > v(t-1) and ¢’ = [0 : max(v)].
5) lane changing
8SGi=1, (D) <V A Xz, j (=0
(29)
= X(i=2, j+a)(1) < X(i=1, j)(t-1)
with probability prob. of lane changing PL and a = [0 : v].
or
8S(i=2, (1) <V A X(i=y, j, jany()=0
(30)

= X(iz1, j+a)(1) <= X(iza, j)(t-1)

with probability prob. of lane changing PL and a = [0 : v].

The rule above for increasing the speed of a vehicle and braking to avoid collision,
i.e., rule Eq. (24) and Eq. (25) as well as rule Eq. (27) and Eq. (28) for the actual
vehicle movement. Eq. (26) is stochastic in the system. At each time step 7, a random
number &(f) e [0,1] is drawn from a uniformly distributed random number. This

number is then compared with a stochastic noise parameter pe [0,1] called the
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slowdown probability. As a result, there is a probability of p that a vehicle will slow
down to v;; () — 1 cells/time step. According to the Nagel and Schreckenberg [1], the
randomization of rule Eq. (26) captures natural speed fluctuations due to human
behavior or varying external conditions. The rule introduces overreactions of drivers’
behavior when braking which provides the key to the formation of spontaneously
emerging jams.

S Implementation in the Evacuation System

In the evacuation system, we apply our proposed car-following approach on micro
traffic with the specification: road shape straight road, road length 200 cells, 2 traffic
lanes, mean speed of vehicle 3 cells/time steps, and deviation of vehicle speed 2
cells/time steps. Evacuation time is measured by the total time needed for evacuation.
We observed relation between the smart driver (diligent driver) and evacuation time,
likewise relationship the number of agent with respect to evacuation time. Besides
that it also evaluated the relationship between vehicle speed (mean speed) and
evacuation time. The effectiveness of the agent is shown in terms of evacuation time.

Fig.4 show relation among the probability of diligent driver dd and the evacuation
time T on the different number of agents (agent=1 the dashed line, agent=2 the dotted
line, and agent=3 the straight line). We showed some of experiment results in Fig.4a,
4b, and 4c. The first result (Fig. 4a) using the density kK = 60% and the probability of
lane changing PL = 0%, the second one (Fig. 4b) k = 60% and PL = 20%, and the
third one (Fig. 4c) k = 60% and PL = 40%. Either first result of simulation, second
one or third one (with different PL) has the same pattern, when the probability of
diligent driver dd increases causes the evacuation time 7 decrease (its mean is the
evacuation speed greater). It occurs in all different number of agents. For instance in
the first result of simulation using k = 60%, PL = 20% (Fig.4b), at the dd = 60%
obtained the evacuation time 7 = 126, 123, and 120 consecutively for the number of
agent = 1, 2, and 3. From the results it can be said that by the increasing of the
number of agents cause the evacuation time decreases.

The third result of the simulation in the Fig.4b (k = 60% and PL = 40%). We take
one example of the simulation result using the probability of diligent driver dd = 80%,
we obtained the evacuation time 7 = 107, 91, and 86 consecutively for the number of
agent = 1, 2, and 3. From the results it also can be said that by the increasing number
of agents cause evacuation time decreases. The different values dd also showed that
the evacuation time 7 decreases when the number of agents increases.

Of course it can be stated that the evacuation time decreases when the number of
agents increase. Overall simulation results can be stated that the increasing of the
number of agents and the number of diligent drivers (in probability) cause the
decreasing of the evacuation time in the micro traffic.

In the simulation we also observed the evacuation time 7 with respect to the mean
speed V. The mean speed V is a parameter of diligent driver in the car-following
driving behavior. We described the complete dynamics of the vehicle’s positions x for
the diligent driver in the Eq. (18). It can be rewritten by
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Relationship between diligent driver and evacuation time (PL=0%)

evacuaton tme

0 02 03 04 05 08 07 08 09
prob diligent driver

----agent=1 agent=2 —— agent=3

(b)

Relationship between diligent driver and evacuation time (PL=40%)

evacuaton tme
8

0 02 03 04 05 08 07 08 09
prob diligent driver

----agent=1 - agent=2 —— agent=3
()

Fig. 4. Relationship between the probability of diligent driver dd and the evacuation time 7, it
is done on the different number of agents. (4a): using the density k£ = 60% and probability of
lane changing PL = 0; (4b): k = 60% and PL =20%; (4c): k = 60% and PL =40%.

X () = X 5 =D +v ;, (1)

31
+[0 : min(V,v)] GD

We found relation between the number of agent and evacuation time (Fig.5). It can be
said that the evacuation time will decrease when we add the number of agent in the
evacuation simulation. For instance using probability of diligent driver dd = 70%,we
obtained evacuation time 110, 104, 87 respectively for agent = 1, agent = 2, and agent
= 3 (the straight line, Fig.5). We also see that using different probability of diligent
driver dd produced different evacuation time. The evacuation time will decrease when
the value of dd greater. For instance by use dd = 70% (the straight line, Fig.5) produce
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evacuation speed larger than by use dd = 50% (the dotted line, Fig.5). On the other
hand we can say that using the number of agent greater, we will have the evacuation
speed greater too.

Fig.6 is simulation results using density k = 60%, probability of lane changing PL
= 40%, and probability of diligent driver dd = 80%. The simulation results showed
that the evacuation time 7" decreases when the number of agent increase in the certain
mean speed V . This situation occurs for all kind of the number of agents, either the
number of agent 1, 2 or 3. For example using mean speed v =2 we obtained the
evacuation time 7 = 111, 108, and 104 consecutively for the number of agents 1, 2,
and 3. Otherwise, in the certain number of agent we observed that the evacuation time
T decreases by increasing the mean speed v . Overall simulation we can said that by
increasing the mean speed V and the number of agents cause the evacuation time T
decreases.

Relationship between the number of agent and evacuaiton time

evacuaton tme
8

2 3
number of agent.

[~~~ dd=30% - dd=50% —— dd=70%]

Fig. 5. Relationship between the number of agent and the evacuation time, the dashed line
using prob. diligent driver dd = 30%, the dotted line using dd = 50%, and the straight line using
dd =70% (all use density k = 60% and prob. lane changing PL = 40%)

Relationship between mean speed and evacuation time
© 5 ———
£ T e
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2 05 -
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1 15 2 25 3
———-agent=1 114 112 111 110 108
- agent=2 13 110 108 106 105
agent=3 107 105 104 104 103
mean speed
‘"” agent=1 - agent=2 —— agent=3 ‘

Fig. 6. Relationship between the mean speed V and the evacuation time T on the different
number of agents using density k = 60%, probability of lane changing PL = 40%, and
probability of diligent driver dd = 80%

The comparison between previous model (NaSch cellular automata/STCA) and our
proposed model has been done. Fig.7 show the evacuation time 7 with respect to the
probability of diligent driver dd. Based on the simulation result we can say that using
the previous model has evacuation time larger than using the proposed model in the
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Relationship between evacuation time and prob diligent
driver

250
200
150
100

50

evacuat on tme

01 02 03 04 05 06 07 08 08 1
prob diligent driver

‘ ----previous - agent=1 —— agent=2 ‘

Fig. 7. Comparison among previous model and proposed model, the dashed line is previous
model, the dotted line and the straight line is proposed model using 1 and 2 agents respectively

Relationship between evacuation time and mean speed

evacuaton tme

1 15 2 25 5
=== previous 200 199 198 195 193

- agent=1 114 112 111 110 108
agent=2 113 110 108 106 105
mean speed

‘ ----previous - agent=1 —— agent=2 ‘

Fig. 8. Comparison among previous model and proposed model, the dashed line is previous
model, the dotted line and the straight line is proposed model using 1 and 2 agents respectively

same value of diligent driver dd. For instance using dd = 90% we have comparison
result of evacuation time i.e. 7 = 185 (previous model), 7' = 106 and T = 102 (for
number of agent = 1 and 2 respectively in the proposed model). Thus by use the
proposed model (agent based model) we obtain evacuation speed larger than by use
the previous model.

We also make a comparison of evacuation time with respect to the mean speed
between the previous model and the proposed model. The evacuation simulation
results in Fig.8. We can see in the table below of the graphics (Fig.8), in the every
mean speed the value of evacuation time in the previous model (the dashed line)
larger than the value of evacuation time in the proposed model (using agent = 1 and 2,
the dotted line and the straight line respectively). For instance using mean speed 2
cell/time step, we have evacuation time T = 198 (previous model), T = 111 and T =
108 (for number of agent = 1 and 2 respectively in the proposed model). We can say
that using the proposed model, we obtain the evacuation time more quickly than using
the previous model.

The effectiveness of the agent has been observed in terms of evacuation speed
(evacuation time). Table 1 show the comparison results between the previous model
and the proposed model about the evacuation time 7 with respect to the probability of
diligent driver dd. We have the effectiveness of the agent and in the Table 1 we show



Agent Based Evacuation Model with Car-Following Parameters 85

Table 1. The effectiveness of the agent in terms of evacuation time

Evacuation time
dd (%) Previous Prop. Effectiveness | Prop. | Effectiveness

model (A=1) (%) (A=3) (%)

10 202 186 8 173 14
20 201 169 16 164 18
30 197 156 21 149 24
40 195 144 26 138 29
50 191 134 30 130 32
60 190 126 34 120 37
70 187 118 37 112 40
80 184 113 39 108 41
90 185 106 43 99 46
100 183 102 44 91 50

Note: Prop. = proposed model and A = the number of agent.

one example of the results using 1 agent and 3 agents. The effectiveness of the agent
can be seen that using 1 agent we obtain the effectiveness value more increase by the
increasing of diligent driver dd. This condition also occurs when we use 3 agents.

6 Concluding Remarks

In spite of the Nagel Schreckenberg model does not take meta stability into account,
the comparative simulation study between with and without agent as well as diligent
drivers is conducted based on the Nagel Schreckenberg model. Namely the purpose of
this paper is to show how effective such drivers to reduce evacuation time as well as
reducing the number of victims. The simulation results show that the effect of diligent
driver depends on the percentage ratio of diligent driver and is almost double when
the percentage ratio of diligent driver is 100%. It is found that the effect of agent
driver also depends of the number of agent driver and is almost double when the
number of agent driver is three in comparison to the existing simulation result without
any agent. Also it is found that the evacuation time is reduced 12% when the lane
change is permitted (when we compare the evacuation times by using the probability
of lane change is set at 0.2 and 0.4).
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Abstract. A Novel cellular automata's based approach for prediction of hot
mudflow disaster is proposed. A prediction model for hot mudflow based on
fluid dynamic is proposed because hot mudflow spread like fluid dynamic with
velocity, viscosity and thermal flow parameters. We use much simpler cellular
automata's approach with adding some probabilistic parameter because that is
relatively simple and have a good enough performance for visualization of fluid
dynamics. We add some new rules to represent hot mudflow movement such as
moving rule, precipitation rule, and absorption rule.

The prediction results show high accuracy of elevation changes at the
predicted points and its surrounding areas. We compare these predicted results
to the digital elevation map derived from ASTER/DEM. Some period maps to
evaluate the prediction accuracy of the proposed method.

Keywords: hot mudflow, prediction model, cellular automata, Gaussian
function, fluid dynamics.

1 Introduction

Sidoarjo hot mudflow disaster is one of the biggest unstoppable disasters that
occurred on May 29th 2006 suddenly caused by a gas exploration. During the first
three years, the disaster destroyed some villages, thousand of houses and buildings,
farming, schools, markets and factories. The weight of the mud on the ground was
reported already and corresponding to the weight for pressing down a large area of
Sidoarjo land by approximately one meter. Nowadays mud blows around 100,000m3
per day [1]. It is also reported that the plumed mud contains 70% of water. It implies
that 687,000-barrel water spread out every day. How big impact of disaster are in
environment, economic and human resource in the future when this disaster cannot be
stopped [2].

Assuming that mudflow is similar to fluid flow, a fluid-flow model creates the
prediction model of mudflow movement. The simple fluid flow model proposed by
Argentini [3] uses Cellular Automata that are proposed here. This model is useful for
visualization of fluid flow phenomena with some parameters such as volume, velocity
and obstacle avoidance. This model cannot be used for mudflow simulation because it
does not handle viscosity and thermal parameter. The other model is lava flow model
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proposed by Vicari [4] that is based on a Cellular Automata approach. This model is
better model for representation of hot mudflow because it can treat the parameters,
volume, velocity, viscosity and thermal situations.

The Cellular Automata approach can visualize hot mudflow disaster in free-space
area. It, however, is necessary to add some additional approaches for visualization of
the actual conditions those are not only natural conditions, but also human factor
parameters such as dike, building and road. Thus a combination of Argentini’s and
Vicari’s models is proposed. It should be a better prediction model of hot mudflow
spreading with a consideration of the human factors. Due to the fact that the
Argentini’s model uses limited integer state and Vicari’s model uses floating point
state, the proposed model uses a discrete model with floating points.

On precursor model, we can visualize mudflow movement like a combination
between fluid flow and lava flow models. Although the model has a good
visualization capability of mudflow movement, we have to add some properties, map
data and rules to make it better to show the actual conditions that have some obstacles
like dikes and building. The proposed prediction model is to inform of where some
inundated locations are. It will be used to restrain geological impact of hot mudflow
disaster. We use some basic parameters of dynamic system to simulate prediction
model. That is an approximation model to describe actual model for representation of
actual situations.

We use ASTER (Advanced Spaceborne Thermal Emission and Reflection)/DEM
(Digital Elevation Model) data for landscape map of the disaster area and its
surrounding area on some periods in order to show how the prediction results and the
actual situations differ. Prediction accuracy of the proposed method is also compared
to some other fluid-flow models with the reference to the ASTER/DEM derived
elevation as a true landscape map.

2 Theoretical Background

2.1 Figures

Cellular automata (CA) are a set of array of automata called cell. They interact one to
another cells. Array model of CA is expressed with one-dimensional shape, two-
dimensional (2D) model grids, or three-dimensional (3D) solids as are shown in
Figure 3. Almost all the cells are aligned at the simple lattice points, but are aligned in
a complicated form like honeycomb in other rules. Finally, CA are simple model to
describe the complex system of life.

As simple model, Cellular Automata only have three fundamental properties, state,
neighborhood and program. The state is a given variable for defining each cell. It can
be shown in numbers or properties. In simple way, each cell is written as sub-
landscape; therefore state is sum of individual location or type of growing area. The
neighborhood is a set of cells. That interact each other in the physical grid, and two
fundamental neighborhood models are Von-Nuemann Neighborhood and Moore
Neighborhood as are shown in Fig. 1. The program is a set of defined rules to change
state as response in a time depending on its neighborhood. In CA model approach, we
can develop some new rules based on state condition and neighborhood.
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Cell

(a) (h)

Fig. 1. Neighbor model in 2D Cellular Automata (a) The Von Neumann Neighborhood (b) The
Moore Neighborhood

Mathematical point of view of cellular automata, the state at position (x,y) at time t
that is written s(x,y) will change into s, ;(x,y) at time r+/ with rule that can be
written:

S (%,y)=®s,(x+6,,y+9,) M

Where é‘x , 5y are position of its neighbors.

Formally cellular automata have three basic components [12] such as:

e A regular lattice of cells covering a portion of n-dimensional space.

o Asetof s(x y)={s,“) 620,52 (6 )™ (3, y)} of Boolean variables attached to site
(x,y) of the lattice and giving a local state of each cell at time t=1,2,3,....

e A rule R={R, ,Rz,...,Rk} which specific function of state s,(x,y) that is
written:

s? (x,) =Rj{sfj) (6 )87 (x+ 8, y+ 3 s (x+ &, y+®m)}

Where (x +0x;,y+ 0y j) is given neighbor.

2.2 Fluid Dynamic Celullar Automata

CA model can be used to describe fluid dynamic phenomena such as fluid flow, lava
flow and gases dynamic. There are four types of update state changing model in fluid
dynamic CA as shown in Fig. 2, such as growth model [4][7], Icing-Like dynamic
model [7], moving model [3][8] and majority model [9]. These models have different
state types and update state rules. Many fluid-dynamic models use growth model and
moving model such as Argentini’s model and sea-wave simulation. The other models
- Icing-Like model and majority model — usually use to append the properties of fluid
dynamic such as viscosity as shown as lava flow model and mudflow model.

Displayed equations or formulas are centered and set on a separate line (with an
extra-line or half-line space above and below). Displayed expressions should be
numbered for reference. The numbers should be consecutive within each section or
within the contribution, with numbers enclosed in parentheses and set on the right
margin.
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)]

Fig. 2. Four update state changing models in cellular automata (1) Growth model (2) Majority
model (3) Icing-like model (4) Moving model

The main focus in fluid dynamic is update rules, and the main processes in this rule
are collision between cells, and cell moving. The example common rules in fluid
dynamic, introduced by Albertini [3] as shown in Fig. 3, is the rule of cell moving,
because this rule run if the state have fluid particle or s,7,j)=1. These rules use Moore
neighborhood, and the direction of cell moving depends on neighbor position because
it relates on force of particle interaction. These rules also are basic simple rule of fluid
dynamic for simulate flood hazard [8].

anipgn" . S 2R
E = .t
m g e
e MRS

Fig. 3. Example rule and result in Albertini’s Model [3]

Another model for fluid flow model, developed by Avolio [10], is Cellular
Automata model for simulation of 1992 Tessina Landslide. This model is mudflow
model, and used Von-Neumann neighborhood. It is quite different with Argentini’s
model because this model uses floating point states. This model is simple and useful,
and has good performance for landslide caused by mudflow. But on high volume mud
blows, this model has a problem to identify how much mud will move to other area
because there is no eliminated cell on center of mud blows.

Because of that condition, we propose combination of basic rule on Albertini’s
model and Vicari’s model that makes a new Cellular Automata approach to simulate
hot mud flow that has a good performance to predict where mud will flow in
the future.
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2.3 Minimization Rules

Fig. 4 shows the CA rules that are used on some fluid flow simulations. These rules
are called as Minimization Rules. The minimization rules describe how the material
will flow from a cell to its neighbors. D’ Ambrosio [11] shows the description of
minimization rule for soil erosion by water. In these rules we have two values E(i) as
number of solid material and H(i) as number of fluid material:

E(1)>H(0), E(2)>H(0) = cell 1 and 3 eliminated
Er=31/3=10.3, E(4)<Er = cell 4 eliminated

Er=20/2=10, no cell eliminated

Reconfiguration [JH=Er-min(E)=(10-6)=4 - E(0)=7; E(2)=10

/a0 o

Although these rules show the material transport, but it cannot show how much
materials will move and how much materials will stay on a cell because it will change

from fluid to soil.

20 * * 20
|183;116| |¢3-,115| \*3;115| ‘18 3.7 1{;1|
11 11 * 11
(a) (®) (©) (d)

Fig. 4. Minimization rules by D’ Ambrosio for soil erosion by water[10]

3 Proposed Method

Hot mudflow model is similar to fluid dynamic flow model. We, however, need to
combine all basic updating state models of CA to make it look like real condition
because the state properties in each algorithm is binary state unless growth model,
otherwise mudflow model is floating point model. In this research, we combine fluid
dynamic flow model from Argentini and lava flow model. Our model uses Argentini’s
model as primary model because the Argentini’s model is very simple model based on
growth model to describe fluid dynamic flow with discrete state. The Argentini’s
model, however, is not enough to describe mudflow because this model does not
show some fluid particles such as viscosity, erosion and deposition.

3.1 Variables

As many fluid-dynamic Cellular Automata models, our model uses 2D Cellular
Automata with Moore neighborhood (8 neighbor nodes). We use floating-point states
in order to describe current states of mudflow map, and those are different with
Albertini’s model because floating-point state is easier to define map data similar with
real data. The state S is float between 0 and 1. In this research, we define three-type
variables: mud s,(x,y), ground h,(x,y) and dike (use same variable with ground because
the dike have same characteristics with ground), as shown in fig. 5.
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Fig. 5. Three types variables

3.2 Rules

We define s(x,y) as number of mud particles on node (x,y), T(x,y) is temperature on
node (x,y) and elementary rules in update state:

(1) The mud blow in center point (c,,c,) with mud volume vol as shown in fig. 6 that
is written by:

S (Cx + 5x ’ cy + 5y ) =5, (Cx ’ cy) + VOI'G(ﬁx ’ §y )
2
71i+1(cx +5x’cy +5y) = T;)
Where:
(6,.6,) is a neighbor points

6ls,.6,) is Gaussian based function of mud blow.
> > G(ol,6,,6,)=1
3. 9,

T, is initial temperature on center area of mud blow. We use uniform temperature on

center area.

(2) Mud is situation at every lattice point. The mudflows from a higher position to
lower neighborhood with probability Pv as the function of height different,
volume and velocity as is shown in fig. 7. The number of moving mud, which is
based on this rule, can be expressed by the following equation.

m(x,y)=h,(x,y)+s,(x,y) is total of ground height and mud height in time ¢.
5,(x,y)>0, m(x+0,,y+0d,) <m(x,y)
= s,+l(x+§x,y+§y)= st(x+§x,y+§y)+£,
S y)=5,(x.y) € @
T,.(x,y) =T, (x, y) —d(m(x, y),€)
Where: ¢= pv.D.(l —T(x +0,,y+0, ))
P, = Probability to move
D=m(x,y)=m(x+06,,y+3,)

d(m, €) is function of heat transfer.
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Fig. 6. Mud blow in center point (c,,c,) and its neighbor

-
hI h-I

Fig. 7. Moving rules

(3) Mud changed into solid particles by p,;; of the probability as the function of
viscosity as shown in fig. 8. The number of moving mud which is based on this
rule can be represented with the following equation:

SH,I(X,y):Sr()C,y)—OC, h,+|(x,y)=h,(x,y)+(x (4)
Where:
azpvis'(l_pv)z'pT/lo
pr= 2 _ e KLxy

K is constants,

T(x,y) is temperature on node (x,y) at time .

(4) When the neighbor is dike that have higher position that mud with probability
absorption P, the mud throughout into dike and will appear in the next of dike
position as shown in fig. 9.

m(x,y)=h,(x,y)+s,(x,y) is total of ground height and mud height in time ¢.
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o

Fig. 8. Viscosity rules

5,(x,y)>0,m(x+8,,y+6,)>m(x,y)
= s,+l(x+§X +tu,y+90, +uy)=sl(x+§X +tu,y+9, +uX)+£, (5)
SHI(X’ y): sr(x’ y)_g
Where:
£= pv.pa.D.(l—T(x+ 0,y+0, ))
(6, +u,, S5, + uy) is node around the neighbor (5,5 )
P, = Probability of absorption

Based on minimization rules, the rules for hot mudflow using the material transport
in moving rule and material changing in viscosity rules is defined as following rules,
as shown in fig. 10:

E(1)>H(0), E(2)>H(0) = cell 1 and 3 eliminated

Er=31/3=10.3, E(4)<Er - cell 4 eliminated

Er=20/2=10, no cell eliminated

Reconfiguration [JH=0.5*(1+&)*(Er-min(E))=3.5 > E(0)=1.5; E(2)=9.5.

a0 o

Where ¢ is material transport based on the moving rule and viscosity rule.

S s’
h h

Fig. 9. Absorption rule

20 * * *

(18 |3l 6 | | x ]3| 6| | x|sh| 6| |+ |sms5|es5]
11 11 * *
(@ (b) (c) d

Fig. 10. Update rules for hot mud flow disaster
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3.3 Data Specifications

We use SPOT-5 of HRV (Satellite Pour 1'Observation de la Terre-5/High Resolution
Visible) image as a base map as is shown in fig. 11(a). HRV image approximate
3.705kmx4.035km area and resolution 16.46mx16.46m. We also use ASTER/DEM
data for determination the landscape of intensive study area. The spatial resolution of
ASTER/DEM is 30mx30m. SPOT-5/HRV image have good enough spatial resolution
for relief the intensive study area. It, however, does not have well information of
landscape so that ASTER/DEM data is used for creation of landscape. Re-
quantization and interpolation between ASTER/DEM and some height of dike
derived from SPOT-5/HRV are required. The resultant images are shown in fig. 11b.
In this research we use data on February-August 2008.

Fig. 11. (a) SPOT 5 image, (b) Landscape map image after quantization

4 Simulation Result

In order to find inundated area in the future, CA parameters such as spatial resolution
and volume scaling have to be optimized for making the prediction much better. We use
SPOT-5/HRYV data in order to show the disaster area clearly. Figure 12(a) and fig. 12(b)
show map of actual disaster area in February 2008 and August 2008 while fig. 13(a)
shows its simulation result. The simulation begins with map of actual disaster area in
February 2008.

Fig. 13(b) shows the comparison between the actual disaster area maps colored in
blue area while the simulation result colored in red area, respectively. The magenta
colored area shows the intersection between map of actual disaster area map and the
simulation result. In this figure, although there are some different areas between map
of actual disaster area and the simulation result, the direction of mudflow and
inundated area are quite similar between both. Although the simulation result that is
shown in the figure is derived from CA, it is possible to create a new model of
mudflow with some other adding parameters such as dike and mud parameters.
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(®)

Fig. 12. Real Map Data: a) February 2008 b) August 2008

() (b)

Fig. 13. Simulation result for August 2008: a) Predicted Area b) Overlay with real map

On this simulation, we find the same inundated location on the outside of dike. The
inundated location in our simulation result is on the east and south that same with the
real condition of hot mudflow disaster. The intersection of the new inundated area
between real map and simulation result is 36.44% as shown fig. 14. Although the
intersection of inundated area are not high, but our simulation results have same
direction with the real condition, it means our method can be show the direction of
mudflow, and it needs higher resolution map and some additional formula to make the
result better such as mixing-ratio pattern of solid and water, thermal changing, water
absorption and land-use data.
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Fig. 15. Cutting line to show mud height changing and mud elevation at every point along with
the line from the center point on the right image

Another simulation result of elevation changes at hot mudflow erupted areas. For
this result, we show the mud height changing on the red line cutting (vertical) as
shown in fig. 15 (left). Those areas are the main area of mud flow, and if we can show
increasing of the mud height, we can reduce the impact of mudflow.

This result shows that mud elevation changes depending upon the initial and the
final conditions. Fig. 15 (right) shows the one-dimensional profile of the mud
elevation changes. The red line shows the mud elevation at the initial state that we
take the landscape data of February 2008. The green line shows the mud elevation at
the final state, three months later from the initial state. The average elevation
difference between the initial and the final state is 1.01meter. It implies that the mud
elevation changes about 0.3meter per-month.
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5 Discussion and Conclusion

Cellular Automata approach is a model-based approach that depends on some
parameters such as resolution, neighborhood, and rules. This model is accurate when
the resolution is appropriate for representation of particles or cells. Meanwhile the
proposed model makes a relaxant on the required resolution. Even for the minimum
resolution of 100x100pixels, the proposed method makes an enough simulation result
(the maximum resolution is 20002000 pixels). The minimum resolution is
corresponding to 37mx40m a pixel that is also corresponding to the lower resolution
of ASTER/DEM data with 30mx30m so that the proposed method is justified and
evaluated with ASTER/DEM data. The maximum resolution (800x800 pixels) of
simulation result is shown here. This resolution corresponds to 4.625mx5m a pixel. It
is concluded that the proposed method is valid for detection and prediction of hot
mudflow spreading direction and volume as well as appropriate inundated areas that
are situated surrounding areas.
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Abstract. In electrical impedance tomography (EIT), various image reconstruc-
tion algorithms have been used in order to compute the internal resistivity dis-
tribution of the unknown object with its electric potential data at the boundary.
Mathematically the EIT image reconstruction algorithm is a nonlinear ill-posed
inverse problem. This paper presents two stochastic optimization techniques
such as particle swarm optimization (PSO).and simultaneous perturbation sto-
chastic approximation (SPSA) algorithms for solving the static EIT inverse
problem. We summarize the simulation results for the three algorithm forms:
modified Newton-Raphson, particle swarm optimization, and simultaneous per-
turbation stochastic approximation.

1 Introduction

Electrical impedance tomography (EIT) plays an important role as a new monitoring
tool for engineering applications such as biomedical imaging and process tomogra-
phy, due to its relatively cheap electronic hardware requirements and nonintrusive
measurement property [1]. In EIT, different current patterns are injected to the un-
known object through electrodes and the corresponding voltages are measured on its
boundary surface. The physical relationship between inner resistivity (or conductiv-
ity) and boundary surface voltage is governed by the nonlinear Laplace equation with
appropriate boundary conditions, so that it is impossible to obtain the closed-form
solution for the resistivity distribution. Hence, the internal resistivity distribution of
the unknown object is computed using the boundary voltage data based on various
reconstruction algorithms.

Yorkey et al. [2] developed a modified Newton-Raphson (mNR) algorithm for a
static EIT image reconstruction and compared it with other existing algorithms such
as backprojection, perturbation and double constraints methods. They concluded that
the mNR reveals relatively good performance in terms of convergence rate and resid-
ual error compared to those of the other methods. However, in real situations, the
mNR method has often failed to obtain satisfactory images from physical data due to
large modeling error, poor signal to noise ratios (SNRs) and ill-conditioned (ill-posed)
characteristics. That is, the ratio between the maximum and minimum eigenvalues of
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the information matrix (or Hessian matrix) is very large. In particular, the ill-
conditioning of the information matrix results in an inaccurate matrix inverse
such that the resistivity update process is very sensitive to the modeling and meas-
urement errors.

The major difficulties in impedance imaging are in the nonlinearity of the problem
itself and the poor sensitivity of the boundary voltages to the resistivity of the flow
domain deep inside. Several researchers suggested various element or mesh grouping
methods where they force all meshes belonging to certain groups to have the same
resistivity values [3,4].

In this paper, we will discuss the image reconstruction based on stochastic optimi-
zation approaches in EIT. We have broken the procedure for obtaining the internal
resistivity distribution into two steps. In the first step, each mesh is classified into
three mesh groups: target, background, and temporary groups. In the second step, the
values of these resistivities are determined using particle swarm optimization (PSO)
[5-12] and simultaneous perturbation stochastic approximation (SPSA) [13-16] algo-
rithms. This two-step approach allows us to better constrain the inverse problem and
subsequently achieve a higher spatial resolution.

2 Image Reconstruction Using Stochastic Optimization
Approaches in EIT

The numerical algorithm used to convert the electrical measurements at the boundary
to a resistivity distribution is described here. The algorithm consists of iteratively
solving the forward problem and updating the resistivity distribution as dictated by
the formulation of the inverse problem. The forward problem of EIT calculates
boundary potentials with the given electrical resistivity distribution, and the inverse
problem of EIT takes potential measurements at the boundary to update the resistivity
distribution.

2.1 Forward Problem

When electrical currents I,(I =1,---,L) are injected into the object Qe R? through
electrodes ¢,(I =1,---,L) attached on the boundary dQ and the resistivity distribution
p(x,y) is known over Q, the corresponding induced electrical potential u(x,y) can

be determined uniquely from the nonlinear Laplace equation which can be derived
from the Maxwell equation, Ohm’s law, and the Neumann type boundary condition.
The complete electrode model takes into account both the shunting effect of the elec-
trode and the contact impedances between the electrodes and the object. The equa-
tions of complete electrode model [17] are

V-(p'Vu)=0 in Q @
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where z, is effective contact impedance between the [ th electrode and the object, U,

is the measured potential at the /-th electrode and »n is outward unit normal. In addi-
tion, we have the following two conditions for the injected currents and measured
voltages by taking into account the conservation of electrical charge and appropriate
selection of ground electrode, respectively.
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The computation of the potential u(x,y) for the given resistivity distribution p(x,y)
and boundary condition /, is called the forward problem. The numerical solution for

the forward problem can be obtained using the finite element method (FEM). In the
FEM, The potential at each node is calculated by discretizing (1) into Yu =c , where
u is the vector of boundary potential, ¢ the vector of injected current patterns and the
matrix Y is a functions of the unknown resistivities.

2.2 Inverse Computation Using Stochastic Optimization Approaches

The inverse problem, also known as the image reconstruction, consists in reconstruct-
ing the resistivity distribution p(x,y) from potential differences measured on the

boundary of the object. Ideally, knowing the potential on the whole boundary makes
the correspondence between the resistivity distribution and the potential biunique. The
relatively simple situation depicted so far does not hold exactly in the real world. The
methods used for solving the EIT problem search for an approximate solution, i.e., for
a resistivity distribution minimizing some sort of residual involving the measured and
calculated potential values. From a mathematical point of view, the EIT inverse prob-
lem consists of finding the coordinates of a point in a M -dimensional hyperspace,
where M is the number of discrete elements whose union constitutes the tomo-
graphic section under consideration. In the past, several EIT image reconstruction
algorithms for the current injection method have been developed by various authors.
A review of these methods is given in [18]. To reconstruct the resistivity distribution
inside the object, we have to solve the nonlinear ill-posed inverse problem. Regulari-
zation techniques are needed to weaken the ill-posedness and to obtain stable solu-
tions. Generalized Tikhonov regularized version of the EIT inverse problem can be
written in the form [17]

E(p):mpin{IIU—V(p)Ilz +AIRp I} 4)
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where pe R" is the resistivity distribution. V(p) is the vector of voltages obtained
from the model with known p, U are the measured voltages and R and A are the

regularization matrix and the regularization parameter, respectively. There are many
approaches in the literature [19] to determine R and ¢, but the usual choice is to fix
R =1,, with the identity matrix and to adjust A empirically.

Modified Newton-Raphson Algorithm [20]. Minimizing the objective function
E(p) gives an equation for the update of the resistivity vector

Pia = P F AP,

Iy T ()
Ap . =(H, + A {J, U-V(p)—-Ap}

where the partial derivative of E with respect to p has been approximately by a
Taylor series expansion around p, . The Jacobian J, is a matrix composed of the
derivative of the vector of predicted potentials with respect to the unknown resistivi-
oE
ap Pr

The Hessian H, is the second derivative of the predicted potentials with respect to the

ties. The Jacobian is derived from the finite element formulation given by J, =

resistivity and is approximated as the square of the Jacobian for computational effi-
ciency. Since the objective function E(p) is multimodal (i.e., it presents several local

minima), the inversion procedure does not always converge to the true solution. The
reconstruction algorithms are likely to be trapped in a local minimum and sometimes
the best solution of a static EIT problem is rather unsatisfactory.

This paper attempts to apply stochastic optimization approaches such as PSO and
SPSA to EIT image reconstruction. Two characteristics of PSO and SPSA algorithms
appear to be of value in EIT reconstruction; no evaluation of function derivatives is
needed and no assumption on function continuity needs to be made. The preceding
considerations suggest the viability of employing stochastic optimization approaches
for the solution of the EIT problem, according to the procedure described in the fol-
lowing section.

Furthermore, in some applications like visualization of two-component systems,
we may assume that there are only two different representative resistivity values; one
resistivity value for the background and the other for the target. Here, the target need
not be a single segment. It may be composed of multiple segments of the same resis-
tivity value.

In this paper, we will discuss the image reconstruction in EIT using two-step
approach. We have broken the procedure for obtaining the internal resisitivity distri-
bution into two steps. In the first step, we adopted a mNR method as a basic image
reconstruction algorithm. After a few initial mNR iterations performed without any
grouping, we classify each mesh into one of three mesh groups: BackGroup and Tar-
getGroup are the mesh groups with the resistivity values of the background and target,
respectively. TempGroup is the group of meshes neither in BackGroup nor in Target-
Group. All meshes in BackGroup and in TargetGroup are forced to have the same but
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unknown resistivity values, p, ., and p, , respectively. However, all meshes in

TempGroup can have different resistivity values, p,,,,, ., i=1--,n=2.

PSO Algorithm [6]. Kennedy and Eberhart [5] developed a PSO algorithm based on
the behavior of individuals (i.e., particles or agents) of a swarm. Its roots are in
zoologist’s modeling of the movement of individuals (e.g., fishes, birds, or insects)
within a group. It has been noticed that members within a group seem to share
information among them, a fact that leads to increased efficiency of the group. The
PSO algorithm searches in parallel using a group of individuals similar to other Al-
based heuristic optimization techniques [6]. An individual in a swarm approaches to
the optimum or a quasi-optimum through its present velocity, previous experience,
and the experience of its neighbors. The main advantages of the PSO algorithm are
summarized as: simple concept, easy implementation, robustness to control
parameters, and computational efficiency when compared with mathematical
algorithm and other heuristic optimization techniques. Due to these advantages,
several variations of the PSO have been developed and applied in power system
optimization problems [7-12].

In a physical n -dimensional search space, the position and velocity of an individual
i are represented as the vectors X, =(x,,---,x,,), and V, =(v,,---,v, ), respectively,

in the PSO algorithm. Let Pbest, = (x,*,---,x;**"), and Gbest, = (x;™*,---,x7*)
respectively, be the best position of an individual i and its neighbors’ best position so
far. Using the information, the updated velocity of individual i is modified under the

following equation in the PSO algorithm:

V' = @V + ¢ rand, X (Pbest! — X )+ c,rand, x (Gbest} — X) (6)

where

Vik velocity of individual i at iteration & ;

w weight parameter;

c,C, weight factors;

rand,,rand, random numbers between 0 and 1;

X} position of individual i at iteration & ;

Pbestf best position of individual i until iteration & ;;

Gbest! best position of the group until iteration k .

Each individual moves from the current position to the next one by the modified ve-
locity in (6) using the following equation:

Xik+l — X,k +Vik+l (7)

In this velocity updating process, the values of parameters such as @, ¢, and c,

should be determined in advance. In general, the weight @ is set according to the
following equation [7]:
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D=0, —%x Iter (8)
er, .
where
W, O, 1nitial, final weights,
Iter, maximum iteration number,
Iter current iteration number.

The step-by-step process of the proposed PSO algorithm can be summarized as fol-
lows:

Step 1) Initialization of a group at random while satisfying constraints.

Step 2) Velocity and position updates while satisfying constraints.

Step 3) Update of Pbest and Gbest.

Step 4) Activation of space reduction strategy.

Step 5) Go to Step 2 until satisfying stopping criteria.

SPSA Algorithm [13]. Spall developed the concept of simultaneous perturbation
stochastic approximation (SPSA) as an optimization tool. The SPSA algorithm works
by iterating from an initial guess of the optimal solution, where the iteration process
depends on the highly efficient "simultaneous perturbation" approximation to the
gradient of the objective function. The SPSA algorithm has been applied in power
systems [14,15] as well as in the EIT problem [16]. The SPSA reconstruction
algorithm for EIT can be formulated as follows. The goal is to minimize a loss
function L(p), where the loss function is a scalar-valued "performance measure" and

p is a continuous-valued p -dimensional vector of parameters to be adjusted. The

SPSA algorithm works by iterating from an initial guess of the optimal, where the
iteration process depends on the above-mentioned "simultaneous perturbation”
approximation to the gradient g(p)=0JL(p)/dp . Assume that measurements of the

loss function are available at any value of p :

E(p) = L(p) + noise, L(p)= mpin{ 9)

U —me}
V(p)

The basic unconstrained SPSA algorithm is in the general recursive stochastic ap-
proximation (SA) form

Pin =P — 4.8 (P) (10)

where g, (p,) is the simultaneous perturbation estimate of the gradient g(o) at the
iterate p, based on the measurements of the loss function and g, is a nonnegative

scalar gain coefficient.
The essential part of (10) is the gradient approximation g,(p,) . This gradient

approximation is formed by perturbing the components of p, one at a time and col-
lecting a loss measurement FE(-) at each of the perturbations (in practice, the loss
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measurements are sometimes noise-free, E(-)=L(:)). This requires 2p loss measure-
ments for a two-sided finite difference approximation. All elements of p, are ran-
domly perturbed together to obtain two loss measurements E(-). For the two-sided
simultaneous perturbation gradient approximation, this leads to

-1

Ax
E(p,+c,A)—E(p,—cA,) A:z
2c, :

8c(p) = (1)

A,

where  the  mean-zero  p-dimensional  random  perturbation  vector,
Ay =[A4,4,,, 04, 1", has a user-specified distribution and ¢, is a positive scalar.
Because the numerator is the same in all p components of g, (p,), the number of

loss measurements needed to estimate the gradient in SPSA is two, regardless of the
dimension p.

The step-by-step summary below shows how SPSA iteratively produces a sequence of
estimates.

Step 1 Initialization and coefficient selection: Set counter index k=0. Pick initial
guess p, in (5) and the nonnegative coefficients a, ¢, A, &, and y in the SPSA gain
sequences a, =a/(A+k+1)" and ¢, =c/(k+1)”. Practically effective values for &
and y are 0.602 and 0.101, respectively.

Step 2 Generation of simultaneous perturbation vector: Generate by Monte Carlo a
p-dimensional random perturbation vector A, , where each of the p components of

A, are independently generated from a zero-mean probability distribution satisfying
the conditions in Spall [13]. A simple choice for each component of A, is to use a
Bernoulli *1 distribution with probability of 0.5 for each +1 outcome.

Step 3 Loss function evaluations: Obtain two measurements of the loss function
based on the simultaneous perturbation around the current p, : E(p, +c,A,) and
E(p, —c,A,) in (9) with the ¢, and A, from Step 1 and 2.

Step 4 Gradient approximations: Generate the simultaneous perturbation approxima-
tion to the unknown gradient g, (p,) according to (11). It is sometimes useful to
average several gradient approximations at p,, each formed from an independent
generation of A, .

Step 5 Updating parameter p : Use the standard stochastic approximation form in
(10) to update p, to a new value p, ;.

Step 6 Iteration or Termination: Return to Step 2 with k +1 replacing k . Terminate
the algorithm if there is little change in several successive iteration or the maximum
allowable number of iterations has been reached.
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The choice of a, and ¢, is critical to the performance of SPSA. With « and y as

specified in Step 1, one typically finds that in a high-noise setting it is necessary to
pick a smaller a and larger ¢ than in a low-noise setting. Although the asymptoti-

cally optimal values of & and yare 1.0 and 1/6, respectively, it appears that choos-
ing o <1.0 usually yields better finite-sample performance through maintaining a

larger step size; hence the recommendation in Step 1 to use values (¢ and ) that are
effectively the lowest allowable satisfying the theoretical conditions mentioned [13].

3 Computer Simulation

The proposed algorithms have been tested by comparing its results for numerical
simulations with those obtained by mNR method. For the current injection the trigo-
nometric current patterns were used. For the forward calculations, the domain Q was
a unit disc and the mesh of 3104 triangular elements (M=3104) with 1681 nodes
(N=1681) and 32 channels (L=32) was used as shown in Fig. 1(a). A different mesh
system with 776 elements (M=776) and 453 nodes (N=453) was adopted for the in-
verse calculations as shown in Fig. 1(b). In this paper, under the assumption that the
resistivity varies only in the radial direction within a cylindrical coordinate system
[21], the results of the three inverse problem methods can be easily compared.
The resistivity profile given to the finite element inverse solver varies from the
center to the boundary of object and is divided into 9 radial elements ( p,,---, 0, ) as

shown in Fig. 1(b).

(a) (b)

Fig. 1. Finite element mesh used in the calculation. (The resistivities of the elements within an
annular ring are identical.) (a) mesh for forward solver, (b) mesh for inverse solver.

Synthetic boundary potentials were computed for idealized resistivity distributions
using the finite element method described earlier. The boundary potentials were then
used for inversion and the results were compared to the original resistivity profiles.
The resistivity profile appearing in Fig. 2 contains two large discontinuities in the
original resistivity distribution. The present example is a severe test in EIT problems
because there are large step changes at /R =0.56 and 0.81 preventing electric cur-
rents from going into the center region.
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Fig. 2. True resistivities(solid line) and coumputed resistivities using mNR(dashed line),
PSO(dashdot line), and SPSA(dotted line)

Table 1. True resistivities and computed resistivities using mNR, PSO and SPSA

ool oo | e | s | e | | o | P
Real 0.5 0.5 0.5 0.5 0.6 0.6 0.5 0.5 0.5
mNR 521 495 488 537 .598 564 | .496 502 | .500
PSO 497 | 496 | .496 | .503 603 | .603 | .496 | .496 | . 496
SPSA | 511 500 500 | 506 | 596 | .596 | .500 | .500 | .500

We started the mNR iteration without any mesh grouping with a homogeneous ini-
tial guess. In Table 1, we see that the mNR algorithm may roughly estimate the given
true resistivities, where the resistivities are assumed uniform in each section. Since
the mNR have a large error at the boundary of target and background in Fig. 2, we can
not obtain reconstructed images of high spatial resolution. This kind of poor conver-
gence is a very typical problem in the NR-type algorithms.

However, we can significantly improve the mNR’s poor convergence by adopting
the proposed stochastic optimization algorithms such as PSO and SPSA via a
two-step approach as follows. In the first step, we adopted a mNR method as a basic
image reconstruction algorithm. After a few initial mNR iterations performed without
any grouping, we rearrange the resisitivity values of meshes by sorting them in as-
cending order. Then the boundary location between regions can be roughly decided
and mesh be determined to the target, background, or undetermined temporary group.

In this paper, from the Table 1, 2 meshes ( p5, ;) and 5 meshes ( p,, 05, 07, P55 Ps)
among 9 may be grouped to TargetGroup ( p,,, ) and BackGroup ( p, ., ), respectively.
The remainders of meshes ( p,, p,) are grouped to TempGroup. Hence, the number of

unknowns is reduced to 4.
In the second step, after mesh grouping, we will determine the values of these
resistivities using PSO and SPSA algorithms. PSO and SPSA algorithms solve the

EIT problem, searching for the resistivities ( p,, p,, p,,, and p,,, ) minimizing the
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reconstruction error. The initial values of unknown p,, and p, ., are the average

resistivity values of meshes in BackGroup and TargetGroup, respectively. From
Fig. 2 and Table 1, the inverted profile using PSO and SPSA matches the original
profile very well near the wall at r/ R =1.0 as well as the center at r/ R =0.0.

4 Conclusion

In this paper, electrical impedance tomography (EIT) image reconstruction methods
based on stochastic optimization algorithms were presented to improve the spatial
resolution. A technique based on two stochastic optimization algorithms, PSO and
SPSA, with the knowledge of mNR, was developed for the solution of the EIT inverse
problem. Although stochastic optimization algorithms such as PSO and SPSA are
expensive in terms of computing time and resources, which is a weakness of the
method that renders it presently unsuitable for real-time tomographic applications, the
exploitation of a priori knowledge will produce very good reconstructions. Further
extensions include an EIT image reconstruction to multi-resistivity value problems.
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Abstract. In this paper, a fast algorithm for estimating soil parameters has been
presented according to which, after obtaining the kernel function, one can com-
pute the soil parameters of the multilayer earth structure by analyzing the kernel
function. The estimated soil parameters using the proposed method are in good
agreement with the given earth structure.

1 Introduction

It is important to know the earth structure in the given area when the grounding sys-
tem is designed. Because badly designed grounding system can not ensure the safety
of equipment and personnel [1]. Usually the earth structure is complex since the resis-
tivity of the soil varies with the depth and other conditions. For simplifying the prob-
lem, in a host of engineering application, multilayer soils are modeled by N horizontal
layers with distinct resistivity and depths [2]. A Wenner 4-point test method is well
known to measure the soil resistivity for this simplified earth model. The inversion of
soil parameter and structure is an unconstrained nonlinear minimization problem
[3],[4]. There exist two difficulties in inverting the soil parameters using optimization
methods. On one hand, it is hard to obtain the derivatives of the optimized expression.
On the other hand, the computing time is hugely consumed. In this paper, a fast algo-
rithm is presented to invert the parameters of horizontal multilayer soil. The soil pa-
rameters are estimated analyzing the kernel function. The proposed method has been
contributed to: First, it simplifies the problem by not requiring the derivatives of the
optimized expression; second it can save computational time.

2 Wenner 4-Point Test and Apparent Resistivity

A Wenner 4 —point method is well known to measure the earth resistivity as shown in
Fig. 1, where hi (i=1,2,---,N-1 and p, (i=1,2,---,N) are the thickness and the
resistivity of the i th layer respectively for an N — layer soil structure.

D. Taniar et al. (Eds.): ICCSA 2010, Part II, LNCS 6017, pp. 110 2010.
© Springer-Verlag Berlin Heidelberg 2010
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Fig. 1. Wenner configuration for measuring apparent soil resistivity of N-layer earth structure

A current | is injected into the soil by applying the power between electrodes A and B
and the potential difference V between electrodes C and D is measured. Then, the
measured apparent resistivity is defined [5] as

pr =2ﬂa% (1)

where a is the span between any two neighboring electrodes. By changing the test
electrode spana , a set of apparent resistivity curves varying with electrode span can
be obtained. And using the solution of the potential produced by point current sources
of half-spherical electrodes, the theoretical expression of the apparent resistivity is as
follows [1], [4]

P =p, {1 +2af” F AT o(Aa)- J0(2/1a)]d/1} 2

where J,(A4y) is the zero order Bessel’s function of the first kind and the kernel
function f(A) is as follows [1]

fA=o(DH-1. 3)
2K e o, —
0(](,1)214_1—_2% Kl(,l)zu
1-Ke P0G+ Py
K. _
0’2(/1):“1[;;_2% K,hH=L%5"P
—Ky€ P0G+ P, “4)
2K —2Ahy_ _
o W =l4—22C g (=Ll
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The apparent resistivity for N horizontal earth layers with distinct resistivity and
depth is theoretically calculated by using (2). Therefore, soil parameters,

hl. (i=1,2,--,N-1) and p,(i=1,2,---,N), are going to be estimated in the process
of making the theoretical apparent resistivity as close as possible to the measured ap-

parent resistivity. The most satisfied soil parameters can be determined by minimizing
the difference between the measured and theoretical apparent resistivity.

3 Estimating Soil Parameters Using the Kernel Function

3.1 Determining the Kernel Function

As known in (3) and (4), the kernel function f (A)is the function of soil parameter
(number of soil layers, soil resistivity and depth). In the general optimization methods
for estimating soil parameters, the kernel function f (A) is first calculated with any
guessed initial values of soil parameters and the theoretical apparent resistivity, which
is calculated with the kernel function, is compared with the measured apparent resis-
tivity for various electrode spans. Therefore, the kernel function f(A) has to be
calculated in each iterate of optimization algorithms until the most satisfied soil
parameter is determined. This procedure consumes huge computational time in opti-
mization iterating as well as calculating the infinite integral in (2).

J. Zou[2] uses the so-called “two-stage method” in which the kernel func-
tion f (A) is calculated just once in the first stage and soil parameters are estimated
using a general optimization method in the second stage. He introduces the method to
obtain the kernel function f (A) without knowing soil parameters. He uses the meas-
ured apparent resistivity of various electrode spans to obtain the kernel
function f(A) . Therefore the obtained the kernel function f(A) can be assumed to
contain the true values of soil parameters. He uses the following equation (5) and (6)
to obtain the kernel function f A).

fA=1lim) Be™ = Be* (5)
Rt =1
o L T a(pr . T
gl Jai +k \J4al +k? Jai+k?  J4a® k. 271(7,_ ]
= C i (©6)

: 1 1 1 1 1 (pr
ﬂ“ 2 2 2 2 2 2 2 2 —| -1
| Ja +kF  Jaa+k Jai+k? Jdai 4k} | |20\ p )]
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where p" (i=1---1) is the measured apparent resistivity with the test electrode span
a;(i=1---1) of the Wenner configuration method and K, is the #th decay constant

corresponding to the fth sampling of integral.

3.2 Estimating Soil Parameters by Analyzing the Kernel Function

J. Zou[2] uses a general optimization method for estimating soil parameters in the
second stage of his two stage method. In this paper, the analytical method has been
proposed for estimating soil parameters. With this method, soil parameters can be ob-
tained by analyzing the characteristics of the kernel function.

Inspected in (3) and (4), the kernel function has the following characteristics:
i) o (i=1,2,---,N—1) converges to 1 as A increases.

ii)K, (i=1,2,---,N —1) converges to the constant of Pin —Pi

pi+l+pi

iii) The kernel function converges to 0 as A increases.

as A increases.

Using the above characteristics of the kernel function, soil parameters can be inverted
through the following procedures:

DLletleti=l, ¢, (1)= f(A)+1.

2)If N >2, go to step 3), otherwise go to step 6).

3) Obtain K,(A) , h, usinga;(A).

4) Obtain ¢,,,(A) using K;(4) .

5)If i< N —1,let i = +1, go to step 3), otherwise go to step 6).

6) Obtain p,,, using K;(4)and p, for i=1,...N .

i+1

In the step 3) of the above algorithm, K,(A) and h. can be obtained from o, (A)
through the following procedures

Llet H, =h,,.

a,(1)-1 o2
o, (1) +1

iii) If K,(A4) converges to constant as A increases, go to step v), otherwise go

ii) Evaluate K A ( A)=

to step iv).
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iv) Adjust H; using the following equation (7). As seen in the following equati

on (7),if H; # h;, then K,(A) increases or decreases exponentially as A in

creases.
1-K. ﬂ —2h; ) .
Ki (i) = 2K'(i§e_zih[ eZﬂH,- — K,‘ (i)e 2A(h;—H;) ) (7)
go to step ii).
v) h. =H,
0(.(],)—1 2h
K. /7, =1 7 A
@ a[(2)+1e ®)

In the step 4) of the above algorithm, ¢,,,(A) can be obtained from K (A1) using (4)

as follows

P k() +1 9)

(A== .
am( ) Pin ki(/l)_l

4 Numerical Example

If the structure parameters of soil are known, one can generate the apparent resistivity
data for different electrode spana by (2). Then these generated data can be used to
check the proposed analysis method. Fig. 2 shows the apparent soil resistivity curve
calculated by (2). The corresponding the structure parameters are shown in Table 1.
The generated data with eleven different electrode spans in Table 2 are shown in
Fig. 2 as marked ‘o’ s. Fig. 3 shows that the generated kernel function f (A4) with the

Table 1. Parameters of a three-layer earth structure

Layer No. Resistivity(Q-m ) Thickness(m )
1 122.96 2.06
2 26.37 10.02
3 284.44 oo
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Fig. 2. Apparent resistivity curve of a three-layer earth structure
Table 2. The generated earth apparent resistivity data
No a(m) p(Q-m) No a(m) p(Q-m)
1 0.2 122.9 7 30 80.4
2 1 117.9 8 50 114.6
3 2 98.0 9 74 146.2
4 4 58.3 10 100 172.6
5 8 379 11 128 194.4
6 16 50.8

data in Table 2, which is the J. Zou’s method, is almost same as the one which is cal-

culated with the known soil parameters in Table 1. Therefore, the kernel func-

tion /' (A) generated with the measured apparent resistivity data can be used for the

calculated one with the known soil parameters.

When estimating soil parameter with the proposed method, the first step is to guess

the number of layers from the apparent resistivity curve. One who has some experi-

ence in this area can guess easily that the eleven data marked ‘o’ in Fig. 2 are
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Fig. 3. The kernel function f(A) of a three-layer earth structure

from the 3-layer earth structure. The second step is to obtain the kernel func-
tion ' (A) with the measured apparent resistivity data by using J. Zou’s method. The
final step is to estimate soil parameter by analyzing the kernel function. Because the
earth structure is guessed as 3-layer from the step one, the soil parameter to be esti-
mated are i, , h,, p,,p,and p,.

Let’s use the proposed method in the previous section for estimating soil parameter.
1) @,(A) can be obtained from the kernel function f (1) .
2) Because N=3, go to step 3)

3) hy is found as 2.083 for satisfying K,(4) = Me“h‘ converge to the con-
o,(4)+1
stant(-0.6468) as A increases. At the same time, K, (A)is fixed with A, .
- k(D) +1
4) a,(A) can be obtained using OZI.H(/?,):—LL in (9). Because K (1) is
Pt ki (1) -1
obtained in step 3) and P can be obtained from K, (A). The constant (-0.6468),

P>

to which K| (1) converges, is the ratio of (pz - P, j as seen in the Fig. 4.

P2t P
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Fig. 5. The obtained «; (A) (i=1,2) using the proposed method

5) Go to step 3), h2 is found as 9.989, K,(A1) converges to the constant (0.8303)

which is the ratio of (p3 - P, j Assumed p,is known from the beginning,

Pt Py
then all of the soil parameters (&, , h,, p,,p,and p,) are obtained. The obtained

value 2.083 and 9.989 for /i, and h, are in good agreement with the soil depth data in
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Table 1. And the obtained ratios of P and P are exactly in agreement with the
P> P
soil resistivity data in Table 1. The obtained K, (1) (i =1,2) and ¢, (A) (i=1,2) from

the above procedure are shown in Fig. 4 and Fig. 5 respectively.

5 Conclusion

Generally various optimization algorithms are used for estimating the soil parameters
of multilayer earth structure. Those methods require the difficult derivatives of the
optimized expression and huge computational time. The estimating procedure in this
paper is composed of two stages: the kernel function f (A) is solved using J. Zou’s
method in the first stage and the proposed method is used for obtaining soil parame-
ters in the second stage. As seen in numerical example, the proposed method simpli-
fies the problem by not requiring the derivatives of optimization expression and the
estimated soil parameters are in good agreement with the given earth structure.
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Abstract. To ensure customer satisfaction, companies must deliver their prod-
uct safely and within a fixed time. However, it is difficult to determine an inex-
pensive delivery route when given a number of options. Therefore, an efficient
vehicle delivery plan is necessary. Until now, studies of vehicle routes have
generally focused on determining the shortest distance. However, vehicle ca-
pacity and traffic conditions are also important constraints. We propose using a
modified genetic algorithm by considering traffic conditions as the most impor-
tant constraint to establish an efficient delivery policy for companies. Our algo-
rithm was tested for fourteen problems, and it showed efficient results.

Keywords: Genetic Algorithm, Delivery Vehicle Operation Planning.

1 Introduction

1.1 Vehicle Routing Problem

Although it is important for companies to produce high-quality products, with the
recent development in the Internet environment and the expansion of electronic com-
merce, many companies are faced with the problem of satisfying customers by deliv-
ering the product to the correct place and on time, as promised. These considerations
are even greater for third-party logistics companies.

Logistics companies must satisfy the delivery demands of customers. If a company
does not meet these demands, customers will feel that the product is less reliable, and
this affects the manufacturing company over a long time. Therefore, the date of
delivery affects not just the logistics company but also the manufacturer.

Many practical constraints affect delivery, including the number of vehicles the
company owns, the operating time for each vehicle, road conditions, and uncertain
customer demand. Short-term changes in traffic conditions are one of the important
constraints that affect timely product delivery.

Typically, previous studies on the vehicle routing problem (VRP) have disregarded
this constraint and simply examined the shortest route and minimum vehicle operation
to minimize the operating costs. In practice, such solutions have often been applied by
companies. However, it is now possible improve the efficiency of vehicle operation by
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considering traffic conditions using real-time road information obtained via wireless
Internet. The traffic situation is a serious constraint that affects the delivery policy.

The VRP can be solved using optimal algorithms such as linear programming (LP)
and the branch and bound (B&B) method or heuristic algorithms such as tabu search
(TS), simulated annealing (SA), and genetic algorithms (GA). However, the calcula-
tion time increases markedly with the size of the delivery region. Therefore, heuristic
algorithms that can calculate rapidly the local optimum have recently been developed.

Dantzig and Ramser [6] showed that the VRP is NP-hard; for example, when the
number of branches is 15, the number of routes is 653,837,184,000. Christofides and
Eilon [4] developed a B&B method using a Lagrangian relaxation technique to in-
clude the constraint of the maximum vehicle operating distance in the basic VRP.
Nevertheless, calculation time increases markedly with the number of branches in the
B&B method. Clarke and Wright [5] proposed a method that considers the cost of
using one vehicle to deliver products to two customers, rather than using two vehicles.
Gendreau et al. [9] developed a solution that uses the tabu search concept. The
strength of this method is that it produces an excellent solution but, again, it has the
disadvantage of a long calculation time. Lee and Kim [11] were the first to apply a
parallel GA to a job-scheduling problem for a single machine. However, they used a
binary form of a gene and displayed it using a one-dimensional array. Cheng and Gen
[2] subsequently applied a parallel GA to a job-scheduling problem using identical
parallel machine systems. They used a floating gene, but still used a one-dimensional
array in their genetic representation. They used a distinct symbol to distinguish
between each machine.

1.2 Determining Constraints

A company must consider various constraints in the vehicle operation problem, such
as the number of vehicles, avoiding duplicate visits, vehicle capacity, completing
deliveries within a fixed time, delays in delivery due to traffic conditions, rest
for the drivers, and canceled orders. Since the first four constraints are often
readily quantified, they have been examined in many studies. Some constraints
can be overcome simply by increasing the number of vehicles, while others are
unmanageable.

Among the four constraints considered basic to the VRP, changes in traffic
conditions are often the bottleneck constraint. Therefore, we considered this factor to
be the most important bottleneck constraint.

First, we considered changes in traffic conditions in real time. We weighted the de-
livery distance between the supplier and customers according to the traffic conditions
that were classified as normal traffic, slow, jammed, and accident. The Normal traffic
condition indicates vehicles running at normal speed. The slow indicates vehicles
traveling more slowly than in the normal state; in the case a traffic jam, the road con-
ditions bad. An accident was defined as a traffic accident or road construction site that
blocks the use of a road temporarily. A logistics company can use these four catego-
ries and apply different weights to each category (Table 1).
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Table 1. Weights and occurrence ratios of traffic conditions

Condition Normal flow  Slow flow Traffic jam Accident
Velocity (km/h) >60 30~59 10~29 <10
Weight 1.0 1.5 1.8 2.0
Ratio 50% 30% 15% 5%

Much data must be analyzed to determine the weights accurately. Initially, we
arbitrarily used 1.0 as the weight for normal traffic and assumed weights of 1.5, 1.8,
and 2.0 for the slow flow, traffic jam, and accident conditions. In addition, we
assumed that the occurrence ratio between the four conditions was 5:3:1.5:0.5.

To calculate the cost of a route, we multiplied the distance by the weight. If the
traffic is serious, the delivery time is increased. Our method searches for alternative
routes where the traffic is smooth. According to our method, a vehicle might travel a
longer distance but it arrives at the customer’s location more quickly than for a
shorter route. If no such route is found using one vehicle, an alternative may be to
use an additional vehicle. In this manner, timely delivery is available to the customers
is achieved.

2 Modified Genetic Algorithm

In Section 2.1, we explain how to develop a two-dimensional array-type gene. In
Section 2.2, we develop operators for a two-dimensional array-type gene.

2.1 Two-Dimensional Array Type Gene

We used a two-dimensional array form for the genes, as shown in Fig. 1. Each row of
the gene represents a vehicle. Each column identifies the customers that each vehicle
visits.

Customer Number
Vehicle 1 1 4 7 10 X
Vehicle 2 5 2 12 11 8
Vehicle 3 9 6 3 X X

Fig. 1. Two-dimensional array

In the above example, three vehicles, one head office, and 12 customers are
considered. The delivery route of the first vehicle is 0 -1 — 4 — 7 — 10 — 0,
where O represents the head office. A route must satisfy the maximum capacity of the
vehicle and the largest operating distance constraint. The genetic factor denoted by X
indicates that a customer could not be included because one of the two constraints
was not satisfied.

According to Michalewicz [13], genetic algorithms consider the following five
elements:
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A genetic representation of something that enables achieving a solution.
A way to generate an initial population.

A fitness function that evaluates the solution.

A genetic operator that changes the make-up of the children.

The values of the various parameters used.

We now explain how the five elements were modified in the proposed algorithm.

First, a traditional GA uses a binary array to represent a gene. If there are N
customers and K vehicles, an N x N x K dimensional array is used. As the number of
branches increases, the memory requirements and calculation time increase,
eventually making it almost impossible to solve the problem. Our model uses a real-
type (floating) array in the algorithm, so an N x K dimensional array is needed. In
general, the number of vehicles is less than the number of customers. Our method
saves memory and reduces the calculation time.

Our GA differs from the existing ones. It uses a real number (not binary) for genes.
In addition, our algorithm uses the two-dimensional array form for the genes. A gene
expressed using real numbers better represents actual situations. Moreover, the
computation time is reduced. This is because a conversion process is not necessary in
our algorithm. Moreover, the memory storage is reduced even when the number of
delivery locations is large. Therefore, the advantage of this method is that it efficiently
calculates a solution to a large problem.

Second, a traditional genetic algorithm uses random sampling to generate the initial
population. This can duplicate and/or omit customers. Therefore, the initial population
may result in infeasible solutions and/or unnecessary calculations, decreasing the
execution speed of the algorithm. Our algorithm does not duplicate customers in
generating the initial population, thus eliminating unrealizable solutions at the
beginning of the evolutionary process. Therefore, we can find the optimal solution
quickly.

Third, since the traditional GA uses a gene in a binary array form, it is necessary to
convert it into a real number to evaluate the fitness of a solution. This process may
generate errors and it increases the calculation time. We use a “real” type gene to
overcome this problem.

Fourth, the traditional GA cannot use traditional genetic operators. The PMX, CX,
and OX operators were developed to overcome these problems [2]. However, these
operators are only suitable for genes with a one-dimensional array form. Since we use
a two-dimensional array, we cannot use the existing genetic operators. Therefore, we
developed new genetic operators suitable for two-dimensional arrays, as explained in
detail below.

Fifth, the parameters used in a GA produce marked differences in the calculation
time and quality of the solution. The optimal values have to be determined by
performing repeated experiments by taking various levels into consideration. We also
determined the parameters suitable for our algorithm in experiments at various levels.

2.2 Evaluating Fitness of Solution

The fitness of a solution is evaluated using the following formula.
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Where Cy is the cost of moving vehicle k from customer j to i and Xj; is an integer
such that if vehicle k is allocated to customers i and j, then X;; = 1; otherwise X;; = 0.
This function ensures that the demands of all customers are satisfied while
minimizing the vehicle operating costs.

2.3 Developing Genetic Algorithm Operators

The crossover operator interchanges genes between two parents randomly and
generates new genes in the offspring. This can produce solutions in the offspring that
are better than those in the parents. Cheng and Gen [2] used the PMX, OX, and CX
operators, which include a crossover operator that can be applied to the VRP.
However, these operators can only be applied to a gene represented by a one-
dimensional array. Therefore, we modified the OX operator so that it can be applied to
a gene represented by a two-dimensional array. The modified OX operator is executed
in Fig. 2.

Step 1: Randomly select two vehicles (point 1, point 2) from two parents at a
crossover rate.

Step 2: Remove customers of the selected vehicle in the gene of the second parent.

Step 3: Exchange the customers of the vehicles of the first parent that were not
selected in Step 1 with those remaining in the second parent.

In this manner, child 1 and child 2 are generated. No customers are duplicated or
omitted in child 1 and child 2.

Our modified OX crossover operator carries out crossover operations on vehicle
units. Therefore, children obtain copies of routes of the selected vehicle that satisfy
existing constraints. Thus, the positive nature of the parents’ solution is passed to the
following generation.

Parent 1 1 2 3 4 5
Point 1 — 6 7 8 X X

9 10 11 12 X

Parent 2 Point 2 — 1 4 7 10 X
2 5 8 11 12

3 6 9 X X

Child 1 1 4 10 2 5
6 7 8 X X

11 12 3 9 X

Child 2 1 4 7 10 X
3 5 6 8

9 11 12 X X

Fig. 2. Example of modified OX crossover operator



124 Y.-S. Yoo and J.-Y. Kim

We use two mutation operators that modify reciprocal exchange mutations [2]. A
mutation operator generates a solution that differs from the existing solutions in the
parents so that the genetic algorithm does not get stuck at a local optimum solution.

Our mutation operator is subdivided into internal and external mutation operators.
Our genes are represented by two-dimensional arrays. An internal mutation occurs
within one row (vehicle), while an external mutation occurs between different rows
(vehicles). In other words, an internal mutation is a mutation that affects one vehicle,
and an external mutation is a mutation affecting different vehicles.

An internal mutation is generated as follows:

Step 1: Select one vehicle (point 1) at random after selecting the parent at mutation
rate.

Step 2: Select two customers (point 2, point 3) in the selected vehicle.

Step 3: Interchange the two selected customers.

Fig. 3 shows an example of an internal mutation.

Parent Point 2 Point 3
! !
Point 1 — 1 2 3 4 5
6 7 8 X X
9 10 11 12 X
Child 1 4 3 2 5
6 7 8 X X
9 10 11 12 X

Fig. 3. Example of internal mutation

An external mutation is generated as follows:

Step 1: Select a pair of vehicles (point 1, point 2) at random after selecting the
parent at the mutation rate.

Step 2: Select one customer in every vehicle (point 3, point 4).

Step 3: Interchange the two selected customers.

Fig. 4 shows an example of an external mutation.

As mentioned above, the two mutation operators prevent the solution from getting
stuck at a local optimum.

We use a reversion operator to facilitate escape from a local optimum. One disad-
vantage of the genetic algorithm is the slow speed of convergence on the solution.
The reversion operator overcomes this disadvantage as follows.

Step 1: Select a pair of vehicles (point 1) at random after selecting the parents at
reversion rate.

Step 2: Select one customer (point 2) in the selected vehicle.

Step 3: Change the order of customers so that it starts with the one in the middle.
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Parent Point 3 Point 4
! !
Point 1 — 1 2 3 4 5
7 8 X X
Point 2 — 9 10 11 12 X
Child 12 2 3 4 5
6 7 8 X X
9 10 11 1 X
Fig. 4. Example of external mutation
Fig. 5 shows an example of an external mutation.
Parent Point 2
!
Point 1 — 1 2 3 4 5
7 8 X X
9 10 11 12 X
Child 4 5 1 2 3
6 7 8 X X
9 10 11 12 X

Fig. 5. Example of modified reversion operator

Our genetic operator does not generate duplicate customers. Nevertheless, it can
violate the vehicle capacity or operating distance constraints. Therefore, the solution
must be revised after carrying out each operation. First, we look for the solutions that
violated a given constraint and exchange these solutions for new solutions.

3 Numerical Experiment

Our algorithm was used to solve 14 vehicle routing problems that can be downloaded
from the OR-library [14]. These VRPs are widely used as benchmarks. The problems
considered in the experiment are summarized in Table 2. Our algorithm was coded in
the C language. Our experiments were performed on a Sony laptop computer
equipped with 1 GB of memory and a Pentium-M processor running at 2.13 GHz
running the Windows XP Professional operating system.

These problems have 50-199 customers. We can classify these problems in two
ways: vrpncl~vrpncS, vrpncll, and vrpncl2 are only constrained by the vehicle ca-
pacity, while the others consider vehicle capacity, maximum route time, and drop
time. The number of vehicles, range of demand, and vehicle capacity also differ
among the problems. Therefore, we can evaluate the effect of our algorithm in various
environments.
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Table 2. Problem summary

No. of No. of Vehicle No. of Maximum Drop
Problems  Customers Capacity  Vehicles  Route Time Time
vrpncl 50 160 5 oo 0
vrpnc2 75 140 10 o 0
vrpnc3 100 200 8 oo 0
vrpncd 150 200 12 oo 0
vrpnc5 199 200 17 0o 0
vrpnc6 50 160 6 200 10
vrpnc7 75 140 11 160 10
vrpnc8 100 200 9 230 10
vrpnc9 150 200 14 200 10
vrpnc10 199 200 18 200 10
vrpncll 120 200 7 oo 0
vrpnc12 100 200 10 oo 0
vrpncl3 120 200 11 720 50
vrpncl4 100 200 11 1040 90

3.1 Parameter Optimization

With the genetic algorithm, the speed of convergence differs according to the
parameters used. Our GA uses new genetic operators, SO new parameters have to be
determined. Because we use new genetic operators, new parameters are chosen
accordingly. Our GA uses four parameters: size of the initial population, crossover
rate, mutation rate, and reversion rate.

We examined one problem (vrpncl) and selected two preliminary levels, which we
then applied to all problems for determining the appropriate level. The number of
generations was fixed at 100,000. We terminated the algorithm whenever there
was no improvement for 20,000 generations. The size of the initial population was
selected to be 50. The crossover rate was selected to be 0.8, and the mutation rate was
selected to be 0.2. The reverse rate was selected to be 0.3.

3.2 Numerical Example

We demonstrate the effectiveness of our algorithm by considering a small test prob-
lem. This problem was made by Heyes [10]; it considers six customers. The maxi-
mum vehicle capacity is 3, and the demand for each customer is 1. The company
owns two vehicles. The distance between customers and the traffic conditions are
shown in Table 3. The first number denotes the distance, while the second denotes the
traffic condition.

We found the best and worst routes. The best solution considered road conditions,
but the worst did not do so. The solutions for the problem used two vehicles and the
delivery schedule shown in Table 4.
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The best solution’s total operating cost was 129.0. However, the worst solution’s
total operating cost was 296.5. Therefore, the gap between the two solutions was
167.5. Therefore, if we can obtain information about the road conditions, we can
reduce the delivery time and total cost.

Table 3. Distance between customers and traffic conditions (distance/traffic condition)

Customer 0 1 2 3 4 5 6
0 - 10/1.0 20/1.0 25/15 25/1.0 20/15 10/1.5
1 10/1.0 - 12/15 20/1.0 25/1.0 30/2.0 20/1.0
2 20/15 12/1.8 - 10/18 11/1.0 22/1.0 30/1.8
3 25/15 20/1.0 10/1.0 - 2/15 11/18 25/1.0
4 25/1.8 25/1.0 11/15 2/1.0 - 10/15 20/1.0
5 20/1.0 30/15 22/1.0 11/15 10/1.0 - 12/1.5
6 10/15 20/1.0 25/1.8 25/1.0 20/2.0 12/1.0 -
Table 4. Delivery schedule for the small test problem
Vehicle Delivery route Operating cost  Total cost
Best 1 0—-1—-6—-5—>0 62.0
. 129.0
Solution 2 0-4—-53-52->0 67.0
Worst 1 0-52—>56—>4—>0 159.0
. 296.5
Solution 2 0>3—->1->5-0 137.5
Table 5. Experimental results considering traffic conditions
No. of No. of Avg. Best  Avg. Worst
Problems  Customers So%ution Sglution Gap % Gap
vrpncl 50 547.8 659.7 111.9 20.427
vrpnc2 75 872.6 1032.1 159.5 18.279
vrpnc3 100 882.2 1054.9 172.7 19.576
vrpnc4 150 1097.3 1288.5 191.2 17.425
vrpnc5 199 1429.8 1893.9 464.1 32.459
vrpnc6 50 592.5 717.6 125.1 21.114
vrpnc7 75 973.6 1275.3 301.7 30.988
vrpnc8 100 902.1 1082.7 180.6 20.020
vrpnc9 150 1232.7 1633.2 400.5 32.490
vrpnc10 199 1537.8 1827.6 289.8 18.845
vrpncll 120 1098.1 1329.9 231.8 21.109
vrpnc12 100 902.9 1102.2 199.3 22.073
vrpncl3 120 1601.1 1928.4 327.3 20.442
vrpncl4 100 919.5 1029.3 109.8 11.941
Average 233.2 21.942




128 Y.-S. Yoo and J.-Y. Kim

3.3 Experimental Results

We solved each problem 20 times. In each problem, the traffic conditions were
generated at random. Table 5 shows the obtained results.

The average gap between the best and worst solutions was 233.2, which is an
improvement of 21.942%. Therefore, if a company uses traffic condition information,
it can reduce the operation cost and satisfy its customers.

4 Conclusion

We used a GA to determine efficient and realistic delivery vehicle operation plans.
The number of available vehicles or their capacity no longer constitutes serious prob-
lems for logistics companies. Nowadays, traffic conditions are the main problem
affecting a company’s ability to deliver products to customers on time. If companies
cannot overcome this problem, they lose customers. Therefore, we considered traffic
conditions as the most important constraint. To determine more efficient vehicle
routes, our delivery plans incorporate traffic information.

We classified the traffic conditions as normal, slow, jammed, and accident. We
weighted each traffic condition according to its frequency. Our solutions focused on
the delivery time rather than on the distances to the customers.

Our GA uses a two-dimensional array, with each row representing a different vehi-
cle and each column representing customers. Therefore, it is easier to represent a real
system using our GA than the conventional GAs. Our GA could be used to find rea-
sonable solutions rapidly.

Our algorithm was tested for 14 problems. The best solution had an operational
cost that was lower than the worst solution by 233.2 on an average, which indicated
an improvement of 21.942%. Therefore, if a company uses information regarding
traffic condition, it can reduce the operational costs and satisfy customers.

In future, we hope to quantify traffic conditions and collect data regarding traffic
conditions in real time.
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Abstract. We discuss the possibilities of use of the new generation of desktops
for solution of one of the most important problems of weather forecasting: real-
time prediction of thunderstorms, hails and rain storms. The phenomena are
associated with development of intensive convection and are considered as the
most dangerous weather conditions. The most perspective way of the
phenomena forecast is computer modeling. Small dimensional models (1 - D
and 1.5 - D) are the only available to be effectively use in local weather centers
and airports for real-time forecasting. We have developed one of such models:
1.5 - D convective cloud model with the detailed description of microphysical
processes and have investigated the possibilities of its parallelization on multi-
core processors with the different number of cores. The results of the
investigations have shown that speed up of cloud evolution calculation can
reached the value of 3 if 4 parallelization threads are used.

Keywords: multi-core processors, parallelization, thread, numerical model,
real-time weather forecast, convective cloud.

1 Introduction

Climate and weather forecast is among the so called grand-challenge scientific
problems, which need for their solution high-performance computer facilities. All the
main weather centers in the world are equipped with powerful clusters and
supercomputers. But one should take into account that weather forecast in not only
the prediction of wind and pressure fields which are the output of the so called
regional models and general circulation models of atmosphere, but also the prediction
of local dangerous convective phenomena, such as thunderstorms, hails and rain
storms. Forecast of rain, hail and thunderstorm is usually provided in rather small
weather centers and airports which have modest financial resources and are not able
to buy expensive supercomputers or even clusters. Ordinary desktops are the only
computational resources that are available. The problem is even more complicated as
the forecast should be real-time and it should take no more than one an hour to
provide it. As a consequence experts of such local centers have to provide forecast
with the help of simple methods and models. Up to now forecast of the dangerous
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convective phenomena in the airports of CIS (Commonwealth of Independent States)
countries is provided with the help of semi-empirical methods and very simple 1-D
stationary cloud models. It is evident that requirement of real-time forecast in
combination with modest computational resources will not allow using elaborated 2 -
D and 3 -D models in such centers. But appearance of desktops with multi-core
processors open the possibility of applying elaborated 1-D cloud models with detailed
description of microphysical processes. The only requirement is proper use of multi-
core processor facilities by means of parallelization.

We have developed 1.5-D convective cloud model with detailed description of
microphysical processes and have investigated possibilities of its effective use for
real-time forecast of cloud parameters. Calculations have been provided with the help
of multi-core processors of different types and different core numbers.

The so called space parallelization in conjunction with the multi-thread technology
has been used. The results have shown that speed up of cloud evolution calculation
can reached the value of 3 if 4 parallelization threads are used.

2 Model Description

In the model the region of convective flow is represented by two concentric cylinders
[1]. The inner cylinder (with constant radius a) corresponds to the updraft flow region
(cloudy region) and the outer cylinder (with constant radius b) — to the surrounding
downdraft flow region (cloudless) (Fig.1)

Fig. 1. The scheme of up and down flows

The model is 1.5-dimensional with the detailed description of warm (i.e. without
the ice phase) microphysical processes. The term 1.5 — dimensional means the
following: though all cloud variables are represented with mean values averaged over
the horizontal cross section of the cloud, fluxes in and out of the inner cylinder borders
are taken into account.

The ratio of the area of cross section of inner cylinder to the area of cross section of
outer ring-shaped cylinder is equal to
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Ko =d' /(b —d°) (1)

In generalized form the equations for vertical velocity, temperature and mixing ratios
of water vapour and cloud droplets inside the inner (equation 2) and outer (equation 3)
cylinders can be written as follows:
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Where the variables with subscripts 'in' and 'out' relate to the values, averaged over the
inner and outer cylinders consequently. ¢ can take the values of vertical velocity w,

temperature 7, mixing ration of water vapor () and mixing ratio of cloud droplets in the
i-th drop-size interval Q. . ¢ and z are independent variables (time and height

consequently), « is the coefficient for lateral eddy mixing through the periphery of the
cloud, y, is determined by the equation of mass continuity under assumption of

U, +L a(pao Win)
a  pg 0z

incompressibility which is given as =0, pg, is density of the

atmospheric air, K ; is the turbulent viscosity coefficient.

Concrete form of the terms Fy, A;, Gy depends upon the meaning of ¢ .

8(Ty-T,,) . . . .
F, =2V " Vel g0, where T, is the virtual temperature, T, -Iis the virtual
Ty,

temperature averaged over the cross sections of the both cylinders, Q. is the total mixing
N-1

ratio of cloud drops Q= ZQ“' » Fr.Fy FQF,» describe the input of the microphysical
i=1

process of condensation into the change of temperature and mixing rations of water

vapor and cloud droplets in the i-th drop-size interval consequently.

A, = AQV:()’ Ar=-yw/T, where Y  is the dry adiabatic lapse rate,

Ag =V dl»a%( Q,; ), where V j; - is the value of cloud drop terminal velocity of in the i-

th drop-size interval, G,, =0, GT,GQ' ,GQ__ describe the input of the microphysical

process of evaporation into the change of temperature and mixing rations of water vapor
and cloud droplets in the i-th drop-size interval consequently.
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The detailed description of the dynamical part of the model is presented in [2].

It is well-known now that in order to predict cloud evolution characteristics properly
one must use drop size dependent theories that is to include the equation describing the
evolution of the number density function of the cloud drops f into the system of cloud
equations. Function f = f(X,m,t), where m is drop mass, varies in a given space point

(X) due to the processes of advection, sedimentation, turbulent mixing, condensation,
nucleation and collection.

For the numerical solution of the equation it is necessary to select discrete points my; (i
= 0,..., N, my = 0) along the m axis to define drop size intervals or bins. Then one can
replace the stochastic collection equation by the set of equations for M ; - mass fraction
in the mass interval defined by:

Mmi+i/2
M= [ mfim)dm, 4)
mi-172

i=1,..,N-1.So an equation for M

can be written in the following form:

ag/tll;+V'[(‘7+\74i)MiJ:V-(KfVMi)+Jn i+ Cit S =S )

where V is velocity vector, Vd is terminal velocity of the drop, K; is turbulent diffusion

coefficient, C; is rate of condensation (the growth of the drop due to the diffusion of
water vapour) of the particle with mass m, J" is rate of nucleation: rate of formation of the
droplet of mass which belongs to the first drop mass interval.

Miv1/2 _,
|V (m)ymf (m)dm
Vdi = mi-l/jniu/z = Vd( mi);
| mfim)dm 6)
Mmi.is2

mis 7

Ci= l/zm amf(m) dm,
mi.12 m

Terms SZ-Jr —S; characterize the process of collection: particle growth due to the
collision of the drops with each other.

3 Numerical Scheme of the Model

The method of physical process splitting is used for solution of the system of the
equations. Only dynamical processes are taken into account at the first stage.
Equations are numerically integrated using a finite difference method. Forward-
upstream scheme is used. Vertical velocity is averaged over two grid points (point
below is taken if w>0 or point above if w<0). The final values are obtained on the
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second stage after completion of the microphysical processes calculation. A time step
At of 1 sec and a height interval Az of 200 m are used.

The height of the cylinder is 15 km. The temperature at the ground surface is
298K. The temperature laps rate is 9,8 K/km up to 2 km and is 6,3 K/km from 2 km to
10 km. The temperature is constant above 10 km. The relative humidity is 100% at
the ground and decreases with lapse rate of 5%/km up to the top of cylinder. Initial
contents of cloud droplets (Q.) is equal to zero at all levels. Vertical (w) and radial
(u,) velocities and Q, are assumed to be O at the top and at the bottom boundaries of
the cylinder. Q, and Q; are equal to zero at the top boundary. The initial disturbance of
vertical velocity in the inner cylinder below 2 km is given as

w= Aw-z-(2-2z) (7)

where Aw is taken as 1 m/sec. The coefficient for lateral eddy mixing is 0,1. The
vertical eddy diffusion coefficient equals to 100 m?/sec.

Numerical scheme similar to that used in [3] was used for calculation of nucleation
and condensation processes and similar to that used in [4] for calculation of
collection.

4 Comparison of Microphysical and Dynamical Process Impact
into Model Time Calculation

Each cloud model consists of two main blocks: dynamical one, which is responsible
for calculation of velocity components and further transport of temperature and bulk
characteristics of water vapor and cloud droplets, and microphysical block, which is
responsible for calculation of distribution function of cloud droplets.

Dynamical block in 1-D and 1.5-D cloud droplets is rather simple and does not
demand essential computational resources. Calculations have shown that it takes only
15 seconds of computer time to obtain full set of dynamical characteristics of model
cloud, evaluating during 60 min. The result is quite acceptable for the needs of real-time
forecast. But availability of only dynamical characteristics is not enough for qualitative
forecast of a thunderstorm. For this aim we need to obtain data about time evolution of
cloud droplet vertical profile, i.e. to calculate space and time characteristics of droplet
distribution function provided by microphysical block of the model.

Distribution function calculation demands new mesh generation which should
define drop mass intervals or bins in each node of the dynamical space mesh. If
dynamical mesh consists of the N nodes, appearance of microphysical block results in

increasing of a total number of calculations at least by factor of N - N12 , where N; is a
number of bins. Taking into account that N; = N the number of required calculations
increases tremendously and so it takes already 30 seconds of computer time to
calculate 60 minute cloud evolution cycle if N; = N, 90 seconds if Ny =2N and
1100 seconds if N;=3N. We should note that in order to obtain acceptable

microphysical cloud characteristics one should take N; no less than 2-N. So we can
see that addition of the microphysical block for calculation of only one distribution
function increases total calculation time by factor of 3. If one adds distribution
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function not only for cloud droplets but for different forms of ice crystals, hail and
graupel, total calculation time becomes quite unacceptable for real-time forecast. And
the necessity of parallelization technique use becomes quite evident.

5 Parallelization Model

Numerical scheme for the dynamical part of the model is an explicit one. So we can
easily calculate all dynamical characteristics of the cloud at a time step “n+1” if we

I3 1)

know them in each node of the mesh at a time step “n”. And though to calculate
dynamical characteristic in a mesh node “i” we should know corresponding
characteristic in a neighbor mesh node “i-1”, or “i+1” we can easily do this as all
necessary values have been already calculated in the previous time step. That is why
we can use space parallelization [5-8] for our problem solution.

For this purpose we divide computational region of the model into several

subsections (Fig.2)

i+1

PINY) B0 | P T
:R:“MM\

b

1]
T

|

in out env
Fig. 2. Parallelization scheme of the model

Each subsection represents a cylinder of the height Ah and includes parts of the
inner and outer cylinders as well as a part of the environment at rest.

Two methods of parallel calculations have been used. The first one supposes
parallelization of only microphysical processes as the most time consuming.
Dynamical part of the model is calculated within the entire computational region (big
cylinder) while microphysical part is calculated in parallel within space subsections.
The second method implies parallelization of both dynamical and microphysical
model blocks, so all cloud characteristics are calculated within each space subsection.

Multi-thread technology was used to realize parallelization methodology. Threads
are created, and the data calculated on the previous time step is passed to the threads.
Each thread implements calculation within definite mesh nodes. The transfer to the
next time step is implemented when all threads fulfill their calculations.

As each launch of the thread demands definite time, the number of threads should
be diminished in order to decrease computational overheads. It is optimal to launch N
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threads for N core processor or 2N threads if the cores optimize 2 threads
implementation, while using Hyper-Threading technology for example.

As at each time step processor should wait for completion of implementation of all
threads, the problem of load balancing appears to be challenging. It is not easy to find
the solution because calculation of cloud characteristics in different subsections
demands quite different time due to the fact that it is not necessary to obtain
microphysical characteristics in the mesh subsections where cloud droplets are absent
and relative humidity is less than 100%. Special procedure of mesh subsection
redistribution was used to obtain equal time of thread implementation. The procedure
implies calculation in neighboring subsections in different threads and provides
acceptable level of load balancing.

It should be noted that some parts of the model program, such as creation and
launch of the thread, calculation of boundary characteristics are calculated in single-
thread regime.

6 Calculation Results

The results of numerical simulation show that the model is capable to describe warm rain
processes in convective clouds under various vertical distributions of temperature and
relative humidity of the outer atmosphere. The model reproduces evolution of vertical
velocity, mixing ration of cloud droplets and cloud droplet spectrum in time and space. It
can predict maximum and minimum values of the above mentioned dynamical and
microphysical characteristics and besides the values of the height of a cloud base and
upper boundary, precipitation rate and total quantity of the rainfall. All that
characteristics are of major value for prediction of dangerous convective cloud
phenomena such as thunderstorms, hails and rain storms.

Besides numerical experiments targeted to obtain physical results essential
attention has been paid for investigation of calculation effectiveness of the model and
especially for investigation the effectiveness of parallelization.

Three types of processors were used for model calculations: K1(Core 2 Duo 6400,
2.13 GHz, 2.5 GB, 2 cores), K2 (Core 2 Quad Q8200, 2.33 GHz, 2.5 GB, 4 cores), K3
(Core 2 Quad Q6600, 2.4 GHz, 2.0 GB ,4 cores). Calculations were provided for
different number of bins (drop mass intervals), different number of threads and the
two methods of parallel calculations (parallelization of only microphysical processes
and parallelization of both microphysical and dynamical processes). The results are
presented in the tables 1-4.

Table 1. Calculation time (seconds) of 1 hr model cloud evolution obtained with the help of
different types of processors (K1, K2, K3). Parallelization of only microphysical processes is
considered. 4 threads are used. N' — is the number of bins.

N' 50 70 100 150 250
K1 5,52 7,29 10,05 15,36 28,39
K2 4,19 4,94 6,16 8,78 15,02

K3 4,09 4,78 6,14 8,70 14,84
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Table 2. Calculation time (seconds) of 1.5 min model cloud evolution obtained with the help of
different number of threads (NTh) (processor K3). Parallelization of only microphysical
processes is considered. N' — is the number of bins.

N! 50 70 100

NTh=1 15,60 36,19 89,14
NTh=2 9,17 19,09 46,84
NTh =3 13,05 17,09 34,80
NTh =4 22,56 24.25 31,66

Table 3. Calculation time (seconds) of 1 hr model cloud evolution obtained with the help of
different types of processors (K1, K2). Parallelization of both microphysical and dynamical
processes is considered. 4 threads are used. N' — is the number of bins.

N' 50 70 100 150 250
K1 5,14 6,73 9,44 14,30 22,62
K2 3,90 4,51 5,64 7,66 12,86

The results presented in the table 1 show that parallelization with the help of 4 core
processors is more efficient than with the help of 2 core processor. Efficiency
increases with increasing of the number of bins. Time difference between 2 and 4 core
processors is about 20% in case of N'=50 and is about 50% in case of N'=250.

The results presented in the table 2 show that thread number influence is depended
on the bin number (N'). At the smallest value of N' the most effective is 2 threads
using, at the biggest value 4 threads using is the most effective.

The results presented in the table 3 prove the above conclusion that 4 core
processor is more efficient that 2 core. If we compare data in the tables 2 and 3 we
can see that dynamical process parallelization contributes not so much in calculation
time decrease (less than 10%). So the most time consuming part of the model is
microphysical block which should be parallelized first of all.

And at last we present data (table 4) which characterize computational time of
sequential algorithm. Comparison of the results in tables 4, 2 and 3 shows that speed
up of cloud evolution calculation varies from 1,5 up to 3,0 dependent upon bin
number.

Speed up is less than 4 (the number of threads) because of the time spent on thread
creation and launch as well as on operations which should be provided in one thread
regime.

Table 4. Calculation time (seconds) of 1 hr model cloud evolution obtained with the help of
different types of processors (K1, K2). Without Parallelization. N' — is the number of bins.

N! 50 70 100 150 250
K1 7,86 10,61 15,52 23,70 43,00
K2 6,27 8,80 12,47 19,38 37,36
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7 Conclusions

1.5-D convective cloud model with detailed description of microphysical processes is
presented in the paper. Possibilities of the model parallelization on multi-core
processors with the different number of cores have been investigated. It is shown that
parallelization with the help of 4 core processors is more efficient that with the help of
2 core processors. Multi-thread technology was used for realization of parallel
algorithm. It is obtained that the number of threads should be equal or should be 2
times more than the number of processor cores. Comparison of the calculation results
of sequential and parallel algorithms shows that speed up can vary from 1,5 to 3,0 in
case of 4 parallel threads use. Investigation shows that use of rather complex
numerical models for real-time forecast of dangerous convective phenomena is
possible in case of realization of model parallelization on multi-core processors.
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Abstract. We address the computation of Feynman loop integrals, which are re-
quired for perturbation calculations in high energy physics, as they contribute
corrections to the scattering amplitude for the collision of elementary particles.
Results in this field can be used in the verification of theoretical models, com-
pared with data measured at colliders.

We made a numerical computation feasible for various types of one and
two-loop Feynman integrals, by parametrizing the integral to be computed and
extrapolating to the limit as the parameter introduced in the denominator of the
integrand tends to zero. In order to handle additional singularities at the bound-
aries of the integration domain, the extrapolation can be preceded by a trans-
formation and/or by a sector decomposition. With the goal of demonstrating the
applicability of the combined integration and extrapolation methods to a wide
range of problems, we give a survey of earlier work and present additional appli-
cations with new results. We aim for an automatic or semi-automatic approach, in
order to greatly reduce the amount of analytic manipulation required before the
numeric approximation.

1 Introduction

Feynman diagrams represent configurations for particle interactions. Generally, with
a given particle interaction, a large number of configurations may be associated, each
corresponding with the probability of the configuration as a contribution to the cross
section of the interaction. As such, a configuration corresponds with a contribution to
a perturbation series expansion of the scattering amplitude, where zero-order contribu-
tions arise from tree configurations and higher order contributions from loop diagrams.
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The latter require the computation of loop integrals, characterized by (threshold) singu-
larities from vanishing integrand denominators in the interior of the integration region.

In earlier work we studied the application of extrapolation based techniques to the
computation of such diagrams as one-loop 3-point (vertex), 4-point (box); and two-
loop ladder vertex and self-energy diagrams. In this paper, we give results for one-loop
pentagon, two-loop crossed vertex and two-loop ladder box diagrams.

The integrals are generally difficult to compute in view of the integrand singularities.
We obtain the integral approximation in the limit as the value of a parameter (¢) in
the integrand tends to zero. This involves the numerical evaluation of a sequence of
integrals for decreasing €, and a procedure for convergence acceleration or extrapolation
to the limit.

A brief introduction to Feynman diagrams and loop integrals is given in Section 2
The numerical integration and extrapolation procedures which are relevant to this paper
are outlined in Section [3] including a discussion of numerical adaptive and iterated in-
tegration. Section [ derives a presentation of Feynman one-loop integrals and presents
new results for the one-loop pentagon. The two-loop crossed and the ladder box inte-
grals are derived in Section [ and results are given.

In order to handle additional singularities at the boundaries of the integration domain,
the extrapolation can be preceded by a transformation (as in the case of the two-loop
vertex ladder (planar) diagram [13]]) and/or by a sector decomposition, splitting the
original problem and overlapping singularities over a sum of sector integrals (as for the
two-loop crossed diagram), cf. Section[5.1l A reduction by sector decomposition can be
coupled with extrapolation when infrared singularities are present (occurring as masses
tend to zero), as well as threshold singularities in the interior of the domain.

An important aspect of the success of the singular integral evaluation itself is the
numerical iterated integration method, applicable in some situations where standard
multidimensional integration software fails. Various one- and multi-dimensional inte-
gration methods can be combined for different sets of coordinate directions. What we
refer to as iterated integration is, in fact, implemented recursively and has as an added
advantage that its memory use is not extensive in comparison with standard adaptive
multi-dimensional integration software.

2 Feynman Diagrams and Loop Integrals

In high energy physics the computation of loop integrals is required to obtain higher
order terms in perturbation calculations of the scattering amplitude. The latter in turn
deliver corrections to the cross section for a collision of elementary particles, which
corresponds to the probability of the given configuration in energy —momentum space
(E,p',p?,p®). A Feynman diagram is a graph representation of a particle interaction.
Each edge of the graph (line or propagator) is associated with an intermediate state
of a particle, and particles meet at vertices according to a coupling constant g which
indicates the strength of the interaction. An interaction generally corresponds to a large
number of diagrams of different types. The term loop refers to the occurrence of one or
multiple loops in the Feynman diagram.

The matrix element of one-loop corrections is assumed to be given by the real part of
the product of a one-loop amplitude and the conjugate of a tree amplitude. Figure[T] (a)
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Fig. 1. (a) Box and tree diagrams for e e — W~ W; (b) Crossed vertex diagram

shows an example of a box diagram and a tree diagram of a Z boson exchange for
the interaction e~e™ — W~ WT. The tree diagram shows the electron and positron
colliding at the left vertex, while producing a Z boson which annihilates at the second
vertex into the W, W pair. Figure[Il (b) displays a sample two-loop (crossed vertex)
diagram. The Feynman diagrams given in this paper and corresponding matrix elements
for one-loop corrections are generated automatically by the GRACE-1oop [2]] system.

In a general form, loop integrals are P
given by
L
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where L is the number of loops, {,, are
the independent loop momenta and n
is the number of propagators [21]]. The
momentum on the ¢-th internal line is
of the form k, = Sy agul, + P,
where the ay, are constants, P is the
sum of the external momenta flowing Fig. 2. One-loop diagram

along the internal line ¢, and the corre-

sponding mass is mg, 1 < ¢ < n.

Figure2lshows a one-loop diagram with n external legs [20], where p; is the incom-
ing momentum of the j-th external particle, m, the mass carried by the ¢-th internal line
and the momentum is [ + Zf;i p;. A loop propagator gives rise to a factor in the inte-
grand denominator which may cause an integrand singularity in the integration region.
The term ie displaces the pole into the complex plane. The integral is then obtained by
taking the limit as € — 0. A physical scattering amplitude contains this type of integrals
and its value is defined at ¢ = 0. In (), p is generally a polynomial; Z[1] is called a
scalar integral.

For the simplest cases, results can be obtained analytically and expressed in terms
of special functions. Numerically, the singularity can be avoided by a deformation of
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the integration contour away from the pole (cf., e.g., [323111]]). Numerical techniques
have generally been successful only after considerable analytic manipulation (see also,
e.g., [2044139116l18]).

In we presented a novel method for the computation of loop integrals based on
numerical integration and extrapolation. The extrapolation is used to approximate the
limit as ¢ — 0 of a sequence of integrals computed for decreasing . We gave results for
scalar one-loop vertex, one-loop box and two-loop planar vertex integrals. Apart from
possibly a transformation preceding the extrapolation, the technique does not require
analytic manipulation, nor knowledge of the location of the singularity. As expected,
this automatic evaluation of loop integrals comes with a tradeoff with respect to speed.
Even though in most cases the € values needed for the sequence are not actually small,
the computation time for the integrals increases as the singular behavior becomes more
prevalent. As an important advantage, the method is also suitable for fensor (non-scalar)
integrals without modification, as was shown for a non-scalar box diagram in [13]]. Ana-
Iytically, the non-scalar integral evaluation is generally reduced to that of a set of scalar
integrals. Furthermore, the integration technique with extrapolation handles complex
masses without added difficulty [49].

Loop integrals may show infrared (IR) singularities when masses are negligible. In
that case the infinite part of the integral needs to be separated. This can be achieved by
dimensional regularization and sector decomposition [28I5/41]. In this paper we use
sector decomposition before the extrapolation for the crossed vertex diagram (where
no IR divergence is present), with the goal of disentangling overlapping singulari-
ties. Sector decomposition and iterated integration followed by extrapolation is applied
in [[11014022].

We showed how to use the extrapolation method with photon regularization in
and with a modification of the technique in [47]. In photon regularization for a one-loop
vertex diagram, the negligible mass M is replaced by a fictitious photon mass. We re-
ported extrapolation results in [I1] for M = 10~5 GeV. It is noted that the procedure
breaks down for M = 10~ GeV in double precision (in view of the fact that the e
parameter in the denominator dominates the behavior for small M). By using quadru-
ple precision, the point of deterioration can be moved. For example, results of up to
8-digit accuracy are obtained using quadruple precision for the one-loop box diagram
with M = 10715 GeV. Using the extended precision library HMLIB (based on
the IEEE 754-1985 FP standard), results are given in [48/47] for the one-loop vertex
diagram and M as small as M = 107160 and for the box diagram with M > 1073Y.

3 Numerical Techniques

3.1 Adaptive Iterated Integration

In numerical integration it is our goal to obtain an approximation ) f to a multivariate
integral, Zf = fD f(x) dx and an (absolute) error estimate F f, intended to bound
the achieved accuracy and not exceeding the tolerated error. The integration domain D
is usually a standard region (to which the given integral may have been transformed
previously), such as the unit cube or simplex.
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Assume the integral Z f of the N-variate function f(x) can be written as

If= dx™ ... / dac(z)f(x(l), o ,X(Z)) 2)
D, Dy

such that D = D; x ... xX Dy is of dimension N; then we call Z f an iterated integral
for £ > 2. The terminology is somewhat misleading as, in fact, the implementation will
be of a recursive form. As an example, the integral Z f = f; dx ff dy fAB dz f(x,y, 2)
over the 3D hyperrectangle [a, b] x [, 5] X [A, B] is represented as a 1D x2D integral
in the form Zg = f; dx g(x), where g(z) = ff dy h(x,y).

The integrals over the regions D, 1 < j < ¢ in (2) can often be evaluated adaptively
by available software. Adaptive partitioning procedures refine the function domain by
selecting highest error regions for subsequent subdivision, thus concentrating function
evaluations in difficult regions. Figure [3 shows the subdivision pattern in the (3D) do-
main of a box integral in the course of the integration, while “discovering” the surface
where the integrand is singular [34].

The local integral estimate on each e
subregion is calculated using a quadra-
ture or cubature rule, or a pair or se-
quence of such rules. For example, a
pair consisting of a Gauss rule and an
interlacing Kronrod rule is used as a
basis rule pair in the one-dimensional
adaptive quadrature routine DQAGE in
QUADPACK [40]. The local error is
then estimated as a function of the
difference between the rule values.
Similarly, the multi-dimensional inte-
gration code DCUHRE [J3]] implements a family of cubature rules for the subregion inte-
grations.

A priority queue such as a heap or linked list is maintained on the subregions, keyed
with respect to the size of their local error. At each iteration, the worst subregion is
selected for further subdivision and for integration over its newly formed subregions.
Region partitioning continues until either the requested accuracy or a user-specified
limit on the allowed work is reached. We measure the effort spent in the integration
by means of the total number of integrand evaluations performed in the course of the
procedure.

The work space needed for storing the subregion information in a standard adap-
tive multidimensional integration code can be very large when extensive partitioning is
needed. For example, with the degree 7 cubature rule for 2D in DCUHRE, the number of
function evaluations per regionis num = 1+6N+2N (N —1)+2" = 21 for dimension
N = 2. For a maximum allowed number of function evaluations of maxpts = 100 mil-
lion, the maximum number of regions that can be generated by successive bisections is
maxreg = (maxpts —num)/(2 num) + 1 = 2, 380, 952 and the work space (supplied in
the call to DCUHRE via a work array in Fortran) needs to be at least 19,047,634 doubles.

Fig. 3. Singularity surface in the 3D domain of a
box integral
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In comparison, the amount of space needed for region storage in a 1Dx1D “re-
cursive” integration with DQAGE XDQAGE is determined by the number of evaluations
allowed in each coordinate direction, which is 10* evaluations for a maximum of 10% in
two dimensions. Using the 15-point Gauss-Kronrod rule pair, the maximum number of
intervals in each dimension is maxreg = 333, requiring an array space of about 1,500
doubles on each integration level (or a total of about 3,000).

3.2 Numerical Extrapolation

Methods for extrapolation to the limit S of a sequence S(¢), as the parameter ¢ tends
to 0, rely on the existence of an asymptotic expansion

S(e) ~ S+ arpi(e) + aspale) + ...

Given a sequence {S(g/)}, an extrapolation is performed with the goal of creating se-
quences that converge to the limit S faster than the original sequence. Extrapolation
methods and their application to numerical integration have been of considerable inter-
est in the literature (see, e.g., [24135136137110/40/42126/6/33/19]).

A linear extrapolation method solves (implic-

Too itly or explicitly) linear systems of the form
0 To1
0 To2 S(ee) = co+erpi(ee) + ...+ cvpu(ee),
0 T11 £=0,...,v; 3)
i.e., systems of order (v + 1) x (v + 1) inthe
0 Th-1,1 unknowns cg, ..., ¢, are solved for increasing
Tro Th—1,2 values of v. Note that the coefficients ¢y (e¢)
0 Tkl need to be known explicitly in order to apply
Tr+1,0 this method. As an example, the computation
for ¢ () = €* can be carried out recursively
Fig. 4. c-algorithm table using Richardson extrapolation [9].

For non-linear extrapolation we have made
ample use of the e-algorithm [41146]], which implements a sequence-to-sequence trans-
formation recursively. A triangular table is computed as shown in Figure [l according
to the following recurrence:

Tk,—1 = 0

Tk0 = ﬂn
1
TeA+1 = TrtlA—1 T )
Tn+1,)\ — Tk
for a given entry (original) sequence 3, K = 0,1,.... The even numbered columns
(A = 0,2,4...) form transformed sequences, which are expected to converge faster
than the original sequence under certain conditions. The e-algorithm can be applied
under more general conditions than those for linear extrapolation, for example, if the
¢ functions of (@) are of the form @y (c) = €™ log"*(£), where ¢, > 0 integer and
oy, > 0 real and if a geometric sequence is used for €.
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4 One-Loop Integrals

4.1 Representation

The integral associated with the one-loop diagram of Figure Plis represented by

d*l 1
In= | (omya; 1y 1 e oy )
(27) ZH@:1((Z+Z]‘: pj)? —mj +ic)
Using the identity
1 (1 =577, myp)
n =I'(n) / dx ., = )
1= Ae Sn (=1 TeAl)"

and Z?:l x¢ = 1 (to express one of the variables z, in terms of the n — 1 other ones)
yields (@) in the form

I, = F(n)/s

where D), (x) = x" Bx + 2v - x + C'is a quadratic with coefficients determined by the
momenta and masses. Integrating over [ gives

d4l 1 B 1 (_1)n
F(n)/ (2m)%i (12 = Dp(x) +ie)" — (4m)? (Dn(x) —ie)"~2 I'(n—2),

d*l 1
dx / (27)4i (12 — Dy (x) + ic)"

n—1

resulting in
I _ (=1)"I'(n —2) 1

(42 /s P (D, (x) —ig)2

Figure ] displays examples of a one-loop (a) vertex, (b) box diagram for e"et — tt
and (c) pentagon diagram for e~e™ — e~ e Z. For the vertex diagram of Figure[3 (a),
integral (@) becomes

1 1 17£E1 1
Tz = — d d
3 ].67T2 /0 xl/o 2 ’D3(1'171'2) — Z'E’

Ds(w1,22) = —s122 +m>(z1 + 22)° + M?*(1 — 21 — 22)

(6)

where

and s denotes the squared energy. The integral for the box (4-point) diagram of Fig-
ure[3] (b) is given by (@) with

Da(x) =x"Bx+2v-x+C,

B = qqj, @ = —p1, 2 = p2, g3 = p2 +p3, C = M§ = m3 and v, =
;(—q? + M? — M) with My = my, My = mg, M3 = my4. We gave results for
several cases in previous work, e.g., [13/13]]. The computations take time of the order of
seconds for the vertex problem and around 20 minutes for the box problem, on a laptop
with a single 2.5 GHz (Pentium) processor. An accuracy of 15 digits was reached for
the vertex problem in double precision.
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e (pl) e (p5)

ms

m2 Z (p4)
m
m4
m +
e (p2) m3 e/ (p3)
produced by GRACEFIG produced by GRACEFIG produced by GRACEFIG
(@) (b) (©

Fig. 5. (a) Generic one-loop vertex; (b) Box diagram; (c) Pentagon diagram

4.2 One-Loop Pentagon Diagram

For the one-loop pentagon diagram, using zo = 1 — 7 — 23 — 24 — x5 in () and
introducing I’ = | — z1p1 + 23p2 + T4p3 + T5p4 in the expression of >, x¢dy in the
denominator, allows re-grouping the terms into the form (I’ — D5(x)) where D5(x) is
written as a quadratic form,

Ds(x) =x"Bx+2v-x+C

with B,j = q.qj, ¢1 = —p1, g2 = P2, q3 = Pa+P3, qa = p2+pa+pa, C = Mg =m3
and v, = j(—¢? + M? — M3); My = my and M; = m; 1 forj > 1.
Integration over the loop momentum then yields 75 as given in (@) with

D5($1, $37$47$5) = M%(lj + x3 — $4$5)
+m2(2? + 2x123 + 1174 — 271 + 235 + X375 — 273 + 1)
—T1X3512 — T3T5534 — L1X4545
—(I =21 — w3 — x4 — 25)(T45231 T5551),

where s,; = p,p; = B,;j, m1 = m3 = Mz and mg = my = ms = m,. The table of
Figure[@ shows an extrapolation for the one-loop pentagon diagram of Figure[3l(c) with
parameters Mz = 90 GeV, m, = 0.5 x 1073 GeV, s15 = 100000 GeV?, s93 =
—30471 GeV?, s34 = 32384 GeV?, s45 = 37834 GeV?, s51 = —14146 GeV? [49],
using the 1D adaptive integration program DQAGE [40] with the 15-point Gauss-
Kronrod basis rule pair. The result agrees with the data for the real value obtained
in with a sector decomposition [28/5/4]], using the symbolic manipulation system
FORM [43]]. The value listed in that paper is 0.411918E-13 with an absolute error es-
timate of 0.269E-17. The e-values for the integral approximations ()(¢) f in the second
column of Figure [l are computed for the range of £; = 1.277, j = 30,...,24. The
integrals are approximated to a relative error tolerance of 10~°. Note that the entry se-
quence in column 2 is still far from the value for the limit obtained on the right of the
table.
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J Q(e5)

30 0.49428E-14

29 0.10453E-13 0.48434E-13

28 0.15264E-13 0.45061E-13 0.40935E-13

27 0.19407E-13 0.43314E-13 0.41077E-13 0.41188E-13
26 0.22938E-13 0.42371E-13 0.41138E-13

25 0.25926E-13 0.41851E-13

24 0.28442E-13

Fig. 6. One-loop pentagon extrapolation table

We listed the table showing seven extrapolations. The result did not improve by much
after that in view of the fact that the Q(¢)f were computed to about 5-digit accuracy.
The time is of the order of 10,000 seconds on a 3.0 GHz system. We also performed the
computation by replacing x5 = 1 — x1 — 22 — 23 — x4 in (3); it gave similar results but
took some more time.

5 Two-Loop Diagrams

5.1 Two-Loop Crossed (Non-planar) Vertex

We presented results in for the scalar two-loop crossed vertex process. It has im-
portant applications, e.g., for the study of the b-s-y process [8129138l7].

Derivation. The integral as given in [32] is

1 1 1
T = 8 A d21 dZ2 ng (5(]. — Z;lej) Z129%23 / . dy1 dyQ dy3

(D3 —ie)?’

where D3 is a quadraticiny = (y1,y2, y3)", and depends on the masses m;, 1 < j <6
and on s, = p7, £ = 1,2, 3. Specifically, D3 = y™ Ay + b"y + ¢, where

1 —23 (22 + 23)51 z12223(—81 — s2 + 83)/2 z12223(—s1 + 52 — s3)/2
A:4 212223(—81 — S2 + $3)/2 —25(23—1—21)32 z12223(s1 — s2 — s83)/2 |,
z12023(—81 + S2 — $3) /2  z12223(S1 — S2 — $3)/2 — 23(21 + 22)s3

z1(m3 —m3)
b= 9 U [ z2(m2—-m2) |,
z3(m3 —m3)
_ 2 2 2 2 2 2
c=, U(z181 + 2282 + 2383 — 2(m3 +mi)z1 — 2(mz + mg)za — 2(m7 + m3)z3)

and U = z129 + 2023 + 2321.
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We apply a transformation/reduction which was used to
handle infrared divergent loop integrals in [4]]. This is a
sector decomposition [28]3], which casts the integral Z f
in the form Zf = ZWF + TAF + TG F, where F =
F(z) represents the inner integral and

1 z1 21
I(I)F Z/ le/ dZQ/ ng F(Z),
0 0 0

1 Z9 Z9
I<2>F:/ dZQ/ dzl/ dzs F(z),
Fig.7. Two-loop crossed 0 0 0

vertex 1 23 23
I(S)F Z/ ng/ le/ dZQ F(Z)
0 0 0

T F is transformed according to zo = t121, 23 = t22z1, which yields

1 1 1 1 1 1
= [ [ o [ soarssi-atisnoen 2
8 o le o dtl o dtz t1t2 (5( Zl( +t1 +t2)) 21 . dy (Dg _ i€)2

where D3 = 23(A; + By + C1) and

1 —(tl +t2)81 tltz(—sl —82+83)/2 tltz(—sl + S92 —53)/2
A1 = yT t1t2(—51 — S2 + 53)/2 — t?(tQ + 1)52 t1t2(51 — 82 — 53)/2 Yy,
t1t2(—51+52—83)/2 t1t2(51 — S2 —53)/2 —t%(1+t1)83
2 2 T

1 M3 — 1y
Bi =, (t +titz + o) (mZ —m@)t1 | vy,
(m3 —m)t2

1
Cy = 4:(
After splitting 27 /(D3 — ig)? into its real and imaginary part, we transform z; =
w1 /(1 +t1 +t2), sothat dz1/z1 = dug/ur and 6(1 — 21 (1 + t1 + t2)) = 06(1 — uq);

and the integration in u; reduces to setting u; = 1 in the integrand. We find

1 1 1 1 A B 2_ 21 6
IWF = / dtl/ dtz/ dy { (A1 + 1+01)2 82( +t1+tz)6 )
8 Jo 0 -1 (A1 + By + C1)? + e2(1 +t1 + t2)°)

QiS(Al + By + Cl)(l +t1+ t2)3
(A1 + B+ C1)2 +2(1+t1 +12)6)%"

tq +t1t2+t2)(81 +t182+t283—2(m§—mi)—2(m§—mg)t1 —Q(mg—m%)tg).

(N

TP F and Z®) F are derived in a similar manner.

Numerical Integration and Extrapolation Results. We apply iterated adaptive inte-
gration together with extrapolation to compute the integral. The 5D integral
is treated as a 2Dx 1D x1Dx 1D problem. The inner three dimensions need substan-
tial partitioning in view of the quadratic hypersurface singularity. As an alternative ap-
proach, the original problem can be treated as a (1D)°-iterated integral.
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J Q(e5)

32 0.1019E-08

31  0.1096E-08 0.1480E-08

30 0.1160E-08 0.1411E-08 0.1441E-08

29 0.1211E-08 0.1478E-08 0.1469E-08 0.1464E-08
28 0.1254E-08 0.1468E-08 0.1451E-08

27 0.1290E-08 0.1462E-08

26 0.1319E-08

Fig. 8. Crossed vertex extrapolation table

We use the 1D QUADPACK adaptive routine DQAGE, with the 15-point Gauss-
Kronrod basis quadrature rule pair. The multivariate integration is based on DCUHRE
[2513] and its cubature rule of polynomial degree 7 for integration over the subregions.

The table of Figure[§|shows an extrapolation obtained for the two-loop crossed vertex
problem of Figure [7l with parameters m; = ms = mgq = ms = 150 GeV, m3 =
me = 91.17 GeV; s; = s3 = 1502 GeV? and s3/m3 = 5. The Q(¢;) are numerical
approximations to the 2Dx 1D x 1D x 1D integral for a requested relative tolerance of
1073. The extrapolation is performed with ¢; = ¢/ where e = 1.2 and j = 32,.. .., 26.
The result agrees with the data in [32]).

The tables of Figure ] give new results obtained with the (1D)%-iterated approach
for parameters mq = mo = m3g = my = ms = mg = m = 150 GeV; 51 =52 =10
(real part).

5.2 Two-Loop Ladder (Planar) Box

In this section we address the calculation of the two-loop ladder box. The corresponding
diagram is given in Figure[T0l (a). The loop integral is given by

-3

1
C
I:/ dxy dxo dxs dzy dos dag dxy 6(1—23:5) g
o — (D +ieC)

With 21 +22+xs+x4+25+x6+27 =1 and the transformation (z1, z2, 3, T4, T5, Tg) —
(0,€, Y1, Y2, Y3, ya) defined as

T1=p1u1, T2=pP1U2, 1‘3201(1—”1—”2)7 r4=1—=p1—p2, x5=paus, T6=p2us

and p1 = p€, p2 = p(1 — &), with Jacobian p°£2(1 — £)2, the integral is

1 1
7 [ dpde [ dyn dy dys L PPE(1—9 (L—y)(1 =), )
0 0

(D4 + Z€C)
where Dy is a quadratic iny = (y1, Y2, Y3, ya)",

Dy=y Ay +b’y +c,



150 E. de Doncker et al.

Tarasov [43]] Ferroglia KEK
s3/m? (hep ph/9505277) (hep ph/0311186) Minami Tateya
4.0 0.733120(0.02) 0.7331(1) 0.733120(2)
4.5 0.61644824(0.1)  0.6216(78) 0.61650(2)
5.0 0.5184444(0.3) 0.5203(40) 0.51845(1)
8.0 0.14555(0.7) 0.1455(20) 0.1455223(5)
20.0  -0.2047(0.8) -0.2058(5) -0.20471(4)
100.0  -0.0382(3) -0.0385(1) -0.0382(2)
(a)
Tarasov Ferroglia KEK
s3/m* (hep ph/9505277) (hep ph/0311186) Minami Tateya
4.5 -0.3349475(1) -0.3402(71) -0.3349(1)
5.0 -0.430997(0.3) -0.4442(93) -0.43100(5)
8.0 -0.5460(0.5) -0.5491(40) -0.54594(1)
20.0 -0.1876(4) -0.1864(4) -0.187578(10)
(b)

Fig. 9. (a) Real part; (b) Imaginary part (in units of 10~°)

and C(p,§) = —p&* +p§ —p+ 1.

A is a cubic in p and £ and depends on the masses m;, 1 < j < 7 and on the
kinematical variables, s = (p1 + p2)? = (ps +pa)? and t = (p1 — p3)? = (p2 — pa)*.
For m1 = mo = ms = mg = m and m3 = my = my = M, we have

A=
—m?p&2wo (s — 2m?)p&2wo (t — 2m?)p&un (s +t — 2m*)pcw;
(s — 2m?)p&2wo — m>€2wo (s 4+t — 2m?)pEwn (t — 2m*)p€wn
(t —2m®pgwr  (s+t—2m*)pfwr  —m’dl —€)*w2 (s —2m*)p(1 — ) w2’
(st —2mpgwr (- 2mPpgwn (s —2m (1 &Pws  —mPp(l — £)ws

withwg =1 —p§, wy = (1—p)(1 =¢), w2 = (1 —p(1—¢));

p&(—twy + M?ws)
p&(—twy + M3ws)
p(—t&wr + M3wy) |7
p(—téwy + M?wy)

with ws = Ewy + w1, wy = (1= &) (—p((1 = &)* + &) + 1); and ¢ = tpw; — M2ws.

Figure (b) shows numerical results obtained for the two-loop ladder box with
parameters m = 50 GeV and M = 90 GeV; ¢t = —1002 GeV? and for s such that
5< fs = 7;:2 < 25. The real part integrals are plotted as a function of f,. Indicated by
asterisks () are the results obtained with a (1D)%-iterated integration by the adaptive
QUADPACK routine DQAGE with its 7- and 15-point Gauss-Kronrod quadrature rule
pair. The results agree with independent calculations where the integrand is reduced to
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2

"DQAGE.result™ —x—

"BASES.result" -5

Pproduced by GRACEFIG 5 10 15 20 25

(a) (b)

_ s

Fig. 10. (a) Two-loop planar box (b) Real part integral vs. fs = °,

the logarithmic level, followed by an adaptive Monte Carlo integration with the program
BASES [30].
For a quadratic form, D = x"Ax + b”x + C  of order N, this reduction (see,
e.g., [44])) is based on differentiation properties of the form,
AN —4+2N/n 1 __ X .
Dt = D / —nV (D")’ ifn >0,
= (-4 —-2Nlog D)+ V"™ (Xlog D), ifn =0

where X = 2x + A™'b = A7'VD(x), V™ = (01,02,...,0n) and Ay =
b™ A~'b — 4C is the discriminant of D. It is assumed that Ay # 0 and the matrix A is
invertible. As a result of these formulas, the power of the quadratic in the denominator
of the integrand of the loop integral can be reduced and 1/ D can eventually be replaced
in terms of log D, in order to reduce the severity of the integrand singularity. After
reduction, the BASES Monte Carlo procedure converges for the ladder box problem
within an acceptable accuracy using 10® sample points. The BASES values are marked
with squares (o) in Figure [0 (b).

We conclude that the multivariate integration with extrapolation technique enabled
us to handle the ladder box problem at hand in an automatic way, for mass parameters
and external momenta throughout the physical region.

6 Conclusions

In this paper we address the computation of one and two-loop integrals in high-energy
physics using numerical iterated integration and extrapolation methods. Iterated adap-
tive integration is suitable in low dimensions and often outperforms standard numerical
multivariate integration methods by eliminating or reducing the severity of integrand
problems through the inner integration. The memory requirements which may become
an issue with adaptive partitioning methods are reduced significantly.

We apply numerical extrapolation or convergence acceleration to approximate loop
integrals in the limit as a threshold parameter in the interior of the integration region
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tends to zero. For several classes of loop integrals, this allows dealing with the corre-
sponding threshold singularity without precise information on the nature and the loca-
tion of the problem. For cases where singularities are present at the boundary of the
integration region, we can apply transformations to smoothen the integrand behavior
(as in the case of the two-loop ladder vertex and ladder box diagrams). Overlapping
singularities can also be split over sectors of the integration region, which we used for
the crossed vertex diagram. Sector decomposition and dimensional regularization can
be used to separate the finite part integral when infrared divergence is present, and fol-
lowed by an extrapolation to address the threshold singularity.

We presented results of combined transformation, reduction and extrapolation tech-
niques for two-loop crossed vertex and ladder box diagrams. Whereas with an increased
computational expense, the methods deliver an automatic or semi-automatic computa-
tion procedure. In future work we will look further into utilizing symbolic manipulation
to a certain level, while still handling a large part of the problem numerically.

Acknowledgments. This work is partially supported by Grant-in-Aid for Scientific Re-
search(B) (20340063) and Grant-in-Aid for Scientific Research on Innovative Areas
(21105513). The authors thank the reviewers of this paper for their valuable comments.
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Abstract. The paper deals with the application of periodic wavelts as
basis functions for solution of the Fredholm type integral equations. We
examine a special case for a degenerate kernel and show multiscale so-
lution of an integral equation for a non-degenerate kernel. The benefits
of the application of periodic harmonic wavelets are discussed. The ap-
proximation error of projection of solution on the space of periodized
wavelets is analytically estimated.

Keywords: Fredholm integral equations, integro-differential equation,
periodized harmonic wavelets, degenerate kernels, collocation method,
decomposition.

1 Introduction

The Fredholm type integral equations are often encounted in different branches
of mathematical physics and applied science (e.g. [I]). It is known that the
Fredholm type integral equation of the second kind can be written as follows

1
F() + A / Ko, ) f(£)dt = g(x), 1)
0

where parameter \ is called characteristic value of the integral equation, k(x,t)
is an integrable function with respect to z and ¢ (0 < x < 1,0 < ¢ < 1). There
exist hundreds types of integral equations of type () (e.g. see [5]). In our paper
we will mainly focus our discussion on wavelet approach for solution of integral
equations, where it is expected to get a periodic solution in L?([0;1]) space.
This paper shows that PHW, which satisfy the axioms of the multiscale anal-
ysis [6] can be used as basis functions in solution of integral equations. The main
purpose of the present chapter is to propose for numerical solution of integral
equations a simple method based on PHW. The recommended technique is also
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applicable with minor changes to the Fredholm, Volterra and integro-differential
equations. The error estimation shows that the accuracy of computations is very
high even when the scaling parameter is small.

2 Periodized Harmonic Wavelets

In most practical applications such as image processing, data fitting, or problems
involving differential equations, the space domain is a finite interval. Many of
these cases can be dealt only by introducing periodized scaling functions and
wavelets which we define as follows:

Definition. Let ¢ € L?*(R) and ¢ € L?(R) are the basic scaling function and
the basic wavelet from MRA. For any j, k € Z we define the 1 - periodic scaling
function

@55 (@) Z ok 1) =272 Z o2 (x+r)—k), z€R (2)
and the 1 - periodic wavelet
Y% ( Z Wz + 1) = 29/2 Z V(27 (x —k), zeR. (3)

It should be emphasized that many of the properties of the non-periodic scaling
functions and wavelets carry over to the periodized versions restricted to the
interval [0;1].

Let us assume that the solution of () belongs to L?([0;1]) and represents
a periodic function. Then the unknown function f(¢) can be projected on the
space of basis functions 1; 1 (t) as follows

N—-127—

Py f(t) = aop(t) + Z Z{ay K3k () + az ki ()} (4)

j=0 k=0

where the bar over ¢ stands for its complex conjugate, p(x) is the scaling function
(p(x) = 1), j is a scaling parameter, k - translation parameter and N is the
approximation level, N € Z™*. The functions are defined by the following wavelet

20+ _1

Vin(t) = 9—J Z e27rim(t—k/2j) ’ (5)

m=27J

which represents the set of 1-periodic functions [7I89] form an orthonormal basis
for L?([0;1]) as follows

{1 fways, )

Functions ¢; 1 (t) define periodic harmonic wavelets. The plots for several values
of the scaling parameter j are shown in Fig. 1 for the selected positions k.
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Yoolx)

10 Lo o)

Fig. 1. Real (solid) and imaginary (dashed line) parts of the periodic harmonic wavelets

Yo,0 (o), 1,0 (%), V2,2 (), V3,3 ()

The application of such basis functions in solution of partial differential
equations and integral equations has several economic benefits in terms of com-
putational costs and theoretical applications. It is shown (see e.g. [12]) that any
expansion (H]) of 1-periodic function from L?([0;1]) converges to the correspond-
ing function. Thus, if we define wavelet-coefficients, an analytical expansion can
be obtained, which is much better than approximation by the Haar or Daubechies
wavelets.

Some of the theoretical applications of such basis are considered in the pro-
ceeding chapter.

3 Collocation Method for Integral Equations with
Degenerate Kernels

This section is intended to show how can be solved an integral equation with a
degenerate kernel by using periodized wavelets and basic properties of wavelet ex-
pansion. If the projection of solution on the space of periodic harmonic wavelets
VN represents approximation of an unknown function f(¢), then we can substi-
tute @) into (), and we find
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ao+2{%k%k ) +aj (T }+ao/kxtdt+

1 1 (6)
/k > a k() dt+/ Zajkuzjk dt = g(x),
0

ik )
~ -~ ~
a b
N—-12/-1

where >° = 3 > . The obtained equation with respect to {ao, a;x} can be
k  j=0 k=0

solved for example by collocation method. To gain the full benefit of the approach

we take, let consider integrals marked as “a” and “b”.

Indeed, integrals “a” and “b” are similar. Therefore, we will consider only
one integral (e.g. “a”) and spread our results on integral “b”. According to
the theorem of decay of wavelet coefficients [I1], terms “a” and “b” satisfy the
criterion for interchanging summation and integration, i.e. ) |a; x| < co. Let us

also assume that kernel k(x,t) is degenerate, which means
) => h@)plt
1

Then we can write

1 N-129_1 1
JECEIDTTCIED 3S aﬂczhz @ [ miwsatar. (0
A ik =0 k=0 =1 0

1

Integrals /pl(t)wj,k(t)dt can be computed explicitely, and equation (@) can be

0
easily reduced to a system of linear algebraic equations by denoting collocation
points as follows

0<zi<z2<...<1.

Let us note that the idea of such representation of an unknown function
in integral equation is not new. However, the idea of application of periodic
harmonic wavelets for solution of such equations is new. The advantage of such
approach is that the approximation error of periodized wavelets is low.

4 Approximation Properties of Multiresolution Spaces

Let us now consider the approximation error for the periodic wavelets. Let f(z) €
L2([0;1]) and assume that its periodic expansion ) is P times differentiable
everywhere. Denote the approximation error as follows

en (@) = f(z) = Pyy fz), z€[0:1] (8)
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where Py, f(x) is the orthogonal projection of f(x) onto the space of PHW.
The symbol “per” over ey assumes that the error is a periodic function. The
derivation of the value of ef/"(z) is presented in the following theorem.

Theorem 1. The approximation error (8) is bounded by the exponential decay
e (2)| = 0(27F).

Proof. Using the wavelet periodic expansion (), we find that

—127—

Pyy f(z Zaso ke(r — k) + Z Z aj. ki k( 9)

7=0 k=0

At any given scale, the projection of the function on the subspace of wavelets
of the certain scale approaches to the function as the number of zero wavelet
moments P tends to infinity, i.e. N — oo, we get f(x) itself:

o0 o0 o0
= Z apkp(z — k) + Z Z ;. k5, ( (10)

k=0 =0 k=0
Then, by subtracting (@) from (I0), we obtain an expression for the error ef”
in terms of the wavelets at scales j > N:

1

oo 27—
(@) =D Y awbin(@ (11)
k=0

j=N
Define _
Cy = max [p(F'z — k)| = max |¢(y)].
Since maxgcy, , |Vjr(z)] = 27/2C,, and according to the Theorem of decay of

wavelet coefficients [T1], it is
lajjn(a)| < Cp2797 Joax FP@©)ICy .
7.k

Recall that
{ k k+D— 1]

supP(¥k) = Lik = | o3 o

Hence, there are at most D —1 intervals I; ; containing a given value of x. Thus,
for any « only D — 1 terms in the inner summation in (IIl) are nonzero. Let I;
be a union of all these intervals, i.e.

L) = | ILu
{l:xel;;}
and let

P P
M (r) = max .
] ( ) ¢el, (a )‘ ( )‘
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Then we can find a common bound for all terms in the inner sum:
oo

D ajrik] < CypCp277(D = 1)pf (2).

k=—o0

The outer sum over j can be evaluated using the fact that

pin (@) > piy o () > p (@) > .

and we establish the bound

X" (@)] < CyCp(D = 1piy 22 "

92— NP
= CyCp(D k()

Thus, we see that for an arbitrary, but fixed x, the approximation error will be
bounded as follows:
el (2)] = 0277,

where O only denotes an upper bound. This is an exponential decay with respect
to the resolution N. Furthermore the greater number of vanishing moments P
of a periodic wavelet increases the rate of the decay.

Let us compare the approximation error of wavelets with the error of the
Fourier approximation for N terms. In order to do this, we need to introduce a
smooth function of the order g.

Definition. A smooth function is a function that has continuous derivatives up
to some desired order ¢ over some domain. A function can therefore be said to
be smooth over a restricted interval such as [a;b)].
According to [13], we can find that the approximation error of the Fourier
series is
e (¢, N)| = max |[F(N,z) - f(z)] = O(N~77%).
a<lz<b

This is also an exponential decay with respect to the number of terms in the
series and the level of smoothness of a function. In order to give a more detailed
comparison of these two methods, it is necessary to consider specific examples.

5 Multiscale Solution of the Fredholm Integral Equation

This section illustrates our approach and the property of periodic harmonic
wavelets to construct multiresolution analysis. Let us solve the following integral
equation.

Example 1

1 .
/f(t)e“i“"”dt _ (1 — e ®)(sin® x + 1672 sinx — 87° — 27 sin® 7) a2
0

(sin? z 4 872)2 4 4n2sin®
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It should be noted that such special form of the equation ([2)) is taken only to
demonstrate the applicability of periodized hatmonic wavelets and multireso-
lution analysis. In fact, there could be any 1-periodic function from the space
L2([0;1]). Now let us find the solution on the lowest approximation level, i.e.
N = 1. Then, taking into account (@) and (H), the projection of the solution on
the space of periodic harmonic wavelets will be

Pvlf(t) = ap + aO,OeQﬂ—it + 607067271'# )

If the expression for Py, f(t) is inserted into , we obtain
P 1
1
/ (aO + ao’OeZ‘n'it 4 50’06_2ﬂit)6t sin 'Edt =X ,
0

where X is the right hand side of ([I2]). Denote the collocation points as follows
x1 = 0, 3 = w/6, x3 = w/4. Then we will get a system of linear algebraic
equations with respect to wavelet-coefficients

1
/ (aO 4 a070627r1t + 60706—27rzt)etsm 'Eldt — Xl ,
0

where | = 1,2,3. If we assume that f(¢) is a real valued function, then we
can take advantage of the equality a;r = ;1 [8]. The solution of such system
yields us the following coefficients: ag = 0,ap,0 = 0.487,a9,0 = 0.487 and the
corresponding plot is presented in Fig. 2 (dashed line). In the case if we assume
that N = 2, we find

Py, f(t) =ao + ao,00,0(t) + @0,0%0,0(t)
+ar,0¥1,0(t) + a1,001,0(t) + a1,191,1(t) + a1,191 1 (1)

And the corresponding choice of collocation points will also give us a system of
algebraic equations with respect to wavelet coefficients. It can be shown that
these coefficients are ag = 0,a9,0 = a0 = 0.5,a1,0 = —i/8,a10 = i/8,a1,1 =
—i/8,a1,1 = i/8. And the plot for N = 2 is presented in Fig. 2 by solid line.
It is obvious that the first approximation perpesents the raw approximation of
the second level. The projection of solution on the second level of approximation
represents the exact solution of integral equation ([I2I).

If we have continued our computations for N = 3 etc, the other wavelet
coeflicients would eventually be zeros.

Example 2. Consider another type of problem, i.e. an integro-differential equa-

tion [4]

1
y'(z) = /sin(27rt + 4dmx)y(t)dt — cos2mx(1 + sin 27x) — 27 sin 27 (13)
0

y(0)=1.
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0.5

-0.5

Fig. 2. Multiscale solution of equation (I2)) at N = 1- dashed line and N = 2 solid line

Similar to the previous example, we can assume that the solution can be repre-
sented in terms of periodic wavelets, i.e.

Pvlf(t) = ag 4 a0,0ezﬂit +’d“07oe—2ﬁit )

Then the corresponding choice of collocation points gives us a system of linear
algebraic equations with respect to ag, ag,0, @o,0. The values of wavelet coefficients
are ag — 0; ap,0 = 50)0 = 07 5.

Thus, our basis functions allow to expand an unknown function in terms of
periodic wavelets. This property can be used in solution of PDEs [2IT0], integral
equations [3] and integro-differential equations.

6 Concluding Remarks

Integral equations, which describe mathematical models can be treated by many
analytical and numerical methods. The approach that we study yields analytical
approximation for a certain class of problems. We have shown that our basis
functions can be applied for solution of the Fredholm type integral equations.
Such application of periodic wavelets yields the projection of solution on their
space and can be presented at different scales. There are three important facts
to note about the wavelet approximation.

1. The good resolution of the discontinuity is a consequence of the large wavelet
coefficients appearing at the fine scales.

2. The fact that the error is restricted to a small neighbourhood of the discon-
tinuity is the result of the “locality” of wavelets. The behaviour of f(x) at
one location affects only the coefficients of wavelets close to that location.

3. Most of the linear part of f(z) is represented exactly.
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We conclude by pointing out what we see as the main obstacles for obtain-
ing truly feasible and competitive wavelet-based solvers for integral equations.
Part of the problem is the fact that there is always a finest level inherent to
all wavelet approaches. Future research could be directed at methods for non-
periodic boundary conditions.

Much of the research in this field is in progress and it is too early to say
whether the problems mentioned above will be solved. However, there is no
doubt that wavelet analysis has earned its place as an important alternative to
Fourier analysis, only the scope of applicability remains to be settled.

The approach, that we propose does not claim to be a universal, and it is
not considered as a good or the best, we only made an attempt to extend the
borders of the application of PWH. Unfortunately, in the theory that we develop
PHW do not approximate non-periodic functions nearby bounds and the choice
of a wavelet for the analysis of data represents more an “art” than a routine
operation.

References

1. Cassell, J.S., Williams, M.M.R.: An integral equation arising in neutron transport
theory. Annals of Nuclear Energy 30, 1009-1031 (2003)

2. Cattani, C.: Multiscale Analysis of wave propagation in composite materials. Math-
ematical Modelling and Analysis 8(4), 267-282 (2003)

3. Cattani, C., Kudreyko, A.: Application of periodized harmonic wavelets towards
solution of eigenvalue problems for integral equations. Mathematical Problems in
Engineering (2010) (In press)

4. Danfu, H., Xufeng, S.: Numerical solution of integro-differential equations by using
CAS wavelet operational matrix of integration. Applied Mathematics and Compu-
tation 194, 460466 (2007)

5. Polyanin, A.D., Manzhirov, A.V.: Handbook of integral equations, 796 p. CRC
Press, London (1998)

6. Daubechies, I.: Ten Lectures on Wavelets, 377 p. STAM, Philadelphia (1992)

7. Newland, D.E.: Harmonic wavelets in vibrations and acoustics. The Royal Soci-

ety 357, 2607-2625 (1999)

Newland, D.E.: Harmonic wavelet analysis. The Royal Society 443, 203-225 (1993)

9. Newland, D.E.: An Introduction to Random Vibrations. In: Spectral & Wavelet
Analysis, 3rd edn. (1993)

10. Muniandy, S.V., Moroz, I.M.: Galerkin modeling of the Burgers equation using
harmonic wavelets. Physics Letters A 235, 352-356 (1997)

11. Mallat, S.: A Wavelet Tour of Signal Processing. In: Ecole Polytechnique, Paris,
2nd edn. Academic Press, London (1990)

12. Morita, T.: Expansion in Harmonic Wavelets of a Periodic Function. Interdiscipl.
Inform. Sci. 3(1), 5-12 (1997)

13. Miroshnichenko, G.P., Petrashen, A.G.: Numerical methods, Saint-Petersburg, 120
p- (2008)

14. Bakhoum, E.; Toma, C.: Mathematical Transform of Travelling-Wave Equations
and Phase Aspects of Quantum Interaction. Mathematical Problems in Engineering
2010, Article ID 695208(2010)

15. Toma, G.: Specific Differential Equations for Generating Pulse Sequences. Mathe-
matical Problems in Engineering 2010, Article ID 324818 (2010)

®



Fractal Patterns in Prime Numbers Distribution

Carlo Cattani

diFarma, University of Salerno,
Via Ponte Don Melillo, 84084 Fisciano (SA) Italy
ccattani@unisa.it

Abstract. One of the main tasks in the analysis of prime numbers distri-
bution is to single out hidden rules and regular features like periodicity,
typical patterns, trends, etc. The existence of fractal shapes, patterns
and symmetries in prime numbers distribution are discussed.
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1 Introduction

Some open questions in primes distribution [I2JI316] analysis are the under-
standing of the underlying rule, to find an organization principle, to discover
some kind of order (symmetries) or hidden structures (patches or regular pat-
terns) and the existence of localized periodicities, correlation, complexity, etc.
[IUT7IT3]. The main problem is to find out (if any) some kind of mathemati-
cal rules or meaningful statistics, in the primes distribution within the positive
integers greater than one: Z .

From mathematical point a view the primes distribution analysis is carried
out on a very large sequences of integers. Within these large sequences the primes
distribution looks like a random sequence, from where it seems to be quite im-
possible to single out any kind of correlation.

A fundamental problem in primes analysis is wether there exist a statistical
correlation (or long range-correlation) in a suitable representation of primes
within the natural numbers. Correlation in a sequence can be roughly linked
with the concept of dependence, in a statistical sense, of elements which are far
away from each other. Due to this there follows the characterizing 1/f power
law decay.

The power law for long-range correlations is a measure of the scaling law,
showing the existence of self-similar structures similar to the physics of frac-
tals. The long-range correlation, which can be detected by the autocorrelation
function, implies the scale independence (scale invariance) which is typical of
fractals. The autocorrelation is also used for measuring linear dependence and
periodicity. The existence of patchiness and correlation would imply some impor-
tant understanding of primes. It can be observed that the source for long-range
correlation might be linked with existence of patchiness in primes. The identifi-
cation of these patches could be the key point for understanding the large scale
structure of primes distribution.

D. Taniar et al. (Eds.): ICCSA 2010, Part 1T, LNCS 6017, pp. 164-{.76], 2010.
© Springer-Verlag Berlin Heidelberg 2010
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2 Preliminary Remarks on Primes

Given positive integers a and n we say that a divides n (n is divisible by a) if
and only if there exists a positive integer b such that

n=ab.
In other words, given two positive integers a, n € N
aln < 3beN:n=ab,
in this case it is said that « is a divisor of n (or a divides n).
Let
Div(n) = {m € N : m|n}

be the set of positive divisors of n and |Div(n)| the cardinality of the set, we
say that a positive integer p is a prime if |Div(p)| = 2, so that an integer p is a
prime if its only positive divisors are 1 and p. The set of all primes is

P = {p € N: |Div(p)| = 2}

and a fundamental elementary theorem of Arithmetic states that every integer
larger than 1 can be expressed as a product of primes, so that any positive
integer has a unique prime factorization (up to a suitable ordering), and primes
play the role of atoms for the positive integers.

It was known, already by Euclid’s time, that the number of primes is infinite,
i.e. |P| = oo, however it is still unknown how they are distributed within N.

If we define the counting function, w(z) : R = N, as

m(z) =|Py] , P,E{peP:p<az} , P,CP
it has been conjectured by Gauss that 7(x) asymptotically tends to x/logz, i.e.
m(x) ~ x/logx (1)
so that the prime number theorem

lim m(@) =
z—oo x/logx

holds.

2.1 The Riemann Zeta Function

The Riemann Zeta function is defined as

|

()Y, (e, seC) e

n=1
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Let us take
s =y+iv
It can be seen that when s is a pure imaginary number (y =0, s =ix), it is
o0
1
= Z ., (meN
n'LI
n=1

, v €R).
Fig. M)

The absolute value |((ix)] is a decaying function only in a finite interval (see e.g

20

[€(1 %) |

-20

-10

x
10 20

Fig. 1. |((iz)| when (n < 20)
In particular, the absolute value of the function

d.

a

N
" 1
Z nicz

(neN, zeR)

3)

N
decays in the interval [ ,
where.

5 ] and oscillates, with bounded amplitude, else-

For a fixed N both the real and imaginary part (Fig. B)) of ¢V (z) show some
slow decay to zero.

By a direct computation it can be seen that

a

R(C dx—ZZSm (alogn)

N >2
logn » (N22)
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Rre (2N (x)) m (N (x))
20 20

Fig. 2. R[¢Y (x)] and S[¢V (z)] when (n < N = 20)

and o
[ s(gN(m))dx =0 , (N>1).

It is also u
R (@) (@)de =0, (N =>1)

—a

so that the real and imaginary part of the function (B]) are (somehow) orthogonal
in the interval [—a, d.
It is important to notice that

D=1 1
C(S) - Z:lny eianlogn

so that

NOIES SO

n=1

There follows that, when y = R(s) € (0,1), then ((s) is a bounded function.

2.2 Euler Identity

It has been shown by Euler that the following identity

<@¥§;=HC—IY1 . €0 (@)

S
peP p

holds, when the product (on r.h.s.) is taken over the prime numbers p.
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Some values of ((s) have been computed, for real values of s, for instance it
is
2 m

C@)=", 2164, W=7

In general, when we consider complex value variables, for the Riemann func-
tion (2)) we have the functional equation

T 2()C(s) =7 UYL - 5)/2)¢(1 - )
where I'(s) is the Gamma-function.
If we define s
E(s) 2 x= 2T (3)e(5)
the above functional identity it is known in the nice form

£(s) =€(1—s)

which shows that there is a point symmetry with respect to s =

Concerning the zeroes of the Riemann function, it should be noticed from ()
that when y = R(s) > 1 none of the terms of the product (on the r.h.s) are zero
and for this reason

C(s)#0 , R(s)>1
Therefore the trivial zeroes are on the half-plane R(s) < 1, the non-trivial zeroes

are symmetrically distributed with respect to line R(s) =

Riemann conjectured that they are all located on the critical line

R(s) = o

thus giving some constraints about the distribution of primes.

3 Indicator Function

In order to single out some patterns in the primes distribution, we will consider
in this section the indicator matrix that has been successfully applied to the
analysis of DNA sequences [6].

Let S C N be a finite ordered subsequence of the positive integers. We can
define a sequence of primes localization by the boolean operator

v:S—{0,1}
such that for h € S,
1 if {h € P} = TRUE
def
0 if {h € P} = FALSE
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The indicator function is the map
u:Sx8—{0,1}
such that for h € S, k€ S

1 if {heP} A{keP} = TRUE

Unhk dzef u(h7 k) = { . . (6)
0 if {h € P} A {k € P} = FALSE

According to (@), the indicator of a N-length sequence can be easily repre-
sented by the N x N sparse symmetric matrix {ups} of binary values {0, 1}, as
the following table

11010100
00000000
00000000
00000000
11010100
00000000
11010100
00000000
11010100
11010100
upky 234567891011 ...

where both on bottom and on left there is the sequence S, and the composition
table is done according to the indicator values wupg.

Matrix (@) can be plotted in 2 dimensions (Fig. B)) by putting a dot where
upr = 1 and white spot when upr = 0.

It can be seen from Fig. Bl that

HH...
O =

W T O I 00 ©
—FHF OO R OOO R -

[\

1. there are some motifs which are repeated at different scales like in a fractal;

2. empty spaces are more distributed than filled spaces, in the sense that the
matrix upy is a sparse matrix (having more zeroes than ones);

3. it seems that there are some square-like islands where black spots are more
concentrated.

3.1 Global Fractal Estimate by the Correlation Matrix

Let p(z), = € R be the probability to find a prime at the distance z. For large
values of x it is
m(x) @ 1

x log x

1

p(x)

So that, according to Gauss conjecture, the possibility to find some primes is
vanishing for higher values of x. Let us compute the number of 1 in the minor
2™ —n x 2™ — n of the indicator matrix 2 x 2™. We can see (Fig. M) that for
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10 20

N N [ | HE
N N [ | HE
-.. N N [ | [
N N [ | HE

Il NN v
N N [ | HE
.II N N [ | HE
mil 11 11
10 10 20

50

20

10

10 20 50 10 20 50 100

Fig. 3. Indicator matrix with n < 10, n < 20 (top) and n < 50, n < 100 (bottom)

higher values of n we find much more primes, but this probability reduces to
zero beyond 224.

If we count the number of 1 in the n X n indicator matrix as a function of n
we have the plot of frequencies (Fig. Bl) which is similar to a Cantor function,
thus suggesting us that the primes are distributed (within the indicator matrix)
as fractals.

By using the indicator matrix it is possible to give a simple formula which
enables us to estimate the fractal dimension as the average of the number p(n)
of 1 in the randomly taken n x n minors of the NV x N correlation matrix wupy

logp(n
NZ logn ’ (™)

By a direct computation we obtain that the fractal dimension of the primes
distribution in the matrix is roughly /2. If we count the number of zeroes and
the number of ones in the indicator matrix we have as a ratio

log[1 =p(n)] 1
logp(n) V2

which concides with
log[1 — ()]
log 7(x)
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n=50 n=100
600 600
400 400
200 200
50 50
103 108 1016 1024 103 108 1016 1024
n=150 n=200
600 600
400 400
200 200
50 50
103 108 1016 1024 103 108 1016 1024

Fig. 4. Frequencies of the nonvanishing terms in the minors 2" —n x 2™ — n of the
Indicator matrix for different values of n

4000

2000

100 200 300

Fig. 5. Frequencies of 1 in the indicator matrix (n < 350)

4 Statistical Correlations in Primes Distribution

In order to understand the primes distribution we discuss in this section the
existence of correlations.
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4.1 Long-Range Correlation

The most popular techniques for measuring correlations in large time series (such
as DNA) are

the direct computation of the correlation function

analysis of variance [I4] later improved by the detrended fluctuation analysis
5],

power spectrum method [TTIT§]

mutual information function [10]

— wavelets method [23].

For a given sequence {Yy, Y7, ..., Yy_1} the variance is
| N | N 2
9 def 2
Y~ — Y; 8
’ ; ' (N =0 ) ( )

From the variance follows immediately the standard deviation
o= Vo2 (10)

The autocorrelation at the distance k, (k=0,..., N —1) is the sequence (see

e.g. [A])
1 N—-k—-1 N—-k—-1 N—-k—-1
o & ( L Z YiYiin — Z Y; Z YM> (11)

with k=0,...,N — 1.
A simplified definition of correlation, in the fragment F' — N has been given

[8] as follows:
N—1—k
def

1
cp = ; N_F_ kuzi($i+1+k)

with the indicator given by (@l).
The power spectrum can be computed as the Fourier transform of c¢y:

N-1

f ~ — i

G = 2 cne 2mink /N ]
n=0

If ¢, = 0 there is no linear correlation, ¢, > 0 means that there is a strong
(linear) correlation (anticorrelation when ¢ < 0), while ¢y = 1 doesn’t give any
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information about correlations. A true random process has a vanishing corre-
lation ¢;, = o5, and its power spectrum Sy is constant. Its integral gives the
Brownian motion (random walk) whose power spectrum is proportional to 1/k2.

It is known [5IT9] that to have accuracy and to avoid statistical fluctuations
in the computation of the autocorrelation function a long sequence is needed.

1
The statistical fluctuation is € = so that the autocorrelation is measured

VN

1
by cx £ N’ Therefore shorter is the sequence and larger is its fluctuation.

Moreover, there are several critical comments on the direct measure of corre-
lation:

— different sequences may exhibit different correlation functions
— correlation function obtained for the whole sequence may be different for a
subsequence

4.2 Power Spectrum

Let {Y,,}n=0,...,n—1 be a given series, the discrete Fourier series is the sequence
| Nl
Vo= > Vet /N5 =0, N-1.
n=0

The power spectrum of the sequence {Y,, }n=o,... n—1, that is the mean square
fluctuation, is defined as [7]

Sk =y

s=0

2
Y, (12)

The power spectrum of a stationary sequence, gives an indirect measure of
the autocorrelation. A long-range correlation, can be detected if the fluctuations
can be described by a power law so that

k

max  [ak]
1<k<kmax

Sk%oz 5 lgkgkmax

1
ith o > _.
w1 « 9

The fluctuation exponent «, with its values, characterizes a sequence as

anti-correlated: o < 1/2

uncorrelated (white noise): o = 1/2
correlated (long range correlated): o > 1/2
1/f noise: « = 1

non-stationary, random-walk like: oo > 1
Brownian noise: a = 3/2.

Bl ol
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50 100

Fig. 6. Power spectrum for primes sequence v(h) with A < 100 with the corresponding
least square linear fit o = 0.002

For the primes sequence indicator () it is o = 0.002 . so that the distribution
can be considered anti-correlated.
If we compute the walk on v(k):

N
v(k
2"

we can see that the walk is decaying to a constant value (see Fig. [7 left) and its
power spectrum is shown in Fig. [ right.

4.3 Complexity

The existence of repeating motifs, periodicity and patchiness can be considered
as a simple behavior of sequence. While non-repetitiveness or singularity might
be taken as a characteristic feature of complexity. In order to have a measure of
complexity, for an n-lenght sequence, it has been proposed [4] the following

K =log ovm

with
n!

— 7(n)!
By using a sliding n-window [4] over the full sequence v(k) one can visualize the
distribution of complexity on partial fragment of the sequence. It is interesting
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260

250

230

' 20 40 60 80 100

500 1000

Fig. 7. Walk on the indicator v(k) (left) and its power spectrum

100

50

100 200 300 400

Fig. 8. Complexity for the first 400 primes and its corresponding least square fit

to notice that although there is an increasing complexity, for the first numbers
of the sequence n < 400 there is a constant trend to complexity o = 0.3 which
is given by the least square fit (Fig. B).

5 Conclusion

In this paper the existence of correlation in prime distribution has been dis-
cussed. Some patterns were shown by using the indicator matrix and the fractal
dimension has been given.
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Abstract. The increasing demands of Energy for industrial production and
urban facilities, asks for new strategies for Energy sources. In recent years an
important problem is to have some energy storage, energy production and
energy consumption which fulfill some environment friendly expectations.
Much more attention has been recently devoted to renewable energies [1].
Among them energy production from geothermal sources has becoming one of
the most attracting topics for Engineering applications. Ground coupled heat
transfer might give an efficient energy supplies for well-built construction. At a
few meters below the earth’s surface the underground maintains a constant
temperature in a approximation through the year allowing to withdraw heat in
winter to warm up the habitat and to surrender heat during summer to refresh it.
Exploiting this principle, heat exchange is carried out with heat pumps coupled
with vertical ground heat exchanger tubes that allows the heating and refreshing
of the buildings utilising a single plant installation. This procedure ensure a
high degree of productivity, with a moderate electric power requirement
compared to performances. In geographical area characterize by specific
geological conformations such as the Viterbo area which comprehend active
volcanic basins, it is difficult to use conventional geothermal plants. In fact the
area presents at shallow depths thermal falde ground water with temperatures
that varies from 40 to 60°C geothermal heat pumps cannot be utilized [2]. In
these area the thermal aquifer can be exploited directly as hot source using
vertical heat exchanger steel tubes without altering the natural balance of the
basin. Through the heat exchange that occurs between the water in the wells
and the fluid that circulates inside the heat exchanger, you can take the heat
necessary to meet the needs. The target of the project is to analyze in detail the
plant for the exchange of heat with the thermal basin, defining the technical-
scientific elements and verifying the exploitation of heat in the building-trade
for housing and agricultural fields.

Keywords: heat, thermal aquifer, thermal energy.

1 Introduction

The geology of the volcanic basin area in the Italian region of Viterbo, defines a
situation which is very rich and unique, from the point of view of energy source, but it

D. Taniar et al. (Eds.): ICCSA 2010, Part II, LNCS 6017, pp. 177-190] 2010.
© Springer-Verlag Berlin Heidelberg 2010
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is difficult to be approached with the conventional low-enthalpy geothermal systems
for domestic, industrial and agricultural applications.

Ground water springs, are a constant feedback with limited depth and a
temperature range from 40 to 60 degrees centigrade[3].

Therefore, the respective locations of these volcanic basins, do not allow for usual
exploiting geothermal technology, but require a series of experiments and devices
aimed at the following tasks:

heat transfer with vertical closed-loop equipments

avoid the depletion of the source or aquifer

operate with highly environmentally friendly technologies

avoid drawing groundwater, so that the balance of drawing is only the heat

exchange

5. develop technologies able to harness the gaseous fluids in groundwater
and not allow the release of the same

6. develop technologies aiming at low cost installation and operation

7. develop technologies which can be suitable also for small systems or
livestock farm or isolated residential unit

8. Developing technologies in synergy with photo-voltaic production and/or

wind, solar thermal productions.

el e

The economic structure of the Viterbo province, mirrors the national trend in
developing localized companies with small and medium size.

Specifically, this province is characterized, in agriculture, by a high concentration
of poultry and sheep farms whose maximum demand is their need to produce and
store thermal energy for heating during winter months[4].

The widespread presence on the territory of thermal aquifers represents a possible
optimal solution compatible with this kind of economics.

The main task of this research is to give a feasible answer to the specific requests
of rural companies in the Viterbo province, and to develop well coded solutions
suitable for the whole national territory.

This research aims to consolidate the technical-scientific knowledge for the
exploitation of the aquifers, even very deep, by using vertical probes respectful of the
aquifer, and operating only the heat exchange without dispersion of thermal water [5].
The purpose of this study is to assess, from a theoretical point of view, the rate of heat
transfer undertaken in the experimental plant. These computations will make it
possible to develop the optimal heat-transfer technology which could be used for
allowing a minimal intervention both in relatively small settlements such as villas or
apartments and in large plants demanding higher volumes such as residential
buildings or animal farms and greenhouses.

The system to be assessed during this initial phase, to be implemented during the
experimental tests, is made by “U”-like steel probes inside a thermal pit, designed in
a such way to ensure heat exchange by contact without interfering on the thermal
aquifer energy balance[6].

In particular, this work intends to compute the theoretical amount of heat which
can be drawn from the geothermal wells, and also intends to present the engineering
components which are needed for the realization of experimental trials.
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1.1 Regulations and Laws on the Production of Low Enthalpy Geothermal
Energy

The electricity obtained from geothermal energy source was produced in Italy for the
first time in 1904 in the Tuscany town of Lardarello, which is located on the same
geological hydrothermal area of Viterbo (see Fig. 4)[7]. At that time, Italian regions
were ruled by different laws resulting from the application of the existing regulations
inherited by the Italian unification. In many regions, including Tuscany, which owns
more than 90% of Italian geothermal resources, outweighed the interests of
landowners. This means that they possessed the land and nothing could be extracted
from underground [8]. However, the division of land among different, often fighting,
landholders has hindered the development of mining and geothermal energy
exploiting since the landowners even did not possess the technical knowledge and
financial resources.

That is why in 1927 the Italian government, passing by the abolition of existing
laws and the constitution of a single national law, thought it was necessary to regulate
mining together with the exploitation of geothermal energy, so that the responsibility
is enrolled by the mining activity[9].

Thanks to the new legislation “the rights of landowners must be closely linked to
the needs of the community” so that “the exploitation of the subsoil is independent on
the surface profits” and, as a consequence, the title of the property itself.

Thanks to this law the Ministry of National Economy, was solely responsible for
relations between Researchers and / or landowners in respect of the development of
coal mining.

Currently, the Italian legislation on the exploitation of geothermal resources is
governed by the following laws:

- Regio Decreto 29 luglio 1927, n. 1443: “Legislative rules to govern
the exploration and production of mines in the Kingdom” posted in
Gazz. Uff. 23 agosto 1927, n. 194.

- DPR 9 aprile 1959, n. 128: Police regulations about mines and
quarries, published in Gazz. Uff. 11 april 1959, n. 87,S.0.

- In 1986, a new law was approved aiming to accommodate these new
needs arising, in particular, from the method of exploitation of
geothermal resources. The main concerns of this law can be found in:
Art 2. Inventory of geothermal resources”. Art. 4. Research permits
and provisions to safeguard integrity both of the environment and
urban settlements. Art. 5. Extent and duration of the exploration
license.  Art. 11. Provisions to safeguard the integrity the
environment, to keep the eco system ecological balance and the
integrity of city planning.

- Constitutional Law, October 18, 2001, n. 3 titled “Changes to Title V
of Part II of the Constitution” art. 3, This law establishes the matters
of exclusive legislation of the State, as regards the energy sector
which is the sole responsibility of the State and give rules for
“transport and distribution of energy”;
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Some Interesting rules for the low enthalpy geothermal energy are contained in the
law L. 99/2009 entitled “Provisions for the development and internationalization of
enterprises, and energy”, where the deployment of low enthalpy geothermal plants are
given.

The use of low enthalpy geothermal plants is included in all legislation concerning
the rational use of energy which were ratified in recent years.

In the wake of the regional legislative autonomy all Italian regions have a role in
regulating their own exploitation of geothermal sources. As an example the Region
Lombardia, with law n. 1 of 05/01/2000 identifies those functions transferred or
delegated to local authorities with the autonomous activities and those kept in the
head region. Tuscany Region also specified the competence and the authorizations
necessary for the construction of geothermal plants (see following table).

Type of Plant Authorization Procedure
Depth below <
400 m L .
Thermal Power < Regional (Artt. 11 e 15 A dmiIﬁgﬂgjg?ﬁlr;i;;i]gg:ii fic
\él:?l?oou:(fﬁ lt d L.R.39/05) form required to the region
withdrawal
Dez:)f(l)lirellow < Application to Regional
Thermal Power < Regional (Artt. 11 e 15 Admlnlstraﬂqn. Region will
2.000 Kw t L.R.39/05) activate a e f(’im?edure
: . concerning all duties.
Without fluid
withdrawal

2 The Basic Model of Heath Exchange with Natural Convection

The thermal energy used is transferred by natural convection from the thermal water
to the heat exchanger in the well. The heat exchanger consists of a U-shaped tube
where inside there is, as circulating fluid, water [10].

The testing system is simulated by a tank containing hot water at rest in which is
inserted a U-shaped tube exchanger.

Because of the geology of the area identified for the trial, it is assumed that the
water temperature of the well is constant [11].

The starting point is the general equation for heat transfer across a surface which is:

Q0=A-U,-AT,, (D
0] : heat transferred per unit time, W
A : heat-transfer area, m>
Up - overall heat transfer coefficient, W/m? °C

ATy, : mean temperature difference, the temperature driving force, °C :
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Water cold , T= 15°C Water hot, T=38°C

—

v

Thermal water

T=60°C
I
Fig. 1. Schematic heat exchanger in the well
T—-t,)—(T—-t
ar,, ==l Z)T( 5 0y

In {( —h) }

(T-1)

T : temperature hot fluid

t : temperature cold fluid, in the feeding pipe

t : temperature cold fluid, in the outgoing pipe

For the heat exchange across a typical heat-exchanger pipe the relationship
between the overall coefficient and the individual coefficients, which are the
reciprocals of the individual resistance, is given by [12]:

1 1 d d 1

—=—+—"In—L+—+R 3)
u, h, 2k d, h

Up : the overall coefficient based on the outside area of the tube, W/m? °C

k : thermal conductivity of the tube wall material, steel 50 W/m °C

d; : inner pipe diameter, m

dy : outer pipe diameter, m

hio : outside dirt coefficient (fouling factor), W/m? °C

ho - outside fluid film coefficient, W/m? °C
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R : dirt factor pipe for water 0,0002 (m’h °C/kcal) for T < 50°C and 0,0004
(m*h °C/kcal) for T>50°C

The temperature reached by the heat-carrying fluid outgoing from the pipe should be
at least about 38° C, the minimum value needed to activate the low temperature
heating systems. The value of heat needed to warm up the water is given by:

Q:Cp W(tz_tl) (€]

¢, :specific heats water, (J/kg °C)
w : flow water, kg/s.

From this equation it is possible to compute the heat available from the heat
exchanger, at a fixed geometry, being the size of the well given.

2.1 Heat Transfer Coefficient

The first step is to calculate the overall heat transfer coefficient according to the
following scheme:

Thermal conductivity of wall

|

—_—

Heat transfer
Heat transfer coefficient coefficient forced
natural convenction, h, convection, h;,

v

»
»

L

Fig. 2. Heat transfer coefficients

2.1.1 Forced Convection
Inside the pipe the heat transfer is due to a forced convection, since the fluid is
pumped into the tube.

The heat transfer coefficient is given by the equation:

0.14
Iy (Re) =dik2f3cp”w”3 (£] J, (Re) 5)

i0 0
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d : outer diameter, m

k : thermal conductivity for water, 0.68 W/mK
cp : specific heats water, 4196 J/kg °C

u - viscosity for water, 0.38 -107Pa-s

Jy : heat transfer coefficient, Jy=f(Re)

Re : Reynolds number

Reynold number is defined as:

Re=(vd;p)/u (6)
being
v : velocity of the heat-carrying fluid outgoing from the pipe
d; : inner pipe diameter, m
p : density
u : viscosity.

The fluid motion in a duct is considered laminar if the numerical value of Re is less
than 2100, turbulent if more than 10000. Transition regime is when 2100 < Re
<10000. The heat transfer coefficient Jy might assume different values depending on
the type of motion of the fluid inside the tubes:

f 13
1.86[R6%J , Re <2100

) AP
J, (‘Re) =1{36.45—|36.45— 1.86[Re f] (1.265871.2658 107 Re) , 2100< Re < 10000

0.023 Re™ , 10000 < Re

)

2.1.2 Natural Convection

Inside the shaft there is thermal water which is not forced to move by any external
action, the only present are convective motions which are consequence of local
variations in density. Convective motions are the only responsible for heat transfer.
The coefficient of transmission outside a horizontal tube immersed in a liquid at rest
can be computed by the equation:

- 1/4
k |:d010 gﬂ(TO_Tp)]Cp
hy=0.51— .
d, Uk ®)
k : thermal conductivity

doy : outer pipe diameter, m
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P : density

g : gravity constant, 9.81 m/s’

b : coefficient of expansion

T, : temperature outside the wall pipe
T : temperature water in the well

cp : specific heat of the water

u : viscosity coefficient

All parameters have to be evaluated at the average temperature of the film 7, which

is established between the tube wall and fluid at rest.

T,

Inside tube

Side  well,
T=60°C Ts

Fig. 3. Scheme heat exchange in the film

The average temperature 7, of the film can be obtained by successive

approximations from the equation

hy, (T;'_Tp>:h0<TO_Tp> )
T; : mean temperature of the fluid inside the pipe
T, : temperature wall
Ty : mean temperature of the water in the well,
with
T — hiOTi + hoTo
P (10)
L
— T +1T,
Ty=—"— (11)

2
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Ty : mean temperature of the film
g—_Lldr (12)
pdl
p: density, p = A(T)
p =1.00504—0.000422027 T (13)

2.2 Computation of the Heat Exchange

For the theoretical calculation of the heat, which can be taken from the well, the
spring was considered at a constant high temperature (hot water). This assumption is
supported by the presence in the area of high volcanic activity.

Input values:

w=0.1kg/s

c,= 4196 J/kg °C
1=15°C
1,=38°C

7= 60 °C

P= 1000 kg/m’
u=0.38-107 Pas

According to (4), the heat Q which is required to warm up the fluid (water) from the
temperature 7, to temperature 7, is,

0=9650.8 W (14)

The amount of heat, taken from a fixed geometry given by the U-shaped tube
inserted into the well, might be computed from Eq. (1).
For the calculation of A is necessary to know the size of the U-tube:

dip =33.7 mm
d; =29.1 mm
L = 110 m, pipe length

A=2321 (15)
The logarithmic mean temperature difference is:
ATy =242 (16)

Thus we have to proceed with the computation of the overall heat transfer
coefficient, according to Eq. (3). In particular, the coefficient of heat transfer fluid
inside the pipe depends on the Reynolds number [13]:
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Re= 11563 . a7
In presence of phase then the coefficient of heat transfer and (5) give:
hi,= 1096.72 W/m’K (18)

Regarding the coefficient of heat transfer fluid outside the tube which is in natural
convection, it can be obtained from (8) by successive approximations.

The coefficient of thermal expansion and density, have to be computed at the
temperature of the film:

5 0.000422027
 1.00504 —0.000422027 T (19)

By successive approximations we have obtained the following values for h,:

h, Tp T; [Y B h(,)
800 40.66 50.33 0.9837 4.2810* 27.218
27.218 32.57 46.285 0.9855 4.28-10™ 29.71
29.71 33.02 46.51 0.9854 4.2810* 29.59
29,59 33.002 46.501 0.9854 4.28-10™ 29.59

The global coefficient of heat transfer, considering all factors of (3) [14]:
Up=28.63 W/m* °C (20)

Heat Q can be detected from the well through the heat exchanger as given by (1):
Q=16080.95W (21)

According to the value calculated in (14) we have assumed both that the heat
exchange system is sufficient to warm up the water for the low temperature heating
system and there is a very low total pressure lost in the pipes:

AP=1.69 -10? bar

3 Models and Methods

We propose the realization of an experiment to assess the amount of heat that can be
taken from a thermal spring in which hot water is present. Heat is taken without
draining-off the water.

The trial involves the carrying out of several steps needed to proceed in a rigorous
evaluation of the heat taken from the well. In particular, once opened, the shaft will be
inserted by instrumentation for monitoring water temperature and the heat exchanger
performances. The whole plant will be equipped with instrumentation able to control
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temperature and flow rate which are necessary to known for the calculation of heat
that can be taken from the well [15].

It is also planned a preliminary measure of thermal activities of the neighboring
wells in order to have a clear idea of the temperatures involved and about the
possibility of identifying potential changes related to testing under consideration.

The experimental program will be implemented as follows:

e Opening and securing the well: Once the well has been opened, the
water at the surface mouth well will be lowered and the water loss
repaired

e Insertion of monitoring equipment in the well before the activation of
the pilot plant it is planned a series of measurements concerning the
characteristics of the well needed to measure the temperature gradient
and the organoleptic characteristics of the thermal water. It is also
expected to monitor the temperature of thermal basins adjacent to the
shaft. By using these data it is possible to test the impact on
environment, concerning the heat draw from the well.

e Construction of the geothermal plant: it involves the insertion of 4
probes that will be prepared on site, through the implementation of
the joints necessary for assembly. Special pieces will be realized in
loci. The probes are designed in a such way that they can be used
either in series or in parallel in this way one can check the best link
that provides the highest heat exchange. Controls are provided both
for temperature and flow on the outlet and the return of the probes
inserted necessary to verify the heat. The fluid used inside the probe
is water which is taken from the cold sink. It has been also provided a
device enabling the heat flow in order to make it possible to measure
the heat exchange.

e Simulation by the software TRNSYS of the conditions under which
the heat exchange is realized. Based on data collected during the test,
some simulations will be carried out on computer to ensure the
maximum efficiency of the plant.

3.1 Description of the Site and the Well

The well, interesting to experiment, is located at the hatchery at the center of the basin
in the City of Viterbo (Fig. 4). As one can see from Fig. 4 Viterbo is located in one of
the most active geothermal Italian areas.

Well looks like an artesian well of 150mm in diameter and a depth of about 60m,
at the wellhead is located a steel tube bent at the summit needed to hold the swing of
thermal water up to 1.5 m from the surface. In the vicinity of the well there is both
the water supply to be used as heating fluid and the electric current needed to feed all
utilities for running the plant activity [16].

3.2 Description of Measures and Controls

To conduct the experiment it is necessary to examine in detail the internal temperature
of the well, and the characteristics both input and output of fluid in the plant. For this
reason, it is envisaged the use of three temperature probes to be inserted at regular
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g5

Fig. 4. Viterbo hydrothermal area within the regional geological picture[16]

intervals within the well, so that one can see and measure the temperature inside the
well. There will be, at constant time intervals, some sampling to evaluate pH,
electrical conductivity, density and salinity. These parameters are needed to evaluate
the possible corrosion of the materials included in the well.

All sensors involved in the experiment need a framework for acquiring and
monitoring data [17].

The framework consists of a fiberglass container with two compartments, one
containing the industrial PC and the other a PLC that contains the electronics
interface.

From the main monitor some cables connect the data acquisition devices. This
configuration it is also ready for future implementation of automation systems and
control valves, for the use of heat exchangers in series and parallel, and the choking of
the flow into exchanger according to parameters set.

Furthermore, this system provides for controls of the temperature and flow on the
outlet and the return of the heat exchanger [18]. These measures are necessary to
calculate the heat exchanged in the well, thus enabling us to verify the temperature
reached by the fluid circulating in the exchanger.

3.3 Plant Description

The heat exchanger to be undertaken consists of vertical U-shaped steel probes that
may have different geometries [19]:
e a single U-shaped pipe: inside the same drill it is placed both the
ongoing tube and the outgoing tube which are connected at the
bottom.
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e adouble U-shaped pipe: is realized as the previous one, except that in
the drill there are four tubes pair wise connected at the bottom.

e coaxial pipe: the outgoing tube is inside the ingoing tube. The
diameter of the ingoing tube nearly coincide with the diameter of the
drill.

e  coaxial pipe with complex geometry: similar to the previous one with
the only difference that between the inside and outside tubes there are
some connecting wings enabling a better heat exchange. The
returning fluid instead of the inner pipe can circulate in some of the
peripheral channels so that it can exchange heat with the ground in
both directions of its circular path [20].

In the first analysis was assessed the amount of heat taken from the U-shaped pipe
inserted into the shaft, the tube used has the outer diameter of 33.7 mm and the inner
diameter of 29.1 mm, it provides a length of heat exchange along 110 m.

4 Conclusion

Based on the calculations we have done, we have shown that, from a theoretical point
of view, the designed heat exchange, in the given conditions, is sufficient to warm up
water for the realization of a low temperature heating system. We have made several
assumptions in the evaluation of heat transfer from the system, which however must
be verified during the experimental trials. The first parameter to be checked is the
water temperature of the well, in fact, in the design it is assumed to be constant along
the entire length of the heat exchanger. We can predict that surely there will be a
temperature gradient as a function of the depth of the well. It should be also verified
the variation in time of the heat exchange temperatures.
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Abstract. Numerous approaches have been explored to improve the performance
of time—frequency analysis and to provide a sufficiently clear time—frequency
representation. Among them, three methods such as the empirical mode
decomposition (EMD) with Hilbert transform (HT) (or termed as the Hilbert—
Huang Transform (HHT)), along with the Hilbert spectrum based on maximal
overlap discrete wavelet package transform (MODWPT) and the multitaper
time—frequency reassignment raised by Xiao and Flandrin, are noteworthy. This
study evaluates the performances of three transforms mentioned above, in
estimating single and multicomponent chip signals in the presence of noise or
noise—free. Rényi Enropy is implemented for measuring the effectiveness of each
algorithm. The paper demonstrates that under these conditions MODWPT owes
better time—frequency resolution and statistical stability than the HHT. The
multitaper time—frequency reassigned spectrogram makes excellent trade—off
between time—frequency localization and local stationarity.

Keywords: Hilbert—-Huang transform, MODWPT, Multitaper, Time—frequency
reassignment, Rényi entropy.

1 Introduction

Time—frequency (TF) or time—scale representations are widely used for nonstationary
signal analysis. Among these, the spectrogram, although probably being one of the
earliest and still one of the commonly used, has severe shortcomings, since there
exist, not just theoretically, difficulties in accurately estimating the signal
instantaneous frequency and group delay, but also practically, a trade—off between
time and frequency resolutions [1][2]. To overcome these significant drawbacks,
several methods have been raised to improve the performance of TF analysis and to
provide a sufficiently clear time—frequency representations. Among them, three
approaches have gained increased attention, the wavelet analysis, empirical mode
decomposition (EMD) with Hilbert transform (HT) (Huang et al. 1998) and the
multitaper TF reassignment raised by Xiao and Flandrin in 2007.

In a number of studies, EMD + HT (or termed as the Hilbert—-Huang Transform
(HHT)) has been advocated by illustrating its unique self—adaptive properties [3].

D. Taniar et al. (Eds.): ICCSA 2010, Part II, LNCS 6017, pp. 191205} 2010.
© Springer-Verlag Berlin Heidelberg 2010
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However, several problems still exist in EMD and associated Hilbert transform. Such
as, the method yet lacks a complete theoretical basis and in particular the EMD
method produces oscillatory or poorly defined Hilbert spectra, with evidence of
notable mode mixing, end effects and so on [4][5]. Although so far, all these are
pending problems to solve, EMD + HT owes strength of being data dependent and
provides a potentially viable method. Furthermore, it offers a new sight for non-
stationary signal processing, that is, individual component signal with physically
meaningful instantaneous frequency can be obtained by appropriate signal
decomposition method.

To avoid the deficiencies in HHT, S. Olhede and A.T. Walden have developed a
new wavelet-based algorithm, namely, maximal-overlap discrete wavelet packet
transform (MODWPT) [6]. The ordinary discrete wavelet transform (DWT) requires
the sample size to be exactly a power of 2 for the full transform. Besides, the wavelet
and scaling coefficient of DWT are not circularly shift equivariant. By avoiding down
sampling, MODWPT overcomes these disadvantages of DWT. With optimum
decomposition scale and disjoint dyadic decomposition, the complicated signal could
be decomposed into a number of single component signals with instantaneous
frequency physically meaningful. Furthermore, each single component signals
obtained by MODWPT has desirable statistical characteristic, which are desirable
properties to deal with non—stationary time series in practice [7].

Several methods for nonstationary signal representations have been proposed
among the Cohen’s class of bilinear TF distributions to replace the “classical” Fourier
based spectrogram and Wigner—based distributions. Nevertheless, there commonly
exists a critical problem of these methods, their readability, which means both a good
concentration of the signal components and no miss leading interference terms [8].
For this reason, a dramatic improvement has been made by means of the reassignment
technique, which provides a sharp visual TF distribution. In addition, for an
appropriate readability, a representation must either be self—adaptive or using
automatic procedures [8]. Thus it comes to us the idea of multitapering, pioneered by
D.J. Thomson in a stationary setting [9]. It improved the statistical stability without
having recourse to a time-averaging step, and offered a low variance spectrum
without degrading the resolution of line components. However, the method exists two
problems: 1) The windows used by Thomson are not optimal in a time—frequency
setting, 2) The chirping rate of the line components must be very small so that they
can be approximated as piece—wise sinusoids [10]. To refine the Thomson’s method
into an improved spectrum estimator, numerous attempts of extending multitaper
techniques to nonstationary situations have been made, and Xiao and Flandrin raised a
method that consists in combing TF reassignment with multitapering [11], which we
called Xiao—Flandrin algorithm. The principle of multitaper is based on a family of
orthogonal functions: Hermite functions (HF) and the essence of the reassignment
technique consists in evaluating for each TF location (the center of mass) and
reassigning the spectrogram value to this location. Combining two techniques above
makes efficient improvement on the TF localization trade—off and provides us a
relatively good analysis method which offers better local stationarity and smoothness
and also needs no priori knowledge compared to the former method: MODWPT.

The organization of this paper is given as follows. The rationale of three TF
methods will be elaborated separately in Section 2 ~ 4. Performances of each method
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in representing time—frequency characteristic will be compared and respective
efficiency measuring of the three representations by means of Rényi entropy will also
be shown in Section 4. Finally, we will offer the conclusion in Section 5.

2 Brief Introduction of HHT

One way to express the nonstationarity is to find instantaneous frequency and
instantaneous amplitude. Although the definition of instantaneous frequency is
controversial, it is well founded to describe that for a given length of signal, there
is only one frequency value within the length of the signal or the signal is
monocomponent [12]. Therefore, Huang presented a method called EMD to
decompose any multicomponent signal into a set of nearly monocomponent signals
termed intrinsic mode functions (IMFs).

Empirical Mode Decomposition

Physically speaking, the necessary conditions to define a meaningful instantaneous
frequency are that the signal must be symmetric concerning the local zero mean, and
have the same numbers of zero crossings and extrema. This means, in an IMF
function, the number of extrema and the number of zero crossings must be either
equal or different at most by one in the whole data set, and the mean value of the
envelope defined by the local maxima and the envelope defined by the local minima
is zero at every point. All these conditions are so strict that the determined IMF may
not satisfy them precisely. Consequently, the resultant IMF is nearly a
monocomponent function, while not a perfect one.

The EMD is developed based on the assumption that any signal consists of many
different IMFs. The procedures to decompose signal x(f) can be enumerated as
following steps:

a) Find all the local maxima from x(f) and connect them with the cubic spline to
form the upper envelope denoted by x,(?).

b) Find all the local minima from x(#) and connect them with the cubic spline to
form the lower envelope denoted by X, (?).

c)  Letmy (1) = [xup(t) + Xiow(H)1/2.

d) Subtract m(f) from the signal: pi(¢) = x(f) my(¢).

e) Return to step (a) and stop when x(¢) remains nearly unchanged.

f) Once we obtain an IMF, ¢;(f), remove it from the signal p;,(f):= p;(f) m;(¢) and
return to (a) if x(¢) has more than one extremum (neither a constant nor a trend),
called as the residue ().

By using EMD, the signal x(¢) can be expressed as the combination of IMF c¢;(¢) and
the residue r,,(¢). Expressed as follow [12]

X(0)= 360+, ()

Then, the HT of ¢;(¢) yields
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jfawa

x(t) = Rezn:ai (t)e’"" = Rezn:ai (t)e )

where a,(?) is the instantaneous amplitude of x(¢), and ¢,(¢) is the instantaneous phase
of x(¢). The instantaneous frequency is denoted as

do(t
o) =420 3)
dt
In the polar coordinates system, x(#) is expressed by
x(t) = Re(z a,(t)explj j a),.(t)dt]j +7,(1). (4)
i=1

Practically, the residue r,(¢) can be ignored.
Let a,(@,t) be the combination of the amplitude ¢,(¢) and the instantaneous

frequency @, (¢) of the ith IMF. The HHT of x(¢) is given by

HHT(@,1) = Zn:ai(a), 0. )

i=1

3 Hilbert Spectrum via MODWPT

Analogous to§2 we use EMD to produce monocomponent separation, only here we
use the discrete wavelet transform (DWT). Assume we have sampled a continuous—
time signal at intervals [Jr =1 to a sequence of observation X = [X,, X, ..., Xy_1] and
N is a power of 2. For the class of discrete compactly supported Daubechies wavelets
(Daubechies, 1992, Chapter 6) we denote the scaling (low—pass) filter by {g;: [ = 0,
..., L — 1} and the wavelet (high—pass) filter {h;: [ =0, ..., L — 1}. These even—length
filters satisfies

L-1

L1 o
Zgzzzl’ Zg/gHZn:ZglgHZn:O (6)
1=0

|=—c0

for all non—zero integers n, and are related by being quadrature mirror filters:

h=(-1)g, ,  or g =(=)"h_  for [=0,....L-1. @)
Fort=0, ..., N—1, the jth level wavelet and scaling coefficients are given by
-1
V.= gIV_/'—l,(ZHI—I)mode—] (t=0,..., Nj—1) (8)
1=0
-1
Wj,r = Zhlvj—l,(zr+1—1>mode-1 (t=0,..., N;=1) &)

=0

where mod means modulus after division.
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The maximal overlap discrete wavelet transform (MODWT) can be considered as a
revised version of the discrete wavelet transform [7]. As previously mentioned, the
DWT of level j restricts the sample size to a power of 2, however the MODWT of
level j is well defined for any sample size. To conserve energy, we define

g =g /2 and b, =h /N2 (10)

thus, (6) can be transferred to

=~

-1

L-1
8 =112 2.8 8= &80, =0 (11)
=0

|=—oo

]
o

and the quadrature mirror filters are defined likewise
h=(1'g, . or & =(D"h_ for I=0,..,L-1. (12)

The MODWT creates new filters at each stage by inserting 2" — 1 zeros between
the elements of { g, } and { ﬁl } to avoid downsampling.

Then, the MODWT pyramid algorithm generates the MODWT wavelet coefficients
{W}" } and the scaling coefficients { V}"’ } respectively

Vj,t = gle—l,(r—Zf"l)modN (t=0,.... Nj-1) (13)

W/.l = Zhlvj—l,u-zf‘z)mod/v (r=0,.... N;=1) (14)

For the purpose of improving poor resolution at high frequencies, MODWPT is
introduced to signal processing. The coefficients at level j and frequency—index n can

be expressed as W, ={W, ,r=0,..,N -1}, and then we produce {W,, } using

J.n J.n,t?

W, => W

Jj=L[n/2],(t=2" 1) mod N

(t=0,..., N.—1) (15)

when n mod 4 =0 or 3, fml =g,;whennmod 4 =1or2, fn’,zfz,.

For any signal, the analytic form can be represented as
s(t) = W;(0) + JH[ W, ,(D)]. (16)

Then the instantaneous amplitude is denoted by

a;,(t)= \/W_f,n O+H W, (], (17)

j.n
and the instantaneous phase function is

L HIW,, (0]

O )

(18)
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Accordingly, the instantaneous frequency is

Fa)=——g' (1) (19)
27

4 Multitaper Time-Frequency Reassignment

For a nonstationary process {x(z),t€ R}, the first definition of its spectrum stands the
Wigner—Ville Spectrum (WVS), whose definition is:

W =" E{x(r+g)x*(t—g) le ez, 20)

where ¢t and f refer to time and frequency, and [E{.} represents the expectation
operator. WVD is defined as:

_ [ Ty s T _idnfe
Wx(t,f)—J:wx(t+2)x (1= dz. Q1)

It shows in [13] that, the WVS of a process can be considered as the ensemble
average of the WVDs under mild conditions.

Assuming x(¢) a form of local stationarity in both time and frequency, the WVS can
be estimated as a substitute for the ensemble average of the WVDs. The assumption
can be realized by introducing a TF smoothing kernel TI(z, f) . Thus, the WVS can be

estimated as:

W, )= [ [ W, ON(s— 1.6 = fHdsdé = C, (1, f3TD). (22)

Compared with the WVD (21), the smoothing kernel TI(z, f) in WVS (20) will

reduce the cross terms but also lead to a new trade—off between fluctuations and
localization. To find a way out, two refinements offered by reassignment and
multitapering are combined to ameliorate the contradictory issues of fluctuations
reduction and localization.

4.1 Reassignment

Reassignment is a nonlinear technique that is an efficient means of getting sharply
localized TF distribution [8][14]. The spectrogram [11] of a signal x(f) with window
h(t), which is usually defined as:

SO, )= FP (@, )P= [ x()h(s —ne™ ds P, (23)

where F™(t,f) stands for STFT.

Another interpretation of the spectrogram could be a smoothed WVD rather than
as a squared STFT:
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SOt f)=C,(t. f3W,), (24)

Ct.f W)= [[ W(s.EW,(s—1.E = fHdsdé (25)

with the smoothing kernel I1(z, /) in (22), the WVD is supposed to be well localized

in both time and frequency. Thus, it gives the clue for improving upon the localization
limitations.

Reasoning by a mechanical analogy identifying energy with mass, the core concept
of the ‘reassignment’ is to find the center of mass within a domain, then replace it
with one single number assigned to the geometrical center of the domain.

On the basis of the previous studies of Auger and Flandrin [8][14], the evaluation
of the local centers of mass is defined as,

i, =t+Re{F™ @, )1 F" @ f)},
(26)

f = f=Im{F® @, )/ FP @, )},

where the two additional windows needed in the computation are defined from the
mother window h(r) as (Th)(¢) = ¢ h(¢) and (Dh)(r) = (dh/dr)(¢). Given the field of all

centroids above, the reassigned spectrogram RSih)(t, f) attached to the conventional

spectrogram S'"' (¢, f) follows as:

RSV (1, )= [ [T RSV (5,6)8( =1, )3(f - . dsd€. 27)

4.2 Multitapers

Thomson suggested [9] a powerful multiple window spectrum estimator to improve
the Welch one, called multitaper, which is to still average the squared Fourier
transform (SFTs) stemming from uncorrelated sequences in order to reduce variance,
but to construct such sequences by using for each of them the whole data set so as to
not sacrifice bias. It can be written as:

SIS =%ZSL"”(O,f), (28)

with a family of basis functions {A,(¢),k =1,...,K} and the number of tapers K
extending over (—7/2, +7/2).

4.3 Combination and Implementation

According to [15], the expression (28) can be thought of as a WVS estimator:
1 K
RS k(b f) == 2 RS /), (29)
K=1

with the HF showed in [16], which is defined as
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h () = (-D" /\/71'”2 2k g(t)(D “p)(t), (30)

where g(t)=e¢"""> and y(t)=g(it2)=¢" .
In practica, HFs can be computed recursively according to

hk(t):Hk(t)g(t)/\/iz'l’ZZkk! . The ({H,(t),ke N} stands for the Hermite
polynomials as below:

H (t)=2tH,_,(t)-2(k-2)H,_,(),k =22, 31

with the initialization Hy(f) = 1 and H,(¢) = 2t.
It leads a solution that obeys the recursion below to evaluating the two additional
windows (Th)(7) and (Dh)(7) numerically [11]:

(D )(t) =(Th)(t)—~2(k+ DA, (2) (32)

5 Results and Discussions

In this section we will compare the performance of the HHT, MODWPT and
multitaper TF reassignment method respectively.

5.1 Linear Chirps

In order to test the efficiency and reliability in TF localization, one simple case to
consider first is concerned with a monocomponent noise—free chirp signal (512
points, sampling frequency f; = 1Hz) and another case of single chirp signal
embedded in a bandpass noise (with bandwidth = B = 0.2 ~ 0.3Hz, central frequency
f. =0.25Hz).

Fig. 1 illustrates three methods of TF estimating mentioned above. For noise—free
single chirp signal, the frequency of HHT spectrum in diagram (a), although provide
the localization of the chirp, disperses from 10s to 110s, and emerges some
meaningless frequency from 0.1Hz to 0.2Hz round 90s. The spectrogram of
MODWPT in diagram (b) depicted the noise—free chip signal relatively clear. It is
noticeable that oscillations and ruptures appear between every two—frequency band of
the MODWPT, since the MODWT imposes a fixed octave band tiling on the time—
frequency plane. Thus the frequency appears discontinuousness between the segments
of frequency intervals. In diagram (c), the estimate of noise—free chip signal based on
multitaper TF reassignment offers perfect localization and stability both in time and
frequency.

Considering the situation of a monocomponent chirp signal embedded in a
bandpass noise with SNR = 10 dB, the ideal estimate should be constant over this
band, zero outside and perfectly localized along the chirp instantaneous frequency.
Affected by oscillations produced in the process of mode decomposing, the resolution
of HHT in diagram (d) hence is not satisfactory, and moreover, the frequency band of
the noise is not temporally successive. Temporarily leaving the frequency
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Fig. 1. Comparison of chirp signal TF estimates in case of noise—free and noise (SNR = 10 dB)
embedded: (a) HHT of noise—free chirp signal, (b) Hilbert spectrum via MODWPT of noise—
free chirp signal at level 3, (c) Multitaper TF reassignment spectrum of noise—free chirp signal
with taper length = 95 points (6 Hermite functions), (d) HHT of chirp signal embedded in a
bandpass noise (bandwidth = 0.2 ~ 0.3Hz, central frequency f, = 0.25Hz) denoted by dashed
line, (e) the corresponding Hilbert spectrum based on MODWPT of a bandpass noise embedded
chirp signal at level 3, (f) Multitaper TF reassignment spectrum of a bandpass noise embedded
chirp signal (taper length = 95 points, 6 Hermite functions)

discontinuousness out of account, the MODWPT in diagram (e) outperforms the HHT
by providing a perfect localization of the frequency band of the noise. But it suffers
statistical fluctuations in the noise band. Relatively, in diagram (f), the multitaper
reassigned spectrogram represents the efficiency of combining two techniques, and
provides good trade—off between time—frequency localization and smoothness within
the bandpass noise.

In Fig. 2, the TF resolution of HHT in diagram (a) is just passable, the intersection
of two frequency component of the chirp signal yields illegibility. The performance is
awful when chirp signal is embedded the bandpass time—varying noise in the diagram
(d). The boundaries between chirp signal and the noise are nearly far from
identification. Results of the MODWPT in (b) and (c) are fairly acceptable, although
there are still some fluctuations and rupture in frequency domain. The multitaper TF
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Fig. 2. Comparison of multicomponent chirp signal TF estimates in case of noise—free and
noise embedded: (a) HHT of noise—free multicomponent chirp signal, (b) Hilbert spectrum via
MODWPT of noise—free multicomponent chirp signal at level 3, (c) Multitaper TF
reassignment spectrum of noise—free multicomponent chirp signal with taper length = 95 points
(6 Hermite functions), (d) HHT of multicomponent chirp signal embedded in a bandpass noise
(bandwidth = 0.2 ~ 0.3Hz, central frequency f. = 0.25Hz) denoted by dashed line, (e) the
corresponding Hilbert spectrum based on MODWPT of a bandpass noise embedded
multicomponent chirp signal at level 3, (f) Multitaper TF reassignment spectrum of a bandpass
noise embedded multicomponent chirp signal (taper length = 95 points, 6 Hermite functions)

reassigned spectrum acquires favorable TF resolution under the condition of treating
two component chirp signal, and also satisfactory when embedded in bandpass noise
(SNR =10 dB).

Fig. 3 illustrates outcomes of three methods in two cases. Ideally, for the bandpass
time—limited noise, the estimate should be smooth over the domain of rectangle
defined and zero outside. Apparently, in (a) and (d), energy leak appears in the
estimate of HHT at low frequency as a result of end effects by EMD. By comparison,
MODWPT in (b), otherwise provides well localization in the rectangle domain with
slight spreads outside, although still suffers large fluctuations. In terms of decreasing
fluctuations and preserving localization, the multitaper TF reassigned spectrogram
gives some very good performance and excellent convergency.



A Study of Nonlinear Time—Varying Spectral Analysis

201

HHT MODWPT Multitaper TF reass.spectro.
0.5 0.5 0.5
04 0.4 0.4
03 03 03 ik
=02 =02 =02 B ;‘
g ¥
0.1 ; 0.1 0.1
100 200 300 400 500 100 200 300 400 500 100 200 300 400 500
t(s) t(s) t(s)
(@ (b) (©
HHT MODWPT Multitaper TF reass.spectro.
0.5 0.5

- ~ 03
N N
hal = 0.2 \ y
N, \h/{?
A . 0.1 \ /

‘\tf;\-’u’\—f"’\;{ v

100 200 300 400 500

t(s)

(@)

100 200 300 400 500

t(s)

©)

. A i)

100 200 300 400 500
t(s)

®

Fig. 3. Comparison of noise estimates: (a) HHT of bandpass time—limited noise (bandwidth =
0.15 ~ 0.35Hz, central frequency f. = 0.25Hz), (b) Hilbert spectrum via MODWPT of noise at
level 3, (c) the corresponding estimate of Multitaper TF reassignment spectrum with taper
length = 95 points (10 Hermite functions), (d) HHT of multicomponent chirp signal with a
transient bandpass time-limited noise denoted by pane in dashed line, (e) the corresponding
Hilbert spectrum based on MODWPT at level 3, (f) Multitaper TF reassignment spectrum of
the chirp + noise (taper length = 95 points, 10 Hermite functions)

5.2 Effectiveness Measure by Rényi Entropy

Intuitively speaking, we consider that a component is a concentration of energy in
some domain, but it remains difficulties to translate this idea into a quantitative
concept [17][18][19]. Time frequency representations (TFRs) generalize the notion of
the time and frequency domains to a joint time frequency function C(¢, f) that
demonstrates how the frequency content of a signal x changes over time [20][21].
Document [22] suggests the classical Shannon entropy (given below)

H(C,):=— j j C.(t,f)log, C (t, f)dtdf (33)
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as a natural candidate for estimating the complexity of a signal through its TFR.
However, the application of the Shannon entropy is unfortunately hindered due to the
negative values taken on by most TFRs, as in Eq. (33).

Williams, Brown, and Hero sidestepped the negativity problem by using the
generalized entropies of Rényi [23].

1
1—

H,(C,)=——log, [[ CL(t, )drdf (34)
o
where > 0.

For any discrete signal, the joint time frequency function C,(, f) can be normalized
as a discrete TF distribution P(n,m) , then a Rényi entropies generates as below [23]

log, > . (P(n,m)*,a>0 (35)

H,(P)=
l_a n=1 m=l1

where P(n,m)=C [n,m]/ i i C.n'\m'].

n'=1m'=1
The effectiveness of three TF methods referred in former sections is charted in
Table. 1 that measured by the Rényi Entropy in the case of linear chirp and of a
Gaussian noise (512 points each). As it indicates in [11], we have ideally
P,,,(n,my=6, /N and H,(P,, )=log, N for the linear chirp, and by contrast, it
leads P, (n,m)=1/N* and H_(P,)=2log, N for a white Gaussian noise.
Considering the case o =35, the ideal Rényi Entropy of chirp is Hs = 9 and that of

noise becomes Hs = 18. The results are given below

Table 1. Rényi Entropy

METHOD Linear Chirp white Gaussian Noise
HHT 9.3122 10.2624
MODWPT 9.5381 11.2866
Multitaper TF reass. (10 tapers) 9.7999 13.4014

A practical example of bat—echolocation signal is discussed in Fig.5. It contains a
cluster of high frequency pulses uttered by bats. The estimate by HHT is unreadable
that aliasing still remains. The MODWPT identifies the four high frequency
components successfully, although with fluctuations between layers of wavelet. It is
clearly shown in (c) that the multitaper TF reassigned approach not only pulls out all
of the four actual frequency components, but also provides perfect stability in time
and in frequency domain.
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5 Conclusions

Three noteworthy approaches of TF estimating have been compared, with several
cases such as a single chirp signal noise—free and noise—embedded, multicomponent
chirp signal noise—free and noise—embedded. The resolution of each representation in
time and frequency domain is illustrated and the inherent drawbacks of them are
indicated. By avoiding several shortcomings of HHT, the MODWPT will probably
become an appropriate method for nonstationary signal analysis. On the purpose for
decreasing fluctuations while preserving localization, the multitaper TF reassigned
spectrogram gives outstanding performance for the signals enumerated. Due to space
limitation, ameliorations of each method, not been discussed in this paper, are under
investigation and will be reported elsewhere.
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Abstract. Thanks to the DM 19.02.2007, Italian government supported the
development and the expansion of solar photovoltaic in Italy. The feed-in tariff
had a great success, and like in Spain and Germany big size photovoltaic plants
have been built, especially in the south of the country. The south of Italy
presents high irradiation (up to 1.700 equivalent hours) and economically
agriculture is an important local resource. This aspect led to the concept of the
solar greenhouses, a way to match the electricity production by PV modules
with an improvement of the cultivation possibilities. Solar greenhouses includes
integrated PV modules mounted on the roof oriented to south and his design is
new and still has to be evaluated in details. In particular important parameters
like the luminance, the type of cultivations and the temperature of the PV
modules must be carefully analyzed to have a real good match between the
agriculture and the electricity production purpose. In the paper TRNSYS 16 has
been used for the simulation of temperatures and humidity in the structure. The
simulation had the goal to define the performance of the solar greenhouse
during the year, with the possibility to individuate important construction
parameters for the realization of a greenhouse efficient from all point of views.

Keywords: Solar greenhouse, PV modules, TRNSYS 16 Simulation.

1 Introduction

The electricity produced by photovoltaic modules on greenhouse’s coverage can be
used for the same greenhouse: for the air-conditioning systems, for its control and
management, irrigation, ventilation, material handling and so on. The idea to realize
some greenhouses that, thanks to PV modules used as coverage, are able to produce
electricity, solves the problem of the high energetic consumption for the agriculture
production, but at the same time it makes even more complex the argument in relation
to the design. In fact even though they can produce electricity through integration
with PV modules, the greenhouse must maintain their principal purpose: allow the
agricultural cultivations. Therefore the crops, and accordingly the conditions they
require, are instrumental in define the design parameters. The integration of PV
modules on the roof determines changes in normal condition inside the greenhouse;
the changes involves both thermal property, temperature and humidity, and the
condition of luminance. In fact the crops that are cultivated in protected environments
require particular climatic conditions and it can happen that the PV modules

D. Taniar et al. (Eds.): ICCSA 2010, Part I, LNCS 6017, pp. 206214, 2010.
© Springer-Verlag Berlin Heidelberg 2010
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determine not optimal condition. The solar greenhouses must therefore be designed to
ensure the right balance between an adequate internal radiation in the winter and
adequate protection from excessive radiation during the summer. The brightness of
the greenhouse is fundamental for crops; must be uniform as possible and more
guaranteed to the greatest number of daily times. Because of the complexity of the
system it is necessary study the configuration through a multidisciplinary approach.

1.1 Background and Method

The integration of PV modules in greenhouses structures is not common, and reliable
field data are not present in literature yet. The topic became important in the PV sector
because the Italian PV incentive feed-in tariff acknowledge a higher tariff for the
integrated solutions, including the greenhouses. The agricultural sector had the
opportunity to enter deeply in the growing market of the photovoltaic in Italy, and
many investors are elaborating mixed business plan cultivation/electricity production.
However, many technical considerations have to be taken in consideration to have a
successful solar greenhouse. In particular must be considered the fact that the southern
part of the greenhouse coverage is “blackened” by the presence of the modules,
reducing considerably the light available for the cultivations. New types of modules
which foresee transparent parts between the cells to improve transparency of the whole
module are under patent, the problem is linked to the official certification of these
technical solutions which is still missing. The main indicator used in cultivations to
evaluate the light need of a specific species is the illuminance, expressed in lux. The
software Relux 2007 is normally used for the evaluation of the light availability in
resident buildings and offices, and it calculates the spatial value of illuminance.

The analysis is regarding the thermal performance of the solar greenhouse. The
completely closed greenhouse has the goal to maintain high temperature during the
winter to allow specific cultivations all over the year. This aspect of the greenhouse
use does not match with the requirement of cold surfaces for having high efficiency in
the conversion light/electricity in the PV modules. The thermal losses are the main
ones to affect the production of PV modules and some systems are proposed to cool
off the back surface of the integrated modules, using air ventilation o water to bring
down the temperature. This aspect complicates the system and the paper evaluates the
impact of such systems on the overall production. To simulate the different scenario,
the software TRNSYS 16 has been used. The greenhouse has been modeled in the
software and the performance all over the year gave results in terms of average
temperature and humidity inside the greenhouse, for agriculture purpose, and the back
temperature of the PV modules, for electricity production purpose.

1.2 Italian Background and Law References

In Italy GSE is the company that recognizes and supplies the benefit for the electricity
production from renewable Energy installation, among which solar photovoltaic. The
tariff recognized by mechanism of “Conto Energia” are diversified on the basis of the
rated capacity and architectural integration. In particular the solar greenhouse are a
part of the category “Totally integrated” and because of this GSE acknowledge to
solar greenhouse the higher tariff for the determined class of capacity. To be able to
reenter in category “totally integrated” it is necessary that: “ PV modules are
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constructive elements of the coverage or the walls of the manufact used as greenhouse
in which agricultural cultivations or floriculture are cultivated, permanently, for all
the years of acknowledgement of the benefit. The structure of the greenhouse, in
metal, wood or masonry, must be closed (the closing can seasonally be eventually
removable), fixed and anchored to the ground. The PV modules, the portion of
coverage of the greenhouse in which they are integrated, must have a distance lowest
distance from the ground of 2 metres." This definition is presented in “book of
architectural integration” by GSE and later on in this article we present this type of
installation. Protected crops in Italy are, from economic point of view, very important,
both for their high extension (more than 27.000 ha, according to ISTAT 2000 sources)
for internal production and export of vegetable and fruit products (about 23.000 ha)
and flowers products (4.000 ha).

2 TRNSYS 16 Simulation

TRNSYS 16 is used for the evaluation of temperature and humidity in a solar
greenhouse located in the south of Italy, in Cassano Jonio, during a typical year; the
plant of the greenhouse is rectangular and the orientation and dimensions of walls are:

1) North face: surface 304.35 m2
2) East face: surface 35.73 m2

3) South face: surface 139.82 m2
4) West face: surface 35.73 m2.

The coverage is realized by a metallic structure, tilt 25 °; the PV modules on the
coverage are interrupted by 9 Solartubes 21”ceiling. The Solartubes are used to
increase internal light.

The material of the walls are:

— Plastic sheet on the north and south face;
—  Polycarbonate, thickness 6 mm, on the east and west face.

2.1 Meteorological Data and Material

The meteorological data for the place where the greenhouse is located, (39°47'9.46"N
16°27'20.99"E) are simulated by the software Meteonorm 6.0 . A specific file is
created with data relative to 8760 hours, with time step of 1 hour.

The material, plastic and polycarbonate, are not present in standard library of
TRNSYS 16. Therefore the file for new material are created with software Optics e
Window 5 and the new file are added to the standard library of TRNSYS 16.

2.2 Hypothesis

Hypothesis for the greenhouse model are:

a) Coverage of greenhouse tilted south, to maximize energy production;
b) Polycarbonate has been modelled with Lexan XL, thickness 6mm, transparent;
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c¢) Plastic sheet has been modelled with Plexiglass MC , thickness 2.5 mm, clear
plastic;

d) The Solartubes has been modelled as artificial light in greenhouse. Solartubes are
used to increase the light available for the cultivations under PV modules. With
TRNSYS the Solartubes are evaluated insofar of energy they supply. So from the
characteristic of lightness of Solartube 21 ceiling, we have a value of 10833 Lumen
during a typical year; considering the ratio lumen/watt equal about to 10,
consequently the 9 Solartubes supplies energy in greenhouse equal to 9794.7 W;

e) Air replacement of 40% of volume per hour;

f) Air replacement due only to permeability or loss through plastic sheet.

2.3 Simulation

The structure of the greenhouse has been simulated with TRNBUILD; TRNBUILD
provides data files necessary for using the TRNSYS TYPE 56 Multi-Zone Building
component in TRNSYS Studio. The simulation has been carried out for all over the
year, from 1 January to 31 December.

The simulation gave results in terms of average temperature and humidity inside
the greenhouse, for agriculture purpose, and the back temperature of the PV modules,
for electricity production purpose.

In fact the temperature of PV modules influences the energy produced; for example
crystalline modules, every ten degrees of temperature, have lower capacity of 4-5 %.
Usually it is possible to restrict these losses through a displacement that allows the
natural ventilation on the back face.

3 Results

The collecting of the results from the simulations led to evaluate the correct
cultivations which could be “matched” with solar greenhouses systems. In particular
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Fig. 1. Ambient temperature (°C), 1 January - 31 December
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Fig. 3. Ambient temperature (blue line) and Solar greenhouse temperature (°C) (red line),
1 - 31 January

the calculations allowed adapting the normal design of the greenhouse to the new
goal, the electricity production. In particular graphs relative to temperature and
humidity has been obtained and under represented.

3.1 Temperature

The evolution of temperatures found interesting to analyze are reported in Fig. 1,
Fig. 2, Fig. 5. First of all ambient temperature (Fig. 1) has been graphicated, like this
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Fig. 5. PV module temperature (°C) — 1 January, 31 December

it is possible make a comparison between the same temperature and the temperature
in solar greenhouse (Fig. 2).

The temperature in the greenhouse is greater than ambient temperature about 11°C,
but only in the hottest hour of the day; the difference is clearly visible in Fig. 3, where
has been graphicated the evolution of temperature only in January, considered
representative month of winter season. In the coldest hours, for example at night, the
difference between the 2 temperatures is least; so we can say that in cool season
during the night, or for example in harsh climate, it is necessary heating system to
maintain higher temperatures. However during daily hottest hours, temperatures
reached inside of the greenhouse are good for the crops.
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The same graph in Fig. 4, ambient temperature- solar greenhouse temperature, is
reported for a representative month of summer season (July); during daily hottest
hours we can see that the greenhouse temperature reachs too high values; for this
reason, in summer, the cultivation in greenhouse is not recommended, and it is
possible only with ventilation or shading systems.

In fig. 5 is reported the evolution of photovoltaic modules temperature.

In winter (Fig. 6), considering always January as representative month, the
temperature remains relatively low, with no problem for the performance of PV
modules; while during summer month (Fig. 7) temperature reaches ‘“dangerous”
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Fig. 9. Solar greenhouse humidity, 1 January - 31 December

values , about up to 60 °C. These temperatures result in decreased performance,
approximately 20%.

3.2 Humidity

Relative to humidity in Fig. 8 and in Fig. 9 it can see that the PV coverage produces a
slight decrease of Solar greenhouse humidity compare to ambient value, and so an
improvement of the conditions for the crops.
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4 Conclusions

In this article has been analyzed the thermal behavior of a greenhouse; it is seen its
behavior is not the optimal neither in winter not in summer.

Following, it will refer only to the hours of the day light, because of we consider
only the combined effect: optimal condition for cultivations and energy production,
that verify only during the hours of solar radiation.

During winter season, or when the ambient temperature is low, two condition are
true: on the one hand the lowest temperature in greenhouse and the other low PV
module loss. However during summer season the temperature in greenhouse is too high,
and consequently can be an overheating of PV modules that decrease the performance.

Some systems are proposed to cool off the back surface of the integrated modules,
using air ventilation o water to bring down the temperature.

But we can consider that solar radiation is higher in summer than in winter so the
contribution of the losses can be decreased from increased solar radiation.

At this point, we can do evaluations only about the internal temperature. As we
have seen in summer season the internal temperature of solar greenhouse reaches too
high values harmful to crops that are cultivated in Italy.

But, at the same time, during winter night the temperature the temperature
undergoes a sudden fall, until to ambient temperature. For this reason it is necessary
introduce external systems, heating or cooling or ventilaton, to maintain conditions
for crops.
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Abstract. During the last years, skin aging has become an area of increasing
research interest. High frequency ultrasound allows the “in vivo™ appreciation
of certain histological parameters and offers new characteristic markers, which
may quantify the severity of the cutaneous senescence process. This paper
focuses on measuring the changes in skin thickness and dermis echogenicity , as
part of the complex ageing process, on different intervals of age. In particular
by using a multiscale approach we will compute some parameters which are
connected with complexity (fractal structure) of skin ageing.

Keywords: Ultrasound; Senescence; Skin modeling.

1 Introduction

Senescence represents a natural, slow and irreversible process, affecting all-tissues of
an organism, being determined by numerous factors, each with a different
contribution. The aging phenomenon involves intrinsic and extrinsic reactions. It
leads to characteristic changes which occur at molecular, cellular, tissular and clinical
level [1]. Unlike other organs, the skin is in direct contact with the environment and
therefore undergoes chronological and sun-induced aging. The non-invasive
assessment of chronological and photoaging cumulative processes still represents a
challenge.

Ultrasound is used in dermatology as a non-invasive diagnostic tool in the range of
20-150MHz. High frequency ultrasound allows the “in vivo” appreciation of certain
histological parameters and offers new characteristic markers, which may quantify the
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© Springer-Verlag Berlin Heidelberg 2010
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severity of the cutaneous senescence process [2]. Moreover, it may differentiate
between the chronological aging process and photoaging. It evaluates the physio-
chemical properties of the integument, epidermis, dermis and subcutis that induce
acoustical variations, expressed through certain changes of tissue echogenicity.
Several studies have investigated the role of ultrasound as a non - invasive tool for the
appreciation of skin ageing, skin lesions, and efficacy of certain therapies [3,4]. Our
study focuses on measuring the changes in skin thickness and dermis echogenicity, as
part of the complex ageing process, on different intervals of age. It is a part of a larger
study in which several noninvasive and biomarker methods are used to appreciate the
skin response to ultraviolet rays. We consider that it is one of the most complex
studies in this field because of the multiple parameters measured for each subject.

2 Materials and Method

The study was performed on 40 Caucasian patients, 12 men, 28 women, aged between
4 -75 years and divided into four age categories: 4-20, 21-40, 41-60, >60. For each
subject, cutaneous ultrasound images were taken from 3 different sites: dorsal forearm
(DF), medial arm (MA) and zygomatic area (ZA).

The ultrasound investigation was performed using a high frequency cutaneous
ultrasound device DermaScan™ 20 MHz [30] which allowed us to obtain “in vivo”
sectional images of the tissue up to 2.5 cm. in depth.

Dermascan consists of three major components: a transducer, an elaboration
system and a database [30]. The ultrasonic wave is partially reflected at the interface
of adjacent structures, generating areas with different echogenicity amplitudes,

ERIDEMIS
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e

-

i,

HPODERMIS

Fig. 1. Ultrasound image of the skin: epidermis, dermis, hypodermis
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echogenicity being the ability to create an echo, i.e. return a signal in ultrasound
examinations. The intensity of the echogenicity is evaluated by a microprocessor and
visualized as a colored bidimensional image. The color scale of the echogenicity is as
follows: white>yellow>green>blue>black.

Normally, the epidermal echogenicity appears as a white band, the dermis is
expressed as a 2 color composition: yellow and/or red, and the subcutaneous layer
appears either green or black (Figure 1).

The gain curve was adjusted at a value of 20 dB, at a speed of ultrasound at tissular
level of 1580m/s. [5]

2.1 Image Capture

The images were obtained using the transducer, placed perpendicularly on the site of
interest, and then analyzed, using a special software (Dermavision), that allowed the
segmentation of each image in different regions of interest, by selecting one or more
homogenous amplitude bands.

After having defined an area of interest, by selecting a certain amplitude interval,
we assessed quantitatively the areas where the amplitude belonged to the chosen
intervals, and obtained its extension both in mm and number of pixels.

2.2 Parameters of Interest
For each image, we measured the following parameters:

1. LEP (0-30), the number of low echogenic pixels of the dermis;

2. MEP (50-100, 100-150), the number of medium echogenic pixels of the
dermis;

3. HEP (200-255) the number of high echogenic pixels of the dermis;

4. SLEB, the subepidermal low echogenicity band;

5. LEPs/LEPi the ratio between the number of low echogenic pixels in the upper
dermis over the number of low echogenic pixels in the lower dermis.

2.3 Measurement of Low, Medium and High Echogenicity Pixels

The analysis software used has the pixel amplitude corresponding to a numerical scale
set between 0-255. By selecting a certain interval from the 0-255 scale, we obtained
values corresponding to a certain pixel type, present in the analyzed image. Thus, the
0-30 interval corresponds to low echogenic pixels (LEP), the 50-150 interval to
medium echogenicity pixels, and the 200-255 interval to high echogenicity pixels.

2.4 Measurement of Low, Medium and High Echogenicity Pixels

SLEB was defined as a well delimited, subepidermal low echogenicity band (0-30),
situated in the upper dermis, mainly present on photoexposed sites [6]. In order to
establish SLEB, we evaluated the number of low echogenic pixels (0-30) situated in
the upper dermis.
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2.5 Quantification of LEPs/LEPi Ratio

LEP was determined at the dermal level, between the epidermis and the hypodermis.
Additionally, the LEP area was divided into two other regions, differently quantified:
superior LEP (LEPs), and inferior LEP (LEP1i). The limit between the two regions was
obtained by dividing the dermis into two equal parts, by drawing a parallel line to the
epidermis echogenicity line. The LEPs/LEPi ratio was established. This ratio allows
an appreciation of the density and integrity of the extracellular matrix, both from the
papillary and lower dermis, which may vary according to age, cutaneous affections,
UV exposure, therapy [7, 8].

3 Results

3.1 Assessment of Low, Medium and High Echogenicity Pixels

The number of hypoechogenic pixels shows a significant variation in case of the
dorsal forearm and medial arm of the patients taken into study, as follows:
hypoechogenic pixels significantly decrease on the dorsal forearm in the 20-40 age
interval compared to the 4-20 interval (p= 0.038018, p<0.05) and increase
significantly in the >60 age interval in comparison to the 41-60 interval (p= 0.00777,
p<0.05); on the medial arm, hypoechogenic pixels increase significantly in the 41-60
age interval, compared to 20-40 interval (p= 0.018056, p<0.05).

Intermediate pixels display statistical significant values on the dorsal forearm and
face: they increase in the 20-40 age interval and decrease in subjects belonging to the
40-60 interval (p<0.05).

Hyperechogenic pixels also display statistically significant variation on the three
analyzed regions: on the dorsal forearm, high echogenic pixels increase significantly
in the 20-40 interval of age, compared to the 4-20 interval (p=0.025154, p<0.05, and
slightly decrease after the age of 40; on the medial arm, they decrease in the 40-60
age interval compared to the 20-40 age interval (p= 0.038523, p<0.05) and at facial
site, high echogenic pixels increase in the 21-40 interval (p= 0.025405, p< 0.05) and
decrease between 41-60 (p= 0.048694, p<0.05).

Thus, the number of hyperechogenic pixels may be considered a marker of intrinsic
senescence. The highest amount of hypoechogenic pixels was identified at facial level,
an intensely photoagressed site, whereas the highest amount of hyperechogenic pixels
was found at the medial arm site, a less photoexposed area. High echogenic pixels
(200-255) are poorly expressed in patients belonging to the 4-20 age interval, and
much better expressed in the 20-40 age interval on all studied areas.

In the 4-20 age interval, on the dorsal forearm and medial arm, there is a
predominance of hypoechogenic pixels (0-30), in comparison to intermediate
echogenic pixels (50-100). An opposite correlation may be noticed at facial site, where
intermediate echogenic pixels appear in greater amount than the low echogenic ones.

3.2 SLEB Assessment (LEP)

SLEB was identified in case of the subjects part of the 41-60 and >60 age intervals,
and appeared especially on photoexposed sites (dorsal forearm, face) [9,10]
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Fig. 2. SLEB present in the upper dermis at dorsal arm level

(see Figure 2). In some patients though, especially the younger ones, we were able to
identify SLEB at medial arm level as well. On photo-aggressed sites, it may be
noticed that the echogenicity of the upper dermis decreases with age.

3.3 The Assessment of LEPs/LEPi Ratio

The ultrasound study shows different echogenicity degrees for the upper (LEPs) and
lower (LEPi) dermis.

For the upper dermis, the study revealed an increase of hypoechogenic pixels
(0-30), in comparison to the lower dermis, for all 4 age intervals studied. The
hypoechogenicity degree is higher on photoexposed sites, both for the upper and the
lower dermis.

Evaluating the LEPs/LEPi ratio for all age intervals, a significant growth of the
ratio value is noticed for the >60 age interval, in case of all three examined sites, due
to a significant growth of hypoechogenic pixels in the upper dermis.

A significant decrease of hypoechogenic pixels for the 20-40 age interval was
noticed, for all three examined sites, followed by an increase for the 40-60 and >60
age intervals.

For the 20-40 age interval, a significant increase, almost a double value was
identified in case of the high echogenicity pixels (200-255), followed by a decrease in
the following age intervals.

4 Discussion

High frequency ultrasound represents a noninvasive, “in vivo” method of histological
study of the integument [11.12]. It allows a specific appreciation of the tissular
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echogenicity degree that varies with age, UV exposure, or different general or topical
therapies. Even on artificial skin there were ecographic studies that provided high
knowledge about the skin models, concluding that high frequency ultrasonography is
a valuable non invasive method of diagnosis [13].

This method allows both a qualitative and quantitative appreciation of the
cutaneous hydration degree, the degenerative changes of collagen and elastic fibres,
the degree of collagen glycation [14,15] and other biochemical variations of the
extracellular matrix.

The main source of dermal echogenicity is represented by collagen fibres, disposed
in an organized manner. Collagen and elastin are key proteins in maintaining the
cutaneous architecture and ensuring the biostructural qualities of the integument
system [16,17].

During the aging process, integument collagen suffers a structural disorganization
process as well as different biochemical changes [18, 19]. It is possible that, at facial
site, on actinic aggressed integument, the decrease of collagen content and the
changes of the fundamental substance may be counter balanced by a global
rearrangement of the dermal collagen network and the accumulation of elastotic
material. Biochemical and biostructural changes at the facial site are also possible,
predisposing to the appearance of certain pathology according to age (actinic
keratosis, carcinomas, malignant melanomas) [20].

The significant increase (p<0.05) of hypoechogenic pixels after the age of 40, both
on photoexposed and photoprotected sites, is correlated with the degenerative changes
which are typical for the aging process in general. Initially, elastic fibres from the
papillary dermis are altered, leading to the appearance of fine wrinkles and
venectasies associated to age, then, collagen fibres are altered, leading to the
appearance of the deep wrinkles. At the same time, oxythalan fibres get disorganized,
being responsible for the cutaneous fragility of the elderly [21]. Generally, we noticed
that hypoechigenic pixels are more numerous in the upper dermis in elderly subjects
on all sites studied.

SLEB is a specific parameter that varies in thickness and localization according to
age and UV exposure. In young subjects, SLEB is present in the lower dermis and
quantifies the degree of cutaneous hydration [22], since the extracellular matrix is rich
in proteoglycans and hyaluronic acid [7, 23]. Hyaluronic acid binds uncovalently the
proteoglycans, forming macromolecules that attract water, forming a true hydrating
capsule. In elderly subjects, SLEB quantifies the elastosis process [24] and basophilic
degenerescence of collagen, common aspects of the senescence process, but increased
by UV [25]. According to literature, SLEB is better expressed on photoexposed sites
in comparison to unexposed zones, for all age intervals. Thus, we may consider SLEB
as a qualitative marker of the photoagression process.

Intemediate echogenic pixels increase significantly statistic (p<0.05) on
photoexposed sites in the 20-40 age interval, and decrease after the age of 40. The
dynamics of the repartition of intermediate echogenic pixels shows that UV rays
initiate changes at biochemical and structural level, in case of the 20-40 age interval.
The significant echogenicity variations in this “critical interval” of age, indicates the
presence of intense structural processes that continue on to the next intervals of age,
but in a much slower rhythm. We consider that the photoinduced cutaeneous
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pathology that may usually be evidenced after the age of 45, can be ameliorated
through efficient protection measures applied until the age of 40 [26].

The number of hyperechogenic pixels (200-255) increase significantly ( p<0.05 ) in
the 20-40 age interval on photoexposed sites and decrease significantly on
photoprotected areas in the 40-60 age interval. Their evolution is directly influenced
by the UV exposure. According to Table III, the mean of hyperechogenic pixels is
higher on photoprotected areas compared to the photoagressed ones for all intervals of
age. Thus, we may consider hyperechogenic pixels as ultrasound markers of
chronological aging.

LEPs/LEPi ratio shows a statistically significant increase ( p<0.05 ) for the 20-40
and 40-60 age intervals on photoexposed sites, especially at facial level (p= 0.000999,
p<0.05). On the medial arm, a progressive decrease is noticed till the age of 60,
followed by a light increase in people >60 years. This aspect may be explained by the
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increase of hypoechogenic pixels in the upper dermis (see Figure 5). Unlike the upper
dermis, in the lower dermis, an increase of echogenicity may be noticed with aging.
(Table 4). The ratio between the echogenicity of the upper and lower dermis
represents an objective marker of the photoaging process.

The variations of cutaneous echogenicity identify both structural and biochemical
changes related to age, and the degree of photo-aggression. It is known that the
alteration process of the elastic fibres begins around the age of 30. This process is
accelerated by UV rays, affecting thus all cutaneous structures [27]. The next step is
to implement a mathematical model of the aging skin for further skin analysis and for
correctly evaluate and foresee the evolution of aging skin. The mathematical model
that we suggest is a fractal one, considering that the aging process of the skin is
developing on such a model. In general, the scientific world of today tries to
accomplish different mathematical models for different processes (weather cast,
physics, chemistry and so on). The medicine has very shy attempts (till now) to
characterize any process via a mathematical model. It would be a very accomplishing
fact to predict different medical processes, to appreciate the efficiency of a therapy
using several parameters integrated in a model. There are some examples in which the
authors try to explain a mathematical model for causes of mortality, or, relating the
sun exposure to a future skin cancer. [28], [29]. Our collective is developing a
mathematical model to characterize the aging of the skin with variables considered
from high frequency ultrasonography regarding the echogenity of the dermis.

5 Conclusion

High frequency ultrasound is a modern method that offers specific parameters which
allow the noninvasive appreciation of both physiological and pathological aspects of
the integumentary system.

The thicknesses of the integument, SLEB, as well as the dermal echogenicity are
parameters that evaluate, with high accuracy the cutaneous senescence level at a
microscopical level. The ratio between the echogenicity of the upper and lower
dermis represents an objective marker of the aging process. Currently a mathematical
model to characterize the aging of the skin is under study.
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Abstract. This paper deals with the topological-metric structure of a
network made by a family of self-similar hierarchical regular lattices. We
derive the basic properties and give a suitable definition of self-similarity
on lattices. This concept of self-similarity is shown on some classical
(omothety) and more recent models (Sierpinski tesselations and Husimi
cacti). Both the metric and the geometric properties of the lattice will
be intrinsically defined.

1 Introduction

In recent years many physical problems such as spin glasses, renormalization
groups, coherent transport, hyperbranched macromolecules and dendrimers,
molecular crystals, aggregates and diamond lattices, complex networks
[T21IBI7ISIT2ITA2002T12223], lead to the analysis of lattices, or agglomerated pat-
terns [4UTT]. It has been already shown that the application of the simplicial
calculus or calculus on regular lattices might lead to simplified theory such as
discretized gravitational Einstein theory, so-called Regge calculus [GIOIT3UT5].

In this paper we will study some regular lattices made on the transformation
group of a simplicial complex. Starting from a simplex it will defined the group of
transformation so that the intrinsic (affine) metric is scale invariant. It is shown
that some known lattices can be obtained by suitable maps in the defined group.

2 Preliminary Definitions

The euclidean m-simplex ¢™, of independent vertices Vp, V1, ..., Vi, is defined

[TOIT6ITY] as the subset of R™:
am“‘{PeRﬂ P=> XV, with > N =1, ogx‘g} :

i=0 i=0

We can also say that Vy, Vi, ..., Vi, is a barycentric basis for all P € ¢" so that
AY are the barycentric coordinates of P in ¢™. When 0 < A* < 1 we have the
inner simplex &

D. Taniar et al. (Eds.): ICCSA 2010, Part II, LNCS 6017, pp. 22512401 2010.
© Springer-Verlag Berlin Heidelberg 2010



226 C. Cattani and E. Laserra

Let us denote with [0™] = [Vb, V1, ..., Vin] the set of points which form the
skeleton of o™, the p-face of ¢™, with p < m, is any simplex o such that
[0P] N [o™] # 0, and we write o? < o™.

The number of p-faces of o™ are (m +1 )

p+1

The m-dimensional simplicial complex 3™ is defined as the finite set of p

simplices (p < m) such that:

1. Vor e xmoif o < g% then o € xm., _ _
2. Vo* o" € X™ then either [0"]N[o*] = 0 or [c"] N [0*] = [07] with o7 € X™.

For a given o” € X™, the star St(o?) of o? is St(o?) = {01 € 5™ |oP < 01},
The set of points P such that P € oP, p < m and oP € Y™ is the geometric

support of Y™ also called m-polyedron M™. The p-skeleton of X is [X™]P &

[0P] ,VoP € X™ . The boundary OX™ of X™ is the complex X¥™~! such that

each 0™~1 € Y™~ i5 face of only one m-simplex of X™.

2.1 Orientation

Each skeleton [V;,, Vi, ..., V; ] of a p-simplex is considered oriented if the
class (even or odd) permutations of indices [ig, i1, ...,%m] with respect to the
fundamental ordered set ig < i1 < ... < 14, is given. The orientation of the
skeleton implies the orientation of the corresponding simplex.

Let us consider a few examples:

a) m = 2: A two simplex with vertices Vj, V1, V2 corresponds to the oriented
simplices: {Vo, V1, Va} o {Vo, Va, Vi }.

b) m = 3: For a 3-simplex {V;, V3, V5, V3} we have two classes of simplices:
{Vo, Vi, Va, Va}, {Vi, Va, Vs, i}, {V, Vi, V4, V}, obtained by even permuta-
tion of indices and the odd class of permutations {Vy, Vs, Vi, V3},
{Vo, Vi, Va, Va}, {Vo, Vi, V2, WA }.

The orientation of the simplex implies a natural orientation of the boundary
as follows. Given an ordered set of vertices [Vp,..., V], the k-th face of o™,
denoted by 0" (0 <k < m), is naturally oriented as

o LR Vo, Vi V] 0<k<m 1)

144"”

where the symbo stands for missing vertex Vj.
The oriented boundary Oc™ of ¢™ is the set of faces naturally oriented

90m=> "o = (=1)'[Vo,.... Vi, ..., Vi (2)
1=0 1=0

There easily follows the known principle [T5] that the boundary of the boundary

vanishes
m

000™ = (1) [Vo,..., Vi, Vi Vi = 0. (3)
=0
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The XY™ complex is oriented if it possible to give an orientation to each simplex
in a such way that adjacent simplices, such that the intersection of corresponding
boundaries is a non empty set, are counter-oriented.

3 Barycentric Coordinates and Barycentric Bases

In each simplex it is possible to define the barycentric basis as follows: given the
m-simplex o™ with vertices Vj, ..., Vi,,the barycentric basis is the set of (m + 1)

vectors
e =V —g" (4)
based on the barycenter
gm def g(o_m) _ in: 1 A
—m+1 v

These vectors are linearly dependent, since according their definition it is:

Each point P € ¢™ can be characterized by a set of barycentric coordinates
(A2, ...A™) such that

0<XN <1, Y N=1 ,i=0,....m (6)

and P — G" = Z e, (EL@) P = Z A\V;. Therefore each point of ¢ can be
i=0 i=0
formally expressed as a linear combination of the skeleton [c™].
Let P and @ be a couple of points in 0™, with coordinates (A%, ..A) and
A\, -.A¢y) respectively, it is

v:Q—P:iviei e ivi:() (7)
i=0 i=0

with v’ = AiQ — A%,
3.1 Dual Space
The dual space is defined as the linear map of the vector space E into R as:
< ei, e >= S]Zc (8)

with [7]
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1

=— JiFk
Giders i I m+1 7 )
k= Ok m+1_ B m o

_+m+1 e

85" being the Kroneker symbol. According to the definition @ it is

>0 =) 6.=0 (10)
1=0 k=0

Ezxamples
a) m = 1: We have:

<el ey >=<el e >=+

<el e >=<el ey >=—

N = N

so that
1 1
do<eleg>=) <eleg>=0=<) e e >=0
i=0 i=0 i
which implies
1
del=0 . (11)
i=0
b) m = 2: With m = 2 we have

2
<el ey >=<el e >=<e? e >= +3

)

0 0 1 1
<e’,e; >=<e,ex >=< e, ey >=—3
that is
2 2 2
Z <e', ey >= Z <e'e >= Z <e',eo >=0
=0 i=0 i=0

2
and < ), €', e, >= 0 from where Zei =0.
i=0

Analogously, it can be shown that in general it is

iei =0 . (12)
i=0
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Since e’ are linear functions it is < e?,0 >= 0, with

0=<e,0>=<e'> e, >=> 5 I
k=0 k=0

Let us now denote with E;) the vector space to which the (m — 1)-face o} of
o™ belongs. We can say that this face is somehow opposite to the vertex V;, in
the sense that e’ is orthogonal, according to (I0), to any vector of E;

Vv € Eg; <e,v>=0 . (13)
In fact, for a fixed k such that k # i, let say k = 0 it is:

v:ka(Vk—Vo):ka(ek—eo) k#i
k

k

from where

. . , 1
i _ k i 7 _
<e,v>—;v [<e'ep>—<e' e >|= Zv [_m—|—1 m+ 1 =0.
4 Affine Metrics
The metric tensor in o™ is defined as [§]
et Lz o
Gi; = —26?5§z§k o (4, bk =0,1,...,m) (14)

belng Ehk d—ef (Vk — Vh)z = (ek — eh)2.
If we consider the set {£3;}1"%_o = {30, (&1, €]

tn—1)m> Comm} as indepen-
dent variables we have:

891’]’ Sh kalhk rSs r<s 1~r s
o, = 261 o; o, = 25Z 6j 25]51 = 26(i6j) . (15)
Given a tensor A¥ it is
~ ij ~ 1 ij Shsky72 1 hk 72
<GAS=D ATy ==, S ATE = -, S AN, . (16)
ij ij hk
hk
The inverse metrics can be defined as follows. According to (0] it is
goo - Jom
: S l=0 (17)

ng e gmm
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however, since

m m
g0 > dim
=0 i=0

0, (18)

ng e gmm
we cannot have (by a direct method) the inverse matrix being g a singular matrix.
m

However, to any v di F, corresponds a linear form H = ZHiei di E*, with
i=0

H = gu"

i oF = 0 (19)
k=0

The same matrix can be obtained by solving the following equation

0o 1 --- 1 0 0
1 Goo -+ Gom 0 Hy
. . . . . = . (20)
1 ng e gmm Gl Hm
System (IJ) admits a unique solution under the condition:
o 1 .- 1 0 1 1 - 1
I Goo - Gom 0"t 0 G o Gy
e ) 1 R ET Bl
: : . 2 : : :
1 Gmo - Gmm 1 @no el e 0
which is a consequence of the independence of the vertices.
Thus we can define §;; in (1)) by
> Ging™ =0
2= 9"=0
=0 k=0
or, equivalently:
(23)
0 1 1
0 1 1 ) m+1 m-+1 1 0
1 a a m ~00 . ~0m 0 0
LR | I "
1 ng gmm 1 ~m0 Smm 0 !

m+1
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It can be seen that, with this definition, it is

Y " P g = 5" =37, Y "G =01
hk h h

5 Volume of an m-Simplex

In each simplex ¢™ with vertices Vp, ..., V,, we can define:
05Tt dm — (m!)*lejl’m,jm (24)
where
o 1

J1seedm —

‘ { B
with respect to the even or odd class of permutation of (jo,j1,...,jm) with
respect to the fundamental ordering {0,1,...,m}.

The volume of the simplex is defined by

where £+ depends on the ortientation of the simplex.
According to (), ([24) the previous equation is equivalent to

Q(M):i(—;)m(;!f D @neing ’"Hfi ke - (26)

J1---dm
k1...km

Moreover, the determinant of the matrix

o 1 - 1
1 0 - E%m
(27)
]. Egno R 0
is
L i vk s /2
m! € ¢ Hjaka
a=1
so that
o 1 - 1
NN/ 1\1 0 - &,
(™) = — 28
=5(=) () | 2 2 @)
1 2, - 0

We can show that the inverse metrics can be explicitly defined by the volume of

the simplex that is
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Theorem 1. The inverse metrics is explicitly defined by

- - 6]0g[)2(0m) g Q(O’T)Al
g7 = (oY —1 0 ’ 2
9 ( ) 6@]» + m222(oc™) (29)
Proof: From (23)) it is
G = ANij
r
where I is the determinant of the matrix
o 1 --- 1
1 goo - gom
. . . . (30)
and A;; is the co-factor of g;;.
From
1\2
2 my __
2%(c™) = (m!) r
by assuming {Efj i—o as independent variables we get
0 1 o o1
1 0 a2,
A2 (™) INT /LN | e
o, ::F(_z) (m!) 2o 0 1 0 (31)
12, 0
0 1 1
1 0 2,
m—1 9 9
1 1 L 1
=F|- (D)™ 1 Gy 0 o G| = D
2 m' 2 ’ 2 ’ m'
L o o o Gam
1 2o .. 0
so that
~ij 1 8(22(0'm) - _Blog (22(O'm)
T 2oy o2, T e,
follows.
When i = j it is
0 1 1
T goi-1 o+l
Ny = (—1)% Y Y = — D2+ 2?0
=1 T gic1i-1 G141 (m—1) (o73)
1

GJit1,i—1  Git1,i+1



Self-similar Hierarchical Regular Lattices

being (2(c™;) the volume of the (m — 1)-face of ¢ in front of the vertex V.

Thus we have

Fm—1)P207) Q40
Fm)222(0™) m202(o™m)

~il __

Let h; be the distance of the vertex V; by the opposite face wo™;
hi = dist(V;, ™)
the volume 2(¢™) of 6™ can be computed as
1
Q™) = mhiQ(U”}) Vie{0,...,m}

so that the inverse metrics for ¢ = j reduces to

Let us define with n* the normal vector to the face aﬁ:

Caer
n' =< he’ .

The covariant components of this vector are

It is also ‘
nzk: _ hing :
in fact,
m 2(.m
ng]n = h; Zéz k]:h~kz__ (0 )610g0 (U )

Q0™ o,

32

So that we can write:

or, by taking into account (23)),
. m2(c™) -
n' = 0%e’
B

- (J’E) e'mﬂ(am 892
= m0em® (om) m 2

52

J;ﬁz

o S 1
It can be easily seen that < n’,n’ >= h(Qi) <ehe'>= _ gi=1
(12
Moreover, the boundary theorem holds

233
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Theorem 2. Let 0" the face opposite to the vertex V; and n’ the normal vector,

it 18:

and

6 Simplicial Inequalities

This section deals with some inequalities on simplices.

a) m =1 : For each 1-simplex with vertices V;, V;, the condition
G =<V;=Vi,V; = V; >>0

holds.

(39)

(40)

b) m =2 : For a 2-simplex o2 with vertices V;, V}, V4, equation ({0)) must be
fulfilled together with £2%2(c?) > 0, where £2(0?) can be expressed in terms of

edge lengths as
2%(0%) = plp — Lij)(p — L) (p — Lir)
with p = § (Cij + Lk + i)

There follows,
1\2
2/ 2\
2%(c°%) = <2!>

with ¢; i = %(ﬁfj + E?k — E?k) = ¢ kj. Thus we have

2 .
Eij Ci,jk

>0
ciki U

&2]&2;9 — sz,lcj >0 =4 Ez]llk > Cikj <~ E?k > (fz] — Elk)z
so that €;, + f3 > €;;. With a permutation of the indices i, j, k we get
Cij + i > Uy

Ejk + b > fij
Lig + Lij > L,

(41)
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c) m =3 : For a 3-simplex o2 with vertices Vg, V4, Va, V3, the conditions

G,>0 , 2%(6°)>0 , 2(c°)>0

)

for each 1, j, k so that

1 3, coi2 coas
Q(O’S) = (3'))2 Co,12 €(2)2 0,23 | > 0 (43)
’ co1s coos i3

It should be notice that the condition (o) = 0, defines the boundary of an
open set D in the space of {E -} such that if

{YeD = {nf;}eD , VneRy . (44)

d) m > 3 : Given the m-simplex ¢, the edges {E .} belong to the convex set
D defined by the inequalities (@), (IZZD @3)) and

6(2)1 PR 0071m
m 1 Co,12  *r Co2m
Q™) = e e 0 . (45)
CO,lm cee f(z)m
Also in this case, it is
{ﬁ}eD = {né}eD VneRy . (46)

so that the edges are homogeneous function.
The volume of the m—simplesso, is an m-degree homogeneous function:

. . 1 m 1 3 p o m
2o o) == () () X emaeet TTot,
T ikm a=1
=" (A 0)

and, according to the Euler theorem,

> (%2 o™ {€5}) = m (™))

,7=0

so that ,
)%
]Zo gw _(22 om) 862 =m . (47)

or taking into account Eq. (29) Z 139” = —m. by deriving both sides:

2 2 2(
1 89 Zzzalog() ):O

22(gm aegh 002,02,
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and using Eq. (29), we get

0%log V2
~kh 2
gw =+ Cij : (48)
;0 i 002,082,

By deriving ([29) and comparing with (@8]

that is

. . 1 ., . L
being §!hgh)i = 2(§’h§]k + §"§™). There follows that

15 1 L
agf:—<2)mm%’ (50)
ij

where n” is the normal vector to the face o™ opposite to V}, and n} e n* are

its affine components. In fact, according to (B8] there results
8nk 6 ~hhy—1 %h
2 T a2 [(g ) 25k}
ez, ol
L, pnson i<
==, (@) 72"y =

—[6R(g"™) 2] (3" 2] [g" (g 2] =

= —ngn'n’

7 Self-similar Lattices

In this section some examples of self-similar (scale-invariant) lattices will be
given and it will shown that they can be defined by a conformal map of the
affine metrics. A self-similar function f(x) is such that f(uz) = p® f(x) . In the
following we will give some self-similar maps defined on 2-simplices.

7.1 Omothety
Let us consider the 2-simplex 0 = {A, B, C} the map (Fig. [l
{A, B, C} = {A, B, C'}
is such that nc = £n¢r. This is a scale invariant map since there results

giB = )\(?4/3/ 5 (0 S )\).
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Fig. 1. Omothety map

Fig. 2. Fundamental map for the Sierpinski gasket

So that when A < 1 we have a contraction, and a dilation when A > 1. Due to
the invariance of the vector n¢, according to (B3)), it is also

ej c
e =)Xe” , e =e° , e =e

Thus according to ([4) the metric g;; of the transformed simplex is given by a
conformal transformation: g;; = Ag;; and from Eq. @3) 2(c™)" = £A"2(c™).
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Fig. 3. Sierpinski gasket

Fig. 4. Husimi Map

7.2 Sierpinski Gasket

The sierpinski gasket, also known as Pascal triangle, can be obtained as a com-
bination of omothety map (Fig. ) the iterative map will generate the know
fractal-shaped curve (Fig. B)).

7.3 Husimi Cacti

As a last example let us consider the map of Fig. @l which apply a simplex into
a counter-oriented equivalent simplex:

(c™) =-0™ ., [A B, Cl=IA C, B].



Self-similar Hierarchical Regular Lattices 239

Fig. 5. Husimi cacti

Also in this case the direction of the normal vector is scale-invariant, it changes
the orientation. By iterating this map we obtain the Husimi cacti [5] of Fig.
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Abstract. One of the main success factors of the business IT infrastructure is its
capacity to face the change. Many companies are defining its IT infrastructure
based on Service-Oriented Architecture (SOA), which promises flexibility and
efficiency to face the change by reusing and composing loosely coupled ser-
vices. Because the actual technological platforms used to build SOA systems
were not defined originally to this kind of systems, the majority of existing
tools for service composition demands that the programmer knows a lot of
technical details for its implementation. In this article we propose a conceptual
modeling solution to both problems based on the Model-Driven Architecture.
Our solution proposes the specification of services and its reuse in terms of plat-
form independent conceptual models. These models are then transformed into
platform specific models by a set of Model-to-Model transformation rules, and
finally the source code is generated by a set of Model-to-Text transformation
rules. Our proposal has been implemented with a tool implemented using the
Eclipse Modeling Framework using QVT and Mofscript model transformation
languages.

Keywords: Modeling, UML, Service Oriented Architectures, Web-engineering.

1 Introduction

The actual business environment, of high pressure and competition, forces the com-
panies to be efficient and flexible in every aspect of its operation. These efficiency
and flexibility is also needed in his IT infrastructure, an important factor that influ-
ences its capacity of change and adaptation. For this reason, many companies are
defining its technology infrastructure based on the Service-Oriented Architecture
(SOA) [1], whose main promise is reuse. This is achieved defining the different busi-
ness processes as reusable services. The assembly of these services (its choreography)
is the way that reuse is achieved.

Different programming models exist to implement reuse in SOA environments, all
of them based on the composition of Web services. Although many technological
implementation options have been defined (WSFL[2], BPML[3], BPEL[4]), many

D. Taniar et al. (Eds.): ICCSA 2010, Part II, LNCS 6017, pp. 241-236] 2010.
© Springer-Verlag Berlin Heidelberg 2010
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business continuing using the platforms of traditional programming languages (such
Java [5] or .NET [6]). Because in their original definition these platforms were not
designed with specific abstractions (instructions or statements) to Web services com-
position, its definition is accustomed cumbersome (defined using complex libraries or
standard APIs), with a lot of technical details that difficult the programmer work and,
in consequence, diminishing its capacity to obtain flexibility and adaptability.

This is not a new problem. Since the beginning of electronic computation, the pro-
gramming languages have been designed having in mind the hiding of low technical
details. Although these languages raised the level of abstraction, they still have a
“computing-oriented” focus [7]. In other words, they continue expressing concepts in
the solution space. In the other hand, raising again the level of abstraction using ab-
stractions defined in terms of the problem space can address the platform complexity.
This is the promise of the Model-driven Engineering (MDE) [7], in which the models
play first class citizens role.

In MDE there are two basic actors: (1) Domain specific languages (DSL), that
define abstractions, relationships and constraints used to construct models for the
specification of the space problem and (2) Transformation rules (TR), which define
correspondences from the models to software components in the solution space.

From the point of view of the presented problem, we believe that applying MDE in
SOA programming environments could be an effective way to improve the work of
the designer. In this context, some model-driven solutions exist to generate Web ser-
vices and its composition in a semi-automatic way [8]; others are similar to the con-
ceptual framework defined by the Web Services Architecture (WSA — [9][10]) and
others use UML profiles [11] based on WSDL ([12][13][14]).

With these approaches, the promises of MDE (such full generation of the imple-
mentation from the models and model validation) are difficult to achieve because in
some cases their models are not established with sufficient details (they have some
lack of semantics). In others, the model follows a code visualization approach [15]
because it represents specific technology (for example, WSDL) with a level abstrac-
tion similar to code. Complexity is another fact to take into account. Because many of
the conceptual frameworks designed to specify SOA environments try to capture all
the characteristics, they have many model elements not useful in the specification of
practical solutions. Some of them only define the first actor of MDE, the DSL, but
they do not define the second actor, the TR.

On the other hand, the reuse in SOA is mainly defined in terms of composition.
This implies the definition of operations in a new service as an orchestration of opera-
tions calls from other services. From the modeling point of view, the specification of
the orchestration has been done using dynamic models (mainly expressed as UML
Activity diagrams [16]) forgetting the structural aspects. Some technological
approaches are based taking into account the structural concerns (such Service
Component Architecture — SCA of IBM and Oracle [1]) but in the field of conceptual
modeling have not taken this into account in their models.

We consider that structural and dynamical models could be used to define a more
complete reuse specification in Web services. With this couple of models, the full
code generation task could be also possible. Based on the Model Driven Architecture
(MDA) approach [17] this work introduce the following contributions: (1) two mod-
els (a Service Model and a Dynamic Model for Service Composition) which allow
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us to specify the structural and dynamic aspects of reuse in Web service by using
aggregation/specialization relationships with a precise semantics, defined using a
multidimensional framework [18] (2) a set of TR, defined to obtain the equivalent
software artifacts which corresponds with the technological implementation of these
models in Java [19] and BPEL [20] platforms and (3) an application of the Web ser-
vice reuse in the Web Engineering field.

This article is organized as follows: section 2 gives an overview of the MDA ap-
proach which defines the model to code strategy in which our proposal is based; sec-
tion 3 explains details of different platform independent models which capture the
structural and dynamic aspects in services; section 4 explains the model to model and
the model to code strategy and finally section 5 gives conclusions and further work.

2 The General Development Strategy

The MDA approach is a software development strategy in which the system is de-
scribed in terms of models. Each model is an abstraction of the system from a
different point of view and is used in different stages: to capture the requirements of
the system, a Computational Independent Model (CIM) should be defined; to describe
the system from a technological independent viewpoint, a Platform Independent
Model (PIM) is defined; and finally to describe the system from the technological
point of view, a Platform Specific Model (PSM). Each one of these models needs to
be specified using a model specification language (or a metamodel). In MDA
there are two main approaches for this task: UML profiles[11] or the MetaObject
Facility (MOF) [21].

In addition to the models, MDA establishes mapping strategies that enable trans-
formations between them. These mappings transform more abstract models (CIM or
PIM) into less abstract models (PSM). The transformation is defined using some
model transformation language (QVT[21], ATL[22], UMLX][23], BOTL[24]). This
model transformation task is called Model2Model [25]. Once the PSM models are
obtained, a final code generation strategy needs to be defined to generate the final
code. This kind of transformation is called Model2Text (or Model2Code [25]) for
which several approaches exist (Velocity [26], XDoclet[27], AndroMDA[28], Mof-
Script [29]). The most common is using templates.

Based on the MDA strategy we define PIM and PSM models for service modeling
using a MOF approach. A set of Model2Model and Model2Text transformations were
also defined. The Model2Model transformations were specified in the QVT language
and the Model2Text transformations in the MofScript language.

3 Method Overview

The structural and dynamic aspects of the services are specified with two PIM mod-
els: a Service Model (hereafter SM) and a Dynamic Model for Service Composition
(hereafter DMSC). Fig. 1 shows how these models are related each other. As vertical
arrow shows, each one of these models is transformed to a PSM model.
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Fig. 1. MDA strategy for service conceptual modeling

Selecting Java, Axis framework and WS-BPEL as examples of technological plat-
forms we define PSM models for them. Because these technologies are large and not
all of their constructs needed to implement our PIM models, we define PSM models
that include only a subset of the technological platforms needed to generate the soft-
ware artifacts for the implementation. The horizontal arrows between the PSM
models show that both PSM models are interrelated to generate the final code. The
knowledge captured in each one is complemented with the knowledge captured in the
other model. In this way a full and operative implementation is generated by a set of
transformations of the models to code. After that, common compilers are used to
obtain the final executable code. The PIM and the PSM metamodels are defined fol-
lowing the MOF approach. In next sections they are introduced and explained.

3.1 Service Metamodel

The Service metamodel defines the PIM. The metamodel has been organized in four
related packages: (1) the Foundation package, that includes the basic metaclasses of
the metamodel. It also includes metaclasses for the data types; (2) the Structural
package, that includes metaclasses needed to establish aggregation/specialization
relationships between services; (3) the Dynamic package, that includes metaclasses to
specify the behavior of composite services and (4) the Management package, which
includes metaclasses to organize the services in cohesive groups of services. For
space reasons only the Foundation package is explained next.

3.2 Foundation Package

This package includes metaclasses used by other metaclasses in the metamodel. The
package is organized in two sub-packages: the Kernel and the Datatype packages. The
Kernel package (Fig. 2) includes metaclasses designed to represent the produced and
consumed functionality of the application. This functionality is given by Services that
include operations and parameters. The produced functionality is represented by a set of
Own-services. The consumed functionality is represented by a set of External-services.
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Fig. 2. The Kernel package

We have made this classification because each one has different considerations for
service reuse. The basic reason is that in the first case, there is not control over the im-
plementation of the services so the application depends only in the interface definition.
In the second case, the application knows both.

Considering the software architecture of the application, the Own-services can be
defined in two ways: as a view of the business objects operations (from the business
layer) and by composition of the public operations from other own or external ser-
vices. On the other hand, the Exfernal-services are included in the model by
importation based on their interface. For example, if the consumed functionality is
implemented by Web services and their interface is defined using WSDL, then a Text-
to-Model importation process will be needed. Each service has one or more access
point called Ports. Each port can have one or more operations of the following types:

e One-way: an asynchronous operation in the service invoked by a client that
does not return a value.

e Notification: an asynchronous operation invoked by the service on a client
that does not return a value.

¢ Request-response: a synchronous operation in the service invoked by a client
that returns a value.

e Solicit-response: a synchronous operation invoked by the service on a client
that returns a value.

The DataType package includes metaclasses for the data types used by other model
elements (parameters and return values).

In order to illustrate the application of the Model Service, we are going to use in
the conceptual modelling of the Yahoo! Shopping Web application (Fig. 3) [30]. This
is an electronic shop where different merchants offer their products. Yahoo! Shopping
plays the role of intermediate (like an agent or broker) between the merchants and the
clients. The client can search the catalogue of products and select the best. Then the
client is redirected to the Web site of the final merchant to buy the selected product.
Yahoo! Shopping offers to the developer a Web services API [31]. With this API, the
developer can build applications that consume the functionality of Yahoo shopping.
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Fig. 3. The Yahoo! Shopping Web application

The set of Web services offered by the application is an example of Own-services.
The Service Model is shown in Figure 4. The model, only an excerpt, shows the fol-
lowing services:

ProductSearch: which allows searching product offerings.
MerchantSearch: which allows retrieving data on a particular merchant or set
of merchants.

e CatalogSpecs: which allows getting details of a product.

e UserProductReview: which allows displaying user reviews about a particular
product.

The model also includes the input parameters and the return value of each operation.

3.3 Web Services Structural Relationships

Once the SM includes the different services, the other possibility is to define new
services (and consequently new functionality) from them. This new functionality will
be given by a new Own-service built from the other own or external services. For the
complete specification of this new functionality two complementary aspects are con-
sidered: structural and dynamic aspects. In the structural aspects, the binding and
communication characteristics are captured using aggregation relationships between
services. In this case, a new Own-service is defined by composition with other
services. The relationships are defined in a precise way complementing the model
with a set of properties based on a multidimensional framework. In addition to these
relationships, specialization relationships are also defined. In this case, the
relationship is established between a base service and a new derived Own-service.
The basic idea is that the operations in the base service are specialized in the derived
service and also new operations can be added in it.

Following with the Yahoo! Shopping web application, when the client search the
catalogue for a specific product then a set of potential merchants with information
about the price and a link to its web site is shown (Fig. 5). The client select the best
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price and use the link to transfer the navigation to the web site of the merchant to buy

the product.

Some of the merchants are providing Web services APIs to interact with their
applications (Amazon[34] , eBay[35]), so we believe that Yahoo! Shopping web ap-
plication could be improved in these cases if it uses these APIs to allow the client to
buy directly the products from it. In this way, Yahoo! Shopping could be act as a
facade application to this kind of merchants and also could be an additional business
to Yahoo! because many of these merchants offer gains to the clients which use this

selling channel.
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Fig. 6. Business classes in Yahoo! Shopping

In order to show our proposal we show an excerpt of the business classes (with a
UML class Diagram) of Yahoo! Shopping (Fig. 6).

We propose to include a General Cart business class to represent the shopping cart
where the user will put all the articles that he wants to buy from the catalogue. After
that, he will go to check out and depending on the kind of store, he could pay directly
to the store (in the case it has a Web services API to communicate) or he will be
transferred to the Web application (if it has not Web services API) to pay.

The General Cart is an aggregated object that includes two specific kinds of carts.
The first one is for representing an external cart (ExternalStoreCart). Each one of
these carts is for a merchant with a Web services API. The second one is to represent
an optional internal cart (OwnStoreCart) for merchants who do not have a Web ser-
vices API. While the user is selecting the different products in Yahoo! Shopping he is
putting it in the General Cart. The General Cart has the responsibility of selecting
which kind of cart the product will be put depending on if the merchant has or does
not have a Web services API.

The functionality of the General Cart could be also exposed as a service and there-
fore the SM needs to include it (Fig. 7). The GeneralCartServ and the OwnStoreCart-
Serv are included in the SM as Own-services. The ExternalCartServ is included as an
External-service for the cart of a merchant with a Web services API. The General-
CartServ will be a composite service containing as component services the OwnSto-
reCartServ with a static relationship because the internal cart will be unique for all the
merchants without a Web services API; and the ExtStoreCartServ with a dynamic
relationship because it will be selected using dynamic service selection depending on
the product.

The OwnStoreCartServ is a view of the OwnStoreCart business class and the
ExtStoreCartServ is a set of external services imported into the SM from their inter-
face definition.
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Fig. 7. The General Cart Service in the SM

The ExtStoreCartServ is defined as an abstract service (an abstract class), so the
specific external services need to be defined as concrete services. Each one of these
concrete services will be a service of the mentioned merchants, they are imported to
the SM by a Text2Model process. This process is defined in such a way that adapts the
original interface of the external service to the interface definition in the
ExtStoreCartServ (with these operations: create(), addProduct(), modify() and pay()).
For example, figure 7 shows two imported services (concrete external services) for
Amazon and eBay.

In addition to importing the concrete services, the SM requires a selection mecha-
nism that allows the designer to specify which one of the external cart service use,
depending on the product that the customer choose. This mechanism is implemented
adding a facade class into the SM (Figure 8) including an operation used by the de-
signer to select the concrete service. In the model this operation is defined by
OCL language and includes a condition (as a formal parameter of the operation) initial-
ized from an expression. As we will show next, this expression comes from used
variables in a composite operation definition in the Dynamic Model for Service Com-
position model.
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Fig. 8. The dynamic mechanism of dynamic services in the SM
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3.4 Service Specialization

Other mechanism available in our proposal is to reuse service functionality by service
specialization. This is a relationship between an Own-service or External-service
(called the base service) and a new Own-service (called the derived service). In this
new service some of the operations are specializations of the base service. We based
our proposal in the work of Kristensen [36], which defines the attributes and opera-
tions of a class as properties. In our SM we only have operations as properties, so we
define the specialization in their terms.
Following Kristensen[36] four specialization relationship cases are implemented:

e Intherited property: the operations in the base service are inherited in the new
Own-service. With this relationship the operations from the base service are in-
cluded in the operations of the derived service.

e Modified property: the operations in the base service are refined in the new de-
rived service. If the base service is an External service, the refinement is different
than in the case of an own service, because in the first one is not possible to have
control in their implementation so the operation definition can not be modified,
however it could be extended.

This case includes two variants:

®  Refinement of the signature: in which the signature of the operation in the base
service is refined including one or more additional parameters. The base ser-
vice can be own or external. Following the Open-closed principle [37] the new
operation only adds behavior to the original.

e Refinement of the operation logic composition: this case applies to operations
defined previously in an Own-service. This refinement is carried out by two
mechanisms: (i) Identifying in the operation base service virtual steps (using
the <<virtual>> stereotype). These steps can be refined in the derived service
operation; and (ii) Including additional steps in the operation logic of the base
service.

e New property: in this case a new operation is added in the new derived Own-
service. The base service can be an Own or External service.

e Cancelled property: in which the derived Own-service would not include one of
the operations in the base service. We do not consider useful this case.

3.5 Service Specialization Metamodel

The metaclasses for the specialization of services are included in the Kernel package
of the service metamodel (Fig. 9). Because the specialized service is an Own-service
the derived service (ODerived-service) metaclass is a subclass of the Own-service
metaclass.

There are also metaclasses for the base and derived services. Because the base ser-
vice could be an Own or External Service, the metamodel includes two metaclasses:
the metaclass OBaseService (subclass of the Own-service metaclass) and the meta-
class EBaseservice (subclass of the External-service metaclass).
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Finally, the specialized service (ODerived-service) has one and only one of the
base service (OBaseService or EBaseService). This constraint is implemented by a
OCL restriction included in the service metamodel.

3.6 Dynamic Package

The logic of each one of the composite service operations is specified with a Dynamic
Model for Service Composition (DMSC). The DMSC is an UML 2.0 Activity Dia-
gram in which the actions define different control steps and operation invocation of
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the component services operations. Both, the SM and the DMSC, are complementary
views that later are used to generate the implementation code of the new service.

Following with the Yahoo! Shopping!, a DMSC is designed for each one of the
own service operations. Focusing only in the the GeneralCartServ.addProduct() op-
eration (Figure 10), this is a One-way operation that add products selected by the user
in the General Cart of Yahoo! Shopping. In the operation definition it is verified if the
product store has a Web services API. Depending on this condition, the product is
added to an own or external store cart. The operation also verifies if the own or exter-
nal cart exists, if the cart does not exist then a new car is created. In the case of an
external store cart a dynamic service selection is needed.

4 Automatic Code Generation

In order to automatically generate the code from the previous models, we have de-
fined a model transformation strategy based on the Model-driven Architecture (MDA)
framework [17]. Starting from the SM and the DMSC models, as Platform Independ-
ent Models (PIM); and defining Platform Specific Models (PSM) for Java, Axis [38]
and BPEL technological platforms; a set of model transformations were defined. The
following section presents the general strategy.

4.1 General Strategy

The general code generation strategy consists of three basic transformations:
(1) Model2Model, which transforms the PIM models to PSM models; (2) Model2Text,
which transforms the PSM models to Java and BPEL source code and finally (3)
Text2Binary, which generates the final binary code.

The input and output metamodels for the first transformation (Model2Model) were
defined using the Eclipse Modeling Framework (EMF) [39]. The transformations
from the PIM models to the PSM models were defined using the Query-View Trans-
formation (QVT) language [40] (Fig. 11).

Barice Model DMSC
PILL PIM
(EMF-Ecore) (EMF-Ecore)
QVT Transfarmations
Tava ATCLS Model EFEL Model
EM PSM
(ERMF Ecors) (EMF Ecors)

Fig. 11. The Model2Model general transformation strategy

The second step of the general strategy defines a set of Model2Text transforma-
tions, based on templates, from the PSM models to source code. The input of these
transformations includes: a Java-Axis PSM metamodel; a BPEL PSM metamodel and
a set of templates, which are mixed with the previous metamodels to generate source
code for the mentioned platforms. The Java code generated is then compiled with the
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Java compiler using the Axis framework and the BPEL code are installed in an appli-
cation server that executes the final code.

4.2 Model Transformation Scenarios

The general code generation strategy has been organized in four transformation
scenarios:

o Importing external services: which defines the importation from their interface of
the external services to the SM.

e Generating own services as operation views: in which a first transformation gen-
erates an Own service from the operations of a business class. A second trans-
formation generates Java classes for the skeleton of the own service and the
WSDL interface.

o Generation of aggregated and composite services: that considers the SM and
DMSC as the input of a set of model transformations to the BPEL platform, which
implements the composite Web service. Additional code for specific technological
details of the selected platform is generated.

o Service specialization: which includes the code generation strategy of a service
specialization. In a first model transformation the base service and the derived
service are transformed into a composite service using the Decorator pattern [43].
The composite service generated is then transformed using the third transforma-
tion strategy.

Because space reasons we briefly explain the first scenario. This scenario is imple-
mented in three steps. In the first step a SM PIM from the external service is obtained
by a Text2Model process. In the second step, the SM PIM is transformed in two PSM
models by a set of Model2Model transformations: one for the Java and the Axis plat-
forms and other for the facade classes. In the third step the final source code is gener-
ated from the PSM models obtained in the previous step following the next
Model2Text algorithm (expressed in natural language):

For each port of the stub generator:
a. Generate a Java facade:

1. Generate the support classes (for Java RMI and
exceptions) and Java

attributes.

2. Generate the class constructor with support
code to access the ports.

3. Generate the access code to each one of the
external service operations.

4. Generate the infrastructure support code.

b. The stub classes are generated from the attribute
values of the stub generator using the wsdl2java tool.

As an implementation example of this scenario, the Service-PIM of the AmazonCart-
Serv is transformed into the SM-PSM of the Fig. 12.
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Fig. 12. The Service-PSM of the AmazonCartServ in the EMF editor

Finally, an example an excerpt of the generated code is shown in Fig. 13.

package lmazonh:

import java.rmi.RemoteException:
import Javax.xml.rpc.ServiceException;

public class AmazonartierviNIECommerceServiceFortTypeFacade

private AmaronCartSery Service ® new AmazonCartServLocator():
private AVSECcmmerceServicePortType port:

public AmazonCartiecvAVIECommkceServicePortTypeFacade () throws SecviceException

initPore ()
i

public void create() throws RemoteException
{

port.oreate () ;

)

public void addProduct [Carcidd product) throws RemateExceprion
i

pore. addProduce (produce) ;

)

public void modify() throws RemaceExcepcion
i

port.modify ()

)

private veid 1RitPort(] throws ServiceException

t

POLT = service.getAVSECommercedervicePortType(l:
1

Fig. 13. The generated code for the AmazonCartServ

5 Conclusions and Future Work

In this article we have presented a conceptual modeling solution based on the MDA
framework to the specification and automatic code generation of services and its re-
use. With this approach, the programmer focus his work in the specification of the
functionality, as services; and its reuse, using aggregation and specialization relation-
ships between services; instead of focusing in the technical details of the platforms.

We have implemented our solution using the Eclipse EMF framework and the
QVT and Mofscript languages. Our tool is implemented using Borland Together Ar-
chitect 2007 Eclipse version.

As a future work we have to resolve the problem of the dynamic service selection
implementation. The actual service oriented platforms do not offer technological
facilities for its implementation. For example, the link to component services is fixed
in BPEL and is not possible (at least in the original BPEL definition) to change in
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runtime. We believe that this problem could be solved with the implementation of a
technological framework that offers this functionality, but we have not fully imple-
mented this idea.

Other issue we need to resolve is the construction of a graphical modeling editor.

Though the EMF automatic editor has been enough for testing our proposal, the con-
struction of bigger models is difficult and error prone with the default editor. This is
another aspect that we are going to try in our next research work.
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Abstract. Recently, it is one of the most challenging fields in software
engineering for embedded software development, since the advancement of
embedded technologies has made our life increasingly depend on embedded
systems and increased the size and complexity of embedded software.
Embedded software developers must pay attention to not only performance and
size but also extensibility and modifiability with a view to the complexity rising
of embedded software. Besides, one of the characteristics of mobile embedded
software is that they are context dependence with crosscutting concerns.
Therefore, how to provide a systematic approach to modeling the mobile
embedded software, especially on the crosscutting between the sensor, context
and reactive behavior, has become an emerging issue in present researches. In
this paper, we propose an aspect-oriented modeling process and notations
extended from UML for mobile embedded software modeling to deal with the
context dependence among sensors and their corresponding reactive
functionalities. For the aspect oriented modeling process, the aspects modeling
process is provided to separate the concerns of the mobile embedded software.
Meanwhile, the extended notations with meta-model framework under class
diagram, sequence diagram, and state machine diagram are depicted to facilitate
the aspects modeling on structural and behavioral perspectives, respectively.
Moreover, a Female Anti-Robbery System is used as an illustrative example to
demonstrate our proposed approach.

Keywords: aspect-oriented technique; embedded software; mobile software.

1 Introduction

Traditionally, an embedded system is a special purpose computer (or microprocessor)
that is designed and used inside a dedicated device for a particular objective with
simplified hardware and primitive software. In recent years, however, because of the
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advancement of embedded technologies has made our life increasingly depend on
embedded systems and hardware grows rapidly, and thus, increased the size and
complexity of embedded software [9][27]. There are more and more products such as
intelligent mobile phone, car equipment or computer peripherals, which have evolved
from single-chip microprocessor to complicated processor containing various
peripherals and a small operating system [23]. Besides, embedded software developers
must pay attention to not only performance and size but also extensibility and
modifiability. In order to decrease the complexity and increase the quality and
reusability of embedded software, therefore, how to provide a systematic approach for
embedded software development becomes one of the most challenging fields in
software engineering [15] [22].

On the hardware, resources of embedded system are limited, and need to be
supported by various devices such as camera, RFID and other sensor equipments
emphasized in higher performance and reliability [11]. In virtue of the rapidly growing
of hardware and complexity of software, however, more and more researchers have to
put much emphasis on early stages of development, and to that end, the software
development and modeling become more and more important for the development of
embedded software [11][17][25].

Dynamic context is one of the characteristics of mobile embedded systems pointed
out from [3][11]. The context here means the status of the environment in which the
system is operated. Since the location moving on the mobile embedded device is
occurrence frequently which causes the status of the environment to change
corresponding to the movement, therefore, the behavior of the embedded system is also
provided the reactions responding to the environment converted. That is what we say
the behavior of the mobile embedded software is dynamic context dependence. For
example, the lamp senses the dark and then turns on the light or the handheld device
launches the guiding system after the holder enters a museum [2], etc. Kishi and Noda
[11] pointed out how to provide a systematic approach to modeling the mobile
embedded software, especially on the crosscutting between the context, sensor and
reactive behavior, has become an emerging issue.

Numerous approaches [6][7][25][26] had been proposed the aspect-oriented
technique for modeling real-time or embedded system, but few of them tackle the
crosscutting concerns in the context dependency and lack of providing a systematic
process to integrated aspects in the software development processes. In this paper, we
attempt to propose an aspect-oriented modeling process and notations extended from
UML for mobile embedded software modeling to deal with the context dependence
between sensors and their corresponding reactive functionalities. For the aspect
oriented modeling process, the aspects modeling processes are provided to separate the
concerns of the mobile embedded software. Meanwhile, the extended notations with
meta-model framework under class diagram, sequence diagram, and state machine
diagram are depicted to facilitate the aspects modeling on structural and behavioral
perspectives, respectively

The remainder of the paper is organized as follows: In section 2, we give a brief
introduction to aspect-oriented technology. In section 3, we point out our proposed
approach on modeling mobile embedded software with aspects and depict the
development process for our proposed approach. In section 4, a female anti-robbery
system (FARS) served as an illustrated example to demonstrate our approach and the
related work is summarized in section 5. We conclude our work in section 6.
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2 Approach for Aspect-Orientation

Aspect-oriented software development (AOSD), an emerging development approach,
is aimed at promoting improved separation of concerns and increasing
comprehensibility, adaptability, and reusability by introducing a new modular unit,
called aspects [5][10][27]. It can help us ameliorate modularization by encapsulating
crosscutting concerns in separate modular units through the aspect-oriented software
development.

2.1 Separation of Concerns

Because of the software functionalities growing greatly, the dependency between the
software modules is getting complicated and becomes difficult to understand and
maintain. It can help us to identify, encapsulate, and manipulate the complicated
software by separating of concerns [12][19][20]. Methods of the separation of concerns
could let designers just focus on one concern which they want to analyze or understand
the relationships between concerns and become easier to realize and model the whole
system. Korpipdd [12] pointed out that the main advantages of separated concerns are
(1) managing the complexity and enhancing the understandability and traceability
throughout the development process to the software; and (2) minimizing the impact of
change by proposing encapsulation of different concerns in separate modules.

However, some concerns cannot be separated from the system easily. For example,
slogging and security may be occurred in different modules of the system. This
concept is called crosscutting concerns. Crosscutting concerns are those that cannot be
modularly represented within the selected decomposition [8]. Consequently, their
elements are scattered (one concern is spread in several modules encapsulating other
concerns), and fangled (multiple concerns are mixed in one model), together with
elements of other concerns [4][20].

2.2 Aspect-Oriented for Crosscutting Concerns

In AOSD, a new unit for modularizing mechanism called aspects is used to deal with
crosscutting concerns problem [14][21][27]. One of the main elements of an aspect-
oriented programming is the joinpoint model. The join point describes the “hooks”
where enhancements may be added to determine the structure of crosscutting concerns.
The patterns that specify the set of join points intercepted for a given application are
called as pointcut. The implementation of a crosscutting concern in an aspect module is
named advice. The composition process that injects aspects (or advices) into the join
points specified at the point cuts is known as weaving process. The aspect system can
implement the weaving at compile, load or execution time [1][20][24][25].

Since scattering and tangling problems normally appear throughout the
development process, AOSD promotes the separation of crosscutting concerns at every
stage of the software lifecycle. Moreover, the explicit representation of crosscutting
concerns from the early stages of software development would help us to reason about
the modularization of an application design [19].
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3 Aspect-Oriented Process and Modeling Notations for Mobile
Embedded Software

A number of concerns in mobile embedded software design have the crosscutting
relationships impact on the mobile embedded software model. These concerns
inherently affect several core modules and their internal modeling elements, like
action and context. Examples of crosscutting concerns in mobile embedded software
design encompass both internal and systematic properties, such as timing, context,
sensor, reaction, liveness, performance and other embedded properties (e.g., power
consumption). Without an explicit modeling of such mobile embedded properties,
designers cannot properly communicate with and reason about them and their
broadly-scoped effects. In this section, we present a meta-modeling framework to
support the modular representation of crosscutting concerns in embedded mobile
software. The framework is centered on the notion of aspects to describe these
concerns including the structural and behavioral aspect modeling extended from the
UML which is a de facto standard to the software modeling language.

3.1 Aspects to Embedded Software and Embedded Mobile Software

The principal role of the embedded software is not the transformation of data through
the abstract operational functions or procedures, but rather the interaction with the
physical world. Lee [13] indicates six characteristics of embedded software,
timeliness, concurrency, liveness, reactivity, interface and heterogeneity,
distinguishing to the conventional software applications. Besides, Noda et al. [17] and
Zhang [26] point out that the software size, computing performance, timing constrains
and dynamic context, etc. are the most important characteristics on the mobile device.
Meanwhile, those characteristics are crosscutting with the core functionality of the
embedded software each other. Therefore, inspired the point of view from Lee, Noda
et al. and Zhang, we propose, in this paper, the aspects to tackle the crosscutting
concerns on the embedded software and the more specification on the mobile
embedded software.

Aspects of embedded software are the common features that the embedded
software is inherited and those features will crosscut with the core functions of the
embedded software, and the aspects of embedded mobile software are special
concerns that identified from the particular embedded software. Three aspects of

Table 1. Aspects to Embedded Mobile Software

Aspect Definition

«Sensor aspect» This aspect indicates the various sensing device
receiving current data from the environment
sensor’s values.

«context aspect» Each context aspect delineates the various
statuses of the environment and the transition
condition between those contexts.

«reaction aspect» Reaction aspect defines the possible reactive
behaviors corresponding to the specific context.
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embedded mobile software, sensor, context and reaction are identified in our
approach showed in Table 1. Based on the concepts of the aspects of embedded
software and embedded mobile software, in this paper, aspect-oriented software
development process, structural meta-modeling framework, and behavioral meta-
modeling framework are proposed and delineated in the following subsections,
respectively.

In these metamodel frameworks, the white elements are simplifying defined in
OMG UML2.2 reference specification [18] and the purple elements are according to
aspect concept to be defined in the metamodel by this paper.

|Elemem |<]—| NamedElement |7
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ContextAspect

SensorAspect
ReactionAspect

| EmbeddedMobileSoftwareAspect ]
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+class

+ mEIhU‘IiI 1
Operation
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£ S anedAspen‘I—‘
Pointcut

Fig. 1. Structural meta-modeling framework

3.2 Structural Meta-Modeling Framework

Fig. 1 shows the structural meta-modeling framework with aspects for embedded
software and embedded mobile software. An element is a constituent of a model and
it generates the NamedElement that may have a name. RedefinableElement is
redefined in the context of a generation and NameSpace Feature declares a behavioral
or structural characteristic of instances of classifiers. Classifier describes a set of
instances that have features in common. BehaviorFeature and StructureFeature
specify an aspect of the behavior of its instances and a typed feature of a
classifier, respectively. Operation that is contained by Class is inherited from
BehaviorFeature [18].

Aspect defined in this framework is a kind of Classifier, and it is denote the
crosscutting concerns in the system. Aspect contains Advice that is a kind of
BehaviorFeature and implements the behavior of aspect. Pointcut is a kind of
StructureFeature and records the point of weaving. Advice could have three choices to
decide the strategy, that are After, Before and Around, respectively. Moreover,
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Fig. 2. Behavioral meta-modeling framework

Pointcut is composed by Joinpoint that actually contained by Operation. Weaving
element inherits the BehaviorFeature, and it is an abstract metaclass that weaves the
Advice into Operation. So, there are the navigable relationship between Weaving,
Advice and Operation.

3.3 Behavioral Meta-Modeling Framework

The behavioral meta-modeling framework shown in Fig. 2 is extended from the
sequence diagram metamodel to express the weaving interaction between objects and
aspects.

In Fig. 2, the Interaction is a behavior element that exchanges information between
two connected elements and contains Lifeline that is an individual participant element
of interactions. MessageEnd represents what could be occurred at the end of a
Message. A message typically associates two EventOccurenceSpecifications,
corresponding to sending and receiving events. A Lifeline element denotes the
EventOccurenceSpecifications at one of the entities involved in the interaction. An
ExecutionSpecification is the specification of the execution of a unit of behavior or
action that was execution. ExecutionOccurrenceSpecification represents moments in
time at which actions or behaviors start or finish. A MessageOccurrenceSpecification
is a kind of MessageEnd [18].
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AspectLifeline is a kind of Lifeline we extended to represent the aspects event
occurrence at one of the aspect involved in the interaction. WeavingOccurrence is
kind of ExecutionSpecification and it means the duration of weaving behavior.
Weaving is regard as a kind of Message to present the behavior between aspect and
core system and it has three kinds of weaving strategy named as Before, After and
Around. An aspect may have many advices, but an advice would correspond to one of
strategies that consist of after, before and around. Weaving and AspectLifeline are
composed in an Interaction.

3.4 State Machine Meta-Modeling Framework

Fig. 3 shows the state machine meta-modeling framework that can be used to express
the behavior of part of a system with aspects for mobile embedded software.

The model element StateMachine encompasses different types of transient vertices
and Region. State means a situation during which some invariant condition holds.
Transition means a directed relationship between a source vertex and a target vertex.
FinalState is a special kind of state signifying that the enclosing region is completed,
and Vertex that composes Region is an abstraction of a nod. A connection point
reference represents a usage of an entry/exit point.

AspectStateMachine including the Advice and Pointcut is composed by Weaving.
The Before, After and Around could notify the timing to execute the Advice, i.e. the
timing that executes in the (base) StateMachine to transform to Advice in the
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AspectStateMachine. The WeavingState is a kind of State to show the state in the
(base) StateMachine that means execute flow has transformed to
AspectStateMachine.

3.5 Aspect-Oriented Software Development Process

According to the structural and behavioral meta-modeling framework described
above, an aspects-oriented software development process for embedded mobile
software is depicted in Fig. 4. This process can be divided into two parts. The first one
is the requirements engineering including the functional requirements elicitation and
crosscutting requirements identification. The other one is system modeling which
comprises core system modeling and embedded software modeling with aspects.
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Requirements Elicitation— in this activity, the software requirements are elicited
through problem statements or documents provided by the customers, developers or
stakeholders. The requirements elicitation activity is the starting point of the software
development and can be realized by the core functions and other aspects.

Core requirements and crosscutting requirements identification — in this phase, the
core requirements are modeled by using the use case diagram to describe the system’s
functional requirements as well as the crosscutting requirements are identified to
provide the basis for aspects modeling.

Use case modeling — after the functional and crosscutting requirements are identified,
the use case model served as the core component of software requirements
specification are specified. Detailed scenarios of each use case are designated and
crosscutting relationship between use cases are pointed out.

Core concerns modeling — in this activity, the core functional concerns are identified
served as the basis for core modeling. The class diagram is used to model the main
concepts and corresponding relationships of the system.

Behavioral and state machine modeling to core concerns — in these tow activities,
sequence diagrams and state machine diagrams are used to delineate the system’s
dynamic interaction and state transition. These models could describe the system’s
behavioral perspectives.

Aspects identification of embedded software — in this activity, aspects are identified
according to crosscutting requirements described in CRT. Each crosscutting concerns
is the candidate aspects in the system. In this activity, designer can model the class
diagram with aspects according the structural metamodel framework which is extended
class diagram with aspects. If the target system is belonging to embedded mobile
system, the aspects of embedded mobile software are modeled followed by this
activity; otherwise, if the target system is not belonging to mobile software, the aspects
identification to mobile software activity could be skipped over.

Aspects identification of embedded mobile software — three kinds of structural
mobile aspects, context aspect, sensor aspects, and reaction aspect, are identified and
modeled in this activity by using the extended class diagram with aspects described in
section 3.2.

Behavioral and state machine modeling with aspects — in this activity, extended
sequence and state machine diagrams mentioned in section 3.3 and 3.4, respective, are
used to depict the weaving process between core classes and aspects to model the
system’s dynamic behavior.

4 Female Anti-Robbery System (FARS)

The FARS we used to demonstrate our proposed approach is mobile embedded
software that can provide the anti-robbery and anti-thief functionalities operated on a
smart phone with g-sensors and GPS device.

According to the aspect-oriented embedded software development process
proposed in section 3.5, the use cases model is specified firstly to represent the
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Fig. 5. Use cases diagram for FARS

system’s core functional and crosscutting requirements. The use case diagram of FARS
system is shown in Fig. 5. In this system, four actors are identified named Phone
Holder, G-sensor device, GPS device, and GSM device. The Phone Holder can set up
the system, restart system and perform the anti-thieving and anti-robbing
functionalities. Since the sending location provided by the GPS and GSM device are
the common part of anti-thieving and anti-robbing use cases, the Send location is
isolated as an use case through the include stereotype.

4.1 Aspects of Embedded Mobile Software on FARS

The whole model of the system of FARS is separated into two parts: core model and
aspects model. The core model presents the basic functionalities of the system, and the
aspects model specifies the embedded mobile software aspects. Aspects of embedded
software modeling are the general aspect for any kinds of mobile embedded software,
and the aspects of embedded mobile software are special concerns identified from the
particular embedded software.

In this example, we will concentrate only on the context dependency modeling of
embedded mobile software aspects. The core model contains three classes named
SituationHandling, SensorInfo, and ActionsHandling, which are crosscut among
contexts, sensors, and reactions using the «weaving» stereotype, respectively. We use
composite structure diagram of UML 2.2 for this modeling.

4.2 Structural Aspects Modeling on FARS

The structural aspect modeling is based on the aspects of embedded mobile software
analysis to model the corresponding crosscutting concerns, pointcut, advice, and
weaving relationships.

In this case, three aspects of context aspect named Normal Context, CaseJudgment
Context, and Abnormal Context are identified, and the aspects on context, sensor, and
reaction aspects are modeled in Fig. 6.
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Fig. 6. Structural Aspects modeling for FARS

Context indicates any environment in which the system is operated and includes
much information. We focus on anti-robbing subsystem to set three contexts for our
system. According to the mobile status, Normal context and Abnormal context is
depicted. And most of time, G-motion sensor need to detect the value and

CaseJudgment context is adding in.

In Fig. 6, we extend the operations of core functions with «join point» stereotype to
present the join point relation in AOSD as well as «advice» stereotype to present the
implement operations of advice. The weaving process is extended from the

dependency relations with «join point» stereotype.

For example, in this case, the SensorInfo class has a join point within the operation
getGValuew. When the getGValue operation is executed and triggered by the join
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point, the weaving process is activated and the corresponding advice getGValue
implemented in the G-sensor aspect is composed (static or dynamic) into the
SensorInfo class. The composite structure diagram is used to organize the structure of
those aspects; furthermore, the dynamic behavior is exhibited in section 4.3.

4.3 Behavioral Aspects Modeling on FARS

We use two models, sequence diagram and state machine diagram, to specify the
behavioral perspective for a mobile embedded software modeling with aspects. The
sequence diagram is used to depict the interaction relationships among the core
function objects as well as the weaving relationships between the core function object
and aspect. The state machine diagram is used to present the internal states and
transitions of an aspect object.
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Fig. 7. Sequence diagram for anti-robbing use case

Sequence diagram. Fig. 7 shows the sequence diagram for the anti-robbing and Send
location use case specified in Fig. 5, respectively. We provide two extensions to a
sequence diagram. The first one is the «weaving» stereotype on the interaction for
presenting the composition relationships weaving the aspect into the core function
through a join point. The other one is the advice activation extended from the
activation bar (blue activation in Fig. 7) to indicate the advice implementation and
execution.

State machine diagram. Fig. 8 shows the states and state transitions of the context
aspect using the state machine diagram. In this diagram, there are three nested state
diagrams to present the aspects. Besides, we extend the do action in a state with
«advice» stereotype to present the weaving signal and action. In, Fig. 8 “check angle
changed” state in the CaseJudgment aspect is to calculate the angle variability
through the special sensor. This sensor can be g-sensor (used in this case), camera or
others; hence, for decreasing the coupling among the context, sensor, and reaction, an
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Fig. 8. State machine diagram for context aspects

aspect is separated, and the weaving signal and action is attached to the do action to
present the weaving behavior with the core model of a state. Other examples are
shown in robbed and stolen state, respectively.

5 Related Work

M. Mousavi et al. [16] provide a design framework based on the multi-set
transformation language called GAMMA. The proposed method consists of
separating the aspects of functionality, coordination, timing and distribution in the
design phase, and providing a weaving mechanism to provide a formal semantics for
composed aspects. The weaving method enables the designer to have localized
reasoning about the properties of aspect models and their inter-relationships.
GAMMA language may help developer to analysis the embedded real-time system.
But it has the drawback if developers did not learn GAMMA before. They need spent
more time to understand GAMMA. Otherwise model graphs are friendlier to
stakeholders than GAMMA language.

Natsuko Noda and Tomoji Kishi [11][17] focus on one of the important
characteristics of embedded system called context dependency, and examine problems
in context modeling. They define three types of aspects, process, context and sensor,
each of them corresponds to the conceptual part of context dependent system. A new
modeling element called inter aspects relation are explicitly defined to specify the
relationship among aspects. Although we also focus on context property of embedded
system we more emphasize on the mobile embedded system that gives full play to this
characteristic. Using the OMG UML spec. is more general then them, too. It is easy to
follow our modeling approach to model the new system.
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Lichen Zhang [25] presents an aspect-oriented method to model the embedded
real-time system based on UML and describes the real-time features as an
independent aspect in order to make the multimedia system easier to design and
develop and guarantee the time constraints. In the other hand, we can say it is a
narrow sense to other system because it only emphasize on time aspect. Moreover it is
vague of its modeling notations. Although there are provided some extension
semantics in the paper. But that syntax would not clearly than diagram notations.

Freitas ef al. [7] present a proposal to use aspect orientation in the analysis and
design of Distributed Real-time Embedded (DRE) systems. They performed an
adaptation of a well-defined method called FRIDA (From Requirements to Design
using Aspects), which was originally applied to the fault tolerant domain. The
proposed adaptation includes the use of RT-UML together with aspect-oriented
concepts in design phase, aiming to separate the handling of non-functional from
functional requirements. In this paper, it only focuses on the non-functional
requirement but the problem of crosscutting concern not only happened on the non-
functional requirements but also the functional requirements probably.

6 Conclusion

In this paper, we proposed an aspect-oriented modeling process and notations
extended from UML for mobile embedded software modeling to deal with the context
dependence between sensors and their corresponding reactive functionalities. For the
aspect oriented modeling process, the embedded and embedded mobile aspects
modeling processes were provided to separate the concerns of the mobile embedded
software. Meanwhile, the extended notations with meta-model framework under class
diagram, sequence diagram, and state machine diagram were depicted to facilitate the
aspects modeling on structural and behavioral perspectives, respectively. Moreover, a
Female Anti-Robbery System was used as an illustrative example to demonstrate our
proposed approach.
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Abstract. The global IT industry has already attained maturity and the number
of software systems entering into the maintenance stage is steadily increasing.
Further, the industry is also facing a definite shift from traditional environment
of legacy softwares to newer softwares. Software maintenance (SM) effort es-
timation has become one of the most challenging tasks owing to the wide vari-
ety of projects and dynamics of the SM environment. Thus the real challenge
lies in understanding the role of a large number of SM effort drivers. This work
presents a multi-variate analysis of the effect of various drivers on maintenance
effort using the Principal Component Analysis (PCA) approach. PCA allows
reduction of data into a smaller number of components and its alternate inter-
pretation by analysing the data covariance. The analysis is based on an available
real life dataset of 14 drivers influencing the effort of 36 SM projects, as esti-
mated by 6 experts.

Keywords: Software maintenance, Effort estimation, Principal Component
Analysis.

1 Introduction

Software maintenance (SM) is defined as ‘the modification of a software product after
delivery to correct faults, to improve performance or other attributes, or to adapt the
product to a changed environment’ [1]. SM is just not the last phase of software de-
velopment life cycle but it an iterative process. SM is a structured but complicated,
expensive and time consuming process, particularly in case of legacy and large sys-
tems. SM is a dynamic process and problems of maintainer’s turnover, recruitment of
experienced personnel, maintenance bid costing and optimum resource allocation
have made accurate estimation of SM cost a fairly challenging problem [2].

2 Literature Review

The popular datasets of software development and maintenance include - COCOMO
81, COCOMO II, Rao and Sharda, COSMIC, IFPUG, Desharnais, Kemerer etc. ([3],
[4]). International Software Benchmarking Standards Group (ISBSG-2005) provides
an analysis of the maintenance and support dataset. Recent research has focused on

D. Taniar et al. (Eds.): ICCSA 2010, Part II, LNCS 6017, pp. 273 2010.
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the use of function points (FPs) in effort estimation. However, a precise estimation
should not only consider the FPs representing the software size, but should also in-
clude different elements of the development environment. Reference [S5] proposed a
SM project effort estimation model based on FPs. Reference [6] and [7] listed the
following four groups of factors affecting the outsourced maintenance effort: system
baseline, customer attitude, maintenance team and organizational climate; and de-
scribed how a system dynamics model could be build.

The unit effort expended on maintenance of a system is dependent on many exter-
nal factors and is not a linear relation with respect to time [8]. Hence, various artificial
intelligence (AI) based techniques like artificial neural networks (ANN), genetic algo-
rithms (GA), fuzzy logic (FL), case based reasoning etc, and regression analysis have
been used for accurate estimation of SM effort ([9]-[10]). Most of these studies are
based on the FP metrics or the ‘maintained lines of code’ metric, which is difficult to
estimate. Reference [11] compared the prediction accuracy of different models using
regression, neural networks and pattern recognition approaches. To model the condi-
tions typically present in a modern SM company, various hybrid schemes of Al tech-
niques have also been applied. These combine the elements of learning, adaptation
and evolution e.g. neuro-GA, grey-GA, neuro-fuzzy, etc. ([12]-[14]).

Although, there are many likely benefits of using more than one technique, a be-
forehand decision on which technique to apply for SM estimation, is nearly impossi-
ble. Often, adequate information of real life projects regarding size, maintenance
history, human and management factors such as management focus, client attitude,
the need for multi-location support teams etc. is unavailable, further complicating the
objective estimation of SM effort. Till date no single estimation model has been suc-
cessfully applied across a wide variety of projects.

In recent years, the Taguchi method (TM) has been increasingly used by compa-
nies for optimization of product and process performance [15]. However, most of the
research based on TM has been limited to optimization of only a single response or
quality attribute. In real life conditions though, the performance of a process/product
demands multi-response optimization. Often engineering judgment is applied for
process optimization, which is rather subjective and brings uncertainty into the deci-
sion making. This uncertainty can be overcome by using a hybrid TM and principal
component analysis based approach [16].

Multivariate analysis is primarily used to reduce the data dimension and for a bet-
ter understanding of the data by analyzing its covariance structure [17]. Principal
component analysis uncovers unsuspected relationships, allowing the user to interpret
the data in an alternate way. The goal of principal component analysis is to explain
the maximum amount of variance with the fewest number of principal components.
No research work has been reported so far on multi-variate analysis using PCA for
SM effort estimation. Therefore, in the present paper, the TM coupled with PCA is
applied to deal with the large number of effort data, in a more efficient manner.

3 Present Work

The objective of the present work is to apply the PCA technique to a large sized,
commercial, real life dataset of SM from Syntel, an ISO 9001 cetified and NASDAQ
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listed application management and e-business solutions company. The open literature
dataset of 14 effort drivers (Table 1) for 36 outsourced SM projects, estimated by 6
experts each is used (Appendix 1) [4]. This data is based on a legacy insurance system
running on the IBM platform and coded predominantly in COBOL. The total size of
the system was 1,386,852 lines and the number of programs were 1275. Further de-
tails of the syatem can be seen in [4].

Considering the number of independent parameters (effort drivers numbering 14),
the fraction factorial design for conducting the experiment has been used. The number
of levels for one of the independent parameters was fixed at 2 and for the rest 13 pa-
rameters, 3 levels were fixed. The Taguchi orthogonal arrays provide an efficient way
of conducting minimum number of experiments that give full information of the fac-
tors that affect the responses, unlike traditional experimentation which considers only
one factor at a time, while keeping the other parameters constant [15]. This technique
was applied in [4] to limit the number of experiments from a maximum possible
3188646 (21 X 3'3) to a reasonable number (36) by using the standard L36(21 X 3'3)
TOA. The choice of PCA as the empirical modeling tool was governed by the fact
that too many predictors (14 here) are being considered, relative to the number of
available observations (36).

Table 1. Effort drivers

Sl. No. Effort Drivers

Existence of restart/recovery logic in batch programs

Percentage of the online programs to the total number of programs
Complexity of the file system being used

Average number of lines per program

Number of files (input, output, sort) used by the system

Number of database objects used by the system

Consistency and centralization of exceptional handling in programs

Whether structured programming concepts have been followed in the program
Percentage of commented lines of code to the total lines of code of the system
Number of programs executed as part of a batch job

Number of database structures used by a typical program

Percentage of the update programs to the total number of programs

Nature of service level agreement (SLA)

Whether structured programming concepts have been followed in the program

ZZoORT-"ZQUWMEOugoQwe

4 Principal Component Analysis

Principal component analysis (PCA) is a useful multivariate statistical method com-
monly used to reduce the data and avoid multicollinearity [17]. Principal Components
(PC) form a smaller number of uncorrelated variables and are linear combinations
(weighted average of the variables i.e. sum of the products between variables and the
corresponding coefficients) of the original variables, that account for the variance in
the data. For example, the present data of estimated SM effort is based on 14 drivers
and our aim is to reduce the drivers (or variables) into a smaller number of PCs (or
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uncorrelated variables) for easier analysis of the data. The number of PCs can be
determined using any one or combination of the methods given underneath [17]:

1. Percent variance explained: For example, the components that cumulatively ex-
plain 90-95% of the variance may be retained.
2. Based on the size of eigen values: According to the Kaiser criterion, the PCs with
eigen values greater than 1 are retained.
3. Analysis of Scree plot.
Here, we have used the first method to find the number of PCs.

Before conducting PCA the distribution of data was checked. The histogram plot of
Figure 1 shows a fairly normally distributed dataset, except the 2 outliers.
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Fig. 1. Histogram showing normal distribution of data

Applying the Taguchi signal-to-noise ratio concept for the ‘smaller-is-better’ opti-
mization criterion on the SM dataset, the PCA was conducted using the stepwise
procedure as proposed by reference [16] and given below:

1. The S/N ratio of each expert’s estimate obtained is normalized at first. The normal-
ized array of m experts’ estimated effort for n experimental runs can be repre-

sented by a matrix x " as shown underneath:
x M) x5 Q@ .. x(m)
e N0 BQ . ox (m)

x, (1) x°(2) .. x, (m)
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2. The correlation coefficient array (R;;) corresponding to matrix X' is computed as

follows:

_ v (x )

O *%x"

R, =1,2..mI=12....m. (1

ji
3. The eigen values and eigen vectors of matrix R;; are computed as follows:
[R=AOL)]v () =0. ?
where A(k) is the kth eigen value and v, (j) =[ vy, Via e Vin ]T are the eigen vec-
tors corresponding to the eigen value A(k) . The eigen values of the correlation ma-
trix equal the variances of the principal components.

4. The principal component (PC) is computed as follows:
; 3)
pe; ()= Y %" (X v, () -
j=I1
where pc; (k) is the kth PC corresponding to the ith experimental run.

A
5. The total principal component index (Pi) corresponding to the ith experimental
run is computed as follows:

Pi= pkx A @

k=1

A(k)

m

Zz(k)
k=1

where /4 (k) =

5 Results and Discussion

The correlation coefficient array as shown in Table 2 is obtained using Eq. (1). Each
PC has a corresponding eigen vector which is used to calculate the PC score (linear
combinations of the data using the coefficients listed under PC1, PC2, and so on),
which are comprised of coefficients corresponding to each variables. These coeffi-
cients indicate the relative weight of each variable in the component. The bigger the
absolute value of the coefficient, the more important the corresponding variable is in
constructing the PC. The computed eigen values using Eq. (2) alongwith their corre-
sponding variance are given in Table 3, and the corresponding eigen vectors are given
in Table 4.
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Table 2. Correlation coefficients for the 6 experts’ estimates

Correlation
coefficient

Exp 1 1.0000 0.6817 0.8937 0.5557 0.6230 0.7371
Exp2  0.6817 1.0000 0.5880 0.5883 0.5522 0.6668
Exp 3 0.8937 0.5880 1.0000 0.5580 0.4797 0.7574
Exp4  0.5557 0.5883 0.5580 1.0000 0.3011 0.4895
Exp 5 0.6230 0.5522 0.4797 0.3011 1.0000 0.5654
Exp 6 0.7371 0.6668 0.7574 0.4895 0.5654 1.0000

pl Exp2 Exp3 Exp4 Exp5 Exp6

Table 3. Eigen values and variances

Eigen % Cumulative
PC . .
values Variance variance

1 4.0524 67.54 67.54

2 0.7145 11.91 79.45

3 0.5326 8.87 88.32

4 0.3559 5.93 94.25

5 0.2669 4.44 98.69

6 0.0777 1.29 99.98

For the present problem as per Table 3, we can conclude that the first four principal
components account for most of the variability (around 95%) in the data. The last two
principal components account for a very small proportion of the variability and seem
to be unimportant, and hence can be dropped in further analysis.

The first principal component PC1 with an eigen value greater than 1 alone repre-
sents a variance equal to 67.54% of the total variability, suggesting that this is the
most important PC. This is followed by PC2 which in comparison to PC1 represents a
significantly lower variance of 11.91% of the total variability, suggesting that this PC
is much less important than PC1.

Table 4. Eigen vectors for 6 experts’ estimates

Eigen
vectors

Expl 0.699 -0.142 -0.661 0.032 -0.154 0.164
Exp2 -0.406 -0.452 -0.174 0.272 0.141 0.710
Exp3 -0.206 0.605 -0.150 -0.399 -0.433 0.469
Exp4 -0.296 0.483 -0.556 0.365 0.430 -0.223
Exp5 0.063 -0.070 -0.084 -0.715 0.678 0.109
Exp6 0458 0.411 -0.084 0346 0.350 0.430

Expl Exp2 Exp3 Exp4 Exp5 Exp6
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Table 5. Principal component and TPCI values

Run PC1 PC2 PC3 PC4 PC5 PC6  TPCI

1. 0 0 0 0 0 0 0.00
2. 0.18 0.38 -0.80 -0.36  0.22 0.81 0.51
3. 0.31 0.83 -1.71  -0.10 1.01 1.66 1.17
4. 0.23 0.27 -0.83  -0.39  0.50 0.90 0.60
5. 0.09 0.42 -0.58 0.03 -0.05 0.56 0.36
6. 0.09 0.23 -0.94  -023  0.56 1.05 0.71
7. 0.33 0.42 -0.84 -023 047 1.03 0.70
8. 0.25 0.39 -0.79  -022 024 0.81 0.53
9. 0.21 0.46 -0.87  -0.20 0.34 0.78 0.52
10. 0.23 0.29 -0.78 -0.30 0.32 0.93 0.61
11. 0.29 0.34 -0.79  -0.28  0.38 0.99 0.66
12. 0.21 0.46 -0.86  -0.12  0.26 0.77 0.51
13. 0.25 0.39 -0.78 -0.18 0.21 0.81 0.53
14. 0.26 0.39 -0.89  -042  0.62 0.98 0.67
15. 0.07 0.34 -0.62  -0.11 0.16 0.87 0.57
16. 0.19 0.34 -0.80 -0.10 0.18 0.89 0.58
17. 0.13 0.32 -094 -034 057 0.99 0.67
18. 0.21 0.31 -0.73 027  0.15 0.77 0.49
19. 0.29 0.50 -0.86 -033 044 0.90 0.61
20. 0.21 0.48 -092 -022 044 0.97 0.65
21. 0.32 0.63 -096 -023  0.55 1.12 0.78
22. 0.32 0.45 -0.87 -0.37 0.55 1.07 0.73
23. 0.15 0.58 -1.05 -0.20 0.58 0.93 0.64
24. 0.19 0.51 -0.89  0.06 0.18 0.92 0.62
25. 0.18 0.66 -1.02  -0.23 052 0.66 0.45
26. 0.07 0.44 -1.09 -0.19 071 1.10 0.76
27. -0.03 0.58 -1.16  0.32 0.39 0.98 0.70
28. -0.05 0.49 -1.20  -0.14  0.75 0.99 0.70
29. 0.09 0.51 -094 0.13 0.16 0.81 0.55
30. 0.21 0.48 -0.97 -0.28  0.58 0.95 0.65
31. 0.14 0.59 -0.97  0.10 0.23 0.90 0.62
32. 0.30 0.49 -0.82  -029 032 0.92 0.61

[ON]
(O8]

0.38 0.43 -1.15  -0.31 0.75 1.33 0.92
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Table 5. (continued)

34. 0.22 0.75 -1.03  -0.14 047 0.73 0.51
35. 0.26 0.55 -0.95  0.01 0.42 1.15 0.80
36. 0.11 0.52 -1.11 -0.16  0.72 1.18 0.83

Avg. TPCI 0.63

Table 6. Response table based on S/N ratio of TPCI

Level A B C D E F G H 1 J K L M N
1 432 443 4.46 391 4.19 4.70 3.24 3.613.62 4.12 3.77 4.53 431 5.09
2 3.75 4.10 4.35 4.19 4.49 427 4.15 4.094.20 431 4.51 4.27 437 4.13
3 -~ 3.58 3.30 3.97 3.42 3.17 4.62 4.354.22 3.65 3.77 3.33 3.36 2.95

Delta 0.57 0.85 1.15 0.28 1.07 1.52 1.37 0.730.59 0.66 0.74 1.20 1.01 2.14

Rank 13 8 5 14 6 2 3 10 12 11 9 4 7 1

The six principal components PC1 to PC6 and their total principal component in-
dex (TPCI) for all the 36 experimental runs are computed using Egs. (3) and (4) and
tabulated in Table 5. All the computation and analysis is performed using the Minitab
software [17].

The S/N ratios obtained from TPCI values for all the experimental runs are used to
find out the ranking of all the 14 factors by finding out the Delta statistic at all factor
levels, as shown in the response table (Table 6). The parameter N (whether structured
programming concepts have been followed in the program) is found to have a consid-
erably dominant effect on the effort and is ranked at number 1 while the parameter D
(average number of lines per program) has the least significant effect and is ranked
last at number 14.

This result is different from that of the single response optimization problem, as
obtained by ranking the drivers based on the S/N ratio obtained, from the calculated
mean of the predicted effort of 6 experts (Table 7). Though the parameter N continues
to have the most dominant effect on the effort and is ranked at no. 1 but now the

Table 7. Response table based on S/N ratio of Means

level A B C D E F G H 1 J K L M N

1 0.59 0.57 0.55 0.59 0.56 0.54 0.63 0.610.61 0.58 0.60 0.56 0.56 0.51

2 0.65 0.62 0.61 0.63 0.61 0.62 0.62 0.630.62 0.61 0.59 0.61 0.61 0.63

3 -~ 0.67 0.70 0.65 0.69 0.70 0.61 0.630.64 0.67 0.67 0.69 0.69 0.72
Delta 0.06 0.10 0.15 0.06 0.12 0.16 0.02 0.020.02 0.09 0.07 0.13 0.13 0.21
Rank 10 7 3 11 6 2 14 13 12 8 9 4 5 1
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parameter G (consistency and centralization of exceptional handling in programs) has
the least significant effect and is ranked last at number 14. Further details of the above
approach are presented in reference [18]. As per expectation, the obtained results of
driver ratings are slightly different in both the cases, as shown in Table 8, because of
the varying influence of 6 different experts’ effort prediction in case of simultaneous

Table 8. Comparison of ranking of effort drivers based on TPCI and Mean Effort

Sl.  Driver Ranking based Ranking based

No. on TPCI on Mean Effort
1 A 13 10
2 B 8 7
3 C 5 3
4 D 14 11
5 E 6 2
6 F 2 6
7 G 3 14
8 H 10 13
9 I 12 12
10 J 11 8
11 K 9 9
12 L 4 4
13 M 7 5
14 N 1 1
Table 9. Analysis of Variance
Predictor Coef SE Coef T P
Constant -0.74444 0.06145 -12.11 0.000
A 0.06556 0.01310 5.00 0.000
B 0.050833 0.008023 6.34 0.000
C 0.076250 0.008023 9.50 0.000
D 0.030417 0.008023 3.79 0.001
E 0.062083 0.008023 7.74 0.000
F 0.083333 0.008023 10.39 0.000
G -0.011667 0.008023 -1.45 0.161
H 0.010833 0.008023 1.35 0.191
I 0.013333 0.008023 1.66 0.111
J 0.047917 0.008023 5.97 0.000
K 0.032083 0.008023 4.00 0.001
L 0.068750 0.008023 8.57 0.000
M 0.065417 0.008023 8.15 0.000
N 0.106250 0.008023 13.24 0.000
$=00393062 ~ RS4= R-Sq(adj)=

97.1% 95.2%
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estimation, as against single response optimization problem based on the mean effort
of 6 experts.

Source DF SS MS F P
Regression 14 1.098844 0.078489 50.80 0.000
Residual Error 21 0.032444 0.001545

Total 35  1.131289

ANOVA (Analysis of variance) analysis was conducted on the given data and a
linear regression model (Eq. 5) was fitted for evaluating the TPCI in terms of various
parameters. The parameters L, M, N etc. (higher value of T or lower value of P) are
found to have a dominant effect on the effort, while the parameters G, H, I etc. (lower
value of T or higher value of P) have a less significant effect. An excellent agreement
(R? = 0.97) is observed between the linear model predicted values and experimental
data indicating the consistency of data and the goodness of fit of the linear model
(Table 9). However, the same may not be true beyond the present range of parameters
and more so when there is a non-linear relationship and an interaction between the
effort drivers and response.

TPCI = - 0.744 + 0.0656 A + 0.0508 B + 0.0762 C + 0.0304 D + 0.0621 E +
0.0833 F - 0.0117 G + 0.0108 H + 0.0133 J + 0.0479 K + 0.0321 L +
0.0688 M + 0.0654 N + 0.106 O . (5)

6 Conclusions

In this paper, the effectiveness of the PCA approach in empirical modeling of effort
estimation in outsourced software maintenance is presented. Since the effort is de-
pendent on a large number and variety of drivers, and besides their relationship is
often quite complex, PCA can be used as an effective approach to reduce the data and
predict the variance in SM effort estimation. However, PCA can also be used further
to determine the number of factors to be extracted for a factor analytic study of soft-
ware development and maintenance projects. This study may then be used to describe
the covariance among variables in terms of a few underlying factors. As a future
course of action the proposed approach can be evaluated against unseen input data of
a variety of projects.
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Appendix 1.
SA B CD,..K.L M N Expl Exp2 Exp3 Exp4 Exp5 Exp6 Jican
No. e B effort
. 1 10 T 1 12 8 10 6 1267 10 98
2. 1 10 315 11 193 10 1744 12 141
3. 1 10 100 5 17 16 229 20 2153 18 192
4. 1 10 100 5 15 12 174 10 1944 13 145
5. 1 10 1 1 14 10 174 10 1286 12 127
6. 1 10 315 14 174 12 19 13 15.1
7.2 10 5 5 15 12 182 10 1823 15 147
8. 2 10 100 1 15 11 182 10 1666 13 140
9. 2 10 13 15 11 182 12 171 13 144
10. 2 10 100 3 15 12 182 9 1778 13 142
1. 2 10 1 5 15 12 182 9 1801 14 144
2. 2 10 115 11 182 12 1606 13 142
13. 1 30 1 3 15 11 182 10 1622 13 139
4. 1 30 5 5 15 12 182 11 2037 14  15.1
15 1 30 100 1 14 12 182 9 1536 13 136
16. 1 30 5 1 15 12 182 10 156 13 140
17. 1 30 100 3 15 13 182 12 1967 13 151
18. 1 30 1 5 15 11 182 9 1643 12 136
19. 2 30 5 5 15 11 19 11 1859 14 148
20. 2 30 100 1 15 12 19 12 1792 14 150
21, 2 30 1 3 15 12 201 12 1872 16 156
2. 2 30 100 3 15 12 19 10 1968 15 151
23, 2 30 1 5 15 12 19 15 1864 14 156
24. 2 30 5 1 15 12 19 12 1451 14 144
25. 1 50 5 3 15 10 185 16 1817 13  15.1
2. 1 50 100 5 15 14 185 15 1961 14 160
27. 1 50 1 1 15 14 185 18 1424 14 156
28. 1 50 1 5 15 14 185 18 1943 13 163
29. 1 50 5 1 15 12 185 14 1389 13 144
30. 1 50 100 3 15 12 185 13 1921 14 153
3. 2 50 1 1 15 12 193 14 1453 14 148
32, 2 50 5 3 15 11 193 10 1758 14 145
33. 2 50 100 5 16 14 193 12 2095 16 164
34, 2 50 100 1 15 10 193 16 1728 14 153
35, 2 50 1 3 15 13 193 12 1643 16 153
36. 2 50 5 5 15 14 193 15 195 15 163
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Abstract. It is widely accepted that process models can significantly increase
the likelihood of a project to finish successfully. A very basic aspect of actually
using a process model is to derive a project plan thereof and keep it up to date.
However, this is a tedious task — especially when each document might undergo
numerous revisions. Thus, automation is needed. However, current approaches
based on workflows or change management systems do not provide incremental
update mechanisms: process engineers have to define them by themselves — es-
pecially when they develop an organization specific process model. On the
other hand, incremental model transformations, known from the model driven
development domain, are to low-level to be of practical use. In fact, proper
high-level model transformation languages are yet subject to research. In this
paper we present a process language which integrates both: process modeling
languages and incremental model transformations.

Keywords: Project Planning, Process Models, Incremental Transformation.

1 Introduction

Motivation. Process models define who has to do what and when in a project. Thus
they help a project leader to remember important steps to be done. Of course, they
cannot give the exact number of documents to be produced for a specific project.
Instead, they abstract from concrete documents by just giving document types (e.g.
"architecture”, "test specification" "test protocol" etc) and rules for instantiation (e.g.
"for each critical unit, a "test specification" has to be produced"). A project leader can
apply these planning rules on his specific project to derive a concrete project plan,
which covers the complete list of documents to be produced. Afterwards, he can en-
rich his project plan with further information like task assignments (which person has
to create which scheduled document) and completion state (which planned documents
have been finished?).

Software development projects are highly dynamic. Documents, once created, are
likely to be updated later on. This also implies the need to update the project plan. For
instance, consider an architecture document in which the three critical units A, B and
C were identified at some time point t1. Following the process model planning rules,
a project leader had to schedule three respective specification documents. At some
later point in time, say t2, the architecture document was revised. Thereby, two addi-
tional units D and E were added to the list of cirtical units while C was removed

non
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thereof. Now, the project leader has to update his project plan in such a way, that the
specification document for C is removed and two specification documents for D and
E are added. However, those two specification documents for A and B have to be kept
untouched during the project plan update. This is crucial for not loosing additional
information like task assignment and completion states.

Problem to be solved. Applying planning rules by hand to either create or update a
project plan is a tedious task. So it should be automated. Therefore an executable
language is needed to formalize those planning rules. However, that language has to
fulfill two requirements for being practically useful:

I. The language should be easy to understand by a process engineer (who has the
job to encode the process model in question with its respective planning rules).

II. The process engineer should not care about the update problem. In other words,
there should be an algorithm which can update the generation of a project plan
for any process model with any set of planning rules defined in that language.
With that fixed algorithm, a process engineer does not need to define update
mechanisms himself.

Why the problem has not been solved yet. Process modeling languages are good for
being used by process engineers to define process models on a high level (thus solv-
ing issue I). However, they lack of incrementally updatable constructs (missing issue
II). On the other hand, current incremental model transformations [8] solve issue II
but not issue I. The most advanced approaches from that field are those based on
Triple Graph Grammars [9]. Thereby, models have to be encoded as graphs and the
transformation has to be encoded through graph grammars rules. This, however, is too
low-level for being of practical use (see e.g. [10]). Although appropriate languages
are subject to research (see e.g. [10, 11, 12]) — there is no approach dealing with the
domain of process models. As a result these approaches fail to address issue 1.

Contribution of this Paper. The basic idea to construct a language meeting the solv-
ing the issues I and II is to integrate the incremental model transformation approach
(solving issue II but not I) with a process modeling language (solving issue I but
not II).

Concerning issue II, we regard planning rules as a transformation from the arti-
fact library' to the project plan (see fig. 1). That transformation is supposed to be
executed in an incremental way. That is, instead of recreating the project plan from
scratch, each transformation execution (1) will just update the present project plan
keeping those parts untouched which are already consistent with current project
state (2).

Concerning issue I, this paper modifies the process language V-Modell XT Meta-
modell (VM3), version 1.3 [18, 19, 20], by replacing rather informal dependency
constructs with more formal and incrementally executable planning rules. The
choice of VM3 is arbitrary for the presented approach of this work. Any other proc-
ess modeling language (e.g. SPEM [21]) would be as likely usable. However, VM3
was used to define the process model V-Modell XT [22], which in turn is currently

! An artifact library is the set of all documents and versions thereof in a project.
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used in a customized version by EADS (European Aeronautic Defence and Space
Company) [23]. As a part of the aerospace industry, EADS needs rigorous process
models with appropriate planning support. This, in turn, shows the practical relevance
of the proposed approach.

(o )
Project Plan
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k \_ Artifact Library Y,

lr::: Schedule Item

I:' Artifact Library ltem
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Artifact Library ltems
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D—P{ _ 1 Artifact-Schedule-Relation

K Project State /

Fig. 1. Project planning as an incremental transformation

Structure of this Paper. In section 2, the state of the art is revisited focusing on
process languages and incremental transformations. Section 3 presents the extensions
made to the process language VM3. Finally, section 4 covers the evaluation and sec-
tion 5 concludes this paper.

2 State of The Art

There are two general directions relevant to this work: The first one, discussed in
section 2.1, is about process modeling languages (or so called software process
metamodels). The second one, discussed in section 2.2, is about incremental trans-
formations (which on their own have nothing special to do with the domain of process
models).

2.1 Process Modeling Languages

JIL [17] subsumes a wide range of process languages like EPOS [24], Process
Weaver [25], Merlin [26], Melmac [27], Marvel [28] (just to name a few) and its
paradigms. That is, JIL features proactive and reactive controls, exception handling,
flexible control flow, pre- and post conditions, manually and automatically executed
steps (typical for workflow languages like XPDL [29]), hierarchies and others. Al-
though all of these paradigms help to define executable process models on a high
level, there is an important draw back when it comes to changes. In JIL (and any other
current process languages), changes will be propagated through events. Reactions
(and exception handlers as a special case thereof) can be defined to dispatch those
events to perform necessary updates. Two examples of those reaction definitions are
shown in fig.2 (using JIL’s concrete syntax). These examples were taken from [16]
and [17]. Please note the original (thus here cited) explanations: the process engineer
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has to define appropriate reactions himself. To state that more precisely, Propa-
gate_Requirements_Change is not a build-in function of JIL. This is a user-defined
function (i.e. sub process) which has to be implemented by the process engineer.
Considering the second example, terminating a scheduled item would lead to a loss of
any information attached to it meanwhile.

REACT TO Requirements_File.Update BY REACT TO UPDATE OF Regts_Spec BY
INVOKE SUBPROCESS TERMINATE Identify Classes_And_Objects;
Propagate_Requirements_Change; END REACT;
END IF;
END REACT;

Fig. 2. Process modeling language JIL and its way to deal with changes

2.2 Incremental Transformations

Straightforward Implementation. The first idea which comes to mind is to use any
programming language to implement planning rules as a transformation which takes
the set of all current documents as input and creates a project plan as output. How-
ever, this approach recreates the project plan on each execution. Thereby, any addi-
tional information added to the created plan (task assignments, completion state etc)
would be lost. In addition, ordinary programming languages are too low level for
process engineers. As a result, this approach fails to address both issues II and 1.

Concurrent Versioning Systems. Considering just issue II, a popular approach is
to suggest concurrent versioning systems (like CVS or Subversion) to merge the old
project plan with the newly generated one. However, merging different versions of
a generated project plan with CVS would be similar to the situation of merging
binaries of a program rather than its source code. Merging by line similarity [1]
neither work out for binaries nor for any other generated artifacts. To state that in a
more formal way, the problem of line similarity merging is that the nature of the
transformation and the formal structure of the resulting artifacts are ignored [2, 3].
As a result, these approaches fail to address issue II.

Model Merging. Model merging improves the approach of merging by similar lines
through either merging by structure similarity [4, 5] or merging by UUIDs (univer-
sally unique identifiers) [6, 7]. However, using UUIDs will not work out as each
transformation execution will create a new project plan version with completely
new UUIDs. Thus, no elements can be matched between two subsequently gener-
ated project plan versions. Using structural similarity, on the other hand, will often
lead to wrong matches since a project plan has a lot of similar scheduling entries.
However, it is crucial to map task assignments and completions states correctly. As
a result, these approaches still fail to address issue II.

Triple Graph Grammars. Triple graph grammars (TGG) were introduced by Schiirr
in [9]. Fig. 3 shows the general idea. Grammars GGL and GGR are used as modeling
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languages for the Graphs GL and GR. Now, a third Grammar GGC is introduced
which subsumes both Grammars GGL and GGR (i.e., GGC. “knows” all terminal
types of both other Grammars) while also providing some terminal symbols of its
own, which are used to form the elements in the correspondence Graph GC. Based
on that setting, the following application scenarios can be defined: First, if there is
just GL but neither GC nor GR, a straightforward model transformation can be
performed. Thereby, rules defined by GGC are applied to GL, producing elements
for GC and GR. The application itself is based on pattern matching using graph
morphisms. Due to the undirected rule definition, the transformation is also possible
for the opposite direction, i.e. GR is present with GC and GL missing. As a second
application scenario, consider having all three Graphs GR, GC and GL available, in
example after performing a straight forward model transformation. We can now
change one Graph, for example GR, and update both others by an incremental
model transformation [8, 31]. As an effect, GR (and GC) will not be completely
dismissed and completely created from scratch again; just the changes implied by the
modification of GL will be propagated to GR.

rule A:
L= Left u
C = Correspondence e é

R = Right O

[I01

<~ Edges within Graphs rule B:
Correspondence Edge

GraphGrammarL GraphGrammarC GraphGrammarR
N A A
<<instance of>>: <<instance 0f>>: <<instance 0f>>:

y—0 g Ham<
s = BB

GraphL GraphC GraphR

Fig. 3. Triple Graph Grammars

Although this concept looks promising at first glance, it has a serious short-
coming: It requires transformations to be defined through graph rewriting rules
and graphs as the underlying data structure. Current research activities show, how-
ever, that today’s graph transformation languages lack of practical expressiveness
(see e.g. [10]). Thus, appropriate languages are yet subject to research: There are a
number of miscellaneous approaches which are too specific to the transformations
used (e.g. [11]), or to specific to the revisions allowed (e.g. [12]).
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Workflows, Change Management and Others. Vendors of Workflows and Change
Management Systems like ClearQuest [13], Notes [14] or Jazz [15] claim that they
can deal with updates. Their main argument is that their process modeling language is
expressive enough to express any change reaction to perform the desired update.
However, this argument is true for ordinary programming languages, too. So just the
ability to integrate any algorithm to update a project plan does not solve the actual
problem of how that algorithm should look like. In fact, even Osterweil et al., creators
of JIL, explicitly admitted in [16] and [17] that the process engineer still has to define
update reactions himself. Thus, current process modeling languages (including any
workflow or change management systems based upon) do not provide automatic up-
date resolutions — especially when conflicts arise. As a result, these approaches fail to
address issue II.

3 Solution: Updateable Process Language

The solution proposed in this paper is an integration of triple graph grammars
with an existing process modelling language. Section 3.1 will cover the most
important parts of the abstract syntax and semantics of the proposed language. As
there is not enough room to explain every construct in full detail, just a brief
overview is given. Section 3.2 will cover the incremental update mechanism,
showing how process models and planning rules defined with that language can be
incrementally updated.

3.1 Syntax and Semantics

Fig. 4 and fig. 5 present the abstract syntax of the proposed language using UML
Class Diagrams. The entities with light grey background resemble document
types and their possible contents, as well as their relation to other process model
concepts like roles and phases. We omit activities as they are not important to this
work (or, if you like, imagine that activity instances are scheduling items in the
generated project plan). The entities with dark grey background make up the formal
planning rule structure.

Role PhaseType

responSIbIe/I\ \y 0 parent| Attribute

ArtifactType ArtifactContentType A-Assoc
i multiplicity: {0..1,1,* ~T-Assoc
PELRALE G AV-Assoc
R\
Abbreviations Assoc = Association AV = ArtifactVersion AC-Assoc
A = Artifact AT = ArtifactType AC = ArtifactContent type

Fig. 4. Abstract syntax of basic data structures
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_ chedule PlanningRule
ArtifactType ProduceA [
0..1 -
schedule b S
| StateValue | ProduceAV £ 5
“to_state g w
ifactt: 7 3
. rtifacttype .
ArtifactType [€12YEE AddToTailset . =
1) 2
S [} =
DE 56555
0.. "ET
| ArtifactContentType | 10f type ForeachAC (g %g é §
OE 5 0
- 0..1 of_type G %| © § § 2
ArtifactType 3| OEE
¢ 5 LTt
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PhaseType ForeachPhase Q 2
o 0..1 of_type § (% <>): 2 <
ForeachAType = 2
[ForeachAType }y .| 2
= c >
ProduceAV | OnFulfiliment | 8| £.%
288
=88
ArtifactContentType | 1type AC-Pattern |< 2 X £
7N o<y
Slot-Pattern e [
d< <
valuelsEqualTo
[]
ProduceAV OnContextChange 8 =2
TE 8
50 cE
| ArtifactContentType | 1 of type | WhenExists | 32 o &
0 8% 8
- Q
[ S e ©
- (@) £Ec 209
artif.-content Listedin -D = 5262
i =%ov<E
| StateValue | _— InArtifactOfState

0..1 of_type

EachAC
*
@ D..1 parent_equals_assignment_of

Fig. 5. Abstract syntax of planning rules (dark grey)

| ArtifactContentType

Consistency
Quantifier

ProduceA. A Produce-Attifact planning rule should be used to express when a new artifact
should be scheduled. See Fig.6 for an example. Produce A-Rules may use any quantifiers and
any filter (we have shown only two here). The concept of quantifiers used here is basically
the same as known from predicate logic. However, there are two levels of typing added here:
the first one is the quantifier’s name (e.g., the domain of a ForeachAC-Quantifier is the set of
all artifact contents only). The second level is a logical type which is optional and can be
used by that of_type-assocication. This way, only specific artifact contents can be quantified
(see fig.5 again). Filters provide a mean to restrict quantifiers by relations between different
artifacts or artifact contents — which are similar to predicates in predicate logic.
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Architecture :AT Architecture2Specs :ProduceA
:of type
|—{ identifiedUnit :Attribute | €——————] eachldentifiedUnit :ForeachAC |J
gt ar :schedule
Specification :AT

Fig. 6. Example of a rule defined using the proposed language. That rule states the following:
“Schedule a Specification document for each identified unit in an Architecture document”.

ProduceAV. A Produce-Artifact-Version planning rule should be used to implement
simple artifact state models. A classical example, as shown in fig. 7, is the quality
assurance state machine featuring an in process, submitted and finished state with
appropriate state transitions. A transition from in process to submitted might require a
review protocol to be scheduled. This can be declared the same way as with a Produ-
ceA-Rule. A transition from submitted to finished might require that protocol to
contain a positive evaluation result. This can be expressed using the OnFulfillment-
Quantifier. The purpose of that quantifier is to find that particular (“latest”) protocol
which is relevant for the current state transition. By adding content patterns, we can
restrict that transition to trigger only if that document has satisfying contents. For
example, if the evaluation result is negative, the transition to finished will not trigger.
However, another transition might trigger than — e.g. one defined from submitted to in
process, requiring a negative review result.

on rocess
:StateValue

:from_state

:schedule |
:ProduceAV >| TestProtocol :AT |

o state passed :Attribute
V

submitted
:StateValue

M

:ProduceAV|—| :OnFulfilment H  :Slotpattern
baluepattern=,no*

:ProduceAV|—| :OnFulfillment I— :Slotpattern

baluepattern=,yes"
L :to_state

finished
:StateValue

:from_state| | :from_state

o state

Fig. 7. Example of three artefact version rules making up a simple document state model
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AddToTailset. An AddToTailoringset planning rule should be used to encode dy-
namic tailoring. The execution of tailoring rules will not create scheduling items,
though. Instead, it will control the relevant process model potion (referred to as the
tailoring set). This in turn directly influences the scope of the ForeachAT-Quantifier
and respective rules defined upon. A simple example is shown in fig. 8: the artifact
type HW Specification is added to the tailoring set when there is at least one hardware
unit among the identified in any architecture document. As this example makes clear,
tailoring rules are heavily based on the WhenExists-Quantifier so that using other
quantifiers makes no sense. However, this and similar restriction are not shown in
fig.5 to make the overall structure of rules (rules, quantifiers, filters) more convenient.

Architecture :AT :AddToTailset

:of type
L oentifies s unit Atiiute | <22

:artifacttype

HW-Specification :AT

Fig. 8. Example of a tailoring rule usage

:schedul
TestCase AT sl
| InterfaceSpec :AT | |TestcaseForEachFunction :ProduceA

S .of type -
function :Attribute :ForeachAC [y antifier

D L( arameter :Attribute ‘parent equals_
-barent assignment of

:consistencyContext

:OnContextChange

finished from state | TestcaseConsistency | :lostate on process
:StateValue :ProduceAV :StateValue

Fig. 9. Example of a consistency context usage

ConsistencyContext. A consistency context can be optionally added to a planning
rule to trigger rules by changes in the artifact library (OnContextChange-Quantifier)
rather than the pure existence of some elements there in. Consider fig. 9 for an exam-
ple. In the upper half, a Produce A-Rule named “TestcaseForEachFunction” is defined
which schedules a TestCase document for each identified function in any Inter-
faceSpec document. Please note that identified parameters of a function are not used
by that rule for producing new test cases. In other words, there is always one test case
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per function in this example to keep things simple. Now consider the consistency
context definition which is added by extending the consicencyContext aggregation
with an EachArtifactContent-Quantifier. This way, the consistency context of each
rule application is defined as the set of all elements matching the EachAC-Quantifier.
In this case, this is the set of all parameters having the function in question as their
parent. Any time this set changes the consistency context is regarded as having
changed, too. For the example of fig. 8 this is the case when a new parameter is added
or removed from a function. Please note that in such a case nothing would happen to
TestCase documents produced. The lower half of fig.8 describes a second rule which
defines a reaction on that consistency context change. The ProduceAV rule schedules
a new version of the affected TestCase document by using the OnContextChange-
Quantifier.

3.2 Incremental Update Mechanism

Fig.10 shows how the incremental transformation approach is integrated with the
language presented in section 3.1. The basic idea is to store instances of planning rule
applications (which are called PlanningRulelnstances here). Each of those instances
stores the values which were assigned to that rule’s quantifiers (QuantifierAssign-
mentCombinations, or QAC for short). Note that a rule may be applied multiple times
leading to multiple rule instances with different QACs. In addition, a PlanningRuleln-
stance stores a link to the Schedulingltem it has produced. Now, on any subsequent
transformation, PlanningRulelnstances are compared by their QACs. If a new combi-
nation occurs, it’s Scheduleltem is added to the project plan. If a combination does not
longer exist, the Scheduleltem it has produced is removed.

: heduled 1
| PlanningRulelnstance lL
$1combination

|QuantifierAssignmentCombination|

Scheduleltem

*mapping
8 for aosmoEme  value
= MappingEntry fulfills
V- .
,8 <Any Artifact
Quantifier |<| PlanningRule Library Element>

Fig. 10. Abstract structure for the incremental update mechanism

Yet, this is not the full story as those add- and remove actions depend on the kind
of planning rule (i.e. A-Rule, AV-Rule or Tailoring-Rule). However, to close this
section, the relation to triple graph grammars is made more explicit: The set of all
PlanningRulelnstances (together with their QACs) resembles exactly the correspon-
dence model between the artifact library as the one graph, and the set of scheduling
items as the other. Fig. 11 depicts the structure of the artefact library in relation to the
process model structure.
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Role PhaseType

respon5|ble/]\ 1 \]7 0.1 parentl Attribute

StateType ArtifactType ArtifactContentType A-Assoc

o tiplicity: {0..1.1.} AT-Assoc
type multiplicity: {0..1,1,* =
StateValue AV-Assoc
type AC-Assoc
type
Artifact <
Slot °
' \V 0.1 Pare”‘l value: VAL §
State |—o ArtifactVersion 0—| ArtifactContent A-Link
7'y A AT-Link [~z
Entity is part of the.. Abbreviations Assoc = Association AV-Link =
[2_1.. Process Model A= Amfgct AV = Artl_factVersmn AC-Link
= 1.. Artifact Library AT = ArtifactType  AC = ArtifactContent value |

Fig. 11. Abstract structure of the artifact library

4 Evaluation

Method. For evaluation, the process model V-Modell XT [22] was considered. This
process model, slightly changed, is in fact used in practice by EADS [23]. Five cases
of typical planning problems EADS project manager would have were outlined. Until
now, respective planning rules were informally defined in the process model. Thus,
adopting them was a manual, time consuming and error prone work. The evaluation
of the proposed approach substantiates in the questions

e whether each case can be automated at all and

e whether each case can be defined formally by a process engineer, so that
other organizations can make their own modifications of the V-Modell XT or
construct even a completely new process model without losing the incre-
mental planning feature.

In the following, each of those cases will be covered by a section showing how a
process engineer could express those planning problems with the proposed language —
so that the incremental update mechanism (as shown in section 3.2) can do the auto-
mation. To spare space, we will occasionally refer to the examples of section 3.1.
Please note that each case is more like a class or a type of a problems rather than just
a concrete problem. For clarification, consider case 1: the general problem is to
schedule (recursively) new artifacts. A concrete problem of this class it the example
of scheduling new specification documents. Another example would be to schedule
new test documents.
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Case 1: Scheduling new Artifacts. At some point in time in a project, an artifact is
revised. For instance, a new system element is identified and enlisted in the system
architecture document. Now, following consequent artifacts have to be scheduled:

e A software specification document for concretizing the new system ele-
ment’s function, along with a review document to check that specification

e An artifact for the new system element itself (which would be code and/or
binaries)

e A test specification and a test protocol document, as well as test procedures
later on — for each test case identified in the test specification.

With the proposed language at hands, a process engineer can encode these points as
shown in fig. 12. Please not that the rules defined in that example do not contain any
update instructions as this is a part of the update mechanism.

Architecture :AT Architecturelmplications :ProduceA
|—{ identifiedUnit Atibute | <—- 228 eachldentifiedUnit :ForeachAC
er e :schedule
Specification :AT <
:schedule
SystemElement :AT
er :schedule
TestSpecification :AT
TestSpecification :AT TestSpeclmplications :ProduceA
.of type
|—{ testcase :Attribute |¢| eachldentifiedCase :ForeachAC |J
:schedule

TestProcedure :AT

Fig. 12. Rules for encoding the example of case 1

Case 2: Dismissing obsolete Artifacts. As a counterpart to the previous problem,
changes may render existing artifacts obsolete. Although removing seems to be a
simple operation, it still requires a project manager to look into all document contents
and track all dependencies between them. Especially when the project manager is not
the only one person, being authorized to make changes. With the proposed language,
however, the task of dismissing artifacts has not to be encoded explicitly. This is
implicitly given for free by the update mechanism based on triple graph grammars. In
short, those rules defined in fig. 12 already contain all necessary information.

Case 3: Check whether everything is up to date. Consider that an interface specifi-
cation document d has been revised by adding an optional parameter p to some
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function therein. Now, there is the need for scheduling a new version for each existing
test case, a new version for all interfaces’ implementations, along with a correspond-
ing new test protocol version. Right after introducing that new parameter p to docu-
ment d, that document can’t be rated as finished anymore — at least not until all the
consequent versions of dependent artifacts have been produced. This requires a pro-
ject manager to continuely check all of those artifacts, before he can eventually set
document d as finished. Thus, calculating and keeping track of artifact states creates
an additional overhead. Fig. 9 has already shown how these state changes can be
encoded with the language proposed.

Case 4: Planning with Unfinished Artifacts. Taking a second look at artifact states,
we see that being “finished” is not the only one state, where consequent actions have
to be started. In fact, quality assurance needs some kind of a “submitted” state. Thus,
a project manager is not only faced with finished or out-of-date results, but with
intermediate ones, too. Until a document currently being revised, is accepted as fin-
ished, a project manager has to use the present finished version. This in turn, compli-
cates the way he retrieves artifacts from the artifact library. Fig. 13 shows how rule
application can easily be restricted to a specific document state.

TestSpecification :AT TestSpeclmplications :ProduceA

:of type
|—{ testcase :Attribute |¢| eachldentifiedCase :ForeachAC |J
| finished :StateValue |L| :InArtifactOfState |J

:schedule

TestProcedure :AT <

Fig. 13. Example showing how to deal with unfinished artifacts

In addition, some documents might relate their contents to different iterations (or
releases if you prefer). So a document rated as “finished” might only imply, that the
contents of the current iteration have been finished — without saying a word about the
overall project plan. This issue can be expressed by using special document contents
for denoting finished and unfinished document parts, as shown in fig. 14.

:schedule
TestCase AT

nterfaceSpec AT | |TestcaseForEachFunction :ProduceA
:of type

—| function :Atiribute |
N\type
—| inCurrentlteration :AC-Assoc |

:ForeachAC

Fig. 14. Example showing how to deal with unfinished artifact parts

:quantifier

:artif.-cont.
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Case 5: Dealing with (Adaptive) Process Models. Some artifact types a process
model defines are irrelevant for some projects, which imply that no documents
need to be produced of that type at all. E.g., a contract is not necessary in an in-
house-development. Modern process models, like V-Modell XT [22] or Hermes
[32] provide a mechanism called “tailoring”, which allows a project manager to
adapt a process model to his current project. This way, he can start a project with
a minimal set of artifact types he has to take care of. Changing requirements in
that project, however, might demand him to readjust his tailoring. This typically
results in new artifact types added, along with various corresponding dependen-
cies. Eventually, the project manager has to go through the whole artifact library
to find out which of already existing artifacts have to be revised in order to fit the
newly tailored process model. Fig. 7 has shown an example of how these dynamics
can be encoded.

Another interesting property of the proposed language is that the available con-
structs can also be used to express static tailoring, too. Initial artifact types can be
defined through rules without having any quantifiers as shown in fig. 15. Static
tailoring based upon can go through a special initial document named project
manual. Project characteristics can be expressed as inputs therein so that tailoring
rules can trigger in dependence of possible value assignments.

:AddToTailset

. :artifacttype
Project Manual :AT <

|—| ProjectCharacteristic :Attribute

QA Manual :AT

:artifacttype

P :artifacttype

Contract :AT

:artifacttype

Fig. 15. Example showing how to deal with unfinished artifact parts

Runtime Complexity. By using the big-O calculus (see e.g. [33]), the assessment
of a prototype implementation of the proposed approach has shown a polynomial
time complexity in relation to project size (counting artifacts and contents), mak-
ing it practically scalable in general. That polynomial's degree is equal to the
maximum arity (measured in the amount of quantifiers) a rule has. However, it
can be reduced by incorporating further techniques known from other domains
(e.g. partitioning [34]). That is, we organize quantifiable elements into a set of
trees derived from their relations and iterate only over resulting tree roots.
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5 Conclusions

In this paper, we have presented a process modeling language which can be executed
to generate project plans and to update them incrementally — which was the initial
motivation. So far, however, state of the art had only one of those two features to
offer at once: incremental model transformations allowed updating a generated result
without recreating it (and thus without dismissing information added meanwhile).
However, using that approach required encoding high-level problems into a low-level
language of simple graphs and graph replacement rules. On the other hand, existing
process modeling languages (including workflows and change management systems)
provided high-level constructs but failed to deliver update mechanisms which can be
used right away. Instead, a process engineer had to define his update strategy by him-
self. In contrast, the proposed solution in this paper provides high-level language
constructs which are incrementally updatable, too. This way, a process engineer has
not to care about writing update mechanisms himself.
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Abstract. There are many metrics for evaluating the quality of codes written in
different programming languages. However, no efforts have been done to pro-
pose metrics for Python, which is an important and useful language especially
for the software development for the embedded systems. In this present work,
we are trying to investigate all the factors, which are responsible for increasing
the complexity of code written in Python language. Accordingly, we have pro-
posed a unified metric for this language. Practical applicability of the metric is
demonstrated on a case study.

Keywords: Software complexity, complexity metrics, Python, software devel-
opment.

1 Introduction

Fenton defines measurement as ‘Measurement is the process by which numbers or
symbols are assigned to attributes of entities in the real world in such a way as to
describe them according to clearly defined unambiguous rules’[6]. In software
engineering software metrics are the only tools to control the quality of software. Fur-
thermore, requirement to improve the software quality is the prime objective, which
promoted the research projects on software metrics technology. It is always hard to
control the quality if the code is complex. Complex codes always create problems to
software community. It is hard to review, test, maintain as well as managing such
codes. It is difficult to manage also. As a consequence, those handicaps increase the
maintenance cost and the cost of the product. Due to these reasons, it is strongly
recommened to control the complexity of the code from the beginning of the
software development process. Software metrics help to achieve this goal.

In the past, researchers proposed their methodologies for evaluating codes, which
were written in procedural languages [12], such as C. Later, studies focused on ob-
ject-oriented (OO) programming languages, e.g. C++ [1, 2, and 3] and Java. Software
metrics for other languages and technologies such as XML and Web services [13, 14,
and 24] can also be found in the literature. However, to evaluate codes written in Py-
thon language has not found proper attention as we were expecting. In fact, today,
Python is not as popular as Java and C++ but due to its unique features, it is a more
comfortable language for software development. It is gaining popularity day by day in
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© Springer-Verlag Berlin Heidelberg 2010
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the software community. Several conferences and workshops devoted to Python in-
cluding SciPy India 2009[16], RuPy '09[17], Poland, FRUncon 09[18], USA,
ConFoo.ca 2010[19], Canada, are proving the importance of Python. It is not the end
of the success stories of Python. It is highly understandable in comparsion to other
0O languages, hence less expensive to maintain. Famous enterprises like Google and
YouTube choose use Python.

One way to evaluate the complexity of the Python code is through the metrics de-
veloped for procedural languages. However, all the available metrics cover only spe-
cial features of the language. For example, if we apply line of code then only size will
be considered, if we apply McCabe’s Complexity metric, we will only cover the con-
trol flow of the program. In addition, the metrics applicable to the procedural lan-
guages do not fit to the modern languages such as C++ [3]. By keeping all these issue
in mind, in the present work, we are evaluating the complexity of Python code by
identifying all the factors, which may be play important roles in the complexity of the
code. Although we have tried to include most of those factors, it is possible to add
more. In fact, Python is an OO language hence it includes most of the features of
other OO languages; however, differences occur in the main program body. In addi-
tion to that, execution and dynamic typing provide big productivity gains over Java;
Python programs need less extraneous endeavour (i.e. cleaner code) [21].

The paper is organized in the following way. We discuss the importance of Python
language and the available metrics in Section 2. Following that, we propose our met-
ric in Section 3. The metric is demonstrated and compared with other metrics in Sec-
tion 4. The metric is validated theoretically in Section 4. The conclusion drawn on
this work is in Section 5.

2 The Literature Survey

Python is a programming language that lets the programmer to work more quickly to
integrate systems more effectively [10, 11]. It is a free of charge language for
commercial purpose. It runs on all major operating systems including Windows,
Linux/Unix, Mac OS X, and also has been ported to the Java and .NET virtual
machines [10]. Besides to those features, Python is an effective language especially
for the software development for embedded systems. It can also be used in web
development [4, 5]. It is an ideal language to solve problems, especially on Linux and
UNIX, for building software applications in life science research and development,
and processing in natural languages [7-9].

In case of embedded system, where inexpensive components and maintenance are
demanded, Python may provide best solution. With Python, one can achieve these
goals in terms of small size, high reliability and low power consumption. In addition,
the developers who have background of Java, C and/or Visual Basic [4] can learn it
without major effort. In fact, it offers features of mixture of programming languages.
It provides most of the features of OO languages in a powerful and simple way.

In addition to these powerful features of this language, no proper techniques are
available to evaluate the quality of Python code to our knowledge. We could not find
a single metric in a published form except some online articles [25-30]. These avail-
able articles are related to the available tools, which are limited to calculate the simple
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metrics. For example, Pythius [26] tool calculates the complexity of Python Code by
computing simple metrics such as ratio of comments to code lines, module and func-
tion size.

Another tool ‘snakefood’ proposed by Martin Blais [27] provides the dependency
graphs for Python. It can be useful to calculate McCabe’s Cyclomatic complexity for
Python code. Pygenie tool developed by David Stanek [28] also calculates the
McCabe’s Cyclomatic complexity for Python code. Reg Charney has also developed
an open source code complexity measurement tool named as PyMetrics [29] which is
capable of counting the following metrics: block count, maximum block depth,
number of doc strings for Python classes, number of classes, number of comments,
number of inline comments, total number of doc strings, number of function doc
strings, number of functions, number of keywords used, number of lines, number of
characters and number of multiple exit functions. Another tool available online is
Pyntch [30]. Pinch (PYthoN Type CHecker) is a static code analyzer which detects
possible run time errors before actually running a code.

All of the above tools are effective in evaluating the quality of the Python language
only up to an extent. Most of them are confined to compute simple metrics, which
give only idea for some specific attributes; none of them are capable to evalute major-
ity of attributes in a single metric.

3 Proposed Metric

Based on the drawbacks as discussed in the previous section we are proposing a new
metric that is intended to measure the complexity of the Python code, by including
most of the parameters, which are responsible for the overall complexity. The compo-
nents/factors of our metrics are:

1. Variables or attributes,
2. Basic control structures; and
3. Classes

Variables and attributes: They are one of the causes of complexity. Further, if a
variable’s name is arbitrarily given, then the comprehensibility of that code will be
lower [20]. Therefore, variables and attributes of classes should have meaningful
names. Although, it is suggested that the name of the variables should be chosen in
such a way that it is meaningful in programming, there are developers who do not
follow this advice strictly. If the variable names are taken arbitrarily, it may not be a
grave problem if the developer himself evaluates the code. However, it is not the case
in the real life. After the system is developed, especially during maintenance time,
arbitrarily named variables may increase the difficulty in understanding four times
more [20] than the meaningful names.

Basic Control Structures (BCS’s): Sequences’ complexity depends on its mathe-
matical expression [15]. Functions help tidiness of a code. Also, they may increase
the reusability of the code. However, each function call disturbs the fluency of read-
ing a code. Loops are used to repeat a statement for more than one time, although,
they decrease computing performance. Especially, the more nested loops there are,
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the more time takes to run the code. Also, human brain has similarities with com-
puters in interpreting a data [22], [23]. Conditional statements are used to make a pro-
gram dynamic. On the other hand, by presenting more combinations they decrease the
easiness of grasping the integrity of a program. Because, conditional statements can
be thought to be sequences build up in different possible situations. If the conditional
situations are nested, then the complexity much becomes higher. The situation in ex-
ceptions is similar. We are assigning the weights for each basic control structure fol-
lowed by the similar approach of Wang [15]. Wang proved and assigned the weights
for sub conscious function, meta cognitive function and higher cognitive function as
1, 2 and 3 respectively. Although, we followed the similar approach with Wang, we
made some modifications in the weights of some Basic Control Structures as shown
in Table 1.

Table 1. Values of Structures

Category Value Flow Graph
Condition 2

Nested Loop 3"
Function 2

R
v
:

Sequence 1 I

Recursion 3
.

Exception 2 /.\

Classes: The complexity of a class is proposed by considering the complexity due to
attributes and methods (functions). Furthermore, for calculating the complexity due
to attributes and methods, we follow the guidelines given in sections 3.1 and 3.2.

The Metric

We develop our metric depending upon the structural values given in Table 1.
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Software Metric for Python (SMPy)
= CIclass+CDclass+Cglobal+Ccoupling
()
Where, Clclass = Complexity due to Inheritance
CDclass = Complexity of Distinct Class
Cglobal= Global Complexity
Ccoupling= Complexity due to coupling between classes.

All these factors are defined as follows:

Cclass can be defined as;

Cclass = weight(attributes)+ weight(variables)+ weight(structures)+
weight(objects)- weight(cohesion) 2)

Where, Cclass = Complexity of Class

Where, weight of attributes W (attribute) is defined as:
W (attributes) = 4*AND+MND. 2.1)

Where, AND = Number of Arbitrarily Named Distinct Variables/Attributes
MND = Number of Meaningfully Named Distinct Variables/Attributes
Weight of variable W(variables) is defined as:

W (variables) = 4*AND+MND (2.2)
Weight of structure W(structures) is defined as:
W(structures) = W(BCS) (2.3)

Where, BCS are basic control structure.
Weight of objects W(object) is defined as:

W(objects) =2 2.4

Creating an object is counted as 2, because while creating a function constructor is
automatically called. Therefore, it is the same as calling a function or creating an ob-
ject. Here it is meant to be the objects created inside a class.

Weight of cohesion is defined as:

W(cohesion) = MA/AM

Where, MA = Number of methods where attributes are used

AM = Number of attributes used inside methods

While counting the number of attributes there is no any importance of AND or
MND.

Notes:

Function call: during inheritance, calling super class’s constructor is not counted.

Global variable: static attribute is counted as a global variable.

Cglobal can be defined as;
Cglobal=W (variables-+structures+objects) 3)

weight of variable W(variable) is defined as:
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W(variables) = 4* AND+MND 3.1

The variables are defined globally.
Weight of structure W(structure) is defined as:

W(structures) = W(BCS)+obj.method (3.2)

Where, BCS are basic control structure, and those structures are used globally.
‘obj.method’ calls a reachable method of a class using an object. ‘obj.method’ is
counted as 2, because it calls a function written by the programmer.

weight of objects W(object) is defined as:

W(objects) =2 3.3)

Creating an object is counted as 2, as it is described above. Here it is meant to be
the objects created globally or inside any function which is not a part of any class.

Notes:

Exception: while calculating try catch statement, only the number of “catch”es are
counted as 2. “try” itself is not counted.

Clclass can be defined as;
There are two cases for calculating the complexity of the Inheritance classes de-
pending on the architecture:

e If the classes are in the same level then their weights are added.
e If they are children of a class then their weights are multiplied due to inheri-
tance property.

If there are m levels of depth in the OO code and level j has n classes then the com-
plexity of the system due to inheritance is given as;

m

Clclasses =H{ . CCJJ ()]
=1 k=1

CDclass can be defined as;
CDclass=Cclass(x) + Class(y) +... 5)

Note: all classes, which are neither inherited nor derived from another, are part of
CDclass even if they have caused coupling together with other classes.

Coupling is defined as;
Coupling = 2° (6)
¢ = Number of Connections

A method which calls another method in another class creates coupling. However, if a
method of a class calls the method of its super class, then it is not considered to be
coupling. In order to provide a connection there has to be two entities. It means one
connection is in between two points. Thus the base number is taken as 2. Another
reason for that is function call has a value of 2; c is total number of connection made
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from one method to other method(s) in another class (es). It is taken as ‘to the power’,
because each connection makes a significant increment in cognitive comprehensibility
in software.

4 Demonstration of the Metric

We have demonstrated our proposed complexity metric given by equation 1 by a pro-
gramming example written in Python language. The complete code for the following
figure is given in the Appendix.

Example Class Diagram:

Shapes

+x: 1nt

+y: int

+Shapes (px:int,py:int)
+e<virtual=> type(=0): string
+<<virtual=> info(): void

1

FigurelP

+pl: int
+FigurelP(px:int,py:int,r:int)
+<<virtual=> info(): void

A

Square " Circle
Figure2P

+Square (px:int, py:int, riint)
virtual=> type(): string

+Circle (px:int,py:int, r:int)

il INT +<<virtual>> type(): string f—

+FigureZP (px:int,py:int,wiint,hiint)
+<<virtual=> info(): void

i

Rectangle oval
+Rec‘_(ang1e(px:in‘t,py:int,_w:int,h:int) +Oval(px:int,py:int,w:int,h:int)
+<eyvirtual== type(): string +<<virtual=> type(): string

Colour
+clr: static char
getColour(): void

-stars(limit:int): void

Fig. 1. Shapes — Class Diagram

The proposed example has eight classes. The components of our metric for all classes
are summarized in Table 1. Based on these values we have calculated Cclass, Clclass,
CDclass, Cglobal, coupling values of the system. It is worth to mention that during
the calculation of complexity of inheritance, we should be careful in computing of
Clclass. We have to add the complexity of the classes at the same level and only mul-
tiply with their parent classes, as shown in the following.
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Table 2. Class Complexity

class attribute | string variable | object | MA | AM | cohesion Cclass
Colour 0 33 2 0 0 0 0 35
Shapes 2 6 0 0 2 1 7
Fig- 1 8 0 0 2 1 2 7
urelP
Square 0 27 0 2 0 0 0 29
Circle 0 27 0 2 0 29
Fig- 1 11 0 0 1 1 1 10
ure2P
Rectan- 0 27 0 2 0 0 0 29
gle
Oval 0 27 0 2 0 0 0 29

Cclass(Colour)=35
Cclass(Shapes)=7
Cclass(Figure1P)=7
Cclass(Square)=29
Cclass(Circle)=29
Cclass(Figure2P)=10
Cclass(Rectangle)=29
Cclass(Oval)=29

Table 3. Non-Class Complexity

Non-Class var+str+obj Complexity
Cglobal 24 24

Clclass=Shapes*(Figure 1P*(Square+Circle+Figure2P*(Rectangle+Oval)))
=TH(T*(29+29+10%(29+29)))
=31262

CDclass=35

Cglobal=24

SMPy=ClIclass+CDclass+Cglobal+coupling
=31262+35+24+2°
=31337

Calculation is as follows;

1. Complexity of each class was calculated. Attributes, methods, variables, ob-
jects, structures, and cohesion were included.

2. Complexity of global structure was calculated. Variables, objects, structures,
functions, and the main function were included.

3. Classes were separated as inside inheritance and distinct.
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4. Complexity of inheritance was calculated. Super class was multiplied by the
summation of the classes which are derived from it.

5. Complexity of inheritance, complexity of distinct class, complexity of global
structure, and coupling were summed to reach the result of SMPy.

5 Conclusion

This paper presents a complexity metric for Python language. It is observed that there
is lack of proper metrics for this useful and important language. This factor motivates
us to work on it and produce such a metric, which can cover all the aspects of com-
plexity. Consequently, a new approach, which is unification of all the attributes, is
presented. Furthermore, we think the proposed metric can be applied to any OO
language. It can be applicable to the procedural language by omitting the terms re-
sponsible for OO features. We hope that the present work will find attention from the
researchers and practitioners, who are working in OO domain, especially who are
using Python.
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Appendix

//Shapes program written in C++ to illustrate the usability of the proposed metric
#include <iostream>
#include <string>
using namespace std;
/I Colour
class Colour{
void stars(int limit);
public:
static char c;
void getColour();
}s
void Colour::getColour(){
if (c=='s")
cout<<"Yellow"<<endl;
else if (c=='c")
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cout<<"Violet"<<endl;
else if (c=="T")
cout<<"Red"<<endl;
else if (c=='0")
cout<<"Orange"<<endl;
else
cout<<"White"<<endl;
stars(5);
}
void Colour::stars(int limit){
int outer_loop, inner_loop;
for (outer_loop=limit; outer_loop>0; outer_loop--){
for (inner_loop=1; inner_loop<=outer_loop; inner_loop++)
printf(“*”);
printf(‘\n”);

char Colour::c;

class Shapes {
public:
Shapes(int px, int py):x(px),y(py) {}
int X, y; //position
virtual string type() = 0;
virtual void info() {
cout << endl << "figure: " << type() << end];
cout << "position: x=" << x << ", y=" <<y << endl;

};

class Figure1P : public Shapes {
public:
Figure1P(int px, int py, int r):p1(r),Shapes(px, py) {}
int pl;
virtual void info() {
Shapes::info();
cout << "property 1: p=" << pl << endl;

};

class Square : public FigurelP {
public:
Colour *its_colour;
Square(int px, int py, int r):Figure1P(px, py, r) {}
virtual string type() {
Colour::c='s";
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its_colour->getColour();
return "square”;

};

class Circle : public Figure1P {
public:
Colour *its_colour;
Circle(int px, int py, int r):Figure1P(px, py, r) {}
virtual string type() {
Colour::c='c";
its_colour->getColour();
return "circle";

};

class Figure2P : public FigurelP {
public:
Figure2P(int px, int py, int w, int h):p2(h),Figure 1 P(px, py, w) {}
int p2;
virtual void info() {
Figure1P::info();
cout << "property 2: p=" << p2 << endl;

};

class Rectangle : public Figure2P {
public:
Colour *its_colour;
Rectangle(int px, int py, int w, int h):Figure2P(px, py, w, h) {}
virtual string type() {
Colour::c=T";
its_colour->getColour();
return "rectangle";

};

class Oval : public Figure2P {

public:
Colour *its_colour;
Oval(int px, int py, int w, int h):Figure2P(px, py, w, h) {}
virtual string type() {

Colour::c='o";
its_colour->getColour();
return "oval";
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// Freeing memory
void freeRAM(Shapes *objs[], int 1){

delete objsl[i];

int main(void) {

endl;

Shapes **objs = new Shapes*[5];

/I creating objects

objs[0] = new Circle(7, 6, 55);

objs[1] = new Rectangle(12, 54, 21, 14);
objs[2] = new Square(19, 32, 10);
objs[3] = new Oval(43, 10, 4, 3);
objs[4] = new Square(3, 41, 3);

bool flag=false;

do {

cout << endl << "We have 5 objects with numbers 0..4" << end];

313

cout << "Enter object number to view information about it " <<

cout << "Enter any other number to quit " << end];
char onum; // in fact, this is a character, not a number
// this allows user to enter letter and quit...
cin >> onum;
/I flag -- user have entered number 0..4
flag = ((onum >="0")&&(onum <= '4"));
if (flag)
objs[onum-'0"]->info();
} while(flag);

for(int i=0;i<5;i++)
freeRAM(objs,i);

delete [] objs;

return(0);
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Abstract. A certifying algorithm for a problem is an algorithm that
provides a certificate with each answer that it produces. The certificate
is a piece of evidence that proves the answer has no compromised by a bug
in the implementation. A Hamiltonian cycle in a graph is a simple cycle
in which each vertex of the graph appears exactly once. The Hamiltonian
cycle problem is to test whether a graph has a Hamiltonian cycle. A path
cover of a graph is a family of vertex-disjoint paths that covers all vertices
of the graph. The path cover problem is to find a path cover of a graph
with minimum cardinality. The scattering number of a noncomplete con-
nected graph G = (V, E) is defined by s(G) = max{w(G—-5)—|S|: S CV
and w(G — S) > 1}, in which w(G — S) denotes the number of compo-
nents of the graph G —.S. The scattering number problem is to determine
the scattering number of a graph. A recognition problem of graphs is to
decide whether a given input graph has a certain property. To the best
of our knowledge, most published certifying algorithms are to solve the
recognition problems for special classes of graphs. This paper presents
O(n)-time certifying algorithms for the above three problems, including
Hamiltonian cycle problem, path cover problem, and scattering number
problem, on interval graphs given a set of m intervals with endpoints
sorted. The certificates provided by our algorithms can be authenticated
in O(n) time.

Keywords: Certifying algorithm, path cover, Hamiltonian cycle, scat-
tering number, interval graph.

1 Introduction

The study of certifying algorithms is motivated by software engineering, soft-
ware reliability and the insight that software is often not bug-free. Although an
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algorithm has been always proved to be correct, its implementation may contain
bugs. Thus, it is desirable to have tools for knowing whether the output of an
implementation of an algorithm is correct or returned due to a bug. Obviously,
there is no way to guarantee by the design and analysis of an algorithm that
its implementations are bug-free. Nevertheless, certifying algorithm design may
support software reliability.

The name “certifying algorithm” was introduced by Kratsch et al. in [I3]. A
certifying algorithm for a problem is an algorithm that provides a certificate with
each answer that it produces. An authentication algorithm is a separate algo-
rithm that confirms the validity of the answer by checking the certificate; it takes
the input, the answer, and the certificate produced by the original algorithm,
and verifies (independently of the original algorithm) whether the answer is cor-
rect. For example, an implementation of a certifying algorithm testing whether
an input graph is bipartite provides an odd cycle as a certificate whenever it
claims the input graph is not bipartite, and provides two disjoint independent
vertex sets as a certificate if it claims the input graph is bipartite. An authen-
tication algorithm can verify the correctness of an answer claiming the input
graph is not bipartite by checking whether the certificate is an odd cycle of the
input graph indeed; and verify the correctness of an answer claiming the input
graph is bipartite by checking whether the certificate does consist of two disjoint
independent sets whose union is the vertex set of the input graph. Usually we
prove the correctness of our algorithm after we design it. However the purpose
of a certificate produced by a certifying algorithm is not to prove the correctness
of the algorithm. It is for implementation of the algorithm. When we implement
a valid algorithm, we are not sure that the implementation is bug-free. One way
to see the correctness of the implementation is to output a certificate for each
answer it produces and let an authentication program verify the correctness of
the answer by checking the certificate. Certifying algorithms reduce the risk of
erroneous answer, caused by bugs in the implementation. For more background
on certifying algorithms, we refer readers to [TTII4].

A recognition algorithm is an algorithm that decides whether some given input
(graph, geometrical object, picture, etc.) has a certain property. Such an algo-
rithm accepts the input if it has the property or rejects it if it does not. There
are some certifying recognition algorithms appeared in the literatures recently
[BTOUTTI4]. In fact some recognition algorithms published before the term of
certifying algorithms appeared are certifying algorithms already. To the best of
our knowledge, most published certifying algorithms are recognition algorithms
for special classes of graphs. In this paper, we give the first certifying algorithm
for an optimization problem, i.e., the path cover problem on interval graphs. We
also give certifying algorithms for the Hamiltonian cycle and scattering number
problems on interval graphs.

All graphs considered in the paper are finite and undirected, without loops or
multiple edges. Throughout this paper, let m and n denote the number of edges
and the number of vertices of a graph, respectively. A Hamiltonian cycle in a
graph is a simple cycle in which each vertex of the graph appears exactly once.
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A Hamiltonian path in a graph is a simple path with the same property. The
Hamiltonian cycle (resp. path) problem involves testing whether or not a graph
contains a Hamiltonian cycle (resp. path). The Hamiltonian problems include
the Hamiltonian path and Hamiltonian cycle problems and have numerous ap-
plications in different areas, including establishing transport routes, production
launching, the on-line optimization of flexible manufacturing systems [2], pat-
tern recognition [19], etc. It is well known that the Hamiltonian problems are
NP-complete for general graphs [§]. A path cover of a graph G is a family of
vertex-disjoint paths that covers all vertices of G. The path cover problem is to
find a path cover of a graph G with minimum cardinality, denoted by 7(G). It
is evident that the path cover problem for general graphs is NP-complete since
finding a path cover, consisting of a single path, corresponds directly to the
Hamiltonian path problem. The path cover problem has many practical appli-
cations including code optimization [3], mapping parallel programs to parallel
architectures [I7], program testing [16], etc. Let G = (V, E) be a noncomplete
connected graph. The scattering number of G was introduced by Jung in [I2] and
is defined by s(G) = max{w(G—S5)—|S|: S CV andw(G—S) > 1}, where G- S
denotes the subgraph of G induced by V — S and w(G — S) denotes the number
of connected components of G — S. A set S C V with w(G — 5) — |S] = s(G)
and w(G — 5) > 1 is called a scattering set of G. By convention, the scattering
number of a complete graph K = (V, E) is —|V| and V is the unique scattering
set. Note that if G is not connected then s(G) > w(G). The scattering number
problem is to determine a scattering number of a graph. The scattering num-
ber of a graph is strongly related to hamiltonian properties of graphs. If G has
a Hamiltonian cycle, then s(G) < 0; and if G has a Hamiltonian path, then
$(G) < 1 [I7]. On the other hand, 7(G) > max{1, s(G)} holds for arbitrary
graph G by the pigeonhole principle, since each connected subgraph needs to be
covered by at least one path.

An interval family I is a collection of intervals on a real line. A graph G is an
interval graph if there exist an interval family I and a one-to-one mapping of the
vertices of G and the intervals in I such that two vertices in G are adjacent if and
only if their corresponding intervals in I intersect. We call I an interval model
of G. For an interval model I, we use G(I) to denote the interval graph for I.
Interval graphs have a variety of applications involving VLSI design, scheduling
[9], and genetics [20]. Kratsch et al. [I4] gave a linear-time certifying recognition
algorithm for interval graphs.

Arikati and Rangan [I] presented an O(n+m)-time algorithm to solve the path
cover problem on interval graphs. Manacher et al. [TH] gave an O(n loglog n)-time
algorithm for the Hamiltonian cycle problem on a set of n endpoint-sorted inter-
vals. Chang et al. [5] proposed O(n)-time algorithms for both the Hamiltonian
cycle and path cover problems on interval graphs given a set of n endpoint-sorted
intervals. Unfortunately, their algorithms fail to provide supporting evidence for
their answers. In this paper, we will propose O(n)-time certifying algorithms for
the path cover and Hamiltonian cycle problems on interval graphs given a set of
n endpoint-sorted intervals. Further, we show that the above two algorithms can
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be used to design a certifying algorithm for computing the scattering number of a
interval graph. The certificates provided by our algorithms can be authenticated
in O(n) time.

2 Terminology and Background Results

We start with some notations. For two sets X and Y, let X —Y denote the set
of elements of X that are not in Y. Let G = (V| E) be a graph with vertex set
V and edge set E. A path P in G, denoted by v1 — vy — -+ — vjpj_1 — v|p|,
is a sequence (vi,vs,...,vp|—1,v|p|) of vertices such that (vi,viy1) € E for
1 <@ < |P|. The first and last vertices visited by P are called the path-start and
path-end of P, denoted by start(P) and end(P), respectively. We use v; € P to
denote “P visits v;”. In addition, we will use P to refer to the set of vertices
visited by path P if it is understood without ambiguity.

For a graph G = (V, E) and a subset S C V of vertices, we write G[S] for the
subgraph of G induced by S, G — S for the subgraph G[V — 5], i.e., the subgraph
induced by V' — S. In addition, we write w(G — S) for the number of connected
components of G — 5. Let S and C be two disjoint subsets of vertices in G such
that S is nonempty. We say that S is an island with respect to C' in G or an
island in G — C' if no vertex in S is adjacent to any vertex of V — (C'US) in G.
By the above definition, an island S with respect to C' in G is not empty and it
contains at least one connected component in G — C. A subset C' of vertices of
G is called a cutset if the removal of C from G disconnects G.

Since each connected subgraph needs to be covered by at least one path, the
following propositions can be easily verified by the pigeonhole principle.

Proposition 1. [I8] Let C' be a cutset of a connected graph G and let g be the
number of connected components in G — C. Then, m(G) > g — |C].

Proposition 2. Let C be a cutset of a connected graph G and let g be the number
of connected components in G—C. If g > |C|, then G has no Hamiltonian cycle.

The following theorem states well-known necessary conditions for hamiltonian
properties.

Theorem 1. [7] If G has a Hamiltonian cycle, then s(G) < 0; and if G has a
Hamiltonian path, then s(G) < 1.

Since each connected subgraph needs to be covered by at least one path, the
following proposition immediately holds.

Proposition 3. For any graph G, n(G) > max{1, s(G)}.

3 A Certifying Algorithm for the Path Cover Problem
on Interval Graphs

Arikati and Rangan [I] gave an O(n+m)-time algorithm for the path cover prob-
lem on interval graphs. Manacher et al. [15] presented an O(nloglog n)-time for
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i i i i

Fig. 1. An interval model I of twelve endpoint-sorted intervals

the Hamiltonian path problem on interval graphs given a set of n endpoint-sorted
intervals. The two papers were published in the same volume of Information
Processing Letters. They used the same greedy approach independently. Assume
that the input graph is given by an interval model I that is a set of n endpoint-
sorted intervals labeled by 1,2, ..., n in increasing order of their right endpoints.
Notice that we do not distinguish an interval from its label. The left endpoint of
interval z is denoted by left(x) and the right endpoint by right(z). Interval x is
denoted by (left(x), right(x)). An interval x is said to contain another interval y
if every point of y falls within the interior of (left(x), right(z)). For convenience,
we need the following notation.

(1) For two distinct intervals x,y in I, x is smaller than y (or y is larger than
x), denoted by x < y, if right(y) is to the right of right(z), and y is to the right
of x if left(y) is to the right of right(z).

(2) s(I) denotes the interval in I with the leftmost right endpoint; that is,
s(I) <z forx el

We first introduce Procedure GP that is the key procedure used in the algo-
rithm in [I] for the path cover problem. Given an interval model I, Procedure
GP uses a greedy principle to obtain a path Z as follows. Initially, Z visits
s(I) only, i.e., Z = s(I). Repeatedly extend Z to visit the one with the leftmost
right endpoint among neighbors of end(Z) not visited by Z until all neighbors of
end(Z) are visited by Z. Then it outputs path Z and stops. For instance, given a
set of 12 endpoint-sorted intervals shown in Fig. [, Procedure GP outputs path
Z:i1—>i2—>i3—>i4—>i6—>i5.

For interval model I, define a path cover PC(I) of G(I) recursively as follows.
If I =0, then PC(I) = (). Otherwise, let PC(I) = {Z}UPC(I'), where Z is the
path obtained from I by Procedure GP and I’ = I — Z. For instance, PC(I) =
{Z) =i1 — i — i3 — iy — ig — i5,Z2 = iy — ig — Qg — 410 — G12 — 11},
where I is the set of intervals shown in Fig.[Il Z; and Z5 are the paths obtained
by Procedure GP from I and I — Z;, respectively.

Arikati and Rangan [I] proved by induction that PC(I) is an optimal path
cover of G(I). Chang et al. [5] showed that PC(I) can be computed in O(n)
time and O(n) space given a set of n endpoint-sorted intervals.

Our certifying algorithm for the path cover problem on interval graphs works
as follows. It computes PC(I) as both an optimal path cover of G(I) and a
certificate showing that PC/(I) is indeed an optimal path cover of G(I). Note
that the length of PC(I) is O(n).
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Before we show how to verify the optimality of PC(I), let’s observe the be-
havior of Procedure GP and the path obtained by it from I. It is easy to see
that every interval in I — {s(I)} is either a neighbor of s(I) or to the right of
s(I). We see that Procedure GP maintains the following invariant while growing
path Z to be output:

Every interval € I — Z is either a neighbor of end(Z) or to the right of
end(Z7).

Initially, Z = s(I) and the invariant holds trivially. Assume now Z = z; — 2o —

- — 2z, with h > 1 and the invariant holds. Let interval z be the one with the
leftmost right endpoint among the neighbors of end(Z) not in Z. There are two
cases: either z < zj or z, < z. Consider the former case first. By the variant,
z = s(I — Z). Hence every interval in I — Z other than z is either a neighbor of
z or to the right of z. Next we look into the later case. All neighbors of z;, not
in Z are greater than z. For x € [ — Z and « < zp, « is a neighbor of z. For
x €l —Z7and x > z, x is either a neighbor of z or to the right of z. In other
words, every interval in I — Z other than z is either a neighbor of z or to the
right of z. By the above observation we see that the invariant holds after the
procedure extends Z to visit z in both cases. By induction then, the invariant
maintained by Procedure GP holds. In addition, all intervals in I — Z are to the
right of end(Z) for path Z output by Procedure GP by the invariant.

Let P be a path of G(I). Define L(P) to be the set of intervals in P which
are larger than end(P), i.e., L(P) = {z|x € P and end(P) < x}. Let

L =21 — 29— — 2

be the path obtained by Procedure GP from interval model I. Notice that = # z;
if © € L(Z). Recursively define C(Z) as follows. If L(Z) is the empty set, then
C(Z) = 0; Otherwise, let C(Z) = C(Z') U {z;}, where 4 is the index such that
zi € L(Z) and z; ¢ L(Z) for i < j < kand Z/ =21 — 20 — -+ — z_1.
For instance, let 7 = i1 — i3 — i3 — i4 — i — 15 be the path obtained by
Procedure GP given the interval model shown in Fig. [[] and we have C(Z) =

{i6}-

Lemma 1. Let Z = 21 — 2o — - -+ — z;, be the path obtained by Procedure GP
from interval model I, i be the index such that z; € L(Z) and z; ¢ L(Z) for
i<j<kandZ =z — 29— - — zi_1. Then, I — Z, {z1,22,...,2i—1}, and
{Zit1, Ziv2, ..., 2k} are islands with respect to L(Z') U {z;} in G(I).

Proof. By the invariant maintained by Procedure GP, intervals in I — Z are to
the right of zj. Thus, I — Z and Z — L(Z) are islands with respect to L(Z) in
G(I). By the greedy principle of Procedure GP and the invariant maintained by
Procedure GP, all intervals in {z;y1, zi42,..., 2k} are to the right of z;_; and
to the left of every interval in I — Z. Thus, {z; 1, zit2,..., 2k} and Z' — L(Z')
are islands with respect to L(Z’) U {z;} in G(I).

The following corollary can be seen from the above lemma and the recursive
definition of C(Z).
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Corollary 1. Let Z be the path obtained by Procedure GP from interval model
I, C(Z) ={ci,c,...;en}, and let Z = Q1 — ¢4 — Q2 — 2 — -+ — Qp —
ch — Qni1- Then, Q1,Q2,...,Qni1, and I — Z are islands with respect to C(Z)
in G(I).

Suppose PC(I) = {Z1,Zs,...,Z4}, where ¢ = |PC(I)|. Define C(I) =
U1<i<qC(Z;). For example, C(I) = {ig,i12} for the interval model I shown
in Flgﬂl where PC(I) = {Zl = il — iz — ig — i4 — i6 — is,ZQ = i7 — ig —
ig — ilO — i12 — 2.11}, C(Zl) = {iﬁ}, and C(ZQ) = {ilz}. By Corollaryl]], we
have the following corollary:

Corollary 2. There are |PC(I)|4|C(I)| connected components in G(I —C(I)).

By the above corollary and Proposition [[I we know that PC(I) is an optimal
path cover of G(I). Now we are ready to describe our authentication algorithm as
follows. Given PC(I), the algorithm first checks whether PC(I) is a path cover
of G(I) and then computes C(I) to test whether G(I—C(I)) has |PC(I)|+|C(I)|
connected components. Whether PC(I) is a path cover of G(I) can be checked
in O(n) time. Given PC(I), C(I) can be computed in O(n) time. Given a sorted
interval model I and C(I), the number of connected components in G(I —C(I))
can be determined in O(n) time. Thus the running time of the authentication
algorithm is O(n) and we have the following theorem.

Theorem 2. There is an O(n)-time certifying algorithm for the path cover prob-
lem on interval graphs given sorted interval models. The optimality of the output
of this algorithm can be authenticated in O(n) time.

4 A Certifying Algorithm for the Hamiltonian Cycle
Problem on Interval Graphs

In this section, we present a certifying algorithm to solve the Hamiltonian cycle
problem on interval graphs. Given a sorted interval model, it runs in O(n) time.
It is assumed that a set I of n endpoint-sorted intervals is given and n > 2.
The algorithm first computes path Z by calling Procedure GP. If [ — Z # () or
L(Z) # 0, then G(I) has no Hamiltonian cycle. In this case, it outputs C(2)
as a certificate. Clearly, C'(Z) is of length O(n). The authentication algorithm
simply checks whether G(I—C(Z)) has more than |C(Z)| connected components.
If G(I — C(Z)) does have more than |C(Z)| connected components, then by
Proposition ] G(I) does have no Hamiltonian cycle. Suppose I — Z = ) and
L(Z) = 0. That is, G(I) has a Hamiltonian path Z with L(Z) = (). Then, we
grow two paths P, and P, from Z. Let Z = 21 — 29 — -+ — 21 — 2Zn.
Initially, let P, = z; and P, = z5. Then for ¢ from 3 to n, we grow the two paths
as follows. Let P* be the one that visits z;_1 and P’ be the other path. If z; is
adjacent to end(P’) then extend P’ to visit z;; otherwise extend P* to visit z;.
After all intervals are visited by either one of the two paths, let P* be the one that
visits z, and P’ be the other path. We can easily see that G(I) has a Hamiltonian
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Fig. 2. A sorted interval model I with a Hamiltonian cycle, in which arrow lines indicate
the visited sequences of the two paths

Fig. 3. A sorted interval model I without Hamiltonian cycle, in which arrow lines
indicate the visited sequences of the two paths

cycle if P’ visits z,_1 since z; and 2o are adjacent and z,_1 and z, are adjacent.
In this case, the algorithm outputs the Hamiltonian cycle obtained from the two
paths. On the other hand, it claims that G(I) has no Hamiltonian cycle if P" does
not visit z,—_1. Next, we show how to obtain a certificate proving that G(I) has
no Hamiltonian cycle in case that z,,_1 ¢ P’. Let h be the largest index such that
zp € P'. Clearly, h <n—1.Let Z/ = 2y — 29 — -++ — 2z_1 — z5. By the above
algorithm, zp11 € P*. Then for h +2 < i < n, 2; is not adjacent to z, by the
algorithm and is to the right of zj, by the invariant maintained by Procedure GP.
Notice that the set {219, ..., 2, } is not empty. Hence, {zp 2, ..., 2, } is an island
with respect to L(Z")U{zp+1} in G(I). Then, there are at least |C(Z")|+2 islands
with respect to C'(Z") U{zp4+1} in G(I). The algorithm outputs C(Z’) U {zp41}
as a certificate showing that G(I) has no Hamiltonian cycle by Proposition 2

For instance, given a set of sorted intervals shown in Fig. 2 Z = i1 — i —
i4—>i3—>i5—>i6—>i7—>ig.Then7P1 :i1—>i5—>i6—>i7andP2:i2—>
14 — 13 — ig. It is easy to see that a Hamiltonian cycle can be obtained from
the two paths. On the other hand, given a set I of sorted intervals shown in Fig.
B,Z:il—>i2—>i4—>i3—>i5—>i6—>i7—>i8.Then,P1:i1—>i5—>i6—>
i7 — is and P2 = iz — i4 — ig. We can see that 7' = il — iz — i4 — i3,
C(Z") = {ia}, and zp+1 = i5. Then, G(I — {i4,i5}) has 3 connected components.
By Proposition 2 G(I) has no Hamiltonian cycle. We then have the following
theorem.

Theorem 3. There is an O(n)-time certifying algorithm for the Hamiltonian
cycle problem on sorted interval models. The length of the certificate provided by
the algorithm is O(n) and the authentication algorithm runs in O(n) time.
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5 A Certifying Algorithm for the Scattering Number
Problem on Interval Graphs

Given a set I of n sorted intervals, we give an O(n)-time certifying algorithm to
compute the scattering number s(G(I)) and provide a certificate for this answer
as follows. By Theorem [ if G(I) has a Hamiltonian cycle, then s(G(I)) <
0; and if G(I) has a Hamiltonian path, then s(G(I)) < 1. By Proposition [B
m(G(I)) = max{1,s(G(I))}. Our certifying algorithm for computing s(G(I))
is then sketched as follows. It first calls the Hamiltonian cycle algorithm to
test whether G(I) has a Hamiltonian cycle. If it has a Hamiltonian cycle C,
then s(G(I)) = 0 and C is provided as a certificate. Otherwise, the algorithm
computes the minimum path cover PC(I) = {Z1,Z2, -+ ,Z,} of G(I). If ¢ = 1,
i.e., G(I) has a Hamiltonian path, then s(G(I)) = 1 and Z; is provided as a
certificate. Otherwise, it computes C(I) = Ui<i<qC(Z;) and w(G(I) — C(I)).
It then outputs s(G(I)) = w(G(I) — C(I)) — |C(I)| = |PC(I)| = n(G(I)), and
provides C(I) as a certificate. For example, given a set I of sorted intervals, as
shown in Fig. [l The algorithm first computes PC(I) = {Z; = i1 — is — i35 —
i4 — i6 — i5,Z2 = i7 — is — ig — ilO — ilg — i11}7 C(Zl) = {iG}, and
C(Z3) = {i12}. Then, C(I) = C(Z1) U C(Z3) = {i,i12} and w(G(I) — C(I)) =
|PC(I)| + |C(I)| = 2+ 2 = 4. The algorithm then outputs s(G(I)) = w(G(I) —
C(I)) — |C(I)| = 2, and provides C(I) as a certificate. The correctness of the
above algorithm follows from Proposition Bl Corollary Bl and Theorem [l By
Theorems 2l and Bl the above algorithm runs in O(n) time. It is easily seen that
the provided certificates can be authenticated in O(n) time. Thus the running
time of the authentication algorithm is O(n) and we conclude the following
theorem.

Theorem 4. There is an O(n)-time certifying algorithm for the scattering num-
ber problem on interval graphs given sorted interval models. The length of the
certificate provided by the algorithm is O(n) and the authentication algorithm
runs in O(n) time.
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