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Abstract. One of the important properties of hidden Markov models is
the ability to model sequential dependencies. In this study the applicabil-
ity of hidden Markov models for emotion recognition in image sequences
is investigated, i.e. the temporal aspects of facial expressions. The un-
derlying image sequences were taken from the Cohn-Kanade database.
Three different features (principal component analysis, orientation his-
tograms and optical flow estimation) from four facial regions of interest
(face, mouth, right and left eye) were extracted. The resulting twelve
paired combinations of feature and region were used to evaluate hidden
Markov models. The best single model with features of principal com-
ponent analysis in the region face achieved a detection rate of 76.4 %.
To improve these results further, two different fusion approaches were
evaluated. Thus, the best fusion detection rate in this study was 86.1 %.

1 Introduction

For over a hundred years people are interested in understanding emotions. One of
the most important and pioneering researcher, who has dealt with this issue, was
Charles Darwin [6]. By examining the interaction between facial muscles and the
associated emotions, he introduced the first rules of emotion recognition. Paul
Ekman developed a so-called Facial Action Coding System (FACS) [9] to encode
the emotions using the facial muscles. He distinguished six basic emotions: “joy”,
“anger”, “surprise”, “disgust”, “sadness” and “fear”.

Hidden Markov Models (HMMs) are often used in speech recognition [15]
and increasingly also for emotion recognition [20,4] because they are able to
model temporal dependencies. HMMs are probabilistic models which consist of
a countable number of states, transitions and corresponding emissions. HMMs
are easy to model, but variable by the parameters that describe them.

Lisetti and Rumelhart [14] proposed a NN-based approach to recognize the
facial expressions in which they selected different face regions manually. Lien
et al. [13] compared different methods that use optical flow. Lin et al. [7] utilized
principle component analysis (PCA) and hierarchical radial basis functions for
facial emotion recognition.
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In this study, HMMs were utilized for recognition of facial expressions in image
sequences. The aim was to investigate the behavior of HMMs in facial expres-
sion recognition and to demonstrate whether HMMs are capable of recognizing
emotions in image sequences sufficiently well. Hence, four regions in the image
sequences were selected manually: face, mouth, right and left eye. Afterward, in
each region of the image, three different features, namely principal component
analysis, orientation histograms and optical flow estimation, were extracted. The
resulting twelve paired combinations of feature and region were used to evaluate
the HMMs. Numerous experiments to optimally adjust the HMMs were con-
ducted. The optimal number of states and the optimal number of the normal
distributions of the Gaussian Mixture Models (GMMs), which were attached to
the states, were determined empirically. Additionally, two different model ar-
chitectures were evaluated. To improve the over-all performance further, two
approaches to fuse the results of the twelve individual models were developed.

The rest of the paper is organized as follows: Section 2 provides a brief
overview of the HMMs, GMMs and the two classifier fusion approaches. In Sect. 3
the images and the extraction of the features are described. The experiments and
the results will be introduced in Sect. 4. Section 5 gives a brief summary of the
paper.

2 Stochastic and Functional Principles

2.1 Hidden Markov Models

A Hidden Markov Model (HMM) λ = (Z, V, π, A, E) is a statistical model which
is composed of two random processes [8][16]. The first process is a Markov chain
consisting of a defined number of states Z = (z1, ..zn) and corresponding state
transition probabilities which form the transition matrix A = (aij). The prob-
ability aij designates the probability to change from state zi to state zj. The
third component of this process is the initial probability vector π which defines
the probabilities of the states to be the initial state. The second random pro-
cess defines the output: it consists of possible observations V = (v1...vm) and
the observation matrix E = {ej(k)} storing the probabilities ej(k) of observa-
tion vk being produced from the state zj . The sequence of observations provides
information about the sequence of the hidden states.

The topology of the transition matrix defines the structure of the model. A
connection between two states zi and zj is given, if the corresponding entry aij

is greater than 0. The following two models were utilized in this study: fully
connected model with aij > 0 ∀ i, j and a forward model with aij = 0 for i > j
and j > i + 1, i.e. only connections to the state itself and to the following state
are allowed.

One property of the HMM is that the next state only depends on the current
state. The values at time t− i, i > 1 have no influence. This is called the Markov
property, e.g. for a sequence of states Q = q1...qL, qi ∈ Z:

P (qt+1 = zj | qt = zi, qt−1 = zk, ...) = P (qt+1 = zj | qt = zi) . (1)
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There are three basic problems associated with HMMs [16]. Each of it can be
solved with a specific dynamic programming algorithm:

Decoding Problem. Given the parameters of the model λ = (Z, V, π, A, E)
and a observed output sequence O = O1, ..., OL. Evaluate the most likely
state sequence which could have generated the output sequence.
Solution: Viterbi algorithm.

Evaluation Problem. Given the parameters of the model λ = (Z, V, π, A, E).
Compute the probability of an observed output sequence O = O1, ..., OL.
Solution: forward algorithm.

Learning Problem. Given a set of output sequences O1, ..., OL and the struc-
ture of the model λ = (Z, V ). Determine the transition matrix A, the obser-
vation matrix E and the initial probability vector π so that the probability
for this HMM, producing O1, ..., OL, is the maximum value.
Solution: Baum-Welch algorithm1.

The HMMs were utilized for classification. Therefore, one HMM λi, i = 1, ..., n
for each emotion class was trained using data of one class. The probabilities P (O |
λi) for an unclassified observation O and the i-th HMM were estimated with the
forward algorithm. For numerical reasons, the logarithm of the probabilities was
used in the computation because they could become very small. The maximum
of the n achieved values P (O | λi), one for each HMM, lead to the most likely
class. This architecture is called a log-likelihood estimator.

2.2 Gaussian Mixture Models

A Gaussian mixture model (GMM) g(f1, ..., fm) is a probabilistic model for esti-
mation of probability density functions [3]. It combines m Gaussian distributions
f1, ..., fm. Each distribution fi is defined as fi = (μi, Σi, αi). The value μi is the
expected value and thus the center of the normal distribution. The value Σi

defines the covariance matrix of the i-th distribution. The third value αi stands
for the weight of the i-th distribution in the probability density function with∑m

i=1 αi = 1.
The individual distributions fi are assumed to be stochastically independent

and defined as followed:

fi(x | μi, Σi) =
1

√
(2π)N/2 | Σi |

exp
(
− 1

2
(x − μi)T Σ−1

i (x − μi)
)

. (2)

This defines the total probability P (X | f1, ..., fm) with:

P (X | f1, ..., fm) =
m∑

i=1

αifi(X, μi, Σi) . (3)

In this study, one GMM in each state of the HMM was utilized to define the
observation probabilities E, which were mentioned in Sect. 2.1. It should be
1 The Baum-Welch algorithm is an instance of the expectation-maximization algo-

rithm.
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noted that GMMs cannot take temporal dependencies into account as HMMs
do. The parameters of the GMM are trained with an expectation maximization
algorithm.

2.3 Classifier Fusion

Combining classifiers is a promising approach to improve classifier results. A
team of classifiers, which is intended to be fused, needs to be accurate and
diverse [11]. While accuracy of a classifier is clear, diversity means that if a
sample is classified falsely, not all classifiers should agree on a wrong class-label.
In this paper different feature views on the data are constructed to produce
diversity and two very simple but intuitive fusion techniques were evaluated.

Vote-Fusion. The results of the log-likelihood estimators lead at best all to
the same class, but normally they are different. To nullify this problem, the
first fusion method vote the results of selected log-likelihood estimators.

Probability-Fusion. The other fusion approach did not combine the results
but the probabilities P (O | λi) of selected log-likelihood estimators. To com-
bine several estimators, the class-wise sums are computed. A summation of
the logarithmic values is equivalent to a multiplication of the probabilities.
Only then is the maximum determined to obtain the most likely class. This
implies statistic independence of the models, which is unfortunately not fully
given since the features were generated from the same sequence.

3 Data Collection

The Cohn-Kanade dataset is a collection of image sequences with emotional
content [5], which is available for research purposes. It contains image sequences
which were recorded in a resolution of 640×480 (sometimes 490) pixels with
a temporal resolution of 33 frames per second. Every sequence is played by an
amateur actor who is filmed from a frontal view. The sequences always start with
a neutral facial expression and end with the full blown emotion which is one of
the six categories “fear”, “joy”, “sadness”, “disgust”, “surprise” or “anger”.

To acquire a suitable label, the sequences were presented to 15 human labelers
(13 male and two female). The sequences were presented as a video. After the
play-back of a video the last image remained on the screen and the test person
was asked to select a label. Thus, a label for every sequence was created as the
majority vote of the 15 different opinions. The result of the labeling procedure
is given in Table 1 showing the confusion matrix of the test persons according to
the majority of all persons. The resulting data collection showed to be highly im-
balanced: the class “joy” (105 samples) occurred four times more often than the
class “fear” (25 samples) and in addition, this expression could not be identified
by the test persons.

In all automatic facial expression recognition systems some relevant features
are extracted from the facial image first and these feature vectors are utilized
to train some type of classifier to recognize the facial expression. One problem
is here how to categorize the emotions: one way is to model emotions through
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Table 1. Confusion matrix of the human test persons against the majority of all 15
votes (left). The right column shows the share of the facial expressions in the data set
(hardened class labels).

maj.\test pers. joy ang. sur. disg. sad. fear no. samples

joy 104 0 0 0 0 1 105
ang. 0 39 0 6 3 1 49
sur. 1 0 72 0 1 17 91
disg. 1 12 1 54 1 12 81
sad. 0 6 2 2 70 1 81
fear 1 1 3 6 1 13 25

a finite set of emotional classes such as anger, joy, sadness, etc, another way
is to model emotions using continuous scales such as valence (the pleasantness
of the emotion) and arousal (the level of activity) of an expression [12]. In this
paper, a discrete representation in six emotions was used. Finding the most
relevant features is definitely the most important step in designing a recognition
system. In our approach, prominent facial regions such as the eyes, including
the eyebrows, the mouth and for comparison the full facial region have been
considered. For these four regions orientation histograms, principal components
and optical flow features have been computed. Principal components (eigenfaces
approach) are very well known in face recognition [19] and orientation histograms
were successfully applied for the recognition of hand gestures [10] and faces [18],
both on single images. In order to extract the facial motion in these regions,
optical flow2 features from pairs of consecutive images have been computed, as
suggested in [17].

4 Experiments and Results

In this section, experiments which concern both the number of the distributions
and the architecture of the HMMs are presented. The results of the achieved
single models will be shown and the results of the two different fusion methods
will be demonstrated.

4.1 Adjusting the Number of Gaussian-Components

We started with simple models with only one state and mixture. By doing so,
a model is constructed which neglects any sequential dependencies. Thus, the
transition matrix was just a vector. The results of the twelve feature-region pairs
with this plain model are shown in Table 2. The next step was to improve the
results by optimizing the models.

Numerical test runs were conducted with 10-fold cross-validation. The num-
ber of states were evaluated from 1 to 9 and the number of mixture components
2 We were using a biologically inspired optical flow estimator which was developed by

the Vision and Perception Science Lab of the Institute of Neural Processing at the
University of Ulm [1,2].
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from 1 to 4. The transition matrices were fully connected. The results of this
process are shown in Table 2. The adjustments on the number of distributions
led to higher detection rates than they were in the plain model. The experiments
showed that by increasing the number of states, the corresponding number of
mixture components per state became smaller. We determined that a total num-
ber of 8-20 for all distributions is sufficient for this application. One negative
effect of a high number of distributions was, that some emotions were recog-
nized very poorly: since the more states and mixtures were chosen, the more
parameters had to be estimated. There were a few emotions with only little data
(see Table 1), so the fine-tuning could not be adjusted well enough and it led to
overfitting. Additionally, there was no model which was optimal for all emotions.
The emotion “joy” had the best recognition rate with PCA-features in the region
face, whereas the emotion “anger” was best recognized in the region of the left
eye and features with optical flow estimation. The best results for the different
emotions and the corresponding models are shown in Table 3.

Table 2. Results for expression concerning the number of states, the corresponding
number of mixtures per state and the detection rate for all twelve models. In case of
more than one state, the transition matrix was fully connected.

no. feature region no. st/mix det. rate no. st/mix det. rate

1 PCA face 1 / 1 0.727 9 / 2 0.742
2 PCA mouth 1 / 1 0.641 8 / 2 0.671
3 PCA right eye 1 / 1 0.421 7 / 2 0.444
4 PCA left eye 1 / 1 0.472 3 / 2 0.479
5 Orientation histograms face 1 / 1 0.678 4 / 2 0.710
6 Orientation histograms mouth 1 / 1 0.678 4 / 3 0.732
7 Orientation histograms right eye 1 / 1 0.440 4 / 2 0.473
8 Orientation histograms left eye 1 / 1 0.417 9 / 2 0.475
9 Optical flow face 1 / 1 0.627 8 / 2 0.638

10 Optical flow mouth 1 / 1 0.639 9 / 2 0.646
11 Optical flow right eye 1 / 1 0.437 7 / 3 0.471
12 Optical flow left eye 1 / 1 0.449 8 / 4 0.491

Table 3. Best recognition rate and corresponding model for each emotion

emotion det. rate feature region no. st/mix

joy 0.981 PCA face 9 / 2
anger 0.816 Optical flow left eye 8 / 4
surprise 0.978 Orientation histograms mouth 4 / 3
disgust 0.593 Optical flow face 8 / 2
sadness 0.889 Orientation histograms mouth 4 / 3
fear 0.200 PCA mouth 8 / 2
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4.2 Investigating Temporal Dependence

In this subsection, the temporal properties of the learned models and the un-
derlying data is studied. To study the influence of the topology of the HMM to
the classifier, fully connected models were compared with forward models (see
Sect. 2.1). It was discovered that the transition matrix of the fully connected
model approximated the transition matrix of the forward model during training.
Since the detection rate of the forward model was higher, we concluded that
the forward model can model the time dependence better in this case. By using
the forward model, also computation time can be saved because not all possible
entries in the transition matrix have to be adapted. Another advantage of the
forward model is the avoidance of local minima. The fully connected model has
a higher risk to descend toward a local minimum [8].

The expectation values of the GMMs (see Sect. 2.2) form the centers of the
normal Gaussian distributions. For initialization, the k-means procedure was
used to ensure that the centers cover the entire feature space. To investigate
whether the centers are different from each other after the training, the pairwise
distances of the expected values were calculated. If the observed probabilities in
the states are equal, using HMMs does not provide any benefit. Figure 1 shows
the differences of an example with four states and two mixtures per state as
grayscale values. It can be observed, that both, the distances between centers in
different states as well as centers within a state, differ. Thus, there is a corre-
sponding difference between the data assigned to the respective states. This can
be demonstrated more descriptive by producing average images of each state.
Figure 2 shows average images of the emotion “joy” made from 103 sequences.
The images were assigned to the states using the Viterbi algorithm.

Fig. 1. Pairwise distances of the centers of the Gaussian distributions as grayscale
values: the brighter the grayscale value, the greater the distance. On the diagonal are
the distances to itself (no distance = black). (iZjM designates the i-th mixture M of
the j-th state Z).



156 M. Schmidt, M. Schels, and F. Schwenker

Fig. 2. Average pictures for each state. A four state model of the emotion “joy” was
utilized and the paths of 103 sequences were computed.

4.3 Results of the Single Models

Based on the considerations above, the individual models were developed. For-
ward models with the optimized configurations for the number of states and
mixture components were used (see Table 2). The best single model with a total
detection rate of 76.4 % was the model with PCA-features in the region face.
Table 4 shows the confusion matrix of this model. The emotions “joy”, “anger”
and “disgust” were often confused. This occured particularly in the eye-regions.
One reason for this could be that for these three emotions either the eyes have to
be pinched together or the cheek muscles goes up because of a smile. However,
with “surprise”, “sadness” and “fear” the eyes are open. The emotion “fear”
was often confused with the emotion “surprise”, in which the greatest confusion
occurs in the region mouth. The open mouth of the two emotions might play a
role here.

Table 4. Confusion matrix of the best single model: features with PCA of the region
face. The columns stand for the labeled emotion, the rows for the detected emotions.
The recognition rate of each single emotion is shown in the last column.

det.emo\emo. joy ang. sur. disg. sad. fear

joy 102 4 0 11 2 5
ang. 0 26 0 8 6 0
sur. 0 0 82 2 3 7
disg. 3 9 3 47 1 3
sad. 0 10 5 8 68 5
fear 0 0 1 5 1 5

det.rate 0.981 0.531 0.901 0.580 0.840 0.200

4.4 Results of the Fused Models

To improve the total detection rate even further, the results of the twelve in-
dividual models were fused. For a better overview, the individual models were
coded according to the number of the rows of Table 2. For instance, model 1
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Table 5. Top ten combinations with vote-fusion and probability-fusion of the developed
twelve single models. The coding of the models corresponds to the first column in
Table 2.

vote-fusion probability-fusion

no. of models det. rate no. of models det. rate

1 2 5 6 9 10 0.817 1 2 5 6 7 9 10 11 0.861
1 2 5 6 9 0.815 1 2 3 5 6 9 10 12 0.859
1 2 6 8 9 10 0.815 1 2 3 5 6 9 10 12 0.859
1 2 6 9 10 11 0.815 1 2 5 6 7 9 10 12 0.859
1 2 4 5 6 9 10 0.815 1 5 6 9 0.857
1 2 6 7 9 10 0.813 2 5 6 9 10 12 0.857
1 5 6 9 10 12 0.813 1 2 4 5 6 7 9 0.857
1 2 6 9 12 0.810 1 2 4 5 6 9 11 0.857
1 2 5 6 8 9 10 0.810 1 5 6 9 10 0.854
1 2 5 6 10 11 12 0.810 1 2 4 5 6 10 12 0.854

recognized the emotion “joy” with 97.1 %, while it reached less than 25 % for
the emotion “anger”. On the other hand, model 12 showed different results: for
emotion “anger” a detection rate of 63.3 % was obtained, but the detection rate
for “joy” was lower than with model 1. To combine the advantages of these
models and neutralize the disadvantages as possible, the decisions of the models
were fused. In the following, the results of the two fusion approaches will be
presented:

Vote-Fusion. A simple fusion approach is to vote the detected emotions of all
twelve classifiers. If a test sequence is classified incorrectly from one model,
but the other eleven models detect it correctly, it will be outvoted. After the
training of the individual classifiers, we investigated whether the classifica-
tion rate could be improved, if not all twelve models would be combined.
Therefore, all 212 model combinations were computed. The results of the top
ten combinations are shown in Table 5. The appearance of the models 1
and 6 in all displayed combinations is originated from their good individual
recognition performance. Models using the eye regions occur only sporadi-
cally in this list. This shows that these models could reduce the classification
rate because of their minor accuracy. The combination of all face and mouth
regions led to a detection rate of 81.7 %. This means that, compared to the
best single model, this combination has the ability to recognize 23 sequences
more.

Probability-Fusion. This approach, as mentioned in Sect. 2.3, combines the
logarithmic probabilities which are obtained from the six HMMs of each log-
likelihood estimator. In many cases, when a sample was misclassified, the
probability of the incorrect emotion was just slightly higher than the one of
the correct emotion. The class-wise multiplication of the posterior probabil-
ities has the potential to overcome the limitations of the early hardening in
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the vote-fusion. The results are also shown in Table 5. Again, the face and
mouth regions played an important role. The result, showing the highest
classification rate of 86.1 % (372 out of 432), consisted of all models using
the features of the regions face and mouth and the models 7 and 11. Table 6
shows the confusion matrix. This was the highest achieved recognition rate
in this study. Thus, the probability-fusion could recognize 19 sequences more
than the vote-fusion.

Table 6. Confusion matrix of the best result, obtained with probability-fusion: com-
bination of all models with features of the regions face and mouth and the two models
with orientation histograms and optical flow features in the right eye region. Total
detection rate: 86.1 %.

det.emo\emo. joy ang. sur. disg. sad. fear

joy 105 0 0 11 2 4
ang. 0 36 0 3 2 0
sur. 0 1 89 1 0 8
disg. 0 7 1 65 1 10
sad. 0 5 1 1 76 2
fear 0 0 0 0 0 1

det. rate 1.000 0.735 0.978 0.803 0.938 0.040

5 Summary

The aim of this study was to investigate the behavior of HMMs in facial expres-
sion recognition and to demonstrate whether HMMs are capable of recognizing
emotions in image sequences sufficiently well.

432 image sequences from the Cohn-Kanade database were used as dataset.
Four different regions in each image were extracted (face, mouth, right and left
eye) and three different methods for feature extraction were applied (PCA, ori-
entation histograms and optical flow estimation). The data of each combination
of region and feature was utilized to train a log-likelihood estimator which con-
sisted of six HMMs (one for each emotion). The emotions were: “joy”, “anger”,
“surprise”, “disgust”, “sadness” and “fear”.

Not only the detection performance but also the architecture and the learning
behavior was investigated. First, experiments with different number of states and
mixtures per state were performed. It was observed that by increasing the num-
ber of states, the number of Gaussian distributions had to be reduced to achieve
a good classification performance. As a result of this investigation, twelve single
models for the feature-region pairs were identified. Also, experiments with the
transition matrix, i.e. the structure of the HMMs, were conducted. We discovered
that the forward models were slightly better than the fully connected models.
The best single model with a detection rate of 76.9 % was the forward model
with PCA-features in the region face (see Table 4). This model classified 332 out
of 432 sequences correctly.
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Furthermore, the outputs of the individual models were fused to combine
the advantages of the models and possibly neutralize the shortcomings. Two
fusion approaches were evaluated: vote-fusion and probability-fusion. These fu-
sion approaches showed that the classification rates can be improved further
by combining the results of the different models. The best fusion result with a
classification rate of 86.1 % is shown in Sect. 4.4, including a confusion matrix
in Table 6. This was the highest achieved recognition rate with 372 out of 432
detected sequences.

The experiments and results show that HMMs are very well capable of emotion
recognition in image sequences. Time dependencies can simply be modeled by
HMMs and the experiments also show that they play an important role.
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