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Message from the DASFAA 2010 Chairs

It is our great pleasure to welcome you to the proceedings of the 15th Interna-
tional Conference on Database Systems for Advanced Applications (DASFAA
2010). DASFAA is an international forum for academic exchange and technical
discussions among researchers, developers, and users of databases from academia,
business, and industry. DASFAA is a leading conference in the areas of databases,
large-scale data management, data mining, and the Web. We are delighted to
have held the 15th conference in Tsukuba during the cherry blossom season –
the very best season of the year.

The call for papers attracted 237 research submissions from 25 countries /
regions (based on the affiliation of the first author). Among them, 55 regular
papers and 16 short papers were selected for presentation after a thorough re-
view process by the Program Committee. The Industrial Committee, chaired by
Hideko S. Kunii and Umesh Dayal, selected 6 industrial papers for presentation
from 15 submissions and organized an industrial invited talk. The conference
program also included 22 demo presentations selected from 33 submissions by
the Demo Committee, chaired by Takahiro Hara and Kian-Lee Tan.

We are proud to have had two distinguished keynote speakers: Gerhard
Weikum (Max-Planck Institute for Informatics) and Raghu Ramakrishnan
(Yahoo! Research). Their lectures were the highlight of this conference. Tu-
torial Co-chairs, Kazutoshi Sumiya and Wookey Lee organized three tutorials
by leading experts: Mining Moving Objects, Trajectory and Traffic Data (by
Jiawei Han, Zhenhui Li, and Lu An Tang), Querying Large Graph Databases (by
Yiping Ke, James Cheng, and Jeffrey Xu Yu), and Introduction to Social Com-
puting (by Irwin King). A stimulating panel was organized by Panel Co-chairs
Yasushi Kiyoki and Virach Sornlertlamvanich. This rich and attractive confer-
ence program boasts conference proceedings that span two volumes in Springer’s
Lecture Notes in Computer Science series.

Beyond the main conference, Masatoshi Yoshikawa and Xiaofeng Meng, who
chaired the Workshop Committee, put together workshops that were of interest
to all. The workshop papers are included in a separate volume of proceedings
also published by Springer in its Lecture Notes in Computer Science series.

DASFAA 2010 was jointly organized by the University of Tsukuba and the
Database Society of Japan (DBSJ). It received in-cooperation sponsorship from
the KIISE Database Society of Korea, the China Computer Federation Database
Technical Committee, ARC Research Network in Enterprise Information In-
frastructure, Asian Institute of Technology (AIT), “New IT Infrastructure for
the Information-explosion Era,” MEXT Grant-in-Aid for Scientific Research on
Priority Areas, Japan, Information Processing Society of Japan (IPSJ), the
Institute of Electronics, Information, and Communication Engineers (IEICE),
Japan PostgreSQL Users Group, MySQL Nippon Association, and the Japanese



VI Message from the DASFAA 2010 Chairs

Firebird Users Group. We are grateful to the sponsors who contributed gener-
ously to making DASFAA 2010 successful. They are Beacon Information Tech-
nology Inc., Mitsubishi Electric Corporation, National Institute for Materials
Science (NIMS), KDDI R&D Laboratories Inc., National Institute of Advanced
Industrial Science and Technology (AIST), Ricoh Co., Ltd., NTT DATA Cor-
poration, Hitachi, Ltd., Ricoh IT Solutions Co., Ltd., SRA OSS, Inc., Japan,
and Nippon Telegraph and Telephone Corporation. We also appreciate financial
support from the Telecommunications Advancement Foundation and Kayamori
Foundation of Informational Science Advancement.

The conference would not have been possible without the support of many
colleagues. We would like to express our special thanks to Honorary Conference
Chair Yoshifumi Masunaga for his valuable advice on all aspects of organiz-
ing the conference. We thank Organizing Committee Chair Masaru Kitsuregawa
and Vice Chair Miyuki Nakano, DBSJ Liaison Haruo Yokota, Publicity Co-chairs
Jun Miyazaki and Hyoil Han, Local Arrangements Committee Chair Toshiyuki
Amagasa, Finance Chair Atsuyuki Morishima, Publication Chair Chiemi
Watanabe, and Web Chair Hideyuki Kawashima. We are grateful for the strong
support from the DASFAA 2010 Geographical Area Chairs: Bonghee Hong
(Korea), Li-Zhu Zhou (China), Jeffrey Xu Yu (Hong Kong), Ming-Syan Chen
(Taiwan), Stéphane Bressan (Singapore), Vilas Wuwongse (Thailand), Krithi
Ramamritham (India), James Bailey (Australia), Chen Li (America), and Peer
Kröger (Europe). Our thanks go to all the committee members and other indi-
viduals involved in putting it all together.

Finally, we thank the DASFAA Steering Committee, especially the immediate
past Chair, Kyu-Young Whang, and current Chair, Katsumi Tanaka, for their
leaderships and encouragement.

April 2010 Hiroyuki Kitagawa
Yoshiharu Ishikawa

Qing Li
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Abstract. Self-tuning database is a general paradigm for the future development
of database systems. However, in moving object database, a vibrant and dynamic
research area of the database community, the need for self-tuning has so far been
overlooked. None of the existing spatio-temporal indexes can maintain high per-
formance if the proportion of query and update operations varies significantly
in the applications. We study the self-tuning indexing techniques which balance
the query and update performances for optimal overall performance in moving
object databases. In this paper, we propose a self-tuning framework which relies
on a novel moving object index named Bs-tree. This framework is able to op-
timize its own overall performance by adapting to the workload online without
interrupting the indexing service. We present various algorithms for the Bs-tree
and the tuning techniques. Our extensive experiments show that the framework
is effective, and the Bs-tree outperforms the existing indexes under different cir-
cumstances.

Keywords: spatio-temporal database, moving object, index, self-tuning.

1 Introduction

With the rapid progress in hardware and software technologies, the database systems
and applications are becoming increasingly more complex and dynamic, however at
lower costs than ever. As a result, the traditional solution of employing database ad-
ministrators to maintain and fine-tune the DBMS for higher performance has appeared
to be inefficient and uneconomical. The self-tuning functionality of databases is ex-
pected to be the substitute for DBAs. Intuitively, a self-tuning database provides practi-
cal solutions to adjust itself automatically for optimal performance with minimal human
intervention. In the past years, a lot works (e.g., [3]) have been done to extend the self-
tuning capabilities of database systems. However, the existing works so far are mainly
restricted to traditional static databases.

1.1 Motivation

The recent emergence of numerous moving object database applications, such as traf-
fic control, meteorology monitoring, mobile location computing and so on, has called
on for self-tuning techniques in the moving object databases as well. In the numerous
techniques proposed for managing moving object databases, index design appears to be
the spotlight. Therefore, we shall look at the self-tuning techniques for moving object
indexes. The problem that we consider for tuning is the update and query performance.

H. Kitagawa et al. (Eds.): DASFAA 2010, Part II, LNCS 5982, pp. 1–16, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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We observe that the update and query performances of moving object indexes dis-
play interesting patterns if we classify the existing indexes into two major categories
regarding the data representations that they use [5]. The first class includes R/R*-tree-
based indexes, such as the TPR-tree [9] and the TPR*-tree [11]. This class is character-
ized by good query performance but expensive update costs. The second class includes
techniques that employ space partitioning and data/query transformations to index ob-
ject positions, such as the Bx-tree [8]. As it is based on the B+-tree, the Bx-tree has
good update performance. However, it does not achieve satisfactory query efficiency, as
shown in [13]. In addition, the second class has better concurrency performance than
the first, because, as shown in [8,6], the concurrency control in a R/R*-tree-based index
is more complex and time-consuming than that in a B+-tree-based index.

The above observation leads to the implication that the current moving-object index-
ing techniques encounter difficulty when handling variable needs in the proportion of
query and update operations. Given some examples of these applications, an aviation
monitoring system may need more query operations, and oppositely make fewer up-
dates to the database. While an animal position tracking system may require far more
updates than queries. In addition, there are also applications which require variable ratio
of updates and queries at different time. For example, in a traffic monitoring system of
a city, the proportions of updates and queries may vary widely by time. It may receive
increased updates during the rush hour, and process more queries at the report time.

To solve the problem with these dynamic applications, we need a self-tunable in-
dex structure which is able to strike a balance between the performance of queries
and updates, thereby achieving good overall performance for different proportion of
updates and queries. In addition, the self-tuning of the index should not interrupt the
index service. Based on the discussion in the above, none of the existing moving ob-
ject indexes can satisfy such requirements readily. They suffer from either poor query
performance or large update costs, and does not have the ability of self-tuning. In fact,
the performance of queries and that of updates usually affect each other, and are often
anti-correlated in most of the existing indexes. Therefore, they are not appropriate for
these environments. We believe this problem has so far been overlooked.

1.2 Overview of the Proposed Techniques

In this paper, we propose an online self-tuning framework for indexing moving-objects
based on a novel data structure called Bs-tree. The Bs-tree provides the functionality of
self-tuning, and can adaptively handle both queries and updates efficiently. Our frame-
work uses an update parameter α and a query parameter β to tune the performance
of the Bs-tree. Figure 1 shows the components of the proposed self-tuning framework.
When an update arrives, the Key Generator Module (KGM) computes the index keys
according to the update parameter α of the index, inserts them into the Bs-tree and re-
ports the update cost to the Online Tuning Module (OTM). On the other hand, when a
query arrives, the Query Executor Module (QEM) processes the query according to the
query parameter β of the index and reports the query cost to OTM. OTM monitors the
performance and controls the tuning.

The proposed Bs-tree has many desirable features. It can provide self-tuning for op-
timal overall performance without interrupting the indexing service. When the query
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Fig. 1. Online Self-tuning Framework

cost dominates the overall performance, the Bs-tree achieves considerably higher per-
formance of queries, at the expense of slightly more update costs. In contrast, if the
update cost dominates the overall performance, the Bs-tree will sacrifice some query
performance to obtain lower update costs. Our extensive experiments show that the Bs-
tree outperforms the existing indexes in different environments. Another advantage of
the Bs-tree is that it is based on the classical B+-tree. Therefore it can be easily imple-
mented in the existing DBMSs and is expected to have good concurrency performance.
Table 1 summarizes the properties of the Bs-tree compared to the previous indexes.

Table 1. Comparison of predictive indexes of moving objects.

Query Cost Update Cost DBMS integration Self-Tuning Concurrency
Bx HIGH LOW EASY NO HIGH
TPR* LOW HIGH HARD NO LOW
Bs LOW LOW EASY YES HIGH

The rest of the paper is organized as follows. Section 2 reviews related work. Section
3 describes the structure of the Bs-tree, and presents the associated query and update
operations. Section 4 analyzes the I/O cost of the Bs-tree, and introduces how the online
self-tuning framework works. Section 5 presents the results of the experiments. Section
6 conludes the paper and discusses possible future work.

2 Related Work

Lots of index structures have been proposed to index the current and predicted future
positions of moving objects. According to [5], these indexes can be classified into two
major categories depending on the trees they are based on. The first category is the
R/R*-tree-based indexes which base on the R-tree [7] and the R*-tree [1], such as the
Time-Parameterized R-tree (TPR-tree) [9] and its variant, the TPR*-tree [11]. A node
in the TPR-tree is represented as a MOving Rectangle (MOR), including a Minimum
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Bounding Rectangle (MBR) and a velocity Bounding Rectangle (VBR). The extent of
a MBR grows according to its VBR and it never shrinks, although it is generally larger
than strictly needed. This guarantees that every MBR always bounds the objects that
belong to it at all times considered. The update algorithm of the TPR-tree is exactly
the same as those of the R*-tree, by simply replacing the four penalty metrics of the
R*-tree with their integral counterparts. Based on the same structure, the TPR*-tree
provides a new set of insertion and deletion algorithms aiming at minimizing a certain
cost function. In the TPR-tree and the TPR*-tree, predictive query for a future time
t is processed by visiting MBRs expanded to t. The TPR-tree and the TPR*-tree are
deployed to solve a large number of spatio-temporal query problems (e.g., [2] for KNN
queries). However, they have a major weakness: the update costs are expensive.

The second category of indexes relies on space partitioning and data/query transfor-
mations, such as the B+-tree based indexes [8] [5] [13]. The Bx-tree [8] is the first effort
to adapt the B+-tree to index moving objects. It partitions the time axis into equal inter-
vals, called phases, and partitions the data space into uniform cells. An index partition
of the B+-tree is reserved for each phase. When an insertion operation of a moving
object arrives, the Bx-tree computes the position of this object at the end timestamp of
the next phase, and transforms this position to a value of the space-filling curve, such as
the Hilbert-curve and Z-curve. This value is then indexed in the corresponding partition
of the B+-tree. To process a range query, the Bx-tree checks each existing partition for
qualifying objects. Specifically, in one partition, the Bx-tree enlarges the query window
to the end timestamp of the corresponding phase. It first enlarges the query window ac-
cording to the minimum and maximum velocities of all moving objects, and then makes
the enlargement exacter using the space velocity histogram which records the minimum
and maximum velocities of the space cells. Then the Bx-tree scans all multiple ranges
of index keys which fall within the enlarged query window, and checks the correspond-
ing moving objects to finds the ones satisfying the query. Since each partition of the
B+-tree has to be checked, the query processing of the Bx-tree is not efficient, as shown
by both the experiment results of [13] and those of ours.

The Bdual-tree in [13] also uses a B+-tree to index moving objects. However, it in-
dexes objects in a dual space instead, considering both location and velocity information
to generate index keys. The Bdual-tree maintains a set of MORs for each internal entry,
and uses R-tree-like query algorithms as in the TPR/TPR*-tree. A range query searches
the subtree of an internal entry only if any of its MORs intersects with the query region.
By partitioning the velocity space, the Bdual-tree improves the query performance of
the Bx-tree. However, maintaining the MORs introduces high computation workload,
which slows down the fast update and high concurrency of the B+-Tree. It has worse
update performance than the Bx-tree, and worse query performance than the TPR*-tree.
In addition, by modifying the update and query algorithms of the B+-tree, the Bdual-tree
can no longer be readily integrated into existing DBMSs.

Besides the query and update performance, there are some other issues with the mov-
ing object indexes. [4] proposes a series of B+-tree-based indexes structures to handle
the problem of doubtful positive. When the update durations of moving objects are highly
variable, the result of a predictive query may contain frequently updated objects whose
states would be updated much earlier than the future query timestamp. These result
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objects are apparently doubtful and are called doubtful positives. The work in [4] in-
troduces the concept of prediction life period for every moving object to handle predic-
tive queries with no doubtful positive. In addition, different indexes in [4] have different
balance of update performance and query performance. However, these indexes have no
ability of self-tuning. The DBA has to decide to choose which index to satisfy the appli-
cation. And, when the requirement of the application changes, the DBA has to stop the
index service, delete the current index, choose and rebuild another index. The S T 2B-tree
[5] is a self-tuning index of moving objects, based on the B+-tree. However, the problem
it addresses is the varying distribution of moving objects over time and space, while our
work focuses on the change of the proportion of query and update operations.

3 The Bs-tree

3.1 Index Structure

The Bs-tree is built on the B+-tree without any change to the underlying B+-tree struc-
ture and insertion/deletion algorithms, thus is readily implementable in existing DBMS.
In order to support B-link concurrency control, each internal node contains a pointer to
its right sibling. A moving object is transformed to one or more 1D keys and indexed
by the Bs-tree. We now introduce how the transformation works.

As [4], in order to handle the problem of doubtful positive, we also define a predic-
tion life period, tper for each moving object, as the interval from its last update times-
tamp to the next update timestamp. It is the future within which the current information
of this moving object is predicted to be right, and it can be updated. Similar to all the
above existing works of moving object indexes, moving objects in the Bs-tree are mod-
eled as linear functions of time. Therefore, the position of a moving object at time t is
given by O = (x, v, tre f , tper) = x(t) = (x1(t), x2(t), ..., xd(t)), where tre f < t < tre f + tper.
Here, x and v is the location and velocity of the moving object at the reference time
tre f . Thus, x(t) = x + v ∗ (t − tre f ). For each query, the query interval indicates how
far the query “looks“ into the future. If the query interval of a query exceeds tper of a
moving object, this object is considered as a doubtful positive and will not appear in the
result.

We partition the time axis into intervals of duration Tm, and then sub-partition each Tm

into n equal-length sub-intervals of duration, each at length of Tsam, called phases. We
label each phase with a timestamp tlab which is the end time point of this phase. Unlike
the Bx-tree which samples a moving object exact once, the Bs-tree samples a moving
object one or more times. We introduce an update parameter α for the Bs-tree, where
1 ≤ α ≤ n + 1. When an insertion of a moving object arrives, the Bs-tree computes the
positions at tlab of every α phases located between tlab = [tre f ]l and tlab = [tre f + tper]l,
where [t]l means the nearest future tlab of t. For each sampling, the Bs-tree maps the
position to a signal-dimensional value, called KEYsam, using the Hilbert curve. This value
is concatenated with the phase number of its tlab, called KEYlab, to generate the index
key values Bvalue, which is then inserted to a B+-tree. The relationship and computation
methods are as follow:
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Fig. 2. An example of Insertion and Query in the Bs-tree

Bvalue = KEYlab ⊕ KEYsam,

KEYlab = (tlab/(Tm/n)) mod (n + 1),

KEYsam = Curve(x(tlab)).

In figure 2, the solid lines with arrowheads show an insertion case of the Bs-tree
when α = 1 and α = 2. We can see how a moving object is sampled, according to
its prediction life period tper and the update parameter α. The Bs-tree contains data
belonging to n + 1 phases, and thus it includes n + 1 sub-trees, or partitions. As time
passes, repeatedly the oldest partition expires, and a new one is appended. Therefore,
the index rolls over. An update of a moving object deletes its old sampled values and
inserts new ones. Except maintaining the space velocity histogram Hs as the Bx-tree,
the Bs-tree also maintain a partition velocity histogram Hp, which stores the maximum
and minimum velocities of the moving objects that inserted into each partition.

3.2 Query Algorithms

A range query Qr(R, tq) retrieves all moving objects which intersect the query region
R at the query time tq, which does not precede the current time. We introduce a query

Algorithm Range Query Qr(R, tq)
Input: R is the query window and tq is the query time.
Output: All objects in R at tq within their tper s
1. tlab ← [tq]l

2. For k ← 1 to β
3. R′ = ExpandWindow(R, tq, tlab,Hp,Hs)
4. For each key range in R′

5. For each moving object in the key range
6. Compute its position at tq

7. If it is in R at tqwithin its tper

8. Add it to the result set
9. Find the next key range
10. If not found
11. Break
12. tlab ← [tq]l − Tsam/n
13.Return result set

Fig. 3. Range Query Algorithm
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parameter β for the Bs-tree. Unlike the Bx-tree which expands query windows to each
partition, the Bs-tree only expands query windows β times to the phase which tq belongs
to and the β − 1 ones before. In figure 2, the dashed lines with arrowheads show the
phases which a query window is expanded to when β = 1 and β = 2. We will discuss
the relationship between α and β in section 4.2.

Figure 3 shows the range query algorithm of the Bs-tree. The algorithm searches the
partition which the query time belongs to and the β − 1 ones before (Line 2). For each
partition, it expands the query window from the query time tq to the end timestamp tlab

of the corresponding phase (Line 3). Here, Hp indicts the partition velocity histogram
and Hs indicts the space velocity histogram. The enlargement first expand the window
according to the maximum and minimum velocities of the corresponding phases in Hp

to get a preliminary window Rpre, and then finds the minimum and maximum veloci-
ties in the cells that Rpre intersects, using Hs, to get the exacter expanded window R′.
After the enlargement, the algorithm can get several key ranges in R′, which are one-
dimensional intervals of index values falling within the expanded query window R′. For
each key range, a range query of the B+-tree is executed (Line 4). For each object found
in the key range, the algorithm checks whether it is in R at tq within its tper . If so, the
object satisfies the query and is added to the result set (Line 5-8).

A KNN query QKNN (p, tq, k) retrieves k moving objects for which no other moving
objects are nearer to o at tq. As in the Bx-tree, a KNN query of the Bs-tree is handled
as incremental range queries Qr(R, tq) until exact k nearest neighbors are found. The
initial search range is a region centered at pt with extension r = Dk/k, where pt is the
position of p at tq. If the KNNs are not found in this region, it extends the search radius
by r as in [12]. Dk is estimated by the equation as in [8] [5]:

Dk =
2√
π

[1 −
√

1 − √k/N].

Note that, during the incremental range queries, the query window of a range query will
contain the former one. Therefore, for the KNN queries of the Bs-tree, we record the
expanded window of a range query for each partition. When processing the next range
query, the area covered by the former expanded window does not need to be checked.

4 Self-tuning of the Bs-tree

In this section, we first analyze the update and query I/O cost of the Bs-tree. And then
basing on the analysis, we introduce the online self-tuning framework of the Bs-tree.

4.1 Update and Query Performance Analysis

First, let us focus on the update performance of the Bs-tree. For a B+-based-tree, the
height of the tree is usually significantly important for the update performance. Assum-
ing that the Bs-tree maintains N values, has the fan-out of F, and its nodes are filled
with at least F/2 values. So the height is H = logF/2 N + 1 at the most. Since sampling
a moving object for one or more times, the Bs-tree may ask for a bigger N than the
Bx-tree. However, with a big F which is usually in the hundreds, such a bigger N will
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seldom affect H. As most indexes of moving objects, update of a moving object in the
Bs-tree is a deletion operation followed by an insertion operarion. Therefore, the total
update I/O cost of the Bs-tree is the sum of the deletion and insertion cost:

IOupd = IOdel + IOins =

⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎢⎣
[
tre f + tper

]
l
−
[
tre f

]
l

Tsam ∗ α

⎤⎥⎥⎥⎥⎥⎥⎥⎦ +
⎡⎢⎢⎢⎢⎢⎢⎢⎣
[
t′re f + t′per

]
l
−
[
t′re f

]
l

Tsam ∗ α′
⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎟⎟⎟⎠ ∗ H.

Here, [a] means the smallest integer which is no smaller than a. Note that, for a moving
object, among different updates, the prediction life period tper and the update parameter
α can change. We can see that the I/O cost of an update is only several times the tree
height. Since H and Tsam are fixed, and tre f and tper are depended on the moving object
itself, the update parameter α is the most important issue of the update cost. The update
performance increases with α. We can tunes the update performance by tuning α.

Second, let us turn to the query performance of the Bs-tree. The Bs-tree handles
range queries using the method of query window enlargement. It expands the query
window for β times and traverses β partitions of the tree. Therefore, the total query I/O
cost is the sum of the cost of the β partition traverses:

IOupd =

β∑
i=1

⎛⎜⎜⎜⎜⎜⎜⎝
m∑

j=1

(
H − 1 + R j

)⎞⎟⎟⎟⎟⎟⎟⎠.
Here, for each partition traverse, m is the number of key ranges falling in the expanded
window. For each key range, there is a unique search followed by a range search in the
B+-tree. Specially, the I/O cost of a unique search is H − 1 internal nodes of the index,
while the I/O cost of the range search is R j leaf nodes of the index. Figure 4 gives an
range query example of the figure 2 (b) where α = β = 2. O is the position of the
moving object o at the reference time. B1 is its first key value sampled in the Bs-tree,
while B2 is not visible in figure 4. The shadowed rectangle is the original query window.
It is expanded twice, one to the phase tq belongs to and one for the phase before. In the
first enlargement, there are two key ranges without containing any sampling value of o.
While, in the second enlargement, after two unique-range scans of the B+-tree, it finds
B1. There are totally two enlargement and four unique-range scans for this range query.

The total cost of a range query is decided by the number of partition traverses: β.
While, for each partition traverse, the cost is decided by the number and length of the

1B

1B

O

(a) (b)

Fig. 4. An example of Query Analysis
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key ranges. The larger the query window is expanded, the more and longer the key
ranges it contains. The enlargement velocities and the enlargement time interval are the
two issues of the query window enlargement. For the first issue, except the space veloc-
ity histogram used by the Bx-tree, the Bs-tree also uses the partition velocity histogram
to make the enlargement velocities exacter. As for the second issue, the enlargement
time interval set S eti of the β enlargement is estimated as follow:

S eti = {
∣∣∣tq − [tq]l

∣∣∣ , Tsam −
∣∣∣tq − [tq]l

∣∣∣ , ..., (β − 1) ∗ Tsam −
∣∣∣tq − [tq]l

∣∣∣}.
Here,

∣∣∣tq − [tq]l

∣∣∣ is the enlargement time interval of the phase which tq belongs to, while
the k ∗ Tsam −

∣∣∣tq − [tq]l

∣∣∣ is the enlargement time interval of the kth phase of the β − 1
phases before. Therefore, the biggest enlargement time interval is MAX(

∣∣∣tq − [tq]l

∣∣∣ , (β−
1) ∗ Tsam −

∣∣∣tq − [tq]l

∣∣∣). The enlargement time interval increases with β. The bigger β
is, the larger a query window is expanded, and the higher the partition traverse cost is.
In summary, we can see that the query parameter β is the most important issue of the
range query costs. It not only decides the times of query window enlargement, but also
effects how large a query window is expanded to.

As for KNN queries of the Bs-tree, since a KNN query is handled as incremental
range queries, the I/O cost can be approximately estimated as the I/O cost of the last
range query. However, it will be a little bigger. This is because, although the range
queries in a KNN query of the Bs-tree do not check the same key values repeatedly,
a continuous key range within the expanded window of the last range query may be
divided by different range queries. Some additional unique scans are asked for, and
some leaf nodes shared by different range queries are accessed several times. However,
for the cost of KNN queries, the query parameter β is still the most important issue. To
sum up, we can tunes the query performance of the Bs-tree by tuning β.

In addition, from the above analysis, we can also observe that since Tsam = Tm/n,
n effects both update performance and query performance. A larger n results in more
partitions and may require more update costs in the Bs-tree. While a smaller n results
in larger query window enlargement, which increases the query cost. In this paper we
choose n = 3, as the previous experiments of B+-based-tree of moving objects in [4]
show that it is an appropriate balance value.

4.2 Self-tuning Framework

From the above analysis, we find that the update and query performance of the Bs-tree
can be tuned by the update parameter α and the query parameter β. However, α and β
can not be changed arbitrarily. We should guarantee the correctness of the queries.

Theorem 1. As long as β is no less than all α of all moving objects, the query correct-
ness of the Bs-tree can be guaranteed. That is, given a query, the Bs-tree can find all
moving objects which satisfy the query in their tper s.

Proof: For a moving object o(tre f , tper, αo), where αo is its current update parameter, it
will be sampled at following time:

{[tre f ]l, [tre f ]l + αo ∗ Tsam, [tre f ]l + αo ∗ 2 ∗ Tsam, ..., [tre f ]l + αo ∗ m ∗ Tsam}.
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Here, [tre f ]l +αo ∗m ∗Tsam is the biggest tlab which is not bigger than tre f + tper. Given a
future query Q(tq) where tre f ≤ [tq]l ≤ tre f + tper, assuming that o satisfies Q at tq and the
query parameter β < αo, if [tq]l = [tre f ]l+ (αo ∗ i+ j)∗Tsam where i < m and β ≤ j < αo,
the Bs-tree will not search any partition which o is sampled to, therefore will not find o
and the result is not correct. In reverse, if β is no less than all α of all moving objects,
the Bs-tree will not omit any partition which any result object is sampled to. As long as
the partition is traversed, the method of query window enlargement guarantees that any
moving object which satisfies the query in this partition will be found. Proved. ■

Note that, if α of the Bs-tree changes, the moving objects which are already in the in-
dex have the old α, while a new insertion or update is according to the new α. Therefore,
in the index, the moving objects may have different α. According to Theorem 1, β of
the Bs-tree should be equal to the biggest α of all moving objects to guarantee the query
correctness. Bigger β is meaningless, as it increases query costs. If all moving objects
in the Bs-tree have the same α, we call the Bs-tree is in a steady state, and β = α. Also
note that, there is some restriction for the longest update interval of a moving object. In
the Bs-tree, the time interval Tm should be larger than most tper s of all moving objects
in the system. In addition, similarly to [8] [5], for those rare moving objects who are
not updated in the last Tm, they are ”flushed” to new partitions. The new positions are
estimated using their last updated positions and velocities. Their new tper s are the rest
tper s. However, their α could be changed. Thus, the longest update or flush interval of a
moving object is restricted to Tm.

Now we introduce how the online self-tuning framework works. In the framework,
the cost we focus on is the I/O cost, since it is usually more important than the CPU
cost. Recall that, as shown in figure 1, OTM is the key module which monitors the
performance of the Bs-tree and controls the tuning. OTM works in a “self-learning
and self-tuning“ way. And it has three tasks. First, it maintains a histogram Hrec =

{m, n,Cupd,Cque} which includes the number and average cost of updates and queries
during the recent period of time Trec, represented as m, n,Cupd,Cque. Trec is the “self-
learning“ time window. It should be a multiple of Tsam, Trec = l ∗ Tsam. Specially, in
order to get Hrec, OTM maintains the number and total cost of updates and queries of
the l most recent Tsam. Thus, Hrec can be easily carried out at the end timestamp of each
Tsam. Trec can be set according to different applications, and it can be reset at any time
without breaking the index service. In this paper, we set Trec = 2 ∗ Tsam = 2 ∗ n ∗ Tm.

Second, OTM also maintains a set S base which includes the average cost of updates
and queries for each steady state of the Bs-tree, ranging α = β from 1 to n + 1.

S base = {C1
upd ,C

1
que,C

2
upd ,C

2
que, ...,C

n+1
upd ,C

n+1
que }

For initialization, we give predictive values for the elements in S base. Then, when in a
steady state, the corresponding elements of the current α = β are updated by Cupd ,Cque

in Hrec at the end timestamp of each Tsam. The initialized predictive values in S base can
be given by experiments. We give the guide line of setting the initialized S base in the
experiment department.

Third, OTM adjusts the Bs-tree in a self-tuning way. As shown in figure 1, there is
a Timer trigger for OTM. At the end timestamp of each Tsam, OTM not only updates
Hrec and S base, but also starts a checking procedure. It decides weather to tune the update
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parameter α and query parameter β of the index. The overall performance is the average
performance of each operation. It is estimated by the following equation:

Call =
m ∗ Cαupd + n ∗ Cβque

m + n
.

Here, m is the number of updates and n is the number of queries. OTM uses the current
m and n in Hrec, and different Cαupd and Cβque in S base for each α = β to compute Call.
Then, it chooses α = β which gets the lowest Call. In order to avoiding thrash, if this
Call is 15% lower than the Call with the current α = β, OTM will decide to tune α and β,
and enter a tuning procedure. Note that, the checking procedure is efficient, since there
are only a little computation and comparison during the checking procedure.

For the tuning procedure, the current update parameter and query parameter are rep-
resented as αcur and βcur, while the target update parameter and query parameter which
OTM decides to tune to is represented as αtar and βtar. In addition, αtun and βtun are the
update parameter and query parameter during the tuning procedure. Since the current
and target states both are steady states, we have αcur = βcur andαtar = βtar . If αtar < αcur,
at the beginning of the tuning procedure, OTM sets αtun = αtar and βtun = αcur. During
the tuning procedure, the Bs-tree will include different moving objects with αcur or αtar .
Thus, βtun has to be equal to the biggest update parameter of all available partitions,
αcur, to guarantee the query correctness. Note that, a moving object will be updated or
flushed at least once during the last Tm. Therefore, after time period of Tm, the update
parameter of all moving object will be the new one αtar, the Bs-tree will reach a steady
state, and OTM tunes the query parameter to βtar = αtar. While, on the other hand, if
αtar > αcur , at the beginning of the tuning procedure, OTM sets αtun = βtun = αtar. After
time period of Tm, the Bs-tree reaches a steady state, with no need to reset the query
parameter. The length of the tuning procedure is Tm. During the tuning procedure, OTM
does not update Hrec and S base, and does not enter the checking procedure. When the
tuning procedure finishes, OTM resets Hrec to empty and continues its work. Note that,
the index service is not broken.

Although OTM has the ability of self-tuning, it allows for manual configuration.
This enhances the flexibility and usability of the Bs-tree. The administrator can set
αtar = βtar at any time. OTM will then enter the tuning procedure at the end timestamp
of the current Tsam. On the other hand, the administrator can also “freeze” the Bs-tree
to avoid too frequent tuning. As a result, OTM will not enter the checking and tuning
procedures. In addition, the initial value of α = β when creating the Bs-tree, is also
customizable and should be set according to specific applications.

5 Experiments

In this section, we experimentally compare the Bs-tree with the Bx-tree [8] and the
TPR*-tree [11], which are the most representative B+-tree and R-tree based indexes for
moving objects. All experiments are implemented in the C++ language, and conducted
on a 2.6GHz Pentium 4 Personal Computer with 1GB memory, running Windows XP
Professional. The page size and index node size are both set to 4 KB.
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We use a data generator similar to the one used by the Bx-tree [8]. The objects move
in the space domain of 1000∗1000. The initial object positions are generated randomly,
so are the moving directions. The moving speed in each dimension is selected randomly
from −3 to 3. The update frequencies (indicated by tper) of the moving objects are
variable among various moving objects. 35% of the moving objects have tper s ranging
from 0 to 1/3Tm, while another 35% are in range (1/3Tm, 2/3Tm]. And the remaining
30% moving objects are in (2/3Tm, Tm]. As the experiments in [8], Tm is set to 120 time
units. For the Bx-tree and the Bs-tree, we choose n = 3 and use the Hilbert-curve as
the space-filling curve. For the TPR*-tree, the horizon H (how far the queries can “see“
in the future) is set to 60 time units. For each dataset, we execute same 100 predictive
queries and evaluate their average cost. The query time qt ranges from 1 to H. For range
queries, the side length of query windows is chosen from 10 to 50.

5.1 Basic Performance

In this set of experiments, we study the basic query and update performance of the Bs-
tree, the Bx-tree and the TPR*-tree. Figure 5 (a)− (d) show the average number of I/Os
and CPU time for each range query and update at various dataset sizes, ranging from
100K to 500K. For a more clear view, we represent the query and update performance
of the Bs-tree for different steady states. Bs-tree( j) indicts the Bs-tree in the steady state
with α = β = j, from 1 to n+1 = 4. As expected, when α = β = 4, the query and update
performance of the Bs-tree is very similar with that of the Bx-tree. This is because both
the Bs-tree(4) and the Bx-tree sample once for an update and expand query windows
n + 1 = 4 times for a range query. Therefore, in these figures, we omit the query and
update performance result of the Bs-tree(4), using that of the Bx-tree instead. From
these experiments, we can observe that the Bx-tree has better update performance than
the TPR*-tree, while the TPR*-tree has better query performance than the Bx-tree. The
Bs-tree has the ability to tune the query and update performance by different α and β. It

Fig. 5. Basic Query and Update Performance
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can have almost the same query and update performance as the Bx-tree when update cost
is the major part of the overall cost, while in other cases, it can pay slightly more update
cost to achieve considerably higher performance of queries. Therefore, it “dominates“
the Bx-tree. In addition, when α = β = 2 or α = β = 3, the Bs-tree has both better query
performance and update performance than the TPR*-tree. It “dominates“ the TPR*-
tree. We can also see that the cost of queries increases with the date cardinality for all
the three kinds of indexes. However, for the Bx-tree and the Bs-tree, the update cost is
not apparently affected by the dataset size. In addition, for all the three kinds of indexes,
the update cost is much lower than the query cost. In the rest experiments, the default
dataset size is 100K. Figure 5 (e) and ( f ) shows the average number of I/Os and CPU
time per KNN query while varying K from 5 to 50. Observe that the effect of k is not
very significant. The relationship of the performance of the three indexes is similar with
that of the range query performance.

5.2 Overall Performance

In this experiment, we study the overall performance of the three trees by combining
both update and query operations in the same workload. For the query operations, the
range queries and KNN queries are mixed with the proportion of 5 : 1, considering that
the range queries are more common. We vary the ratio of the number of queries over
the number of updates from 1 : 1000 to 100 : 1. Figure 6 shows the average overall
I/Os and CPU time for each operation. For the Bs-tree, S base of OTM is initialized us-
ing the results in subsection 5.1. The overall performance of the Bs-tree with different
proportion of updates and queries was recorded when the Bs-tree reached the steady
states. From this experiment, we can observe that the Bs-tree adjust its performance
in a self-tuning way. When the total update cost is much higher than the total query
cost, it automatically pays some more query cost to achieve lower update cost. While,
oppositely, when the total query cost is much higher than the total update cost, it au-
tomatically pays some more update cost to achieve better query performance. In this
way, the Bs-tree keeps good and smooth overall performance despite the change of the
workload. It can be seen that in almost all cases, the Bs-tree outperforms the TPR*-tree
and the Bx-tree in overall performance.

Fig. 6. Overall Performance

5.3 Self-tuning Performance

The above experiments show that the Bs-tree has good performance when it reaches the
steady states. However, if the performance degrades markedly when the Bs-tree is in the



14 N. Chen et al.

tuning procedures, it is still not appropriate for real use. In this experiment, we study
the self-tuning performance of the Bs-tree. We vary the proportion of the number of
queries over the number of updates from 1 : 100 to 100 : 1, and then return to 1 : 100.
Correspondingly, α = β of the Bs-tree tunes from initial value 4 to 1, and then return to
4. Note that as shown in section 5.2, since the query cost is much higher than the update
cost, the overall cost will increase with the ratio of queries, though it is much slighter for
the Bs-tree than for the TPR*-tree and the Bx-tree. Figure 7 shows the average overall
I/Os and CPU time for each operation. Here T indicts the performance when the Bs-tree
is in the tuning procedures, while S indicts the performance when the Bs-tree reaches
the steady states. We can see that the self-tuning cost of the Bs-tree is slight. During
the tuning procedures, the Bs-tree pays only a little more cost than that of reaching the
steady state later. And note that the length of a tuning procedure is only Tm. In addition,
we can see that the extra tuning cost of the Bs-tree from a higher α = β to a lower α = β
is slighter than that from a lower α = β to a higher α = β, since the methods of tuning
procedure are different. In conclusion, The Bs-tree can provide non-break index service
with good and smooth performance.

Fig. 7. Tuning Performance

5.4 Concurrency Performance

Finally, we study the concurrency performance, using a multi-thread program to simu-
late multi-user environments. To highlight the difference between the two B+-tree based
indexes, we do not show the result for the TPR*-tree since it has been shown to be inef-
ficient in a concurrent environment in [8] and [6]. The B-link technique [10] is used as
the concurrency control technique for the Bx-tree and the Bs-tree. We use a workload
varying the proportion of the number of query operations over the number of update
operations from 1 : 100 to 100 : 1, and then return to 1 : 100, with initial α = β = 4.
Figure 8 shows the average throughput and response time of the whole workload, while
varying the number of threads from 1 to 6. Throughput is the rate at which operations
could be served by the system and response time is the time interval between issuing
an operation and getting the response from the system when the task is successfully
completed. As expected, the Bs-tree outperforms the Bx-tree, basing the same B+-tree
structure and the same concurrency control technique. This is because when the update
operations dominate the overall performance, the Bs-tree with α = β = 4 has almost
the same update and query performance. While, in other cases, the Bs-tree with smaller
α = β pay slight more update cost to achieve significantly higher query performance,
which results much better overall performance than the Bx-tree.
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Fig. 8. Concurrent Performance

6 Conclusion

With the development of moving object databases, requirements to handle the appli-
cations, where the ratio of update and query operations varies widely with time, are
becoming essential. In this paper, we propose a moving object index structure, namely
Bs-tree. The Bs-tree has the ability of adapting its update and query performance to
meet different requirements. We implement various algorithms for the Bs-tree. In addi-
tion, we present an online self-tuning framework which provides self-tuning for optimal
overall performance without interrupting the indexing service. Our experiment studies
show that, the Bs-tree achieves good and smooth overall performance with efficient self-
tuning procedures. Therefore, the proposed Bs-tree is efficient and suitable for dynamic
applications in which the proportion of query and update operations varies significantly
by time. For future work, we would study other self-tuning techniques for moving ob-
ject databases.
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Abstract. We are experiencing the expanding use of location-based services such
as AT&T TeleNav GPS Navigator and Intel’s Thing Finder. Existing location-
based services have collected a large amount of location data, which have great po-
tential for statistical usage in applications like traffic flow analysis, infrastructure
planning and advertisement dissemination. The key challenge is how to wisely
use the data without violating each user’s location privacy concerns. In this pa-
per, we first identify a new privacy problem, namely inference route problem, and
then present our anonymization algorithms for privacy-preserving trajectory pub-
lishing. The experimental results have shown that our approach outperforms the
latest related work in terms of both efficiency and effectiveness.

1 Introduction

The extensive use of location-based services, such as AT&T TeleNav GPS Navigator,
Sprint’s Family Locator, and Intel’s Thing Finder, have collected a large amount of
location data. If information like vehicle IDs and moving directions on roads can be
published, people in many fields will benefit from it. With respect to the public sector,
traffic flow information can be extracted from published IDs and moving directions.
Such information will play an important role in infrastructure construction and traffic
light control. With respect to the business domain, traffic information can help decide
the location of company branches, and also advertisements can be customized and dis-
seminated at the most advantageous locations. With respect to our daily lives, traffic
information is certainly useful for detecting and predicting traffic jam, and calculating
better routes in an emergency (e.g., for ambulances). However, in the meantime, loca-
tion privacy concerns [11,16] may hinder the development of such attractive usage of
traffic information. It is well known that using a pseudonym is not sufficient to prevent
the linkage of a published location to a real ID [5]. The key challenge is how to wisely
use the location data without violating each user’s privacy concerns. This problem is
termed as privacy preserving historical location data publishing.

Historical location data forms a sequence of locations in chronological order, termed
as trajectory. In general, one’s trajectory consists of roads he has visited. For instance,
in Figure 1, user u1’s trajectory can be represented as IABC and user u4’s trajectory
is ABD. Such road-network based trajectories are valuable in aforementioned applica-
tions. In privacy-preserving location publishing, the goal is to prevent adversaries from
mapping published locations to a specific individual.

H. Kitagawa et al. (Eds.): DASFAA 2010, Part II, LNCS 5982, pp. 17–31, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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Fig. 1. An Example of Inference Route

One may think that a trajectory resembles a conventional sequential pattern. Hence,
a naturally raised question is that if we can directly employ privacy preserving data
publishing approaches [3,4,13,20] developed in non-spatial-temporal databases? The
answer is negative, and the main reason is that a trajectory distinguishes itself from the
conventional sequential patterns due to additional constraints (e.g., road-network infor-
mation) which do not exist in the traditional sequences. More specifically, elements in
traditional sequences are usually independent of one another, while the relationship of
elements in the trajectory sequence is fixed under a particular road-network informa-
tion. Therefore, we cannot use traditional algorithms to arbitrarily remove or replace
elements in the sequences because such operations will create unrealistic trajectories
consisting of non-connected road segments.

There have been several recent efforts [2,7,12,17] on anonymizing trajectories. Some
work [17] considers trajectories as a sequence of landmarks, e.g., stores and muse-
ums, which ignore the paths connecting these places. Others [2,7,12] consider trajec-
tories as a sequence of coordinates in Euclidean space but ignore the road-network
constraints. Very few works considered the road-network constraint. The most recent
one is by Pensa et al. [14], who anonymize road-network-based trajectories based on
k-anonymity [15]. However, their approach may not preserve trajectory information as
much as possible. This can be demonstrated by the example given below.

In [14], trajectories are stored and anonymized by using a prefix tree which may not
be an appropriate structure to model the road-network. For instance, consider four users
who leave their homes (I , J , K , D) and head for work. When k is 3 and the input to
their algorithm is the following four trajectories: u1(IABC), u2(JABC), u3(KABC)
and u4(ABD)1, their anonymization result will be an empty set since the prefix tree
treats trajectories with different starting points independently. Such result obviously
lost too much useful information. To achieve better information utility, an alternative
way is to directly take partial trajectories as input, i.e., consider only busy roads with
more than k users. In this case, the input becomes u1(ABC), u2(ABC), u3(ABC) and
u4(AB), and the new anonymization result is : u′

1(ABC), u′
2(ABC), u′

3(ABC) and
u′

4(AB), which is more meaningful than the previous empty set.
In addition, since road maps can be found everywhere, in the domain of privacy-

preserving location publishing, it is reasonable to assume road-network information
is available to any adversary. Thus, cautions are very much needed when publishing

1 u1, u2, u3 and u4 can be thought as either a trajectory ID or a person’s symbolic ID.
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anonymized trajectories. For instance, let us continue from the previous example and
assume that the road-network in Figure 1 is accessible to an adversary Bob. When u′

1,
u′

2,u′
3 and u′

4 are published, using the road-network, Bob can infer that u′
4 was also trav-

elled on the road segment BD. Also, if Bob knows that Alice usually travels on BD,
then he can link u′

4 to Alice and consequently track Alice remaining trajectories in the
published dataset. This inference route problem is caused by the fact that an adversary
can infer someone’s unpublished infrequent trajectories from the published location
dataset. Because the inferred trajectories are infrequent, with high probability, these
trajectories, combined with certain external knowledge, can be used to identify a par-
ticular individual’s trajectory information in the published dataset. In general, given a
threshold k, if the attacker can link any anonymous ID to Alice with probability greater
than 1

k by using the above method, then we say there is an inference route problem.
In this paper, we address the problem of privacy-preserving location data publishing

under the assumption that road-network data are public information. Our approach has
three main properties: (1) it guarantees k-anonymity of published data, (2) it avoids
the inference route problem, and (3) the anonymization results follow the road-network
constraints. The basic idea is to employ a clustering-based anonymization algorithm to
group similar trajectories and minimize the data distortion caused by anonymization
through a careful selection of representative trajectories. We propose a C-Tree (Cluster-
Tree) to speed up the clustering process and develop methods to incrementally calculat-
ing error rates. The rest of the paper is organized as follows: Section 2 reviews related
work, Section 3 presents our proposed approach, Section 4 reports experimental results,
and Section 5 concludes the paper with lessons learned and future research directions.

2 Related Work

Privacy-preserving location publishing is a relatively young area in which little research
has been carried out. In [7,12], the spatial-temporal cloaking technique is applied to
generate cloaking regions covering segments of trajectories. In [2], Abul et al. consider
a trajectory as a cylindrical volume where the radius represents the location impreci-
sion. Then they perturb and cluster trajectories with overlapping volumes to ensure that
each released trajectory volume encloses at least k − 1 other trajectories. Unlike the
previous work which is based on the similarity of trajectories, Yarovoy et al. [19] group
trajectories based on so-called quasi-identifiers which is hard to be selected in practice.
None of the approaches considers the impacts of road network constraints and hence,
their anonymization results are vulnerable to attack when the malicious party knows the
road map or holds some other background knowledge. E.g., if a cloaking region covers
only one road, the corresponding trajectory can be easily mapped to the road.

In [17], Terrovitis and Mamoulis assume that the adversaries know partial trajectory
information of some individuals. They use it as part of input to their anonymization al-
gorithm. Such usage limits the generality and feasibility of their approach. In [1], Abul
et al. used a coarsening strategy which removes one or more spatial points in a tra-
jectory to achieve anonymization. An anonymized trajectory may contain disconnected
paths. This is different from our approach which preserves continuous trajectories based
on road-network information. Two other related works used time confusion and path
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confusion respectively. The time confusion approach [9] mixes location samples of dif-
ferent trajectories, and the path confusion approach [8] crosses paths in areas where at
least two users meet. The main problem of the two approaches is that traffic flows are
no longer preserved.

The most related work is by Pensa et al. [14]. They proposed a prefix-tree based
anonymization algorithm which guarantees k-anonymity of the published trajectories
in a way that no trajectories with support less than k will be published. They defined
the support of a trajectory Trj as the number of trajectories containing Trj, which
however causes the inference route problem. Here, we can see that how the concept of
k-anonymity is applied will affect the quality of the anonymization result.

3 Problem Statement

In general, raw data collected by location-based applications contains user (object) in-
formation as a four-tuple 〈ID, loc, vel, t〉, where ID is the object ID, loc and vel are
object location and velocity at timestamp t respectively. The anonymized dataset con-
tains object information in the form of 〈aid, rid, dir〉, where aid is an anonymized
object ID, rid is a road ID and dir is the object’s moving direction. Here, for privacy
concerns, we replace specific locations and velocities by road ID and moving direction.
Such representation is sufficient to derive trajectories or traffic flow information.

The road network is modeled as a directed graph, where each edge corresponds to
a road and each node represents an intersection. Specifically, an edge is represented as
ninj , where ni and nj denote nodes. We then proceed to define the frequent road and
inference route problem.

Definition 1. Let W be a time interval, and let k be a threshold. We say a road is a
frequent road if the number of moving objects moving along one direction on this road
is no less than k within time W . We call the number of moving objects the frequency of
the road.

Definition 2. Let Υ be an intersection of roads r1, ..., rm, and let U+
i , U−

i be the sets of
objects moving toward and outward Υ on road ri (1 ≤ i ≤ m) during W , respectively.
If ∃ U+

i , U−
j , |U+

i | ≥ k, |U−
j | ≥ k, and (0< |U+

i − U−
j | < k or 0< |U−

j − U+
i | < k),

then we say Υ has an inference route problem.

To have a better understanding of the above definition, let us revisit the example in
Figure 1. Node B is an intersection of three roads. On road AB, U+

AB = {u1,u2,u3,
u4}; on road BC , U−

BC={u1,u2,u3}. Since U+
AB − U−

BC = {u4}, |U+
AB − U−

BC | =
1< k, node B has an inference route problem.

Next, we present how to evaluate the quality of the anonymized dataset or trajectories.
Intuitively, the less difference between the anonymized dataset and the original dataset,
the better quality the anonymized dataset is. Therefore, we use two common metrics:
average error rate and standard deviation. Suppose there are N roads (or edges in a road-
network graph) and ri represents road i. Let originalri and anonymizedri denote ri’s
original frequency and frequency after the trajectories have been anonymized. Then in
Equation 1, the error function E is defined as the average difference between originalri
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and anonymizedri (i.e., Ei), and σ is the standard deviation of the error rates. A low
standard deviation indicates that the anonymization quality of each road is similar and
close to the average error rate.

E =
1
N

N∑
i=1

Ei =
1
N

N∑
i=1

|originalri − anonymizedri|
originalri

(1)

σ =

√√√√ 1
N

N∑
i=1

(Ei − E)2 (2)

4 Our Approach

In this section, we present our anonymization algorithm. It consists of two main steps.
First, from the raw dataset D, we remove records associated with infrequent roads, i.e.,
roads with less than k objects within a given time interval. We denote the obtained
dataset as D′. In D′, we construct partial trajectories for the remaining objects based on
moving directions. Note that one user may have several disconnected partial trajectories
because he may visit some infrequent roads. Each partial trajectory will be assigned an
anonymous ID. For the rest of the paper, the word “trajectory” and “partial trajectory”
are interchangeable.

The second step is the core of the anonymization process. We propose a clustering-
based anonymization algorithm which guarantees that by achieving strict k-anonymity
(defined in Section 4.1) among partial trajectories, our anonymization result is free of
the inference route problem. Compared to traditional k-anonymization approaches, our
approach not only needs to minimize errors caused by anonymization but also needs to
satisfy some unique requirements. Road-network constraints should be enforced during
the entire anonymization process, especially when computing the representative trajec-
tories. The first step is relatively straightforward. Therefore, the following discussion
focuses on the anonymization step.

4.1 Clustering-Based Anonymization

The essential idea of clustering-based anonymization algorithm is to find clusters of
similar trajectories and anonymize them by using a representative trajectory. The details
are the following.

First, we need to select a proper way to represent trajectories. Trajectories are ini-
tially represented as a sequence of timestamped locations. In our anonymized dataset,
we do not disclose exact locations because detailed information increases attackers’
chances to link published location to specific individuals. Instead, we report only infor-
mation about which object passing by which road. There are two options: (i) represent-
ing a trajectory by road IDs; or (ii) representing a trajectory by node IDs. As illustrated
in Figure 2, trajectories Trj1, Trj2 and Trj3 can be represented as r4r2, r1r3, and
r1r5 respectively following the first option. Using the second option, trajectories Trj1,
Trj2 and Trj3 can be represented as n5n2n3, n1n2n4, and n1n2n6 respectively. Both
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Fig. 2. Trajectory Representation

types of representations well capture the similarity between trajectories Trj2 and Trj3
which share one common road. However, the first option treats Trj1 and Trj2 as two
irrelevant trajectories even though they intersect. To better reflect relationships among
trajectories, we adopt the second option and represent a trajectory by a sequence of
node IDs.

The second issue is to define the distance between trajectories. We employ the edit
distance [18]. The edit distance between two trajectories is given by the minimum num-
ber of operations needed to transform one trajectory into the other, where an operation
is an insertion, deletion, or substitution of a node. For example, the edit distance be-
tween Trj1(n5n2n3) and Trj2(n1n2n4) is 4, while the distance between Trj2 and
Trj3(n1n2n6) is 2.

Now we are ready to present our clustering-based anonymization algorithm. An out-
line is given in Figure 3. First, we group same trajectories and count its support. Support
is defined as the number of users who have the same trajectories (Definition 3).

Definition 3. Let u be a user’s anonymous ID and Trju denote his trajectory in D′.
We have the support of trajectory Trj as follows: Support(Trj) = |{u|Trju = Trj, for
every u}|.

Distinct trajectories are arranged in a descending order of their supports. If a trajec-
tory’s support is more than the anonymization threshold k, the trajectory itself forms a
cluster. For the remaining trajectories, say Trj, we compare it with existing clusters.
If there exists a suitable cluster, we insert the new trajectory into that cluster and up-
date the cluster’s information. Otherwise, a new cluster will be created for Trj. After
all trajectories have been checked, we translate representative trajectories together with
their supports into output format, which contains object anonymious IDs, road IDs, and
objects’ moving directions. For example, we obtain the following intermediate result
after anonymizing the trajectories shown in Figure 1: u′

1(ABC), u′
2(ABC), u′

3(ABC)
and u′

4(ABC), where k = 3. The published dataset will look like this: (u′
1, R1, AB),

(u′
1, R2, BC), (u′

2, R1, AB), (u′
2, R2, BC), ..., (u′

4, R2, BC). The detailed algorithms
for finding candidate clusters, calculation of error rates and selection of representative
trajectories will be elaborated in the rest of the section.

Our approach ensures strict k-anonymity (Definition 4) over all trajectories in dataset
D′. It is called “strict” because the calculation of trajectory supports is based on an exact
match of entire trajectories. In this way, we guarantee that the anonymization result will
not contain any inference route. Our proof can be found in [10].
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Clustering-based Anonymization (TRJ , k)
Input: TRJ is a set of trajectories to be k-anonymized

1. Group same trajectories and form TRJ ′

2. Sort trajectories in TRJ ′ in a descending order of supports
3. for each Trj in TRJ ′ do
4. if Trj.support ≥ k then
5. create a new cluster for Trj
6. else
7. check existing clusters
8. if Find Cluster(Trj,C) then
9. insert Trj to cluster C
10. Select Representative Trajectory(C,Trjr)
11. update C’s error rate
12. update C − tree
13. else
14. create a new cluster for Trj
15. for each cluster C in group of clusters
16. if C.Total TRJ ≥ k/2 then set C.Total TRJ = k
17. else remove C from group of clusters
18. Translate representative trajectories into output format

Fig. 3. An Outline of Clustering-based Anonymization Algorithm

Definition 4. (Strict k-anonymity over trajectories): Let Trj be a trajectory. We say
Trj satisfies strict k-anonymity if Support(Trj) is no less than k.

4.2 Finding Candidate Clusters

In this subsection, we present how to find a candidate cluster for a new trajectory during
the clustering-based anonymization. The first step is to check whether a new trajectory
can be absorbed by an existing cluster according to the distance metric. As the number
of clusters increases, comparing Trj with all clusters becomes very costly. Therefore,
we employ an in-memory index structure, C-tree (Cluster-tree), to prune unnecessary
comparisons. In particular, each node in the C-tree contains multiple entries and each
entry in a node has two fields: a pointer ptr and a set of road IDs (denoted as RID). In
leaf nodes, each entry has a pointer to a cluster and the IDs of roads occurring in that
cluster. In internal nodes, each entry has a pointer to a child node and the union of roads
IDs in its child node. Figure 4 shows an example C-tree.

Given a new trajectory Trj, starting from the root of the C-tree, we calculate the
similarity between Trj and every entry’s RID in the node by using the following
similarity function.

Simc(Trj, RID) =
|S(Trj) ∩RID|
|S(Trj)| (3)

Simc computes the percentage of common roads included in Trj and RID, where
S(Trj) denotes the set of road IDs in trajectory Trj. If Simc is above a threshold ρ,
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Fig. 4. An Example C-tree

we continue to visit the child node of this entry. This process is repeated until we find
all entries in the leaf nodes with Simc above the threshold. All the clusters belonging to
these entries will be considered as candidate clusters. For example, suppose that a new
trajectory contains roads r2, r8 and r9, and the threshold ρ is set to 60%. The similarity
Simc between the new trajectory and the first and second entries in the root node N1 are
100% and 0% respectively. The tree below the second entry is pruned and thus we do
not need to visit node N3. We continue to visit the child node N2 pointed by the first en-
try. The Simc between the trajectory and the first and second entries in N2 are 33% and
67% respectively. Since the second entry has the similarity score above the threshold, its
corresponding cluster C3 becomes the candidate cluster for the further consideration.

Among candidate clusters, we further calculate the edit distance between the new tra-
jectory and their representative trajectories. For all clusters which have the shortest edit
distance with Trj, we examine the quality of anonymization result (i.e. error rate (E))
by assuming inserting Trj to a cluster. For a cluster Ci, its error rate Eci is computed
based on the roads in this cluster. We select the cluster that satisfies two conditions: (i)

Find Cluster (Trj,C)
Input: Trj is a trajectory
Output: C is a cluster

1. NODE ← {C-tree.root}
2. while (NODE is not empty) do
3. for each node N in NODE do
4. for each entry en in N do
5. if Simc(Trj, en.RID) > ρ then
6. if N is not a leaf node then
7. add en’s child node to NODE
8. else add en’s cluster to candidate list Lc

9. for all clusters in Lc do
10. find clusters with shortest edit distance with Trj
11. if more than one clusters found then
12. find the cluster with the smallest error rate
13. if error rate after adding Trj does not exceed threshold then
14. return the cluster found

Fig. 5. Algorithm of Finding Clusters
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it yields the smallest error rate after inserting Trj; (ii) its new error rate is below the
global threshold Err. Figure 5 summarizes the procedure of finding candidate clusters.

To efficiently and incrementally calculate error rates during clustering, we employ
a global data structure, i.e. anonymization table. Anonymization table has three fields:
roadID, original and anonymized, where “original” is the number of objects before
anonymization, and “anonymized” records the latest number of objects on road roa-
dID during anonymization. Each cluster only needs to maintain a set of road IDs with
pointers referring to the anonymization table. Figure 6 illustrates the data structure.

When actually inserting Trj to Ci, there are three steps: (i) update the representative
trajectory; (ii) update the error rate in the anonymization table; and (iii) update the C-
tree. The algorithm for selecting the representative trajectory is presented in Section 4.3.
Once the representative trajectory is chosen, we recompute the error rate and modify the
corresponding field in the anonymization table. Finally, we check whether the node in
the C-tree with respect to current cluster needs to be updated. If current cluster contains
road IDs which are not included in the road ID list of the corresponding C-tree entry,
we will append the new road IDs to the road ID list. This change will be propagated
to higher levels of the C-tree until an entry containing all road IDs in current cluster is
reached. Consider the C-tree in Figure 4 and suppose that a new trajectory that consists
of roads r2, r8 and r9 will be inserted into cluster C3. We check the road list of C3’s
entry in the C-tree, which is {r3r5r8r9} and does not contain r2. We then add r2 to the
road list. Now the second entry in the C-tree becomes {r2r3r5r8r9}. Next, we check its
parent entry, the first entry in N1. Since r2 is included in the first entry in N1, the tree
update operation completes.

If no cluster is similar enough to Trj, we create a new cluster for Trj and follow
the three similar steps discussed in the previous paragraph. The main difference is that
we need to insert a new entry for this new cluster to the C-tree (the insertion algorithm
is in Section 4.4).

4.3 Selecting Representative Trajectory

There are two key requirements when selecting a representative trajectory. First, the
error rate should be minimized. Second, the representative trajectory must satisfy the
road-network constraint. By keeping these in mind, we design the following algorithm.
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In a cluster, we find the trajectory with the highest support and then trim the trajectory
from both ends to obtain the final representative trajectory. To illustrate it, we use the
example in Figure 7. The cluster contains three types of trajectories: Trj1, Trj2 and
Trj3. Each trajectory is associated with a number of support, e.g., support(Trj1) =
10. Numbers on the last line indicates the original numbers of users on each road, e.g.,
original(n1n2)=15. Since Trj1 has the highest support, let us have a further look at
it. We compute the error rate E by treating Trj1 as the representative trajectory. The
support of the representative trajectory is the sum of all trajectories in the cluster. The
reason behind is to maintain the same amount of trajectories after anonymization. In
this example, if we use Trj1 as the representative trajectory, we will have E = 58%.

Trj1 (10): n1—– n2—– n4—– n7—– n8—– n9

Trj2 (5): n1—– n2—– n4—– n7

Trj3 (6): n2—– n4—– n7—– n8

original: 15 21 21 16 10

Fig. 7. An Example of Selecting Representative Trajectory

E = (En1n2 + En2n4+En4n7+En7n8+En8n9 )/5

=
(21−15

15 + 21−21
21 + 21−21

21 + 21−16
16 + 21−10

10 )
5

= 58%

Observe that En8n9 is higher than 100%. If the road n8n9 is excluded from the rep-
resentative trajectory Trj1, the overall error can be reduced to 34%. Based on this
observation, the second step is to trim the trajectory until the overall error rate can-
not be further reduced. Due to the road-network constraint, we can not arbitrarily re-
move nodes from a trajectory. Our strategy is to remove nodes starting from both ends
of the selected trajectory if the road r satisfies the following condition: originalr <
support(Trj1) − originalr, i.e., its individual error rate larger than 100%. The pro-
cess continues until we cannot find such a road at either end of the trajectory. The final
representative trajectory for the example case is n1n2n4n7n8. The algorithm is sum-
marized in Figure 8.

4.4 Construction of the C-tree

In Section 4.2, we have discussed the search and update operations in the C-tree. We
now proceed to introduce how to insert a new entry into the C-tree, which occurs when
a new cluster is created. Recall that each entry in the node of the C-tree has two fields:
(i) a set of road IDs and (ii) a pointer. The maximum number of entries in each node
is the same. All insertions start at a leaf node which is identified during the process of
finding candidate clusters. We insert the new entry into that node (denoted as N ) with
the following steps:

1. If the node N contains fewer than the maximum legal number of entries, then there
is room for the new entry. Insert the new entry in the node.
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Select Representative Trajectory (C,Trjr)
Input: C is a cluster
Output: Trjr is the representative trajectory

1. support(Trjr)← 0
2. for each Trj in C do
3. if support(Trj) >support(Trjr) then
4. Trjr ← Trj
5. support(Trjr)← support(Trj)
6. i← 1; j ← length(Trjr)-1
7. continue← 1
8. while (i < j and continue) do
9. continue← 0
10. if original(ri) <support(Trjr)-original(ri) then
11. i← i + 1; continue← 1
12. if original(rj) <support(Trjr)-original(rj) then
13. j ← j − 1; continue← 1
14. Trjr ←(ri...rj )
15. return Trjr

Fig. 8. Algorithm of Selecting Representative Trajectory

2. Otherwise N is full, and we evenly split it into two nodes. In particular, we ran-
domly select an entry as seed. Then we compute Simc (Equation 3) between other
entries and the seed. The average of all Simc serves as a separation value. Entries
with Simc above the average are put in the node N , and the remaining entries are
put in the new right node N ′.

3. Next, we update the entry pointing to N . The road ID set in the parent is updated
to include all roads occur in N . The update may be propagated to the upper levels
of the tree. Moreover, if there is a split in the previous step, we need to insert a new
entry which includes road IDs in the new node N ′ to the parent level. This may
cause the tree to be split, and so on. If current node has no parent (i.e., the node is
the root), a new root will be created above this one.

5 Experimental Study

All the experiments were run on a PC with 2.6G Pentium IV CPU and 3GB RAM. We
use both synthetic and real road networks to generate moving objects. In the synthetic
datasets, objects are moving on a randomly generated road map which has about 700
roads. Objects can have different speeds which are controlled by the parameter “aver-
age trajectory length”. As for the real datasets, we use the generator by Brinkhoff [6].
Objects are moving on real road networks. A road consists of multiple segments and
each segment is a straight line. An object is initially placed on a randomly selected road
segment and then moves along this segment in a randomly selected direction. When the
object reaches the end of the segment, an update is issued and a connected segment is
selected. Object speeds are varied within a given speed range.



28 D. Lin et al.

We compare our Clustering-Based Anonymization (CBA) algorithm with the latest
work (denoted as Prefix [14]) by Pensa et al. In particular, we examine the existence
of the inference route, the error rate, standard deviation and the running time. Unless
noted otherwise we use the dataset containing 50,000 moving objects and set k to 30.

5.1 Experimental Results in Synthetic Datasets

Effect of Data Sizes. In the first set of experiments, we study the effect of data sizes by
varying the number of moving objects (i.e. number of trajectories) from 5K to 100K.
Figure 9(a) shows the average error rate of the anonymization results obtained from Pre-
fix algorithm and our CBA algorithm. We can observe that the CBA algorithm yields
much less error rate than the Prefix algorithm in all cases. When the dataset is small
(e.g. 5K), the anonymization results obtained from both algorithms have relatively high
error rates. This is because the number of objects on each road is few and even a small
change of an object trajectory by the anonymization process will have a big impact on
the error rate. With the increase of the data sizes, the error rate caused by the CBA al-
gorithm keeps decreasing and it is more than 5 times less compared to that of the Prefix
algorithm for 100K dataset. The reason of such behavior is that CBA effectively groups
similar trajectories and carefully selects representative trajectories which minimize the
overall error rate. Figure 9(b) shows the standard deviation, where we can see that our
standard deviation is much lower than that obtained from the Prefix algorithm. This
confirms that our anonymization result on each road has similarly good quality.

Figure 10(a) shows the number of nodes having the inference route problem. It is not
surprising to see that the anonymization result produced by our CBA algorithm contains
0 inference route. However, the anonymized result obtained from the Prefix algorithm
has many road intersections (denoted as node) with the inference route problem caused
by their definition of the trajectory support.

We also compare the running time of both approaches. As shown in Figure 10, our
CBA algorithm is up to 5 times faster than the Prefix algorithm. This can be attributed
to the C-tree that helps prune the clusters to be compared with each new trajectory and
hence avoids many unnecessary calculation. The total time is inclusive of the construc-
tion and update cost of the C-tree which is almost neglectable compared to the benefits
brought by the C-tree.

(a) Error rate (b) Standard deviation

Fig. 9. Quality of the Anonymized Results
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(a) Inference route problem (b) Processing time

Fig. 10. Effect of Data Size

Effect of Parameter k. This set of experiments aims to evaluate the performance of
both algorithms regarding different values of k. As shown in Figure 11(a), the error
rate increases drastically with k by using the Prefix algorithm, while k has only minor
effect on our CBA approach. Such behavior can be explained as follows. The Prefix
algorithm removes all infrequent trajectories and add their supports to most similar
frequent trajectories. When k is large, there are more infrequent trajectories, which thus
causes more error. The standard deviation has also demonstrated the similar pattern as
the error rate, and the Prefix algorithm again suffers from the inference route problem.
Due to the space limit, we do not include the figures here. Regarding processing time
(in Figure 11(b)), our CBA approach has a consistent performance while the Prefix
approach requires less time for larger k. This is because the Prefix approach needs to
deal with less frequent trajectories for a larger k. Note that this results in higher error
rates.

(a) Error rate (b) Processing time

Fig. 11. Varying Parameter k

Effect of the Average Trajectory Length. We also investigated the effect of trajec-
tory lengths by testing it up to 50 roads per trajectory. Within the same time interval, a
longer trajectory indicates that the object has a faster speed. Our CBA algorithm out-
performs the Prefix algorithm in all cases. Please refer to our technical report [?] for
figures.
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5.2 Experimental Results in Real Datasets

In this set of experiments, the datasets are generated based on the road map of Phelps
County (Missouri, USA) using the generator [6]. The value of k is 10. From Figure 12,
we can observe similar performance patterns as that using synthetic datasets.

(a) Error rate (b) Standard deviation

(c) Inference route problem (d) Processing time

Fig. 12. Performance in Real Road-network

6 Conclusion

Privacy preserving location data publishing has received increasing interest nowadays.
In this paper, we address this newly emerging problem by taking into account an impor-
tant factor, the road network constraint, which has been overlooked by many existing
works. We identified and defined a new privacy problem (i.e. the inference route prob-
lem), and proposed an efficient and effective clustering-based anonymization algorithm.
The clustering-based algorithm guarantees strict k-anonymity of the published dataset
and avoids the inference route problem. We compared our approach with the most re-
cent work and the experimental results demonstrate the superiority of our approach.
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Abstract. Trajectory clustering has played a crucial role in data analysis since
it reveals underlying trends of moving objects. Due to their sequential nature,
trajectory data are often received incrementally, e.g., continuous new points re-
ported by GPS system. However, since existing trajectory clustering algorithms
are developed for static datasets, they are not suitable for incremental clustering
with the following two requirements. First, clustering should be processed effi-
ciently since it can be frequently requested. Second, huge amounts of trajectory
data must be accommodated, as they will accumulate constantly.

An incremental clustering framework for trajectories is proposed in this paper.
It contains two parts: online micro-cluster maintenance and offline macro-cluster
creation. For online part, when a new bunch of trajectories arrives, each trajec-
tory is simplified into a set of directed line segments in order to find clusters of
trajectory subparts. Micro-clusters are used to store compact summaries of simi-
lar trajectory line segments, which take much smaller space than raw trajectories.
When new data are added, micro-clusters are updated incrementally to reflect the
changes. For offline part, when a user requests to see current clustering result,
macro-clustering is performed on the set of micro-clusters rather than on all tra-
jectories over the whole time span. Since the number of micro-clusters is smaller
than that of original trajectories, macro-clusters are generated efficiently to show
clustering result of trajectories. Experimental results on both synthetic and real
data sets show that our framework achieves high efficiency as well as high clus-
tering quality.

1 Introduction

In recent years, the collection of trajectory data has become increasingly common. GPS
chips implanted in animals have enabled scientists to track their study objects as they
travel. RFID technology installed in vehicles has enabled traffic officers to track road
traffic in real-time. With such data, trajectory clustering is a very useful task. It discovers
movement patterns that help analysts see overall trends in the trajectories. For example,
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analysis of bird feeding and nesting habits is an important task. With the help of GPS,
scientists can tag and track birds as they fly around. Such tracking devices report the
trajectories of animals on a continual basis (e.g., every minute, every hour). With such
data, scientists can study the movement habits (i.e., trajectory clusters) of birds.

One important property with tracking application is the incremental nature of the
data. The data will grow to be in huge size as time goes by. Consider the following real
case of moving vehicle data which is used in experiment evaluation.

Example 1. A taxi tracking system tracks the real-time locations of more than 5,000
taxis in San Francisco. With the sensor installed on each taxi, the system is able to
receive information about current location(longitude and latitude) of each taxi with a
precise timestamp. The system accumulates the updated data every minute. After a
single day, the system will collect totally 7.2 million points with 1,440 points for each
taxi. After a week, the number of points will be accumulated to 50.4 million points.

For static data sets, there are many existing trajectory clustering algorithms developed.
However, to the best of our knowledge, none of them targeted at solving clustering
problem for incremental huge trajectory data as pointed out in Example 1. Facing
continuous data, previous methods will take long time to retrieve all the data and re-
compute the trajectory cluster over the whole huge data set. If the users want to track
real-time clusters every hour, it is almost impossible to finish computation within the
time period threshold, especially considering the data size still keeps growing every
minute. Therefore, trajectory data must be accommodated incrementally.

An important point to notice is that new data will only affect local shifts. It will
not have big influence on clusters in the areas which are far away from the local area
of new data. So, a more sensible approach to accommodate huge amount of data is
to maintain and adjust micro-clusters of the trajectory data. Micro-clusters are tight
clusters over small local regions. Due to their small sizes, they are more flexible to
changes in the data source. Yet they still achieve the desired space savings of clusters by
summarizing extremely similar input trajectories. These properties make them suitable
for incremental clustering.

This work proposes an incremental Trajectory Clustering using Micro- and Macro-
clustering framework called TCMM. It makes the following contributions towards an
incremental trajectory clustering solution. First, trajectories are simplified by partition-
ing into line segments to find the clusters of sub-trajectories. Second, micro-clusters of
the partitioned trajectories are computed and maintained incrementally. Micro-clusters
hold and summarize similar trajectory partitions at very fine granularity levels. They
use very little space and can be updated efficiently. And finally, micro-clusters are used
to generate the macro-clusters(i.e., final trajectory clusters).

The TCMM framework is truly incremental in the sense that micro-clusters are in-
crementally maintained as more and more data are received. Because their granularity
level is low, they can adjust to all types of change in the input data. The number of
micro-clusters is much smaller than that of the original input data. When the user wants
to compute the full trajectory clusters, micro-clusters are combined together to form the
macro-clusters in higher granularity level.

The rest of this paper is organized as follows. Section 2 formally defines the prob-
lem and gives an outline of the TCMM framework. Sections 3.1 and 3.2 discuss the
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micro-clusters and the macro-clusters, respectively. Experiments are shown in Section
4. Related work is analyzed in Section 5. Finally, the paper concludes in Section 6.

2 General Framework

2.1 Problem Statement

The data to be studied in this work will be in the context of an incremental data source.
That is, new batches of trajectory data will continuously be fed into the clustering al-
gorithm (e.g., from new data recordings). The goal is to process such data and produce
clusters incrementally and not have to re-compute from scratch every time.

Let the input data be represented by a sequence of time-stamped trajectory data sets:
〈It1 , It2 , . . .〉 where each Iti is a set of trajectories being presented at time ti. Each
Iti = {TR1, TR2, . . . , TRnTR} where each TRj is a trajectory. A single trajectory
TRj is often represented as a polyline, which is a sequence of connected line segments.
It can be denoted as TRj = p1p2 . . . plenj , where each point pi is a time-stamped point.
TRj can be further simplified to derive a new polyline with fewer points while its devi-
ation from the original polyline is below some threshold. The simplification techniques
have been studied extensively in previous work [11,5] . In this paper, we use the sim-
plification technique in our previous paper [11]. Simplified trajectory is represented as
TRsimplified

j = L1L2 . . . Ln, where Li and Li+1 are connected directed line segments
(i.e., trajectory partitions).

Given such input data, the goal is to produce a set of clusters O = {C1, C2, . . . ,
CnC}. A cluster is a set of directed trajectory line segments Ci = {L1, L2, . . . , Lln},
where Lk is a directed line segment from certain simplified trajectory TRsimplified

j at
certain time stamp ti. Because we do clustering on line segments rather than whole tra-
jectories, the clusters we find are actually sub-trajectory clusters, which are the popular
paths visited by many moving objects.

2.2 TCMM Framework

Figure 1 shows the general data flow of TCMM. The x-axis represents the progress
of time and the y-axis shows the progress of data processing. As the figure illustrates,
input data are received continuously.

The first step is micro-clustering. Because there is an infinite data source, it is im-
possible to store all the preprocessed input data and compute clusters from them on
request. To solve this problem, this work introduces the concept of trajectory micro-
clusters. The term “micro” refers to the extreme tightness of the clusters. The idea is to
only cluster at very fine granularity. Hence, the number of micro-clusters is much larger
than that of final trajectory clusters. Figure 1 shows the micro-clusters in the second
row. Section 3.1 will discuss them in detail.

The second step is macro-clustering, which will be discussed in detail in Section 3.2.
Compared to the micro-clustering step, which are updated constantly as new data is
received, the macro-clustering step is only evoked after receiving the user’s request of
trajectory clusters. This step will then use the micro-clusters as input.
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Fig. 1. The Framework

3 Trajectory Clustering Using Micro- and Macro-clustering

3.1 Trajectory Micro-Clustering

As newly arrived trajectories will only affect local clustering result, trajectory micro-
clusters (or just micro-clusters) are introduced here to maintain a fine-granularity clus-
tering. Micro-clusters (defined in Section 3.1) are much more restrictive than the final
clusters in the sense that each micro-cluster is meant to only hold and summarize the
information of local partitioned trajectories. Micro-clustering will enable more efficient
computation of final clusters comparing with computation from original line segments.

Algorithm 1. Trajectory Micro-Clustering
1: Input:New trajectories Itcurrent = {TR1, TR2, · · · , TRnTR} and existing micro-clusters

MC = {MC1, MC2, . . . , MCnMC }.
2: Parameter: dmax

3: Output: Updated MC with new trajectories inserted.
4: Algorithm:
5: for every TRi ∈ Itcurrent do
6: for every Lj ∈ TRi do
7: Find the closest MCk to line segment Lj /* Section 3.1 */
8: if distance(Lj , MCk) ≤ dmax then
9: Add Lj into MCk and update MCk accordingly

10: else
11: Create a new micro-cluster MCnew for Lj ;
12: if size of MC exceeds memory constraint then
13: Merge micro-clusters in MC /* Section 3.1 */

Algorithm 1 shows the general work flow of generating and maintaining micro-
clusters. It proceeds as follows. After a batch of new trajectories arrive, we compute the
closest micro-cluster MCk for each line segment Li in every trajectory. If the distance
between Li and MCk is less than a distance threshold (dmax), Li will be inserted into
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MCk. Otherwise, a new micro-cluster MCnew will be created for Li. If the creation of
the new micro-cluster results in the overload of the total number of micro-clusters, some
micro-clusters will be merged. The rest of this section discuss these steps in detail.

Micro-Cluster Definitions. Each trajectory micro-cluster will hold and summarize a
set of partitioned trajectories, which are essentially line segments.

Definition 1 (Micro-Cluster). A trajectory micro-cluster (or micro-cluster) for a set
of directed line segments L1, L2, · · · , LN is defined as the tuple: (N , LScenter, LSθ,
LSlength, SScenter , SSθ, SSlength), where N is the number of line segments in the
micro-cluster, LScenter, LSθ, and LSlength are the linear sums of the line segments’
center points, angles and lengths respectively, SScenter, SSθ, and SSlength are the
squared sums of the line segments’ center points, angles and lengths respectively.

The definition of trajectory micro-cluster is an extension of the cluster feature vector in
BIRCH [14]. The linear sum LS represents the basic summarized information of line
segments(i.e., center point, angle and length). The square sum SS will be used to calcu-
late the tightness of micro-cluster which will be discussed in Section 3.1. The additive
nature of the definition makes it easy to add new line segments into the micro-cluster
and merge two micro-clusters. Meanwhile, the definition is designed to be consistent
with the distance measure of line segments in Section 3.1.

Also, every trajectory micro-cluster will have a representative line segment. As the
name suggests, this line segment is the representative line segment of the cluster. It is
an “average” of sorts.

Definition 2 (Representative Line Segment). The representative line segment of a
micro-cluster is represented by the starting point s and ending point e. s and e can be
computed from the micro-cluster features.

s = (centerx −
cos θ

2
len, centery −

sin θ

2
len)

e = (centerx +
cos θ

2
len, centery +

sin θ

2
len)

where centerx = LScenterx/N , centery = LScentery/N , len = LSlength/N , and
θ = LSθ/N .

Figure 2 shows an example. There are four line segments in the micro-cluster, which
are drawn in thin lines. The representative line segment of the micro-cluster is drawn in
a thick line.

Creating and Updating Micro-Clusters. When a new line segment Li is received,
the first task is to find the closest micro-cluster MCk that can absorb Li (i.e., Line 7 in
Algorithm 1). If the distance between Li and MCk is less than the distance threshold
dmax, Li is then added to MCk and MCk is updated accordingly; if not, a new micro-
cluster is created (i.e., Line 8 to 11 in Algorithm 1). This section will discuss how these
steps are performed in detail.
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Input Line Segment
Representative Line Segment

Fig. 2. Representative Line Segment Fig. 3. Line Segments Distance

Before proceeding, the distance between a line segment and a micro-cluster is de-
fined. Since a micro-cluster has its representative line segment, the distance is in fact
defined between two line segments, which is composed of three components: the center
point distance (dcenter), the angle distance (dθ) and the parallel distance (d‖) . The dis-
tance is adapted from a similarity measure used in the area of pattern recognition [10],
which is a modified line segment Hausdorff distance. The similar distance measure is
also used in [11]. Different from [11], we use component dcenter instead of d⊥. The
reason to choose dcenter is because it is a more balanced measure between dθ and d‖
and it is easier to adapt the concept of extent, which will be introduced in Section 3.1.

Let si and ei be the starting and ending points of Li; similarly for sj and ej with Lj .
Without loss of generality, the longer line segment is assigned to Li, and the shorter one
to Lj . Figure 3 gives an intuitive illustration of the distance function.

Definition 3. The distance function is defined as the sum of three components:

dist(Li, Lj) = dcenter(Li, Lj) + dθ(Li, Lj) + d‖(Li, Lj)

The center distance:

dcenter(Li, Lj) =‖ centeri − centerj ‖ ,

where ‖ centeri− centerj ‖ is the Euclidean distance between center points of Li and
Lj .
The angle distance:

dθ(Li, Lj) =
{
‖ Lj ‖ × sin(θ), 0o ≤ θ < 90o

‖ Lj ‖, 90o ≤ θ ≤ 180o ,

where ‖ Lj ‖ denote length of Lj , θ(0o ≤ θ ≤ 180o) denote the smaller intersecting
angle between Li and Lj . Note that the range of θ is not [0o, 360o) because θ is the
value of smaller intersecting angle without considering the direction.
The parallel distance:

d‖(Li, Lj) = min(l‖1, l‖2),

where l‖1 is the Euclidean distances of ps to si and l‖2 is that of pe to ei. ps and pe are
the projection points of the points sj and ej onto Li respectively.

After finding the closest micro-cluster MCk, if the distance from Li is less than dmax,
Li is inserted into it, and the linear and square sums in MCk are updated accordingly.
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Because they are just sums, the additivity property applies and the update is efficient.
If the distance between the nearest micro-cluster and Li is bigger than dmax, a new
micro-cluster will be created for Li. The initial measures in the new micro-cluster is
simply derived from line segment Li (i.e., center point, theta, and length).

Merging Micro-Clusters. In real world applications, storage space is always a con-
straint. The TCMM framework faces this problem with its micro-clusters as shown in
Line 12 to 13 of Algorithm 1. If the total space used by micro-clusters exceeds a given
space constraint, some micro-clusters have to be merged to satisfy the space constraint.
Meanwhile, if the number of micro-clusters keeps increasing, it will affect the efficiency
of algorithm because the most time-consuming part is finding the nearest micro-cluster.
And what is most important, it may be unnecessary to keep all the micro-clusters since
some of the micro-clusters may become closer after several rounds of updates. There-
fore, the algorithm demands merging close micro-clusters when necessary to speed up
efficiency and save storage. Obviously, pairs of micro-clusters that contain similar line
segments are better candidates for merging because the merge results in less informa-
tion loss.

One way to compute the similarity between two micro-clusters is to calculate the
distance between the representative line segments of the micro-clusters. Though intu-
itive, this method fails to consider the tightness of the micro-clusters. Figure 4 shows
an example that how tightness might effect distance between two micro-clusters. Fig-
ure 4(a) shows two tight micro-clusters and the micro-cluster after merging them. Fig-
ure 4(b) shows the case for two comparatively loose micro-clusters. We can see that
micro-cluster A and micro-cluster C have same representative line segments, and so do
micro-clusters B and D. Thus the distance between micro-cluster A and B should be
the same as that between micro-clusters C and D if we measure the distance only using
representative line segments. In this case, the chance to merge micro-clusters A and B
is equal to that of merging micro-clusters C and D. However, we actually prefer merg-
ing micro-clusters C and D. There are two reasons: on one hand, if both micro-clusters
are very tight, they may not be good candidates for merging because it would break that
tightness after the merge. On the other hand, if they are both loose, it may not do much
harm to merge them even if their representative line segments are somewhat far apart.

Merge

Tight micro−cluster A

Tight micro−cluster B

(a) Merging tight micro-clusters
Loose micro−cluster D

Merge

Loose micro−cluster C

(b) Merging loose micro-clusters

Fig. 4. Merging micro-clusters
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Hence, a better approach would be to consider the extent of the micro-clusters and use
that information in computing the distance between micro-cluster.

In the following parts, we will first introduce the way to compute micro-cluster ex-
tent, then give definitions of the distance between micro-clusters with extent informa-
tion. Lastly, we will discuss how to merge two micro-clusters.

Micro-Cluster Extent. The extent of a micro-cluster is an indication of its tightness.
Recall that micro-clusters are represented by tuples of the form: (N , LScenter, LSθ,
LSlength, SScenter, SSθ, SSlength), which maintain linear and square sums of center,
angle and length. The extent of the micro-cluster also includes three part extentcenter,
extentθ and extentlength to measure the tightness of three basic facts of a trajectory
micro-cluster. The extents are the standard deviation that calculated from its corre-
sponding LS and SS. We have the following lemma from [14].

Lemma 1. Given a set of distance values, D =(d1, d2, ..., dn). Let LS =
∑

i=1..n di,

and SS =
∑

i=1..n(di)2. The standard deviation of the distances is σ=
√

n×SS−(LS)2
n2 .

Using Lemma 1, we give a formal definition for extent of a micro-cluster:

extentα =
√

(N × SSα − LS2
α)/N2

where symbol α represents center, θ, or length and N is the number of line segments
in the micro-cluster.

centerextentinput line segment
representative line segment

(a) Center extent

θextent

(b) θ extent

lenextent

(c) Length extent

Fig. 5. Micro-Cluster Extent

To give an intuition of extent concept, Figure 5 shows an example of extentcenter,
extentθ and extentlength. Figure 5(a) states that “most” center points of the line seg-
ments stored in this micro-cluster are within the circle of radius extentcenter. Fig-
ure 5(b) illustrates that “most” angles vary within a range of extentθ and Figure 5(c)
reflects the uncertainty of length.

Micro-Cluster Distance with Extent. With the extents properly defined, we can now
incorporate them into the distance function. Recall that the intention of extent was to
adjust the distance function based on the tightness of micro-clusters. For instance, let
d1,2 be the distance between micro-clusters MC1 and MC2 according to the distance
function defined previously. If these two micro-clusters are both “tight” (i.e., having
zero or very small extent), then d1,2 indeed represents the distance between them. How-
ever, if these two micro-clusters are both “loose” (i.e., having large extent), then their
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“true” inter-cluster distance should actually be less than d1,2. This is because the line
segments at the borders of the two micro-clusters are likely to be much closer than d1,2.
With respect to merging micro-clusters, this allows loose micro-clusters to be more
easily merged and vice-versa. The adjustment of the distance function using extent is
relatively simple. Whenever possible, extent is used to reduce the distance between the
representative line segments of micro-clusters.

(a) Center distance with extent (b) Parallel distance with extent

(c) Angle distance with extent

Fig. 6. Line Segments Distance with Extent

To measure the distance between micro-cluster i and micro-cluster j, it is equivalent
to measure the distance d∗(L∗

i , L
∗
j) between the representative line segments L∗

i with
extenti and L∗

j with extentj . Figure 6 shows an intuitive example of distance measure
with extent. For example, in Figure 6(a), the distance between the centers is the distance
between representative line segments minus the center extents of two micro-clusters.
The formal definition is given as follows based on the modification of distance measure
between line segments (i.e., Definition 3). To avoid the redundancy in presentation, the
symbols explained in Definition 3 are not repeated in Definition 4.

Definition 4. The distance between L∗
i and L∗

j contains three parts: center distance
d∗center , angle distance d∗θ and parallel distance d∗‖.

dist(L∗
i , L

∗
j ) = dcenter(L∗

i , L
∗
j ) + dθ(L∗

i , L
∗
j ) + d‖(L∗

i , L
∗
j )

The center distance:

d∗center(L
∗
i , L

∗
j) = max

(
0, ‖centeri − centerj‖ − extenticenter − extentjcenter

)
The angle distance:

θ∗ = θ − (extentiθ + extentjθ)

d∗θ(L
∗
i , L

∗
j) =

{
‖ L∗

j ‖ × sin(θ∗), 0o ≤ θ∗ < 90o

‖ L∗
j ‖, 90o ≤ θ∗ ≤ 180o
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The parallel distance:

d∗‖(L
∗
i , L

∗
j ) = max

(
0, min(l‖1, l‖2)− (extentilength + extentjlength)/2

)
,

where extentjlength is the projection of extentjlength onto L∗
i .

Note that the distances defined between two representative line segments with extent are
smaller than those defined between two original ones. And the distance may be equal
to zero when there is an overlap between representative line segments with extent.

Merging Algorithm. The final algorithm of merging micro-clusters is as follows. Given
M micro-clusters, the distance between any two micro-clusters is calculated. They are
then sorted from the most similar to the least similar. The most similar pairs are the best
candidate for merging since merging them result in the least amount of information loss.
They are merged until the number of micro-clusters satisfy the given space constraints.

3.2 Trajectory Macro-clustering

The last step in the TCMM framework produces the overall trajectory clusters. While
micro-clustering is processed with a new batch of data comes in, macro-clustering is
evoked only when it is called upon by the user.

Since the distance between micro-clusters is defined in Definition 4, it is easy to
adapt any clustering method on spatial points. We simply need to replace the distancce
between spatial points with the distance between micro-clusters. In our framework, we
use density-based clustering [7], which is also used in TRACLUS [11]. The clustering
technique in macro-clustering step is the same as the clustering algorithm in TRACLUS.
The only difference is that macro-clustering in TCMM is performed on the set of micro-
clusters rather than the set of trajectory partitions as in TRACLUS. The micro-clusters
are clustered through a density-based algorithm which discovers maximally “density-
connected” components, each of which forms a macro-cluster.

4 Experiments

This section tests the efficiency and effectiveness of the proposed framework under
a variety of conditions with different datasets. The TCMM framework and the TRA-
CLUS [11] framework are both implemented using C++ and compiled with gcc. All
tests were performed on a Intel 2.4GHz PC with 2GB of RAM.

4.1 Synthetic Data

As a simple way to quickly test the “accuracy” of TCMM, synthetic trajectory data
is generated. Objects are generated to move along pre-determined paths with small
perturbations (< 10% relative distance from pre-determined points). 15% trajectories
are random noises added to the data. Figure 7 shows the result of incremental micro-
clustering at two different snapshots. Figure 7(a) shows raw trajectories in gray; one can
clearly see the trajectory clusters. The extracted micro-clusters are drawn with red/bold
lines; they match the intuitive clusters. Figure 7(b) shows the trajectories and extraction
results for a later snapshot. Again, they match the intuitive clusters.
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(a) Micro-clusters at snapshot 1 (b) Micro-clusters at snapshot 2

Fig. 7. Micro-clusters from synthetic data

4.2 Real Animal Data in Free Space

Next, clusters are computed from deer movement data 1 in Year 1995. This data set
contains 32 trajectories with about 20, 000 points in total. The dataset size of animal
is considerably small due to the high expense and technological difficulties to track
animals. But it is worth studying animal data because the trajectories are in free space
rather than on restricted road network. In Section 4.3, a further evaluation on a much
larger vehicle dataset containing over 7, 000 trajectories will be conducted.

To the best of our knowledge, there is no any other incremental trajectory clustering
algorithm. So the results of TCMM will be compared with TRACLUS [11], which does
trajectory clustering over the whole data set. Since micro-clusters in TCMM summarize
original line segments information with some information loss, the clustering result on
micro-clusters might not be as real as TRACLUS. So the cluster result from TRACLUS
is used as a standard to test the accuracy of TCMM. Meanwhile, it is important to show
the efficiency against TRACLUS while both results are similar.

We adapt performance measure, sum of square distance (SSQ), from CluStream [1]
to test the quality of clustering results. Assume that there are a total of n line segments
at the current timestamp. For each line segment Li, we find the centroid (i.e., represen-
tative line segment) CLi of its closest macro-cluster, and compute d(Li, CLi) between
Li and CLi . The SSQ at timestamp is equal to the sum of d2(Li, CLi) and the average
SSQ is SSQ/n.
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1 http://www.fs.fed.us/pnw/starkey/data/tables/
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As shown in Algorithm 1, there is only one parameter dmax in micro-clustering step
and we set it to 10. The parameter sensitivity is analyzed and discussed in Section 4.4.
For macro-clustering and TRACLUS, they use the same parameters ε and MinLns.
Here, ε is set to 50 and MinLns is set to 8.

Figure 8 shows the quality of clustering results. Comparing with TRACLUS, the
average SSQ of TCMM is slightly higher. In the worst case, the average SSQ of TCMM
is 2% higher than TRACLUS. But the processing time of TCMM is significantly faster
than TRACLUS. To process all the 20, 000 points, TCMM only takes 0.7 seconds while
TRACLUS takes 43 seconds. The reason is that it is much faster to do clustering over
micro-clusters rather than over all the trajectory partitions. With the deer dataset, at
last, the number of trajectory partitions (3390) is much more than the number of micro-
clusters (324) in total.

4.3 Real Traffic Data in Road Network

Real world GPS recorded data from a taxi company in San Francisco is used to test
the performance of TCMM. The data set is huge and keeps growing as time goes by.
It contains 7,727 trajectories(100, 000 points) of taxis as they travel around the city
picking up and dropping off passengers.

Figure 10 shows the visual clustering result of taxi data. First row and second row
show the micro-clusters (dmax set to 800) and macro-clusters (ε set to 50 and MinLns
set to 8). Last row shows cluster result from TRACLUS. Time 0, 1, and 2 correspond
to the timestamps respectively when 52317, 74896, and 98002 trajectory points have
been loaded. As we can see from Figure 10, the results from TCMM and TRACLUS
are similar except very few differences. The similar clustering performance is further
proved in Figure 11, where the average SSQ of TCMM is only slightly higher than that
of TRACLUS (2% higher in worst case and 1.4% higher on average).

Micro Clusters

Macro Clusters

TRACLUS
Time 0 Time 1 Time 2

Fig. 10. Taxi Experiment
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Fig. 12. Efficiency Comparison(Taxi)

Regarding to efficiency issue, Figure 12 shows the time needed to process the data
in 4 increments with TCMM and TRACLUS. Compared to previous data sets, TRA-
CLUS is substantially slower this time due to the larger data set size. To process all
the data, TRACLUS takes about 4.6 hours while TCMM only takes about 7 minutes
to finish. This is because the number of trajectory partitions (52,600) is much larger
than the number of micro-clusters (2,013). It means that TCMM is much more efficient
than TRACLUS as data set is getting bigger, while at the same time, the effectiveness
remains the same as TRACLUS.

4.4 Parameter Sensitivity

The micro-clustering step of TCMM has the nice property that it only requires one
parameter: dmax. A large dmax builds micro-clusters that are large in individual size
but small in overall quantity, whereas a small dmax has the opposite effect. If we set
dmax = 0, TCMM is actually TRACLUS because each line segment will form a micro-
cluster itself. Then the macro-clustering applied on micro-clusters is exactly the one
applied on original line segments. Therefore, the smaller the dmax is, the better the
quality of clustering should be but the longer processing time is needed. At the same
time, if we set dmax larger, the algorithm runs faster but loses more information in
micro-clustering. Hence there is a trade-off between effectiveness and efficiency.

We use taxi datasets to study the parameter sensitivity of our algorithm. Figure 13
and Figure 14 show the performance of TCMM with different dmax. We can see that
when dmax = 600, the average SSQ is closer to that of TRACLUS, which shows
that it has more similar performance as TRACLUS. But it also takes longer time to do
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clustering when dmax = 600. However, comparing with TRACLUS, the time spent on
incremental clustering is still significantly shorter.

5 Related Work

Clustering has been studied extensively in machine learning and data mining. A number
of approaches have been proposed to process point data in various conditions , such as
k-means [12], BIRCH [14,3] and OPTICS [2]. The micro-clustering step in TCMM
share the idea of micro-clustering in BIRCH [14]. However, BIRCH [14] cannot han-
dle trajectory clustering. The clustering feature in TCMM has been extended to exactly
describe a line-segment cluster by including three kinds of information. The data bub-
ble [3] is an extension of the BIRCH framework and introduces the idea of the extent.
TCMM also uses the extent in its micro-cluster, but the definition has been changed to
accommodate trajectories.

Trajectory clustering has been studied in various contexts. Gaffney et al. [9,4,8] pro-
poses several algorithms for model-based trajectory clustering. TRACLUS [11] is a
trajectory clustering algorithm which performs density-based clustering over the entire
set of sub-trajectories. However, all of these algorithms cannot efficiently handle incre-
mental data. They are not suitable for incremental data since clusters are re-calculated
from scratch every time.

CluStream [1] studies clustering dynamic data streams. Our method adapts its micro-
/macro-clustering framework for trajectory data. However, our method so far handles
only incremental data but not trajectory streams. This is because sub-trajectory micro-
clustering has to wait for nontrivial number of new points accumulated to form sub-
trajectories, which needs addition buffer space and waiting time. Moreover, the process-
ing of sub-trajectories is more expensive and additional processing power is needed for
real time stream processing. Thus, the extension of our framework for trajectory stream-
ing left for future research.

Ester et al. [6] proposes the Incremental DBSCAN algorithm, which is an extension
of DBSCAN for incremental data. Here, the final clusters are directly updated based
on new data. We believe our two-step process is more flexible since any clustering al-
gorithm can be employed for macro-clustering, whereas IncrementalDBSCAN is dedi-
cated to DBSCAN. More recently, Sacharidis et al. [13] discusses the problem of online
discovering hot motion. The basic idea is to delegate part of the path extraction process
to objects, by assigning to them adaptive lightweight filters that dynamically suppress
unnecessary location updates. Their problem is different from ours in two ways: first,
they are trying to find recent hot paths whereas our clusters target at whole time span;
and second, they require the objects in a moving cluster to be close enough to each
other at any time instant during a sliding window of W time units but we are more from
geometric point of view to measure the distance between trajectories.

6 Conclusions

In this work, we have proposed the TCMM framework for incremental clustering of
trajectory data. It uses a two-step process to handle incremental datasets. The first
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step maintains a flexible set of micro-clusters that is updated continuously with the
input data. Micro-clusters compress the infinite data source to a finite manageable size
while still recording much of the trajectory information. The second step, which is on-
demand, produces the final macro-clusters of the trajectories using the micro-clusters
as input. Compared to previous static approaches, the TCMM framework is much more
flexible since it does not require all of the input data at once. The micro-clusters provide
a summary of the trajectory data that can be updated easily with any new information.
This makes it more suitable for many real world application scenarios.
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Abstract. With the advent of ubiquitous computing, we can easily ac-
quire the locations of moving objects. This paper studies clustering prob-
lems for trajectory data that is constrained by the road network. While
many trajectory clustering algorithms have been proposed, they do not
consider the spatial proximity of objects across the road network. For
this kind of data, we propose a new distance measure that reflects the
spatial proximity of vehicle trajectories on the road network, and an
efficient clustering method that reduces the number of distance compu-
tations during the clustering process. Experimental results demonstrate
that our proposed method correctly identifies clusters using real-life tra-
jectory data yet reduces the distance computations by up to 80% against
the baseline algorithm.

1 Introduction

Due to the evolution of positioning and sensor technologies such as GPS and
RFID, we can now easily record the movements or trajectories of moving objects.
Some examples of this include vehicle locations, object tracking data, and animal
movement data.

Recently, a massive amount of collected trajectory information has been pub-
lished and shared in websites or in web communities [1,2,3]. While these sites
simply visualize the relevant trajectories, advanced data analysis techniques,
such as clustering, can be used for recommending interesting travel sequences
based on the common trajectories of users [28] or finding users with similar life
experiences based on their trajectories [22].

This paper studies how to develop an efficient clustering algorithm for tra-
jectory data. Clustering trajectories can be used to identify distinct groups in
which trajectories have more similar moving patterns than those in other groups.
Specifically, this paper focuses on clustering the vehicle trajectories of users on
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TA

TB

TC

Fig. 1. Spatial proximity on road networks

road networks, which we will call the network trajectory from this point on.
While there has been prior research work done on clustering trajectories, none
of them considered the movement constraints imposed by the underlying road
networks– Two locations that are close based on Euclidean distance may not be
reachable over road networks, if no road exists between the two locations.

To achieve the goal, we first identify desirable properties that the distance
measure should satisfy. For instance, the distance measure should reflect the
spatial proximity from the viewpoint of the road network (will be referred to
road-network proximity). To illustrate, Figure 1 presents three trajectories on
road networks. When the distance measure used does not consider the underlying
road network, e.g., Euclidean distance, the trajectory TB is more similar to TC

than TA. However, on the road network, TB is more similar to TA than TC , as
no route exists between between TB and TC . A desirable distance measure D
should thus take into account that D(TA, TB) < D(TA, TC).

We then need to define a cost model and devise an algorithm to minimize
the cost. Specifically, to devise a cost model, we focus on online clustering, as
many recent web-based services use trajectories for the post-processing of search
results, e.g., clustering search results based on spatial proximity. In such cases, it
is not feasible to (1) assume an index structure for the search results determined
at a query time or (2) build an index at a query time. We thus consider clustering
algorithms without the prior existence of index structures and use the number
of distance computations as a cost model, because it dominates the overall cost
of clustering trajectories– Computing the distance between two trajectories is
expensive, as each trajectory typically consists of potentially thousands of sam-
pling points (see Section 6.1).

To address this problem, we first propose a baseline algorithm which applies
agglomerative hierarchical clustering to our clustering problem. We then devise
an improved algorithm which reduces the distance computations by up to 80%
against the baseline algorithm.

We can summarize the contributions of our paper as follows:

– We studied clustering problems for trajectories constrained by road net-
works.

– We identified road-network proximity which is satisfied by a clustering algo-
rithm for network-trajectories.

– We proposed a distance measure which satisfies road-network proximity.
– We presented an efficient clustering algorithm.
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– We extensively validated the efficiency and the quality of our proposed clus-
tering algorithm using real-life trajectory data.

The rest of the paper is organized as follows. Section 2 presents some prior
research work. In Section 3, we present our definition of the problem. Section 4
and Section 5 describe our proposed the distance measure and the clustering
algorithm, respectively. Section 6 reports our experimental results. Section 7
concludes the paper.

2 Related Work

In this section, we survey prior research efforts on trajectory clustering algo-
rithms and distance measures for trajectory data.

2.1 Clustering Algorithm

As good examples of clustering methods for trajectories, we can looks at two
representative clustering algorithms as proposed in [14] and [20]. Gaffney et
al. [14] proposed a trajectory clustering algorithm, which mainly focused on
grouping similar trajectories as a whole. They approach was to model a set of
trajectories using a regression mixture model and then use an EM (Expectation-
Maximization) algorithm to determine the cluster memberships. However, due
to the slow convergence of the EM algorithm, applying this algorithm to our
problem is not appropriate as an instant online clustering response is needed.

TRACLUS [20] was developed to cluster common sub-trajectories. It uses a
partition-and-group framework which divides trajectories into line segments and
then merges similar line segments. Specifically, TRACLUS uses the minimum
description length (MDL) principle to represent trajectories in a partition phase
and a density-based clustering algorithm, i.e., DBSCAN [13], to cluster trajec-
tory partitions in a group phase. A known drawback of density-based clustering
algorithms is their assumption that trajectories in the same cluster have a rather
homogeneous density. However, as we will observe from real-life trajectories in
Section, 6.1 densities in the same cluster can vary significantly, which discour-
aged us from applying TRACLUS for our proposed problem.

2.2 Distance Measure for Trajectory Data

We can categorize the distance measures proposed for trajectories into two
groups– order-dependent distance measures and order-independent distance
measures.

Order-dependent distance measures [21,7,26,10,9,17] build upon trajectories
which are represented as a sequence of points in two or three dimensional space.
Then they compare how closely the two sequences align with each other. LCSS [26]
is rather robust to noise by quantizing the distance between a pair of elements as
either 0 or 1. However, it is well known that LCSS could be inaccurate because it
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neglect to consider the gap g between similar subsequences. To address this prob-
lem, Lei Chen et al. [10] proposed EDR which considers the gap penalty between
the two matching subsequences. ERP [9] is a variant of EDR, which does not quan-
tize the distance between elements.

Order-independent distance measures [24,18,15,5,8,20,23] build upon trajec-
tories which are represented as a set of points or line segments. In this line of
research, the time information of trajectories is ignored and the distance be-
tween trajectories is measured with respect to the shape of the trajectory. For
this purpose, Hausdorff distance has been used to measure the distance between
two trajectories in [24,18,15,5,8]. Lin et al. proposed the distance measure shown
in [23] based on a modified Hausdorff distance [12].

However, no measure discussed above fully reflects road-network proximity
and thus cannot be applied to our problem “as is”.

3 Problem Definition

We assume that the road network can be represented as a graph where a vertex
is the intersection of the road network and the edge is a road segment. We can
thus give a formal definition of the road network as follows.

Definition 1 (Road network). A road network RN is defined as a graph
GRN = (V, E), where V is a set of intersections of the road network, and E is
a set of road segments Ri ∈ E such that

Ri = (ri,s, ri,e),

where ri,s, ri,e ∈ V and there exists an road between ri,s and ri,e.

We assume that a trajectory is given as a connected sequence of road segments,
which is obtained using a map matching algorithm [6], in such a way that each
road segment of a trajectory should be connected to the next road segment in
the sequence, i.e., the ending position of each segment is the starting position
of the next segment in the sequence.

Definition 2 (Trajectory). Given a road network GRN = (V, E) and a set of
trajectory T , a trajectory of length l is defined as

TRi =
[
ti1, . . . , t

i
l

]
,

where tij ∈ E, 1 ≤ j ≤ l, and tij and tij+1 are connected.

For a given set of trajectories T = {TR1, · · · , TRn} on a road network RN ,
our clustering algorithm employs a set of clusters C = {C1, . . . , Ck}, which are
defined as follows.

Definition 3 (Cluster). Given input trajectories T , a cluster Ci ∈ C is a set
of trajectories in T such that
1. Ci 
= ∅, i = 1, . . . , k;
2.
⋃k

i=1 = C;
3. Ci ∩ Ci = ∅, i, j = 1, . . . , k and i 
= j.
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4 Distance Measure

This section presents a novel distance measure for network trajectories. To gen-
erally support both order-dependent and order-independent measures, we focus
on devising an order-independent measure as a lower bound for both distance
measures. To illustrate the differences, Figure 2 illustrates two trajectories that
move along the same route but in opposite directions. Assume that the two tra-
jectories have the same sampling points (t0, · · · , t5). TA moves from t5 to t0 and
TB moves from t0 to t5. When the distance measure becomes sensitive to the
order of sampling points, i.e., an order-dependent measure, TA is thought to be
totally different from TB. In contrast, when using order-independent measures,
the two trajectories are considered as being identical.

This suggests that ranking pairwise distances by order-independent measure
“underestimates” the order-dependent distances. We can thus obtain a ranking
of order-dependent distances by using order-independent metrics (if required
by an application), by simply adding a post-filtering step to discard the “false
positives”. We can thus focus on order-independent metrics.

The underlying idea of our distance measure is that we determine the distance
between two trajectories as the longest distance that an adversary can force you
to travel from one road segment to another.

t1t0 t2 t3 t4
t5

TA

TB

Fig. 2. Effects on the order-dependence of distance measure

4.1 Road Segment Distance

First, we define the distance d(Ri, Rj) between two road segments Ri and Rj

and based on this, we will define the distance between the trajectories later on.
The road segment distance between Ri and Rj , is therefore defined as follows:

Definition 4 (Road segment distance)

d(Ri, Rj) = max
{−→

d (Ri, Rj),
−→
d (Rj , Ri)

}
, (1)

where
−→
d (Ri, Rj) is a one-way road segment distance from Ri to Rj.

The one-way road segment distance
−→
d (Ri, Rj) is defined as follows:

Definition 5 (One-way road segment distance)

−→
d (Ri, Rj) = max

{
min {‖ri,s, rj,s‖, ‖ri,s, rj,e‖} ,
min {‖ri,e, rj,s‖, ‖ri,e, rj,e‖}

}
, (2)

where ‖a, b‖ is the length of the shortest path between a and b.
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4.2 Trajectory Distance

Based on the road segment distance defined in the previous section, we now
move on to define the distance measure between two trajectories.

Definition 6 (Trajectory distance). Given two trajectories TRi=
[
ti1, . . . , t

i
n

]
and TRj =

[
tj1, . . . , t

j
m

]
, the distance between them is defined as follows:

D(TRi, TRj) = max
{−→

D(TRi, TRj),
−→
D(TRj, TRi)

}
, (3)

where
−→
D(TRi, TRj) is the one-way trajectory distance from TRi to TRj.

Definition 7 (One-way trajectory distance). Given two trajectories TRi

and TRj, the one-way trajectory distance is defined by

−→
D(TRi, TRj) = max

ti
a∈TRi

min
tj
b
∈TRj

d(tia, tjb) (4)

The One-way trajectory distance finds the road segment tia that is the farthest
from road segments of TRj, and calculates the distance from tia to its nearest
road segment in TRj.

While this notion of Hausdorff distance was used in prior work [24,18,15,5,8],
they used Euclidean distance to quantify the distance between point pairs. In
a clear contrast, we consider network constraints when quantifying the distance
between point pairs, as the longest path from each road segment to its closest
road segment on another trajectory. To illustrate this idea, consider two tra-
jectories A and B in Figure 3. The two trajectories share the same movement
until the point where A keeps moving straight while B makes a right turn. This
suggests the distance between A and B is 0, until the two objects take different
paths. Afterwards, the travel distance for A to reach B, or vice versa, is now
either the distance of A making a U-turn to B, as represented as a dashed line
in the figure, or B making a U-turn to A. As the former distance is longer, we
use the length of the dashed line as the distance between the two trajectories.

A

B

Fig. 3. Meaning of trajectory distance

Theorem 1. Our proposed trajectory distance is a metric.

Proof. Due to space limitation, we omit the proof here but it is in the extended
version [25].
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5 Clustering Algorithm

In this section, we present the clustering algorithm for trajectory data. We first
present the baseline algorithm which employs the agglomerative hierarchical
clustering algorithm. Then we propose our clustering method which is more
efficient than the baseline algorithm.

5.1 Baseline Algorithm

This section presents the baseline algorithm which adopts agglomerative hier-
archical clustering (HC) method to our clustering problem. Each trajectory is
regarded as a singleton cluster and then the clusters are merged until all the
trajectories are eventually assigned to a single cluster.

More specifically, we first compute a distance matrix (DM) that contains
the distances between all pairs of clusters. DMij contains the distance between
the two clusters. At each particular step, we merge two clusters that have the
minimum distance value in DM . Assume that TRi and TRj are merged into
a new cluster. Whenever a new cluster is generated, we then update DM by
re-calculating the distances of the new cluster against all of the existing clusters
(except TRi and TRj). For this update, we need to define the distance between
two clusters, which we will discuss later in Section 5.2. This algorithm terminates
when all of the trajectories are merged into a single cluster.

However, this baseline algorithm requires a large number of distance compu-
tations which significantly degrades the performance of the clustering algorithm.
More specifically, building a distance matrix for any N number of trajectories
requires N×(N−1)

2 distance computations. As mentioned in Section 1, computing
the distance between two trajectories is expensive. While there are many HC
techniques [27] that address the high computational costs of the classical HC
algorithm, they generally introduce a data structure for efficiency, which cannot
be used for our target problem of online clustering.

We therefore devise a technique to reduce distance computations not requiring
an index structure, without much loss in the quality of clustering results.

5.2 NNCluster

This section proposes an efficient method for clustering trajectories. The un-
derlying principle of our clustering method is that trajectories belong to the
same cluster if they share common nearest neighbors. This is inspired by the
distance relationship in which inter-cluster trajectories have a higher proximity
than intra-cluster trajectories.

Conceptually, clustering trajectories into a group that share common nearest
neighbors can be viewed in the same way as clustering data points in a Voronoi
cell defined by the common nearest neighbor as shared by all points in the cell.
Even though applying the Voronoi diagram for clustering has been studied in
[19], applying this to our problem requires the actual materialization of the
Voronoi diagram on the trajectory data. However, building Voronoi diagrams of
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Fig. 4. Example of approximating sorted list (TR1 is a seed trajectory)

network trajectories would incur a prohibitive computational cost, as it needed
exponential cost over the number of trajectories [4].

We will thus develop an algorithm that incrementally and approximately ma-
terializes the cells, which consists of the following two steps: construction of
initial cluster and expansion of initial clusters.

Construction of initial cluster: To efficiently construct an initial cluster, we
compare k-nearest neighbors of each trajectory with those of another trajectory.
The two trajectories are then merged into a cluster if the ratio between the
common nearest neighbors is greater than a user-defined threshold value.

More specifically, we repeat the following processes until no further merging
is possible. To reduce the distance computation, at each iteration, we randomly
select a seed trajectory TRseed among trajectories that have yet to be assigned
to any initial cluster and compute a sorted list for TRseed, which contains the
distances between TRseed and all of the other trajectories in an ascending order.
Figure 4(a) shows an example of such a sorted list for TRseed, when TR1 is
selected as a seed trajectory. From the top trajectory in the list, e.g., TR2 in
Figure 4(a), we proceed to test whether the ratio of common nearest neighbors
of TR2 and TRseed is greater than the user-defined threshold value. To find the
nearest neighbors of TR2, we need to compute a sorted list for TR2 as TRseed. By
building exact sorted lists only for seed trajectories, we can avoid the prohibitive
cost of building exact lists for every trajectory.

For the remaining “non-seed” trajectories, instead of building exact sorted
lists, we generate approximate lists that are based on the exact lists of seed
trajectories. This suggests that once we compute the exact sorted list for a
seed trajectory, we can then estimate the sorted lists of the remaining non-seed
ones by approximating the distance based on the exact sorted lists on the seed
trajectories. Hereafter we call an approximated sorted list a derived sorted list.
For derived sorted lists, each element of the list has a lower bound distance and
an upper bound distance. Trajectories are sorted first by the lower bound and
the ties in lower bound (if they exist) are broken by upper bounds.

For example, we can illustrate how to approximate the distance between TR2
and TR3, when we already have the sorted lists for TR1 as illustrated in Fig-
ure 4(a). Figure 4(b) shows derived sorted lists for TR2, TR3, and TR4 after we
compute the exact sorted list for the trajectory TR1.
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As our distance measure satisfies the property of triangle inequality, the fol-
lowing two inequalities are also satisfied.

D(TR2, TR3) ≤ D(TR1, TR2) + D(TR1, TR3) (5)
D(TR1, TR3) ≤ D(TR1, TR2) + D(TR2, TR3) (6)

By using the above two inequalities, we can compute the lower and upper bound
of D(TR2, TR3) as follows:

D(TR1, TR3)−D(TR1, TR2)
≤ D(TR2, TR3)
≤ D(TR1, TR2) + D(TR1, TR3).

(7)

After a derived sorted list is established for a non-seed trajectory TRi, we can
compare k-nearest trajectories of TRi with those of TRseed. If the ratio of the
common trajectories to the union of the two sets of k-nearest neighbors is greater
than the user-defined threshold, we can merge TRi with TRseed.

Expansion of initial cluster: During construction of initial clusters, some
clusters can be divided into multiple initial clusters. Therefore, in this step, we
need to merge initial clusters, if two clusters are closer than the user-specified
threshold.

There are two challenges in this step: First we need to define the distance
measure between clusters. Second, a stop condition is required to determine
when the expansion of the initial cluster terminates.

To address the fist challenge, we define the distance between clusters as fol-
lows:

Definition 8 (Distance between clusters). Given two clusters, ci and cj,
the distance between them is defined by

Dc(ci, cj) = D(rt(ci), rt(cj)), (8)

where rt(·) is the representative trajectory of a cluster and D(·, ·) is the trajectory
distance (Equation 3).

As a representative trajectory, we choose the trajectory that minimizes the av-
erage distance between the trajectories in a cluster.

Definition 9 (Representative trajectory)

Given cluster ci = {TR1, . . . , TRl}, a representative trajectory, rt(ci), is defined
by

rt(Ci) = arg min
TRi∈Ci

1
l

l∑
m=1

D(TRi, TRm). (9)

For the second challenge, i.e., a stop condition, we first introduce quality mea-
sures which have been used to validate the clustering results. Then we present
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a method to exploit the quality measure as a stop condition for our clustering
method.

Many quality measures (e.g., Dunn Index, Silhouette Index, and Davies-
Bouldin (DB) Index) have been introduced previously to address issues of this
type1.

These quality measures were originally developed to validate clustering results
after a clustering process terminates. Therefore, the cost for computing a quality
measure has not been considered in the context of their application. However,
to apply these measures in order to invoke a termination condition, we need to
consider the computational overhead. We thus choose the DB Index [11] from
the range of quality measures available, as this measure can be computed based
on the distances computed during clustering and does not require additional
computation on the values. The DB index is defined as:

DBm =
1
m

m∑
i=1

Ri,

where Ri = maxj=1,...,mj �=i
si+sj

dij
, i = 1, . . . , m. dij is the distance between

cluster Ci and cluster Cj , and si is the variance of cluster Ci. The DB index
approaches zero value if the clusters are more compact and well-separated.

We store the value of the DB index at each step when merging clusters. Then,
we report the clustering result which minimizes the DB index. Note that we
ignore the last step, because the DB index becomes 0 if all of the trajectories
are assigned to a single cluster.

6 Experimental Evaluation

In this section, we will validate the efficiency and the effectiveness of our proposed
clustering method with real-life trajectory data. More specifically, we will first
describe the details of the real-life trajectory dataset used for our experiments in
Section 6.1. We will then report on the efficiency of our evaluation results, using
response time as metrics in Section 6.2. Next, We will validate the quality of the
clustering results in Section 6.3. Lastly, we dicuss the effect of the parameter k
on the performance of the proposed method and the quality of the results.

6.1 Experimental Settings

As our experimental dataset, we used a real-life trajectory dataset2 that con-
tained 214 trajectories collected as a sequence of positions from GPS receivers
in two counties of Illinois, i.e., Cook and DuPage county. The length of the
trajectory ranged from 18 to 1486.

1 The interested readers may find an exhaustive study of clustering validation in [16].
2 http://cs.uic.edu/~boxu/mp2p/gps_data.html

http://cs.uic.edu/~boxu/mp2p/gps_data.html
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(a) Group I
Avg:184, Min:30, Max:1486

(b) Group II
Avg:174, Min:18, Max:488

(c) Group III
Avg:901, Min:580, Max:1200

Fig. 5. Three groups of the real-life trajectories

To get “ground truth” clustering results, we manually classified the real tra-
jectory data into three groups according to their movement patterns. Figure 5
visualizes the trajectories of each group on the road network and also shows
statistics such as average, minimum, and maximum values of the trajectory
length for each group. In group I, there were 97 trajectories restricted within
a small region of Cook county (see Figure 5(a)) Figure 5(b) illustrates the 23
trajectories of group II, which were located within DuPage county. Group III
included the trajectories of those traveling from one county to another, covering
93 trajectories in the dataset.

We can observe from this real-life dataset that trajectories in the same cluster
can vary in “density” within the group. To illustrate, the trajectories in group
III are identical to each other except for two trajectories that are missing road
segments. This suggests that the density of the identical trajectories is high,
while that of the remaining two is much lower.

As density-based clustering algorithms are known to fail when clusters have
“heterogeneous” densities within the group, applying the algorithms to this set
is not desirable. In contrast, this section shows how our proposed algorithm
identifies highly accurate clusters for real-life data.

All experiments were conducted on a machine with a Pentium-4 (3.2GHz)
CPU and 1 GBytes for its main memory, running a version of the Linux operating
system. We implemented our proposed algorithms using the C programming
language.

6.2 Efficiency

In this section, we will validate the efficiency of proposed method using a response
time. To observe the performance of our algorithm with changing cardinality, we
evaluated sample trajectories from the real-life dataset discussed above, of size
50, 100, 150, and 200. To ensure the representativeness of these samples, we
made sure that each sample set maintained the same distribution over three
categories. In other words, we sampled to make sure that the ratio of categories
in each of three categories remained unchanged both in the original dataset and
sample sets.

As shown in Figure 6(a), our proposed clustering algorithm outperformed the
baseline algorithm in all of the experimental settings in this section. Overall, our
proposed algorithm was 4 or 5 times faster than the baseline algorithm.
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Fig. 6. Efficiency test for different cardinalities

Figure 6(b) shows the number of distance computations, performed by our
proposed algorithm and the baseline algorithm. It is clear that our proposed
algorithm reduces the number of distance computations by four times as much,
as similarly observed trend for the response time in Figure 6(a). These results
suggest that our proposed algorithm can efficiently cluster trajectories by reduc-
ing the number of distance computations, which directly influences the overall
performance of clustering algorithms.

6.3 Quality of the Clustering Result

In this section, we will validate the quality of the clustering results, produced
by NNCluster, by comparing the clusters of NNCluster with the original class
of trajectories. To visualize the clustering results with the dendrograms in this
section, we focus on the smallest sample set of 50 trajectories used in Section 6.2.
Table 1 presents the sample trajectory data with a list of trajectory IDs extracted
from each “ground truth” group.

Table 1. Sample trajectory data

Group Size Trajectory IDs
I 22 121 ∼ 142
II 6 1 11 100 112 ∼ 114
III 22 0 10 13 14 15 17 18 101 ∼ 111 117 ∼ 120

We now validate the quality, by comparing clusters generated by our algo-
rithm, with the those of the ground-truth clustering (of the three groups of
trajectories discussed in Figure 5). Recall that, NNCluster starts with a set of
initial clusters and then merges them in a bottom-up fashion, which can be
represented as a cluster hierarchy. We summarized the initial clusters in Fig-
ure 7(a), and then represented their clustering hierarchy in Figure 7(b) with a
dendrogram.

It is clear that, initially, there were 16 clusters identified by NNCluster. Fig-
ure 7(a) lists the initial clusters with their representative trajectory marked with
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cluster id member(s)
C1 128∗ 139 129 141 140
C2 127∗
C3 142∗ 131 132
C4 102∗
C5 108∗ 107
C6 17∗
C7 14∗
C8 119∗
C9 137∗ 124 130 122 121 136
C10 109∗ 118 18 120 103 101
C11 0∗
C12 125∗ 126
C13 100∗ 112 11 1 114 113
C14 133∗ 123 134 138 135
C15 105∗ 111 10
C16 110∗ 104 106 13 15 117

(a) Initial clusters of NNCluster

C7
C6

C16

C8
C5

C15
C10

C14

C9
C2
C12

C3
C1

C13

C4
C11

Group II

Group III

Group I

(b) Dendrogram

Fig. 7. Clustering results of NNCluster

an asterisk. The quality of initial clusters can be validated by the fact that every
initial cluster belongs to the same cluster group.

After merging the initial clusters, i.e., at the second step of NNCluster,
NNCluster finally produces three clusters as shown in Figure7(b). It is appar-
ent that the three clusters produced by NNCluster are equivalent to the three
ground-truth cluster groups. This observation suggests that NNCluster correctly
partitions the sample trajectory data.

6.4 Effects on Parameter k

In this section, we discuss the effect of the user parameter k, when deciding the
number of neighbors to consider, on the performance of NNCluster.

Intuitively, as observed above, k determines the trade-off between the perfor-
mance and the quality of NNCluster. For a smaller k, NNCluster identifies more
initial clusters of smaller sizes, and eventually, when k = 1, our algorithm degen-
erates to the baseline algorithm. For a larger k, NNCluster identifies a smaller
number of bigger initial clusters and terminates earlier, but starting with large
initial clusters may negatively affect the output cluster quality. In an extreme
case when k = n, NNCluster will identify a single cluster containing all of the
objects.

It is thus important for NNCluster to tune k to the right value. To find the
right value of k, we conducted extensive experiments by varying the value of k over
the four sample dataset as described in Section 6.2. Figure 8 shows the decreasing
quality (in Figure 8(a)) and response time (in Figure 8(b)) for larger k.

It is clear that, as k increases, the quality is not affected up to a certain point
and that the performance of NNCluster improves. Based on this observation,
we suggest that the value of k is set to the largest possible value that does
not degenerate the quality. In all of the sample dataset, NNCluster shows best
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performance and a reasonable quality when k is set to an amount of 7 percent
of sample dataset.

7 Conclusion

In this paper, we studied how to cluster network trajectories in an on-line en-
vironment. To work towards this goal, we first investigated the proximity for
network trajectories, i.e., road-network proximity, and then devised a distance
measure, which fulfilled the required properties. With the proposed distance mea-
sure, we presented an efficient clustering algorithm NNCluster, which is based
on an intuitive notion of common nearest neighbors.

We validated the efficiency and the quality of the clustering results using
real-life road network trajectories. To validate the efficiency of NNCluster, we
conducted experiments on sample trajectory data varying the cardinality of the
trajectories. NNCluster outperformed the baseline approach in all samples. We
then validated the quality of the clustering results of NNCluster. NNCluster
correctly partitioned the trajectory data, which made it equivalent to the result
from ground-truth clustering. Our results demonstrate that NNCluster identi-
fies identical clusters to ground-truth clustering but incurs only the 20% of the
baseline computation cost.
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Abstract. Given a set of query points, a dynamic skyline query reports all data
points that are not dominated by other data points according to the distances
between data points and query points. In this paper, we study dynamic skyline
queries in a large graph (DSG-query for short). Although dynamic skylines have
been studied in Euclidean space [14], road network [5], and metric space [3,6],
there is no previous work on dynamic skylines over large graphs. We employ
a filter-and-refine framework to speed up the query processing that can answer
DSG-query efficiently. We propose a novel pruning rule based on graph properties
to derive the candidates for DSG-query, that are guaranteed not to introduce false
negatives. In the refinement step, with a carefully-designed index structure, we
compute short path distances between vertices in O(H), where H is the number
of maximal hops between any two vertices. Extensive experiments demonstrate
that our methods outperform existing algorithms by orders of magnitude.

1 Introduction

As a popular multi-criteria decision making and business planning operator, skyline has
attracted considerable attention. Given a record set D of n dimensions, a skyline query
over D returns a set of records that are not dominated by any other record in D [1]. A
record r is said to dominate another record r′, if and only if the value of r is no larger
than that of r′ in each dimension, and the value of r is smaller than that of r′ in at
least one dimension. Fig. 1 shows a simple skyline query example. Given a record set
D with 8 records, only 001 and 003 are reported as skyline records, since they are not
dominated by any other record in D. The others are all dominated by 001 or 003. For
example, 002 is dominated by 001, since 2 < 3 in dimension x and 3 < 4 in dimension
y. Based on the skyline definition, given a record set D, the skylines of D are fixed,
thus, we refer to the skylines following the original definition as static skylines [3].
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In some cases, the values of records are computed at run time based on the values
of query points, even for the same record set D, given different query points, we might
obtain different skylines. We refer to these as dynamic skylines. These have been studied
in various contexts. For example, “spatial” skylines have been proposed in Euclidean
space [14]. Specifically, given a set of query points Q = {qi} (i = 1...n), for each
record r ∈ D, we compute a new vector rd of dimension n, where rd’s i-th dimension
is computed as Euclidean Distance between r and qi. The spatial skylines refer to all
vectors rd whose values are not dominated by other r′d in the record set D. A similar
query, called multi-source skyline query in road networks, is studied by Deng et al. [5],
where the values of records are defined as the shortest path lengths on road networks
from data points to query points.
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(b) Running Example (a) Static Skylines

Fig. 1. (a)Static Skyline Query and (b) Running Example

Compared to static skylines, dynamic skylines offer users more flexibility in speci-
fying their search criteria. In other words, different users can specify different sets of
query points. Meanwhile, the flexibility of dynamic skyline queries brings new chal-
lenges for efficient query processing. A naive solution computes all the new vectors
according to the query points, and then searches the skylines over the generated vec-
tors. This approach is clearly inefficient, since it requires scanning the whole record set
D to compute the new vectors.

In this paper, we study the problem of dynamic skyline queries over graph data,
which is formally defined as follows:

Definition 1. Dominate. Given a large undirected and edge-weighted graph G and a
set of query vertices Q = {qi}, i = 1...n, in graph G, for two data vertices v′ and v
in G (v and v′ are not query vertices), we say that v′ dominates v, if and only if the
following holds: (∀i, Dist(v′, qi) ≤ Dist(v, qi)) ∧ (∃j, Dist(v′, qj) < Dist(v, qj) , where
Dist(v, qi) is the shortest path distance between v and qi in graph G.

Definition 2. Problem Definition. Given a large undirected and edge-weighted graph
G and a set Q of query vertices Q = {qi}, i = 1...n, in graph G, a dynamic skyline
query in graph (DSG-query) reports all data vertices v in graph G (v 
= qi) where each
v is not dominated by any other vertex v′ in G. All skyline vertices of query Q in graph
G are denoted as Skyline(G, Q).

Example 1 (Running Example). Consider a graph G and two query vertices q1 and q2
(denoted as shaded vertices) in Fig. 1b. The number in the vertex is the vertex ID. For



64 L. Zou et al.

simplicity, we assume that all edges have the same weight 1. Obviously, in this example,
there is only one skyline vertex, that is v0.

Similar to the cases in the Euclidean space, dynamic skylines over graph data are
quite useful. For example, given a social network modeled as a large graph, where each
vertex corresponds to an individual, and each edge denotes the friendship between two
corresponding individuals, we can use shortest path distance to define the relationship
score between two individuals in a social network [16]. Assuming that there are two
important latent customers (two query vertices), a company may look for a salesman
who has “closer” relationship to these customers than any other salesmen. In fact, the
company is looking for the skyline salesmen with respect to the two given potential
customers c1 and c2. A salesman r is a skyline if and only if there exists no other
salesman r′, such that Dist(r′, c1) < Dist(r, c1) and Dist(r′, c2) < Dist(r, c2),
where Dist(r, ci) denotes the shortest path distance between r and ci. Finally, consider
a Peer-to-Peer (P2P) network with a number of peers that are interested in some movies.
In order to reduce the communication cost, we can put replicas of the movies on a node
that is near these peers. Obviously, dynamic skylines with respect to these peers in the
topology map (a graph) of this P2P network can provide some candidate nodes for
storing the replicas.

Although efficient solutions have been proposed for dynamic skylines over Euclidean
space [14], these cannot be applied to graphs. In a graph, the shortest path distance is
often used as a measure between two vertices, rather than Euclidean distance. Thus, it
is impossible to utilize existing pruning rules, such as MBR and Voronoi Diagrams that
have been used in Euclidean space [14].

The most related work is multi-source skyline query processing in road networks [5],
which also uses shortest path distance as the measure. Three different algorithms have
been proposed to find dynamic skylines in road networks. Two of the algorithms (EDC
and LBC) [5] utilize Euclidean distance as the lower bound of shortest path distance in
a road network to perform pruning. However, for a general graph G, we cannot define
Euclidean distances to bound the shortest path distances between any two vertices in
G, since there is no coordinate associated with each vertex. Therefore, EDC and LBC
algorithms cannot be applied to DSG-Query. The third algorithm (CE) is not efficient.
It expands each query point towards all directions, which may generate too many can-
didate objects and cause unnecessary shortest path distance computation, as confirmed
by our experiments (Section 4).

Dist(v, qi) in DSG-query is a metric distance. Thus, the approaches that address
skyline queries in metric space (e.g. [3]) are of interest. However, these solutions are
only designed for the general metric space, and the methods are not optimized for large
graphs. Experiments in Section 4 show that our methods outperform these general ap-
proaches by orders of magnitude. For a DSG-query, there exist two challenges: 1) Huge
Search Space: each vertex in graph G (except for query vertices) is a candidate for
DSG-query; and 2) Expensive Shortest Path Computation: In order to find final sky-
line vertices, we need to compute Dist(v, qi) (see Definitions 1 and 2). However, the
expansion process in shortest path algorithms (e.g. Dijkstra’s Algorithm [4]) is very
time-consuming, especially in very large graphs.
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In order to address the above challenges, we adopt the “filter-and-refine” framework.
During the filtering process, we prune most false positives (the vertices that cannot be
skyline vertices) to generate a set of candidate vertices. We compute Dist(v, qi) for
each candidate vertex during refinement using an index structure. Furthermore, we can
compute Dist(v, qi) in O(H) where H is the number of maximal hops between any
two vertices in the graph, without expensive expansions that are employed in previous
solutions. In summary, we make the following contributions:

1. We propose shared-shortest-paths (SSP) pruning for DSG-query, that considers
graph properties, and that filters out most false positive vertices. We also give a
theoretical analysis of the pruning power of SSP-pruning.

2. During offline processing of DSG-query, we build carefully-designed index struc-
tures that support both filtering and verification processes in online DSG-query.

3. Based on novel pruning rules and index structures, we propose the SSP query algo-
rithm (see Algorithm 3) for DSG-query.

4. We show by extensive experiments that our methods have good pruning power and
fast query response time.

The remainder of this paper is organized as follows. Some background knowledge is
discussed in Section 2. A novel pruning rule is proposed in Section 3. The index struc-
tures and SSP-query algorithm are also presented in Section 3. We evaluate the ef-
ficiency of our methods with extensive experiments in Section 4. We discuss related
work in Section 5 in detail. Finally, we conclude the paper in Section 6.

2 Preliminaries

Definition 3. Shortest Path Tree. (SP -Tree for short) Given a large graph G and a
vertex v, we perform a single-source shortest path algorithm (such as Dijkstra algo-
rithm [4]) from vertex v to get a tree SP (v). The root of SP (v) is v, and all paths from
v to another node v′ in SP (v) is the shortest path from v to v′ in graph G.
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v1 v2

v3

v4
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v0 v2

v3

v4

v2

v0 v1 v3

v4

v3

v4 v2

v0 v1

v2

v0 v1

v3

v4

SP(v0) SP(v1) SP(v2) SP(v3) SP(v4)

Fig. 2. Shortest Path Trees

Fig. 2 shows all SP -Trees for graph G of Example 1. We can perform Dijkstra’s
algorithm [4] offline to obtain the SP -Tree. Note that, for a vertex v in a large graph G,
there may exist more than one SP -Tree rooted at v. Actually, for a vertex v in G, we
can select any SP -Tree rooted at v without affecting the correctness of our methods.
We will prove this claim in Section 3 (see Lemma 4). We utilize SP-Tree in our SSP
query algorithm (see Section 3).
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Definition 4. Minimum Common Ancestor. Given a SP -Tree SP (v) in a large graph
G and a set of nodes {v1, ..., vn} in SP (v), a node v′ is the minimum common ancestor
of {v1, ..., vn} (denoted as MCA(v1...vn, SP (v))) if and only if
1) v′ is the ancestor of all nodes v1, ..., vn; and
2) there exists no other node v′′, where v′′ is the ancestor of all nodes v1, ..., vn, and v′

is the ancestor of v′′.

Take SP (v3) in Fig. 2, for example, MCA(v0, v1, SP (v3)) = v2.

3 Shared Shortest Path Algorithm

3.1 SSP Pruning Algorithm

We first note an interesting property of graphs: many pairwise shortest paths in a graph
have shared parts. We propose a pruning strategy (SSP Pruning) that exploits these
shared paths. We also give a theoretical analysis of pruning power of SSP pruning.
Theoretical analysis and experiments confirm the effectiveness of SSP pruning. Fur-
thermore, the indexing structures proposed for SSP can be used to support the efficient
computation of Dist(v, qi) (discussed in Section 3.2).

q1

qn

'v v

to be pruned V0

V1 V2

V3

V4

V2

V0 V1

V3

V4

SP(V0)

q1 q2

SP(V4)

q1

q2

(a) (b)

Fig. 3. (a)Shared Shortest Path Pruning and (b) Lemma 2

Pruning Rule 1: Shared Shortest Path (SSP) Pruning. Given a large graph G and a
set of query vertices Q = {qi}, i = 1...n, for a data vertex v, if there exists at least
one joint (common) vertex v′ among all shortest paths between v and qi (denoted as
vqi)(v 
= v′, i = 1...n), v can be pruned safely for DSG-query.

Lemma 1. SSP pruning will not lead to false negatives.

Proof. Since vertex v′ is in the shortest path vqi (as shown in Fig. 3a), it is straightfor-
ward to see that Dist(v′, qi) < Dist(v, qi), i = 1...n . According to Definition 1, vertex
v′ dominates v. Therefore, v cannot be a skyline vertex, without causing false negatives.

Definition 5. Strictly Dominate, Candidate Skyline Vertex. Given a large graph G and
a set Q of query vertices Q = {qi}, i = 1...n, for a vertex v, if there exists a joint vertex
v′ (v 
= v′) in all shortest paths vqi, vertex v′ strictly dominates vertex v.

For a vertex v in graph G, if there exists no other vertex v′ that strictly dominates v,
the vertex v is a candidate skyline vertex.
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Theorem 1. Given a large graph G and a set Q of query vertices Q = {qi}, i = 1...n,
the following formula holds:Skyline(G, Q) ⊆ Can Skyline(G, Q), where Skyline
(G) (or CanSkyline(G)) is the set of skyline vertices (or candidate skyline vertices)
in graph G.

Proof. SSP-pruning will not lead to false negatives, therefore, Skyline(G, Q) ⊆ Can
Skyline(G, Q)
Obviously, CanSkyline(G, Q) can be regarded as a candidate set for Skyline(G, Q).
In Example 1, we enumerate all SP -Trees in graph G, as shown in Fig. 2.

Lemma 2. Given a large graph G, a set Q of query vertices Q = {qi}, i = 1...n, and
a SP -Tree SP (v) and v′ = MCA( q1...qn, SP (v)), v is a candidate skyline vertex if
and only if v = v′.

Proof. Proof is based on Definition 5. Due to space limit, we omit the details.

We show two shortest path trees SP (v0) and SP (v4) in Fig. 3b. In these trees, MCA(q1,

q2, SP (v4)) = v3 	= v4 , therefore,v4 /∈ CanSkyline(G, Q). However, MCA(q1, q2,
SP (v0)) = v0, thus, v0 ∈ CanSkyline(G, Q).

Using Lemma 2, we propose a conceptually simple framework for SSP-pruning.
During offline processing, we enumerate all SP -Trees in graph G. Given a set Q of
query vertices Q = {qi}, i = 1...n, in each SP (v), if v′ = MCA(q1... qn, SP (v)) and
v′ = v, v will be inserted into candidate set CL. Otherwise, v can be pruned safely. We
can find CanSkyline(G, Q) by sequentially scanning all SP -Trees.

However, due to large space cost, it is impractical to store all SP -Trees of a large
graph G. The space cost of each SP -Tree is O(|V (G)|), where |V (G)| is the number
of vertices in G. Therefore, we would need O(|V (G)|2) space to store all SP -Trees in
graph G. For example, if G has 10K vertices, the total space cost is O(108). To alleviate
this space cost, in this work, we only store 1-hop SP -Trees.

Definition 6. 1−Hop Shortest Path Tree Given a large graph G and a vertex v in G, 1-
Hop Shortest Path Tree from v (denoted as SP (v, 1)) is obtained by extracting vertex v
and vertices that are directly reachable from v in SP (v). Each leaf node f in SP (v, 1)
also has a set des of vertices (denoted as f.des), that corresponds to all descendants of
the leaf node f in SP (v). We call f.des the node area of f .

v0

v1 v2

SP(v0)

v2.des = {v3,v4}v1.des =

Fig. 4. 1−Hop Shortest-Distance-Path Tree

Fig. 4 shows SP (v0, 1) in Example 1, that is obtained by extracting vertices v1 and v2
that are directly reachable from v0 in SP (v0) to form SP (v0, 1). Since vertices v3 and
v4 are descendants of v2 in SP (v0), v2.des = {v3, v4}.
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Theorem 2. Given a set of query vertices Q = {qi}, i = 1...n, and 1-hop SP-Tree
SP (v, 1), if there exists a leaf node f in SP (v, 1) and f.des contains all query vertices,
vertex v cannot be a skyline vertex.

Proof. Proof is based on Definition 5. Due to space limit, we omit the details.

Based on Theorem 2, we propose Algorithm 1. For a vertex v, we only need to check
whether all query vertices are in the same leaf node area f.des. If so, v can be pruned.
Furthermore, Lemma 3 shows that using 1-hop shortest path tree does not affect the
pruning power of Pruning Rule 1.

Lemma 3. Given a large graph G and a set of query vertices Q = {qi}, i = 1...n, for
a data vertex v in G, if v is strictly dominated by another vertex v′, then there must exist
a leaf node f in SP (v, 1) and f.des contains all query vertices.

Proof. Since v′ strictly dominates v, all query vertices are descendent of v′ in SP (v).
According to Definition 6, it is straightforward to know all query vertices are in one leaf
node area f.des.

Algorithm 1. Prune False Positives by SSP pruning

SSP-pruning(G,Q,S)
Require: Input: A large graph G and a set Q of query vertices Q = {qi}, all 1-hop SP Trees,

and a set S of vertices
Output: Candidate Set CL

1: for each vertex v in S do
2: if all query vertices qi are in only one leaf node n.des of SP (v, 1) then
3: continue (Pruned by Theorem 2 )
4: else
5: insert v into candidate set CL.
6: report CL

Lemma 4. Given a vertex v that has more than one SP -Tree rooted at v (SP1(v), ...,
SPb(v)), choosing any SP-Tree rooted at v for SSP pruning does not lead to false
negatives.

Proof. No matter which SPj(v) is selected, if all query vertices are contained in f.des
of SPj(v), f strictly dominates v. Therefore, Lemma 4 holds.

However, the space cost of the set f.des in each leaf node f is still a problem. The
number of vertices in f.des is always large. In order to reduce the space cost, we build
hierarchical clusters on vertices in G. If f.des contains all vertices in a cluster P , we
can use P ′s ID instead of the vertices in P in f.des. For example, Fig. 5a shows a
hierarchical cluster of Example 1. Cluster P2 has two vertices: v3 and v4. Fig. 5b shows
that v3 and v4 are both in v2.des of SP (v0, 1). Therefore, we only need to insert P2
instead of v3 and v4 in v2.des of SP (v0, 1), as shown in Fig. 5c. Intuitively, if some
vertices often occur together in f.des, they should be grouped together. Based on this
intuition, we propose distance definitions (Definitions 7 and 8) that account for clustered
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vertices. In Example 1, vertices v3 and v4 should be grouped into one cluster, since they
occur together in three 1-hop SP -Trees (i.e. SP (v0, 1), SP (v1, 1) and SP (v2, 1)).
Similarly, v1 and v2 should be clustered together. Essentially, the coherence of vertices
in 1-hop SP-Tree is derived from their shared shortest paths of SP -Trees.

P

P0 P2

v1 v2 v3 v4v0

Hierachical Cluster Tree

P1

SP(v0,1)

v0

v1 v2

v2.Des={P2}

dst src lef
P2 v0 v2

... ... ...

TAB_1SPT

v0

v1 v2

SP(v0,1)

v2.Des={v3,v4}

(a) (b) (c) (d)

Fig. 5. Hierarchical Cluster Tree and 1-Hop SP -Tree

In order to build a hierarchical cluster on vertices, we propose the following distance
functions, which are used to measure the probability that two vertices appear together.

Definition 7. Vertex Distance. Given three vertices v, v1 and v2, if there exists a leaf
node f in SP (v, 1) and f.des contains both v1 and v2, we say that v1 and v2 occur
together in SP (v, 1). Let the number of vertices v in which v1 and v2 occur together in
SP (v, 1) be T . Then, vertex distance between v1 and v2 (denoted as V exDis(v1, v2))
is defined as:

V exDis(v1, v2) =
T

|V (G)|

Definition 8. Cluster Distance. Given two clusters P1 and P2 and a vertex v, if there
exists a leaf node f in SP (v, 1) and f.des contains all vertices in P1 and P2, we say
that P1 and P2 occur together in SP (v, 1). Let the number of vertices v in which P1
and P2 occur together in SP (v, 1) be D. Then, cluster distance between P1 and P2
(denoted as CluDis(P1, P2)) is defined as:

CluDis(P1, P2) =
D

|V (G)|

We employ bottom-up clustering to build the hierarchical clusters. First, based on vertex
distances (Definition 7), we utilize clustering algorithms to find clusters on vertices.
Then, based on cluster distance (Definition 8), small clusters are grouped into larger
ones. We can recursively build a hierarchical cluster tree HT on vertices in graph G, as
shown in Fig. 5a.

In practice, we store 1-hop SP-Tree in tables using a commercial RDBMS. The table
format is shown in Fig. 5d, where ‘dst’ denotes a destination vertex (or a destination
cluster),‘src’ denotes a source vertex, and ‘lef ’ denotes that the leaf node f whose
node area f.des contains the destination dst in SP (src, 1). We illustrate the methods
using Fig. 5. Since the cluster P2 is in v2.des of SP (v0, 1), there is a row ‘P2, v0, v2’
in table TAB 1SPT , which means that v2.dst contains P2 in SP (v0, 1).
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Pruning Power of SSP Pruning. We discuss the pruning power of SSP pruning. To
facilitate analysis, we assume that all query vertices are selected independently. First,
in Lemma 5, we discuss the probability that one vertex v can be pruned in DSG-query
with n query vertices.

Lemma 5. Given a vertex v in graph G, there are C leaf nodes in SP (v, 1). The num-
ber of vertices in each leaf node area fc.des is denoted as |fc.des|, c = 1...C. Given
a query set of Q = {qi}, i = 1...n, the probability Pr(v) that v is pruned can be
evaluated by the following formula.

Pr(v) =
1

|V (G)|n
C∑

i=1

|fi.des|n (1)

Proof. If all query vertices are in one leaf node area fc.des of SP (v, 1), fc strictly
dominates v ( Definition 5). Therefore, according to Algorithm 1 and SSP pruning, v
can be filtered out safely. The probability that one query vertex qi is in node area fc.des

is |fc.des|
|V (G)| . Since all query vertices are selected independently, the probability that all

query vertices are in the same node area fc.des is ( |fc.des|
|V (G)| )

n. Since there are C leaf
nodes in SP (v, 1), we obtain:

Pr(v) =
1

|V (G)|n
C∑

i=1

|fi.des|n

Theorem 3. Given a large graph G with |V (G)| vertices, and a query set of Q = {qi},
i = 1...n, the expected number of pruned vertices can be evaluated by the following
formula.

|V (G)|∑
i=1

Pr(vi) (2)

where Pr(vi) is evaluated by Equation 1.

In the above analysis, we assume that all query vertices are selected independently. We
evaluate Equation 2 in experiments (see Section 4) and show that the simple model can
provide a good approximation of SSP’s pruning power.

3.2 Computing Shortest Path Distance

As stated in Section 1, given a DSG query, we adopt filter-and-refine framework to
find the answers. In the refinement phase, in order to avoid the expensive expansion
in shortest-path algorithms, we can compute Dist(vj , qi) directly based on 1-hop SP -
Trees. The recursive algorithm (DisQ algorithm) shows the computation of Dist(v, q).
DisQ is a recursive function. If the destination vertex q is in SP (v, 1), we can report
Dist(v, q) directly (Lines 2-3). Otherwise, if the leaf node area f.des in SP (v, 1) con-
tains q, we recursively call DisQ(f, q) to compute Dist(f, q) (Line 5). Finally, we
report Dist(v, q) = Dist(v, f) + Dist(f, q) (Line 6).
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Algorithm 2. Shortest-Distance Query

DisQ(v, q)
Require: Input: v and q: two vertices in graph G; SP (v): all 1-Hop SP-Trees

Output: Dist(v, q): the shortest distance between the two vertices v and q.
1: if vertex q is a leaf node in SP (v, 1) then
2: Return Dist(v, q)
3: else
4: There is leaf node f in SP (v, 1), and f.des contains q.
5: Call DisQ(f, q) to compute Dist(f, q)
6: Return Dist(v, f)+Dist(f, q).

Theorem 4. The time complexity of DisQ(v, q) Algorithm (see Algorithm 2) in the
worst case is O(H), where H is the number of maximal hops between any two vertices
in graph G.

Proof. Algorithm 2 is a recursive algorithm. Since the number of maximal hops be-
tween any two vertices is H , we recursively call DisQ(v, q) at most H times. In each
iteration, the time complexity is O(1). Therefore, the time complexity of Algorithm 2
is O(H).

3.3 Putting It All Together: SSP Query Algorithm

We propose SSP-query algorithm in Algorithm 3, which calls SSP pruning algorithm
(Algorithm 1) to obtain candidates in CL (Line 1). After that, Algorithm 2 is executed
to compute Dist(v, q) (Line 4). Skyline vertices are obtained by BNL algorithm [1]
(Line 5). Finally, we report the final results RS (Line 6).

Algorithm 3. SSP Query Algorithm

Require: Input: G: a large graph; Q: a set of query vertices Q = {qi} Output: RS: the final
skyline vertices.

1: call SSP Prune(G, Q) (Algorithm 1) to obtain candidate set CL.
2: for each candidate vertex v in CL do
3: for each query vertex qi do
4: call DisQ(v, q) (Algorithm 2) to compute Dist(v, q).
5: perform BNL algorithm to find skyline vertices, and insert them into answer set RS.
6: Report RS.

4 Experiments

In this section, we evaluate our methods over both real data sets and synthetic data sets.
Although several efficient dynamic algorithms have been proposed, such as B2S2 and
VS2 [14] in spatial data and EDC and LBC algorithm [5] in road network, they cannot
be applied to general graph data as discussed in Section 1. The two algorithms (EDC and
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LBC algorithms) proposed in [5] are not applicable to a DSG-query, since they employ
Euclidean distances as lower bounds of shortest path distances in a road network. There
is no coordinate associated with each vertex, thus, it is impossible to employ Euclidean
distances as lower bounds of shortest path distances in general graphs. Therefore, we
exclude them from comparisons. We compare our methods with MSQ algorithm [3],
since MSQ can work on any metric space and the distance function Dist(v, q) in a
graph is also a metric function. We also compare our algorithm with CE algorithm
[14]. Although CE algorithm is proposed for skyline queries in road networks, it does
not utilize special properties of road networks, suggesting that CE can handle dynamic
skyline queries in general graphs. CE runs Dijkstra’s algorithm from each query vertex
in parallel until that at least one vertex is done by all query vertices. All un-visited
vertices can be pruned safely. Furthermore, in the experiments, we also run linear scan
for a DSG query as the straightforward approach, denoted as LS algorithm. Specifically,
we first perform Dijkstra’s algorithm [4] from each query vertex qi to obtain Dist(v, qi)
for each vertex v in graph G. After that, we perform BNL algorithm [1] to find results
from all vertices in graph G. All experiments are implemented using standard C++ and
conducted on a P4 1.7GHz machine with 1G RAM running Windows XP.

Data Sets: a) S.cerevisiae Dataset: This dataset (http://dip.doe-mbi.ucla.edu) is an
undirected graph G in which each vertex represents a protein and each edge represents
interactions between two proteins. There are 4934 vertices and 17346 edges in G. In
experiments, we set all edge weights to be “1”.
b) DBLP Dataset: This dataset is the well-known publication data from DBLP (dblp.
uni-trier.de/xml/). We construct a co-author network G: every author is denoted as a
vertex in G; and an edge is introduced when the corresponding two authors have at
least one co-authored paper. We consider 100 important conferences in different areas
to construct G. On the whole, there are about 100K vertices and about 400K edges in
G. We also set all edge weights to be “1”.
c) Synthetic Dataset: We use the graph generator gengraph win ( www.cs.sunysb.
edu/∼algorith/implement/ viger/distrib/). In experiments, we generate a large graph G
with 10K vertices satisfying power-law distribution. The edge weights in G satisfy ran-
dom distribution between [1, 1000]. We denote the synthetic data set as Powerlaw10K .

We generate query sets by similar methods to those employed in previous stud-
ies [14,3]. We first randomly choose a vertex o in graph G, then retrieve Max{λ ×
|V (G)|, n} vertices in G that are the closest to o, and finally randomly select n vertices
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from them as query vertices. λ is a parameter within (0,1), |V (G)| is the number of
vertices in G, and n is the number of query vertices. Intuitively, large λ leads to a large
diameter of query vertices in G. We evaluate query performance under different λ in
Section 4.

Query Performance vs. Data Sizes. In this subsection, we test our algorithm (denoted
as SSP) under different data sizes, and compare it with MSQ and LS over both real
datasets and synthetic datasets. In this set of experiments, we set n = 5, and λ = 0.003.

Fig. 6 shows the pruning power of different methods. SSP has the highest pruning
power. Furthermore, the pruning power of SSP is stable in all datasets, and scales well
with increasing data sizes. MSQ does not work well, especially in large graphs. This
is because the pivots in graph G cannot provide the tight bound for the shortest-path
distance Dist(v, q). The candidate size in CE algorithm is larger than that in SSP-
algorithm. In CE, we need to expand each query point in ascending order of their short-
est path distance to this query point (in parallel). The expansion process stops when
there exists at least one vertex that is visited by all query points. Therefore, as men-
tioned in [5], CE may result in many candidates and cause unnecessary shortest-path
distance computation.

Fig. 7 illustrates the number of dominance checks in different methods during DSG-
query. With increasing data size, the number of dominance checks also increases in all
algorithms. SSP requires fewer dominance checks than other algorithms by orders of
magnitude, which again confirms the superior efficiency of SSP.

Fig. 8 shows the total response time in different methods. MSQ, CE and LS all need
to perform Dijkstra’s algorithm [4] from each query vertex qi. The time complexity
of Dijkstra’s algorithm is O(|V (G)|2). In CE algorithm, we also need to expand each
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query vertex by Dijkstra’s algorithm. The cost of running Dijkstra’s algorithm consti-
tutes the major portion of the response time. Figure 6 shows that |CL| is about 1

10 of
|V (G)|. Thus, SSP’s total response time outperforms MSQ, CE and LS by orders of
magnitude, as observed in Figure 8.

Query Performance vs. Query Size. In this set of experiments, we evaluate SSP under
different query sizes. Specifically, we set the number of query vertices n = 2, 3, 5, 8, 10,
and λ = 0.003. As in traditional skylines, with increasing dimensions (i.e. the number
of query vertices), the number of skyline vertices as well as the number of candidates
grow. Fig. 9 shows that SSP still has the highest pruning power under different query
sizes, consequently, the number of dominance checks is smaller than in other methods
(Fig. 10). Figure 11 further shows that the total response time of SSP is the smallest
among all methods under various query sizes.
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Fig. 9. Candidate Size vs. Query Size
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Fig. 10. Number of Dominance Checks vs. Query Size
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Query Performance vs. Query Distribution. In this subsection, we test SSP under
different query vertex distributions. Obviously, large λ means a large diameter of query
vertices in G. In this set of experiments, we set λ = 0.001, 0.002, 0.003, 0.004, 0.005,
and the number of query vertices n = 5. Fig. 12 shows that, with increasing query di-
ameter, the cardinality of candidates in SSP also increases. This means that the pruning
power of SSP decreases. The reason can be explained as follows: When query diame-
ter is large, the probability that all query vertices are in one node area f.des is small.
Actually, MSQ’s and CE’s pruning powers also decrease when query diameter is large.
However, the decrease in SSP’s pruning power is smaller than MSQ’s and CE’s, as
shown in Fig. 12. Fig. 13 and 14 show that the number of dominance checks and total
response times increase with increasing of query diameter in both SSP and MSQ. This
can be explained by the decreasing pruning power in Fig. 12.
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Evaluating Pruning Power Analysis. We evaluate the pruning power analysis in Theo-
rem 3 in Fig. 15. We use Equation 2 to compute the cardinality of pruned space (Pruned)
under different query sizes. The theoretical candidate size is |V (G)|−Pruned. Fig. 15
shows that the theoretical candidate set size is a good approximation of the real candi-
date set size in SSP pruning, which confirms the effectiveness of our analysis about SSP
pruning power in Theorem 3.
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Fig. 15. Evaluating Pruning Power Analysis in Equation 2

5 Related Work

Borzsonyi et al. have introduced the skyline operator [1], and have proposed block
nested loops (BNL) and divide-and-conquer (D&C) algorithms [1] to execute them.
Tan et al. [15] propose Bitmap and Index skyline processing algorithms. Kossmann et
al. propose Nearest Neighbor (NN) method to process skyline queries progressively
[9]. Papadias et al. introduce another efficient progressive algorithm named Branch-
and-Bound Skyline (BBS) [11]. Recently, Lee et al. [10] propose a new method to
answer skyline queries. The most related works to ours are dynamic skyline [11], spa-
tial skyline [14], multi-source skyline on the road networks [5], and dynamic skyline
queries in metric space [3]. Papadias et al. [11] first introduce dynamic skyline prob-
lems. Recently, Chen and Xiang have proposed MSQ algorithms for dynamic skyline
problems [3], where the dimension functions can be any metric function. Although the
shortest path distances in graphs that we use in our work is also a metric function,
their methods are not optimized for large graphs. As the experimental results show,
our methods outperform MSQ algorithm by orders of magnitude, in terms of both the
number of dominance checks and online response time. Sharifzadeh and Shahabi [14]
propose spatial skylines, where only Euclidean distances are considered as dimension
functions. Thus, their pruning strategies cannot be applied into graph problems. Deng
et al. [5] consider dynamic skylines in road networks, where Dist(o, qi) is defined as
the shortest-path distance between o and qi in the road network. However, their prob-
lem definition is different than ours, since each vertex in the graphs that they consider
has a coordinate. Euclidean distance is used as lower bounds of shortest-path distances
in a road network. Obviously, it is impossible to utilize the bounds in general graphs.
Therefore, their pruning strategies cannot be applied to DSG-query.

Dijkstra’s algorithm [4] is a classical single-source shortest-path algorithm, which
extends graph G from source q until all vertices are reached, if graph G is connected.
Given two vertices q and d, in order to answer shortest-path query (SP query for short),



Dynamic Skyline Queries in Large Graphs 77

we can perform Dijkstra’s algorithm from vertex q until vertex d is visited. However,
it is inefficient to employ Dijkstra’s algorithm to answer SP query in a large graph,
since we have to visit a large number of vertices before we reach the desired destination
vertex d. Therefore, materialization techniques should be applied to speed up online
query. Lim and Chan [2] propose DiskSP algorithm to answer SP queries. Based on
graph partitions, they propose super-graph. Jing et al in [7] propose Hierarchical En-
coding Path View (HEPV) for SP query. Another hierarchical graph model called HiTi
is proposed by Jung and Pramanik [8]. Actually, any efficient SP -query algorithm can
be utilized in the refinement process of DSG-query, which is orthogonal to our prun-
ing strategies. There are a lot of work on spatial networks [13,12]. Generally speak-
ing, these methods always utilize some spatial properties for processing. For example,
Samet et al. [13] propose a best-first algorithm to find the k nearest neighbors in a spatial
network. Data objects are indexed by quadtrees, which is a spatial indexing structure.
For general graph problems, it is impossible to employ these spatial properties, such as
spatial indexing, spatial coherence, Voronoi Diagrams and Euclidean distances, since
vertices in general graphs have no coordinate. The main contributions of our work are
that we only employ graph properties to develop pruning rules and process DSG-query.

6 Conclusions

In this paper, we propose dynamic skyline queries in graphs (DSG-query for short).
For DSG-query, we propose a novel pruning strategy, that is shared shortest path (SSP)
pruning. Based on SSP Pruning, we build careful-designed indexing structures. Exten-
sive experiments confirm the effectiveness of our methods.
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Abstract. The problem of top-k skyline computation has attracted con-
siderable research attention in the past few years. Given a dataset, a
top-k skyline returns k “most interesting” skyline tuples based on some
kind of preference specified by the user. We extend the concept of top-
k skyline to a so-called top-k combinatorial skyline query (k-CSQ). In
contrast to the existing top-k skyline query (which is mainly to find the
interesting skyline tuples), a k-CSQ is to find the interesting skyline tu-
ples from various kinds of combinations of the given tuples. The k-CSQ
is an important tool for areas such as decision making, market analysis,
business planning, and quantitative economics research. In this paper,
we will formally define this new problem, propose an intelligent method
to resolve this problem, and also conduct a set of experiments to show
the effectiveness and efficiency of the proposed algorithm.

1 Introduction

In this paper, we propose a novel variant of a skyline query called the top-k
combinatorial skyline query. This type of query deals with data that are combi-
nations of raw data. An example is in the field of stock investment. Figure 1 gives
some stocks with the risk of investing in these stocks and their return. It is very
likely that an investor will not invest all his money in just one stock, but in a
combination of stocks which allows the investor to obtain a higher return and/or
a lower risk. For example, investment in t1 (i.e., Legg Mason) will render the
highest return. However, this investment is also very risky. Are there any other
stocks or combinations of stocks which allow us to have a higher return and/or
a lower risk? These answers are often referred to as the investment portfolio [1]
How to efficiently find such an investment portfolio is the issue studied in this
paper.

Let us consider the combinations of two stocks only. We first define the new
risk and new return of a combination of two stocks. One of the most oftenly
used function in the estimation of profit gain is the average function [1, 2]. For
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Investment Stocks Risk(%) Return (%)
t1 Legg mason (LM) 18.02 9.59
t2 Bank of New York 6.71 6.2
t3 Alleghany 42.08 7.71
t4 McDonalds 3.30 4.80
t5 Deutsche Bank 31.01 6.8

Fig. 1. Details of Stocks

example, Figure 2 gives all the combinations of two stocks in Figure 1. The
risk and return of g1 (which is combined from t1 and t2 as shown in the fig-
ure) are obtained from the average of those of t1 and t2, i.e., 18.02+6.71

2 =12.37
and 9.59+6.2

2 =7.89, respectively. If c stocks are used to form a combination (in-
stead of two stocks), then risk and return can be generalized to risk(gi) =
(risk(t1)+risk(t2)+· · ·+risk(tc))/c and return(gi) = (return(t1)+return(t2)+
· · · + return(tc))/c, where gi is a combination of stocks t1, t2, · · · , tc. A major
property of such a function that is proper for defining the new risk and return
is that the function should be monotone for proportion reasons [3, 4, 5]. Sum
and average, for instances, are monotone functions and therefore oftenly used in
these applications.

For convenience when there is no worry of confusion, we refer to a combination
of stocks (such as each row in Figure 2) as a tuple too, just as referring to a
single stock in Figure 1 as a tuple. We say that tuple A dominates tuple B if the
values of the concerned attributes (such as risk and return) of A are not worse
than those of B and at least one of them is better [3, 6, 7, 8, 9]. The problem
of finding the portfolio is quite complicated because we need to search all single
stocks, all combinations of two stocks, all combinations of three stocks, up to
all combinations of, say, c stocks for the dominating tuples so as to form the
portfolio, where c is given by the user. We call such a query the Combinatorial
Skyline Query (CSQ). If only the top-k dominating tuples are returned to the
user where the sorting is based on a preference order P specified by the user,
then the query is a Top-K Combinatorial Skyline Query (k − CSQ).

For a table of n tuples, the number of possible combinations where each has a

cardinality of c (i.e., each combination is composed of c stocks) would be
c∑

i=1

(
n
i

)
.

If the number of stocks n is 1000 and the user wants to find the portfolio with a
cardinality not greater than 5, the search space of a combinatorial skyline would

consist
5∑

i=1

(1000
i

)
≈ 1012 combinations. This number increases exponentially with

the number of stocks and the cardinality. An extremely high computation cost
is incurred unavoidably in resolving such a query.

In this paper, we propose an algorithm named the Restricted Construction
Algorithm (RCA) to resolve the top-k combinatorial skyline query problem.
RCA progressively composes the combinations and prunes the combinations that
are impossible to be the combinatorial skyline result, and then uses a filtering
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Fig. 2. An example of an investment portfolio

mechanism to retrieve the top-k combinatorial skyline tuples without enumerat-
ing all combinations. Major contributions of this work include (1) a new problem,
the combinatorial skyline query, is identified and investigated, (2) an efficient al-
gorithm is proposed for processing a top-k combinatorial skyline query, (3) the
correctness of the answer is guaranteed, (4) experimental result shows that the
proposed method is very promising.

The rest of the paper is organized as follows. First, the problem is formulated in
Section 2. The core techniques comprising our solution are presented in Section 3.
Section 4 presents our experimental evaluation of the proposed solution. Finally,
we conclude the article and describe directions for future work in Section 5.

2 Problem Formulation

Let D be a d-dimensional dataset and ti be the i-th tuple of D. We use ti.sk

to denote the k-th dimensional value of ti such that ti can be represented as
ti =< ti.s1, ti.s2, · · · , ti.sd >. Without loss of generality, we consider the MAX
function [9, 10] as the skyline operator throughout this paper.
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Definition 1. ti dominates tj
A tuple ti is said to dominate another tuple tj if and only if ti.sk ≥ tj .sk for
1 ≤ k ≤ d and there exists at least one dimension 	 (1 ≤ 	 ≤ d) such that
ti.s� > tj .s�. We use ti � tj to represent that ti dominates tj.

Definition 2. Skyline
A tuple ti is a skyline of D if and only if there does not exist a tuple tj (tj ∈ D)
such that tj � ti.

In the following, we first introduce the concept of a combination, and then use
it to define a combinatorial skyline.

Definition 3. Combination gp

Given a tuple set p = {tp1, tp2, · · · , tpk} and combinatorial functions F={f1, f2,
· · · , fd}, where tpi is the i-th element of the tuple set p and fi is a combinatorial
function in F (1 ≤ i ≤ d). fi maps multiple parameters tp1.si, tp2.si, · · · , tpk.si to
a scaler. A combination, denoted as gp, is expressed as gp = [tp1, tp2, · · · , tpk] =
� f1(tp1.s1, tp2.s1, · · · , tpk.s1), f2(tp1.s2, tp2.s2, · · · , tpk.s2), · · · , fd(tp1.sd, tp2.sd,
· · · , tpk.sd) � where [tp1, tp2, · · · , tpk] means that the combination is obtained
from tuples tp1, tp2, · · · , tpk. fi(tp1.si, tp2.si, · · · , tpk.si) is a scalar which is the
i-th attribute value of the combination gp. |gp| is the cardinality of gp.

Notice that conceptually gp is itself a d-dimensional tuple, although it is ob-
tained from a transformation of several other d-dimensional tuples. In order to
distinguish a combination from a lower level tuple, we use the notation �� to
represent a combination and <> to represent a tuple. For convenience, we also
call fi(tp1.si, tp2.si, · · · , tpk.si) the i-th attribute of combination gp and refer to
fi(tp1.si, tp2.si, · · · , tpk.si) as gp.fi(si) for better readability. Thus, can be rewrit-
ten as gp =� f1(tp1.s1, tp2.s1, · · · , tpk.s1), f2(tp1.s2, tp2.s2, · · · , tpk.s2), · · · ,
fd(tp1.sd, tp2.sd, · · · , tpk.sd)� =� gp.f1(s1), gp.f2(s2), · · · , gp.fd(sd)�.

Following our example in Figure 2(a), let g10 = [t4, t5] be a combination,
and F = {AV G, AV G}. Note that, t4 =< 3.30, 4.80 > and t5 =< 31.01, 6.8 >
respectively. Then, we have g10 = [t4, t5] =� f1(t4.s1, t5.s1), f2(t4.s2, t5.s2) �
= � AV G(3.30, 31.01), AV G(4.80, 6.8)�=� 17.15, 5.80�.

As a combination is itself a d-dimensional tuple, the notion of dominance can
be unaffectedly applied to it.

Definition 4. Combinatorial skyline
A combination gp is a combinatorial skyline tuple if and only if there does not
exist another combination gq such that gq � gp.

Definition 5. Rank of a Combinatorial Skyline
Let S = {s1, s2, · · · , sd} be the set of dimensions such that si is more preferred by
the user than sj if i < j. Also let gp and gq be two combinatorial skyline tuples. gp

has a higher rank than gq (denoted as gp � gq), if (1)gp.f1(s1) > gq.f1(s1) or (2)
gp.fi(si) = gq.fi(si), for i = 1, 2, · · · , l (l < d) and gp.fl+1(sl+1) > gq.fl+1(sl+1).

Note that if gp � gq, then gq cannot dominate gp. The reason is that we are
sure ∃i such that gp.fi(si) > gq.fi(si).
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Definition 6. top-k Combinatorial Skyline Query k-CSQ(D,F , c,P)
Let k-CSQ(D,F , c,P) be a top-k combinatorial skyline query, where D is a d-
dimensional database, F is a set of combinatorial functions, c ∈ Z+, k is given
by the user which specifies the first k combinatorial skyline tuples that satisfy the
query, and P is the preference order of attributes that is also given by the user.
The result of k-CSQ(D,F , c,P) is a set G = {g1, g2, · · · , gk} of combinatorial
skyline tuples such that gi � gj if i < j (where 1 < i, j < k).

In the above example, suppose that t1, t2, t4, g1, g3, and g6 are combinatorial
skyline tuples, and the user preference order is P = {s2, s1}. Then, t1 � g1 �
g3 � t2 � g6 � t4. Therefore, t1 is the top-1 combinatorial skyline.

3 Top-k Combinatorial Skyline Query Processing

k = 1 is a special case of this type of queries. Its answer is easy to find. For exam-
ple in Figure 3, assume that the query is to find the top-1 combinatorial skyline.
Let c = 3, F = {SUM, SUM}, and P = {s1, s2}. We sort tuples in Figure 3
according to P and retrieve the top three tuples (i.e., t1, t2, t3) to construct a
combination (i.e., [t1, t2, t3]). [t1, t2, t3] is definitely the top-1 combinatorial sky-
line tuple, because the values of the user preferred attribute of t1, t2, and t3 are
the top three among all tuples. Hence, the answer of a top-1 CSQ is obvious.
However, if the number of k is greater than 1, the search of the answer will
be nontrivial. We also use Figure 3 to explain the complication of the problem.

ID s1 s2

t1 10 6
t2 9 11
t3 8 9
t4 7 7
t5 4 18

Fig. 3. The data set
of a running example

Assume that the query is simply to find the top-2 combi-
natorial skyline tuples and other conditions remain the
same. [t1, t2, t3] is still ranked first in all combinatorial
skyline tuples. One might think that [t1, t2, t4] should be
the second combinatorial skyline tuple since t4 is next
to t3. But in fact [t1, t2, t4]=� 26, 24 � is dominated
by [t1, t2, t3]=� 27, 26 �. Hence, [t1, t2, t4] cannot even
be a combinatorial skyline tuple, let alone to become a
top-2 combinatorial skyline tuple. The next to consider
is [t1, t2, t5]. [t1, t2, t5] =� 23, 35 � is not dominated by

[t1, t2, t3] =� 27, 26�. However, it is too early to say that it is the second com-
binatorial skyline tuple, because there may be other combinations better than
it, e.g., [t2, t3, t4]. In this example, [t2, t3, t4] =� 24, 27 � is more preferred
than [t1, t2, t5] =� 23, 35 � as the order in s1 is more important than in s2.
Hence, [t2, t3, t4] will be ranked the second place in the combinatorial skyline
tuples. This example indicates the complication factors of the problem. In fact,
the number of combinations to compare increases exponentially with k. Hence,
numerous computation will be required.

3.1 The Brute-Force Method

The brute-force method is to process a k-CSQ (k ≥ 2) in a most straightforward
manner. First, we compose all possible combinations from tuples in D. Then,
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we retrieve a set of combinatorial skyline tuples from all combinations and sort
the combinatorial skyline tuples according to P . Finally, the top-k combinatorial
skyline tuples with the highest user preference are returned to the user. As the
idea is simple and clear, we omit the details.

3.2 Restricted Construction Algorithm (RCA)

We first take a look in concept how to generate all possible combinations. This
can be achieved by utilizing the concept of binomial coefficients

(
n
c

)
[11], where(

n
c

)
is the number of ways that c tuples can be chosen from among n objects

regardless of the order and 1 ≤ c ≤ n. This property is often described recur-
sively as

(
n
c

)
=
(
n−1

c

)
+
(
n−1
c−1

)
. We refer to c-combination as a combination of

a cardinality of c, and CT (n, c) as the set that contains all c-combinations of a
dataset with n tuples {t1, t2, · · · , tn}. For example, {t1, t2, t3, t4} is a dataset of
four tuples, and CT (4, 2) = {[t1, t2], [t1, t3], [t1, t4], [t2, t3], [t2, t4], and [t3, t4]}.
Also we define ⊕ as an adding operator such that S ⊕ ti means to add ti to each
element of the set S. For example, {[t1, t2], [t1, t3]} ⊕ t5 = {[t1, t2, t5], [t1, t3, t5]}.
For another example, CT (4, 1)⊕ t5 = {[t1, t5], [t2, t5], [t3, t5], [t4, t5]}.

By applying this to the binomial coefficients mentioned above, we have

CT (n, c) = CT (n− 1, c) ∪ (CT (n− 1, c− 1)⊕ tn), (1)

where 1 ≤ c ≤ n and ∪ is the set union operator. CT (n, c) is an empty set if c = 0
or c > n. Equation 1 gives all c-combinations of dataset D = {t1, t2, · · · , tn},
where each of the combinations is either a combination that contains tn (i.e.,
CT (n− 1, c− 1)⊕ tn) or one that does not (i.e., CT (n− 1, c)).

Equation 1 tells us that if CT (n − 1, c) and CT (n − 1, c − 1) are derived,
then we can utilize them to construct CT (n, c). This can, in turn, be applied to
obtaining CT (n− 1, c− 1) if CT (n− 2, c− 2) and CT (n− 2, c− 1) are known.
Following this, the whole problem can be divided into a number of subproblems
and the result of each subproblem can be applied to resolving the subproblem of
the next stage. We use a table T , called the solution table, to store the solution
of each subproblem. Figure 4 shows the solution table while processing CT (5, 3).
T can be thought of as a data structure of a two-dimensional array, consisting
of n rows and (c+1) columns if there are n tuples in D and the cardinality is c.
In Figure 4, T has 5 rows and 4 columns. An arrow pointing from CT (h, k) to
CT (i, j) means that the solution of CT (h, k) is used to construct the solution
of CT (i, j). For instance, CT (3, 2) = CT (2, 2) ∪ (CT (2, 1) ⊕ t3). Hence, there
are arrows pointing from CT (2, 2) and CT (2, 1) to CT (3, 2). Note that Col 0 is
also listed in Figure 4. Although all the entries in this column (i.e., CT (i, 0))
are empty sets, they can be combined with CT (i, 1) to generate meaningful
combinations (i.e., CT (i+1, 1)). Hence, they cannot be excluded from the table.
Also note that there are three shadowed cells in the solution table. Each of them
is also an empty set because c > n makes CT (n, c) meaningless. The complete
solution table of this particular example is shown in Figure 5.
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CT(1,1)

CT(2,2)

CT(3,3)CT(3,1)

CT(2,3)

CT(3,2)

CT(2,1)

CT(1,3)CT(1,2)

CT(4,1) CT(4,2) CT(4,3)

CT(5,1) CT(5,2) CT(5,3)

Col 1 Col 2 Col 3

Row 5

Row 4

Row 3

Row 2

Row 1 CT(1,0)

CT(3,0)

CT(2,0)

CT(4,0)

CT(5,0)

Col 0

Fig. 4. The solution table of
CT (5, 3)

Col 1 Col 2 Col 3

{[t1]}

{[t1], [t2]}

{[t1], [t2], [t3]}

{[t1, t2]}

{[t1, t2, t3]}

{[t1, t2, t3], [t1, t2, t4], 
 [t1, t3, t4], [t2, t3, t4]}

Row 1

Row 5

Row 4

Row 2

Row 3 {[t1, t2], [t1, t3], [t2, t3]}

{[t1], [t2], 
 [t3], [t4]}

{[t1, t2], [t1, t3], [t2, t3],
 [t1, t4], [t2, t4], [t3, t4]}

{[t1], [t2], [t3],
   [t4], [t5]}

{[t1, t2], [t1, t3], [t2, t3], 
 [t1, t4], [t2, t4], [t3, t4], 
 [t1, t5], [t2, t5], [t3, t5], [t4, t5]}

{[t1, t2, t3], [t1, t2, t4], [t1, t3, t4], 
 [t2, t3, t4], [t1, t2, t5], [t1, t3, t5], 
 [t2, t3, t5], [t1, t4, t5], [t2, t4, t5], [t3, t4, t5]}

Col 0

∅

∅

∅

∅

∅

Fig. 5. The final solution table T

The combinations shown in a solution table include all possible combinations
of CT (n, c). In the following, we propose a mechanism to find the top-k combina-
torial skyline without enumerating all these combinations. We will use a concept,
called descendant, in the process of pruning the unnecessary comparisons on the
combinations. Given a combination g′p, we say that g′p is a descendant of gp if
g′p is (1) gp itself or (2) obtained by combining gp with other tuple(s). Assume
that gq is a combination and gq � g′p, which means gq is more preferred than
g′p. This indicates that ∃i such that g′p.fi(si) < gq.fi(si) (i.e., the i-th attribute
value of g′p is less than that of gp), and therefore g′p cannot “dominate” gq.

Now, we use an example to illustrate the process of our method. Assume that
there are six tuples in D (referring to Figure 6). A user needs to find the top-3
combinatorial skyline tuples with c = 2 and user preference P = {s1, s2}. Our
method is to first sort the tuples in D according to P . Thus, the order is t1, t2,
t3, t4, t5, and t6, as shown in Figure 6. In Figure 7, the first step (Row 1) is
to pick t1 to construct the solutions in row 1. Thus, we have two combinations,
φ and [t1]. Next, we do the dominance test to find the current combinatorial
skyline in this row. We find that [t1] is the only combinatorial skyline tuple in
this row. Since the user is looking for top-3 combinatorial skyline tuples, the
number of currently found top combinatorial skyline tuples is less than three.
We proceed to the next row.

In Row 2, t2 is added to construct the solutions in this row, meaning that four
combinations φ, [t1], [t2], and [t1, t2] should be considered. We do the dominance
test to find the combinatorial skyline in this row. [t1, t2] is the only combinatorial
skyline tuple found in this row. Since the number of combinatorial skyline tuples
found up to now is still less than required, we proceed to the next row.

In Row 3, t3 is added to construct the solutions. This time, six combinations,
φ, [t1], [t2], [t3], [t1, t2], [t1, t3], and [t2, t3] are generated. We also do the domi-
nance test and find that [t1, t2], [t1, t3], and [t2, t3] are the top-3 combinatorial
skyline tuples, in which [t2, t3] is in the third place of the top-3 combinatorial sky-
line tuples. The next thing is to check whether the current top-3 combinatorial
skyline tuples are the final results. In other words, we need to be sure that
the current top-3 combinatorial skyline tuples will not be dominated by or less
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ID s1 s2

t1 10 10
t2 8 11
t3 7 14
t4 6 16
t5 5 4
t6 4 10

Fig. 6. The data set of a
running example

Col 1 Col 2

{[t1]}

{[t1], [t2]}

{[t1], [t2], [t3]}

{[t1, t2]}

Row 1

Row 2

Row 3
{[t1, t2], [t1, t3], [t2, t3]}

Col 0

∅

∅

∅
descendants of [t1, t2]: 
[t1, t2] = <<18, 21>>

MPD of [t1]:
[t1, t5] = <<15, 14>>
MPD of [t2]:
[t2, t5] = <<13, 15>>
MPD of [t3]:
[t3 t5] = <<12, 18>>

MPD of ∅:
[t5, t6] = << 9, 14>>

t1

ti means a tuple ti is combined into Row iRow i

The current
combinatorial

skyline

[t1] = <<10, 10>>

[t1, t2] = <<18, 21>>

descendants of [t1]:
   [t1]  = <<10, 10>>
[t1, t4] = <<16, 26>>
[t1, t5] = <<15, 14>>
[t1, t6] = <<14, 20>>

descendants of ∅:
∅
[t4] = <<6, 16>>
[t5] = <<5, 4>>
[t6] = <<4, 10>>
[t4, t5] = <<11, 20>>
[t4, t6] = <<10, 26>>
[t5, t6] = << 9, 14>>

descendants of [t2]:
   [t2]  = <<8, 11>>
[t2, t4] = <<14, 27>>
[t2, t5] = <<13, 15>>
[t2, t6] = <<12, 21>>

t2

t3 [t1, t2] = <<18, 21>>
[t1, t3] = <<17, 24>>
[t2, t3] = <<15, 25>>

( [t2, t3]  is the top-3 
combinatorial skyline
 in row 3)

descendants of [t1, t3]:
[t1, t3] = <<17, 24>>

descendants of [t2, t3]:
[t2 t3] = <<15, 25>>

descendants of [t3]:
   [t3]  = <<7, 14>>
[t3, t4] = <<13, 30>>
[t3, t5] = <<12, 18>>
[t3, t6] = <<11, 24>>

Row 4t4 ∅ {[t1], [t2], [t3], [t4]}} {[t1, t2], [t1, t3], [t2, t3], 
 [t1, t4], [t2, t4], [t3, t4], } [t1, t2] = <<18, 21>>

[t1, t3] = <<17, 24>>
[t1, t4] = <<16, 26>>

( [t1, t4]  is the top-3 
combinatorial skyline
 in row 4)

MPD of [t1, t2]:
[t1, t2] = <<18, 21>>
MPD of [t1, t3]:
[t1, t3] = <<17, 24>>
MPD of [t2, t3]:
[t2, t3] = <<15, 25>>
MPD of [t1, t4]:
[t1, t4] = <<16, 26>>
MPD of [t2, t4]:
[t2 t4] = <<14, 27>>
MPD of [t3, t4]:
[t3, t4] = <<13, 30>>

Fig. 7. The example of how we use MPD in the method

preferred than any other combination that is formed in future steps. Now our
method is to construct the descendants of each combination in this row. For ex-
ample in Col 1 Row 3, the descendants of [t1] are (1) [t1] itself, (2) [t1] combined
with one of the remaining tuples in D which means [t1, t4], [t1, t5], and [t1, t6].
Note that the remaining tuples here are tuples left in D for further processing in
the following rows. For example in terms of Row 1, the remaining tuples in D are
t2, t3, t4, t5, and t6. And in terms of Row 2, the remaining tuples in D are t3, t4,
t5, and t6. The descendants of φ in row 3 are (1) φ itself, (2) φ combined with one
of the remaining tuples in D which gives [t4], [t5], and [t6], and (3) φ combined
with two of the remaining tuples in D which are [t4, t5], [t4, t6], and [t5, t6]. Then,
we compare the preference of the k-th (i.e., third in this example) combinatorial
skyline, [t2, t3], with that of each of these descendants. We find that [t1, t4] �
[t2, t3] (� 16, 26� � � 15, 25�). This means that one combination which is
to be constructed in a future row will dominate [t2, t3]. Hence, the current top-3
combinatorial skyline tuples cannot be the final result. Therefore, the process
should continue.

Now, the problem is “can this process stop as early as possible so that we do
not need figure out all descendants of each combination?” We find an elegant
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and efficient way to accelerate the processing of finding the top-k combinato-
rial skyline tuples. Instead of comparing the k-th combinatorial skyline to each
descendant, we compare the k-th combinatorial skyline to the most preferred
descendant (MPD) of each combination. The MPD of a combination gp (de-
noted as MPD(gp)) is a descendant of gp and MPD(gp) has the highest user
preference among all gp’s descendants. In other words, the user preference of
any gp’s descendant is always equal to or lower than that of the MPD(gp). Let
us go back to Row 3 of the example in Figure 7. Since [t1, t4] has the highest
user preference among all descendants of [t1], MPD([t1]) is [t1, t4]. Following
this idea, we can find the MPD of each combination (i.e., MPD(φ) = [t4, t5],
MPD([t1]) = [t1, t4], MPD([t2]) = [t2, t4], MPD([t3]) = [t3, t4],, MPD([t1, t2]) =
[t1, t2], MPD([t1, t3]) = [t1, t3], and MPD([t2, t3]) = [t2, t3]). Then, we compare
the preference of the k-th combinatorial skyline ([t2, t3]) with the preference of
these MPDs. In this example, since the preference of MPD([t1]) is higher than
that of [t2, t3] (i.e., � 16, 26� � � 15, 25�, we know that the current top-k
combinatorial skyline tuples are not the final results. The algorithm will proceed
to the next row.

As the number of MPDs is much less than the number of all descendants,
comparing the k-th combinatorial skyline tuple with these MPDs is therefore
much faster and more efficient than comparing with the descendants. However,
locating the MPD of gp requires to construct all descendants of gp, which is
still a very costly process. In the following, we propose a method to find the
MPD of a combination without having to enumerate all its descendants. Given
a combination gp, where |gp| = u ≤ c, and a set of remaining tuples D′ =
{tj, tj+1, · · · , tn}. D′ is sorted according to the user preference P which means
that tj � tj+1, j = 1, 2, · · · , |D′| − 1. Let gu+i

p be a descendant of gp that is
obtained by combining gp with the first i tuples in D′, where i =0, 1, · · · , (c−u).
gu+i

p has the following interesting properties: (1) gu+i
p is a descendant of gp, (2)

the cardinality of gu+i
p is u + i, and (3) gu+i

p is the most preferred combination
among the descendants of gp whose cardinality is u + i (the third property is
to be proved in Lemma 1). The following equation can be used to determine
MPD(gp).

MPD(gp) = MAX(gu+0
p , gu+1

p , · · · , gu+(c−u)
p ). (2)

For example in Row 3 of Figure 7, the remaining tuples which are sorted according
to P are t4, t5, and t6, respectively. The MPD([t1]) is MAX([t1]1+0,[t1]1+(2−1)).
Then we can have MPD([t1]) = MAX([t1],[t1, t4]). Since [t1, t4]=� 16, 26 � is
greater than [t1]=� 10, 10 �, MPD([t1]) = [t1, t4]. Note that Equation 2 is also
applicable to empty set φ to find its MPD. For example in Col 0 and in Row 3 of
Figure 7, gp = φ. We have gu+0

p , gu+1
p , and gu+2

p and they are φ, [t4], and [t4, t5],
respectively. By Equation 2, the MPD(φ) = MAX(φ, [t4], [t4, t5]) = [t4, t5].

Notice that using Equation 2, the MPD of any combination can be determined
by using only one computation. Constructing all descendants of this combination
is no longer required. This dramatically reduces the computation time of finding
the top-k combinatorial skyline tuples.
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Lemma 1. Let ti and tj be two tuples in D. gp = [tp1, tp2, · · · , tpc] is a com-
bination that do not contain ti and tj (i.e., ti, tj 
= tpx for x = 1, 2, · · · , c). If
ti � tj, then the user preference of gp combined with ti is higher than that of gp

combined with tj. That is, ti � tj ⇒ [tp1, tp2, · · · , tpc, ti] � [tp1, tp2, · · · , tpc, tj ].

Theorem 1. If g′p is a combination that is derived from Equation 2, then g′p is
the MPD of combination gp (i.e., MPD(gp) = g′p). That is, there does not exist
a descendant g′′p of gp such that g′′p � g′p.

Based on Lemma 1 and Theorem 1, we learn that none of the descendants of
combination gp has a higher preference than that of MPD(gp).

Theorem 2. Let gp and gq be two combinations. If gq � MPD(gp), none of the
descendants of gp can dominate gq.

To save some space, we omit the proofs of these theorems. Readers may refer
to [12] for the details.

Algorithm 1. The pseudo code of the RCA algorithm (for k-CSQ).

GIVEN: A top-k combinatorial skyline query k-CSQ(D,F , c,P).
FIND : Top-k combinatorial skyline tuples.
/* T is a 2 ×c array. Each entry of T is the solution of a subproblem. */
/* t0 is the first element of D */
T [0][0]← t0 ;1

for col← 1 to c− 1 do /* Initial the first row of T . */2

T [0][col] ← φ ;3

for row← 1 to |D| − 1 do4

for col← 0 to c− 1 do5

CT (row− 1, col − 1)← T [(row − 1)%2][col − 1]⊕ trow ;6

CT (row− 1, col)← T [(row − 1)%2][col] ;7

T [row%2][col] ← CT (row− 1, col) ∪ CT (row− 1, col − 1);8

Results← extract all combinatorial skyline tuples in T ;9

if there are at least k combinatorial skyline tuples in Results then10

Sorting Result according to P ;11

gkth ← extract the k-th combinatorial skyline tuple from Result;12

Finding MPD for each combination in T ;13

if the preference of gkth is higher than that of the MPD of each combination14

then
return the first k combinatorial skyline tuples in Result;15

/* The following codes deals with the case that the number of combinatorial
skyline tuples is less than k. All combinatorial skyline tuples will be returned.
*/

Results← extract all combinatorial skyline(T , row, c);16

Sorting Result according to P ;17

return Results;18
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Recall the previous example in Figure 7. We will see what would happen if
we apply the theorems regarding MPD to the process. We have found that
in Row 3 [t2, t3] is invalidated to be the third combinatorial skyline tuple.
Hence, the algorithm proceeds to the next row. In Row 4, t4 is added to con-
struct the solutions in this row. The constructed combinations are φ, [t1], [t2],
[t3], [t4], [t1, t2], [t1, t3], [t2, t3], [t1, t4], [t2, t4], and [t3, t4]. We do the domi-
nance test to find the combinatorial skyline in this row and find that [t1, t2],
[t1, t3], and [t1, t4] are the top-3 combinatorial skyline tuples in Row 4, and
[t1, t4] is the third among the top combinatorial skyline tuples. Next, we con-
struct the MPD of each combination by applying Equation 2 to these combi-
nations. Then, we compare [t1, t4] with these MPDs, i.e., MPD(φ), MPD([t1]),
MPD([t2]), MPD([t3]), MPD([t4]), MPD([t1, t2]), MPD([t1, t3]), MPD([t2, t3]),
MPD([t1, t4]), MPD([t2, t4]), and MPD([t3, t4]). As the preference of [t1, t4] is
higher than that of the MPD of each combination, we know from the above the-
orems that none of the descendants of each combination can dominate [t1, t4].
Hence, the algorithm terminates at Row 4 and [t1, t2], [t1, t3], and [t1, t4] are the
final results to the user. Note that by applying Equation 2 and the theorems,
numerous computations and comparisons can be saved and the process can be
completed much faster than without having these theorems.

We call our algorithm the Restricted Construction Algorithm (RCA). The
pseudo code of the RCA algorithm is shown in Algorithm 1.

4 Performance Evaluation

We conducted a set of experiments to evaluate the effectiveness of the pro-
posed algorithm. The uniform data distribution and the anti-correlated data
distribution are used to generate the datasets [3, 6, 8, 9]. These two datasets
are commonly used in skyline research. We normalize all dimension values into
[0, 100].The generation of the datasets of these two different distributions is based
on the paper in the literature [6]. We divide our experiments into two categories:
the performance evaluation over (1) a small and (2) a large scale datasets. In the
first category, a set of small-scale datasets is used so as to restrict the running
time of the Brute-Force method to a measurable period of time. In the second
category, a set of large-scale datasets are adopted to show the scalability of RCA.

The parameters and their varying ranges are summarized in Figure 8, in which
default values are marked in boldface. All experiments are run on a PC with Intel
Core2 CPU 2.4GHz and 2 GB main memory. The programs are compiled with
Java v6 in Windows Vista system.
(A) Effect of Dataset Size: The performance results are shown in Figure 9.
We use the dataset with the dimensionality 6 and vary the size of the dataset
from 50 to 200 tuples. The result shows that RCA significantly outperforms
the Brute-Force method. The query time of RCA is very small, only a fraction
of a millisecond. However, the performance of Brute-Force degrades rapidly as
the size of the dataset increases, especially when the data distribution is anti-
correlated (note that only a small portion of the Brute-Force method can be
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Parameter Range or value
Data size for small-scale datasets 50, 100, 150, 200
Data size for large-scale datasets 200, 1K, 20K, 40K, 60K, 80K, 100K

Dimensionality (d) 4, 6, 8, 10
Top-k size (k) 10, 20, 30, 40, 50
Cardinality (c) 2, 3, 4, 5, 6

Combinatorial Function (F) SUM

Fig. 8. Configuration Parameters

shown in the figure because the query time is too high). This implies that RCA
can successfully reduce the computation cost by using the concept of the MPD,
which eliminates unnecessary comparisons on combinations.

In the next experiment, we adopt large size datasets which vary from 200 to
100K. The query time of RCA is shown in Figure 9(b) and note that this time is
in millisecond. The result of Brute-Force is not shown because its performance
is over the scale of this figure. The result shows that the size of the dataset
has a small impact on RCA. RCA achieves a satisfactory running time (i.e.,
within 1 sec.) even when the dataset size is so large. The result also shows that
even when data is anti-correlated, its impact on RCA is limited. Its performance
is only slightly worse than the performance of uniformly distributed data. The
increase in computation cost for anti-correlated datasets is mainly due to the fact
that the number of combinatorial skyline tuples in an anti-correlated dataset is
greater than that in a uniformly distributed dataset.
(B) Effect of Dimensionality (d): The datasets with dimensionality d vary-
ing from 4 to 10 and data size = 100 are used in the experiment. Figure 10(a)
shows the query times of both algorithms. It is clear that the performance of
the Brute-Force method is much worse than that of RCA under all datasets. Its
computation cost increases very rapidly with dimension.

In another experiment, we study the performance of RCA under various d
over large-scale datasets. The result is shown in Figure 10(b). The result ex-
hibits an interesting phenomenon that the query time of RCA decreases as the
dimensionality rises. The reason is as follows. In the beginning, RCA iteratively
constructs the solution table, and checks each combination in the current row
to find the top-k combinatorial skyline tuples. In this sense, the performance of
RCA is dependent on how fast the temporary set of top-k combinatorial skyline
tuples is found. Since the number of combinatorial skyline tuples increases with
the increasing dimensionality, RCA can acquire the temporary top-k combina-
torial skyline tuples much faster in a high dimensional dataset, which allows
RCA to find MPDS of the combinations earlier and therefore finish the whole
process faster. Note that this feature of RCA is very unique in skyline query
processing methods, as most methods performs worse when the dimensionality
of data is high. RCA, however, provides an excellent idea for processing large
and high-dimensional datasets.
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(C) Effect of Cardinality (c) and k: As the performance of Brute-Force is
very poor, it is excluded from the discussion. Figure 11(a) studies the effect of
c, the cardinality of a kCSQ. We fix the data size at 100 tuples and vary the
cardinality from two to six. RCA scales gracefully with c, despite the exponential
increase in the total number of combinations. Also, RCA performs better under
uniformly distributed datasets. The reason is the same as that in effect of dataset
size.

The impact of k is shown in Figure 11(b). Datasize, c and d at 100, 4, and 6,
respectively, and increase k from 10 to 50. The performance of RCA indicates
that the use of MPD helps RCA to finish the search process quite early so that
the execution time even when k = 50 is still less than 1.5 sec.

5 Conclusion

Different from the previous work, our study introduces a new and useful type of
skyline query, the combinatorial skyline query, and discusses the difficulties in
retrieving the top-k combinatorial skylines. The existing techniques cannot be
applied to resolve a top-k combinational skyline query. We proposed an algorithm
to resolve the problem. Extensive experiments confirm that RCA is useful and
is highly efficient for handling top-k combinatorial skyline queries. In our future
work, we plan to further improve the performance of RCA by removing the
dominated combinations from the solution table and propose other variations of
this method.
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Abstract. When the dimensionality of dataset increases slightly, the number
of skyline points increases dramatically as it is usually unlikely for a point to
perform equally good in all dimensions. When the dimensionality is very high,
almost all points are skyline points. Extract interesting skyline points in high di-
mensional space automatically is therefore necessary. From our experiences, in
order to decide whether a point is an interesting one or not, we seldom base our
decision on only comparing two points pairwisely (as in the situation of skyline
identification) but further study how good a point can perform in each dimension.
For example, in scholarship assignment problem, the students who are selected
for scholarships should never be those who simply perform better than the weak-
est subjects of some other students (as in the situation of skyline). We should
select students whose performance on some subjects are better than a reasonable
number of students. In the extreme case, even though a student performs outstand-
ing in just one subject, we may still give her scholarship if she can demonstrate
she is extraordinary in that area. In this paper, we formalize this idea and propose
a novel concept called k-dominate p-core skyline (Ck

p). Ck
p is a subset of skyline.

In order to identify Ck
p efficiently, we propose an effective tree structure called

Linked Multiple B’-tree (LMB). With LMB, we can identify Ck
p within a few

seconds from a dataset containing 100,000 points and 15 dimensions.

1 Introduction

Given a set of points X in an N dimensional space, a point xi ∈ X dominates another
point x j ∈ X if xi performs better than x j in at least one dimension and performs not
worse than x j in all other dimensions [1]. A point which cannot be dominated by any
other point is called a skyline point. A collection of skyline points formulates a skyline.
By definition, we cannot compare skyline points with each other without an appropriate
preference function [2,3] because each skyline point must have at least one dimension
performs better than any other skyline point. If the dimensionality is very high, almost
all points are skyline points [4], extracting interesting skyline points in high dimensional
space is therefore necessary [5,6].
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Table 1. Academic results of some students

Names Subjects
Language Music Math Sport Art

Amy A A A A C
Billy A- A- A- C C+
Cathy A A B C A

Dorothy B B B B C
George F F F C+ C+

For the sake of discussion, Table 1 shows a simply toy example about the academic
results of five students. The first three students perform good but the last student per-
forms very poor. Unfortunately, under the definition of skyline, the skyline points are:
Amy, Billy, Cathy and George (Dorothy is dominated by Amy). This means these four
students are indistinguishable in terms of their academic achievements. This does not
make too much sense – we will never consider George’s performance is good. George is
a skyline point because he performs slightly better than the weakest subject of any given
student, despite of he performs significantly poorer than all students in most subjects.1

1.1 Preliminaries

[5] extract interesting skyline points as follows: a point xi is said to k-dominate another
point x j if xi performs better than x j in at least one dimension and not worse than x j in k
dimensions. A point that cannot be k-dominated by any other point is a k-dominant sky-
line point. Quite obvious, k-dominant skyline is a subset of skyline but its size is much
smaller especially when k is small. In Table 1, Amy and Cathy both k-dominate George
if k≤ 3. Hence, George, a non-interesting point, will not be included in the k-dominant
skyline. k-dominant skyline is proven to be very effective in extracting interesting sky-
line points. Yet, the k-dominance relationship is not transitive. Furthermore, they do not
consider vertical relationship of each dimension (as we will discuss it later). [7] pro-
poses a concept called skyline frequency to extract interesting skyline points. It ranks
all points according to the number of subspaces that they will be regarded as skyline
points and returns the points at the top ranking. This approach is smart, but have two
major issues: (1) Some points that are intuitively more superior may sometimes have the
same ranking (or lower ranking) as the inferior points. (2) There are 2N − 1 subspaces
in an N dimensional space, which is too expensive to compute in practice. For the first
issue, let us consider Table 1 again. Billy obviously outperforms George. Unfortunately,
they have the same ranking (they are skyline point in 8 out of 31 subspaces). For the
second issue, [7] proposes an approximation algorithm to solve it but it cannot answer
dynamic queries [8]. [9] proposes an idea called δ-subspace to identify a set of interest-
ing skyline points. δ-subspace is a subspace of the whole dataspace such that its skyline
contains less than δ points. The union of the skyline points in all the δ-subspace are

1 Note: One may argue that the problem in Table 1 is just a matter of scaling. However, we would
like to stress that Table 1 is a simply example to demonstrate the potential problem of skyline
in high dimensional space. Readers can refer to other examples from some existing work [5,6]
if they are confused about the potential problem of skyline in high dimensional space.
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called strong skyline points. This algorithm depends on δ heavily. If δ too large, most
of the skyline points will be removed, and vice versa. Setting δ is difficult for a normal
user or without analyzing the dataset throughly. In addition, the physical meaning of this
approach is not intuitive, which further discourage it to be used in practice. [10] pro-
poses a skyline operator called top-K representative skyline query. In this operator, K
skyline points will be selected such that the number of points which can be dominated
by them will be maximized. Our problem is different from them. Firstly, they do not
have vertical comparison among dimension. Secondly, superior points may frequently
dominate less number of points than those inferior points. Thirdly, their aim is to rank
the skyline points. Another related concept to our problem is K-skyband [8,11,12,13],
which is a set of points that are dominated by at most K points. Yet, K-skyband does not
aim at minimizing the number of skyline points which is different from our motivation.
We do not attempt the elaborate them further due to the limited space.

1.2 Motivation and Objective

Let us take a simple example to illustrate our motivation. In scholarship assignment
problem, scholarships are usually given to students based on two steps: (1) Identify
some potential candidates from all students; (2) Assign scholarships to some of these
potential candidates after some discussions. Ideally, potential candidates can be
regarded as skyline because no student should perform better than any of them. In
practice, if we identify the potential candidates by traditional skyline, the number of
potential candidates will be too many when the number of subjects is many (i.e. di-
mensionality is high). We need to have a mechanism to reduce the size of skyline. For
example, George in Table 1 should not be considered as a potential candidate. Logi-
cally, a potential candidate should not be a student who simply performs better than the
weakest subject of any other student (like George). A potential candidate should has
some subjects that she can perform better than a reasonable number of students in those
subjects. In the extreme case, even though a student performs outstanding in one sub-
ject, she may still award scholarship if she can demonstrate she is extraordinary in that
area. Based on this idea, we claim that when we extract interesting points from a large
dataset, we should not only make horizontal pairwise comparisons like the concept of
skyline. We should further study how many points that a given point can dominate ac-
cording to a given dimension (i.e. vertical pairwise comparison). For example, suppose
there are n students perform better than a student called Smith in a subject. If Smith
wants to claim he is one of the potential candidates for awarding scholarship, then it
is reasonable to ask him to identify another subject that he can perform better than all
these n students. In Table 1, George cannot fulfill this criterion.

In this paper, we formalize this motivation and propose a novel concept called core
skyline. A core skyline contains a set of interesting points extracted from a skyline. This
work is different from the existing works as we further consider the vertical relation-
ships among points. Up to our knowledge, we are the first mover in this area.

Given a point xi and a dimension dm let M(xi,dm) be a set of points performs better
than xi in dm. xi is said to dominate-back M(xi,dm) if xi performs better than all points
in M(xi,dm) in some other dimensions. xi is a core skyline point if it can dominate-back
M(xi,dm) for all different dm in a dataset. Based on this concept, we further propose
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Table 2. Some sample datasets

ID d1 d2 d3 d4

x1 1 7 3 5
x2 3 2 7 7
x3 5 4 2 3
x4 4 5 6 6
x5 7 1 1 1
x6 6 3 4 2
x7 2 6 5 4

Rank d1 d2 d3 d4

1 x1 x5 x5 x5
2 x7 x2 x3 x6
3 x2 x6 x1 x3

4 x4 x3 x6 x7

5 x3 x4 x7 x1
6 x6 x7 x4 x4

7 x5 x1 x2 x2

Insertion Points Dimensions
order d1 d2 d3

1 x1 7 10 8
2 x2 7 10 11
3 x3 16 10 17
4 x4 18 15 1
5 x5 12 10 20
6 x6 7 10 8

A. Dataset 1 B. Dataset 1 C. Dataset 2
(Order by ID) (Order by ranking)

a more robust concept called k-dominant p-core skyline (Ck
p). k denotes the number

of dimensions that xi has to dominate-back and p denotes the fraction of points in a
dimension that xi has to dominate-back. Details of this formulation will be described
in Section 2. We propose an indexing algorithm in Section 3 called Linked Multiple
B’-tree (LMB)2 to help us identify Ck

p dynamically and progressively.

2 Problem Definition

Let D = {d1,d2, . . . ,dN} be an N-dimensional space and X = {x1,x2, . . .} be a set of
points in D. We use xi.dm to denote the value of xi in dm. There is a total order relation-
ship in each dimension such that a smaller value is more preferable. Let us review two
existing definitions [14]:

Definition 1. (Dominate,≺) xi is said to dominate x j (xi≺ x j) iff these conditions hold:
(1) ∀dm ∈ D,xi.dm ≤ x j.dm; and (2) ∃dm ∈ D,xi.dm < x j.dm.

Definition 2. (Skyline, S) Let S ⊆ X. xi is a skyline point (xi ∈ S) if and only if ∀x j ∈
X ,x j cannot dominate xi.

We now formally define core skyline and use Table 2A and 2B as a running example.
Table 2A contains a dataset with seven points and four dimensions. Table 2B ranks these
points according to their values in each dimension. For example, x1 is ranked highest in
d1 because it has the smallest value in d1. Note that all points in Table 2A and 2B are
skyline points. Before we can define core skyline, we need to define the following:

Definition 3. (Dominant set, M(xi,dm)) Let M(xi,dm) ⊂ X. M(xi, dm) contains points
that perform better than or equal to xi in dm, i.e. x j ∈M(xi,dm) iff x j.dm ≤ xi.dm.

Definition 4. (Dominate-back,≺b) Let M ⊂ X. A point xi is said to dominate-back M
(xi ≺b M) iff M = /0 or ∃dn such that ∀x j ∈M,xi.dn ≤ x j.dn.

In Table 2A, M(x1,d1) = /0 because no point has a value less than x1.d1. Similarly,
M(x1,d2) = {x2,x3,x4,x5,x6,x7}, M(x1, d3) = {x3,x5} and M(x1,d4) = {x3, x5,x6,x7}.
Given xi, if xi ∈ S and xi ≺b M(xi,dm),∀dm ∈ D, then xi is a core skyline point:

2 “B’-tree” is pronounced as “B-pie-tree”.
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Definition 5. (Core skyline, C) Let C ⊆ S. A point xi is a core skyline point (xi ∈C) iff
xi ∈ S and ∀dm ∈ D,xi ≺b M(xi, dm).

In Table 2A, C = {x1,x5}. All other points do not belong to core skyline. For example,
let us consider x4. In order for x4 to be a core skyline point, x4 must be able to dominate-
back M(x4,d1), M(x4,d2), M(x4,d3) and M(x4,d4). Now, let us consider M(x4,d1) =
{x1,x2,x7}. In order for x4 ≺b M(x4,d1), there must exists a dn such that x4.dn ≤ x1.dn,
x4.dn≤ x2.dn and x4.dn≤ x7.dn. Unfortunately, x4.d2 > x2.d2 (i.e. d2 fails), x4.d3 > x1.d3

(i.e. d3 fails) and x4.d4 > x1.d4 (i.e. d4 fails). Since x4 ⊀b M(x4,d1), x4 /∈C. When the
dimensionality, N, is very high, it will be very difficult for a point to become a core
skyline point because it is difficult for a point to dominate-back all N dominant-sets.
Hence, k-dominant core skyline is proposed. k denotes the number of dominant-sets
that a point has to dominate-back. Formally:

Definition 6. (k-dominant core skyline, Ck) Let Ck ⊆ S. A point xi is a k-dominant core
skyline point (xi ∈Ck) iff xi ∈ S and ∃D′ ⊆ D, |D′|= k, ∀dm ∈ D′, xi ≺b M(xi, dm).

Based on Definition 6, C4 = {x1,x5}, C3 = {x1,x3,x5,x7}, C2 = {x1,x2, x3,x5,x6,x7}
and C1 = {x1,x2,x3,x5,x6,x7}. Note that x4 is a skyline point but is not a k-dominant
core skyline point. Also, Ck ⊆Ck′ for k < k′. When there are many points in a dataset,
it will be very difficult for a point xi to dominate-back all points in M(xi,dm). As such,
one may consider xi is important if it can dominate-back a reasonable number of points
in M(xi,dm). As a result, a relation called p-dominate-back is defined:

Definition 7. (p-dominate-back, ≺pb) Let M ⊂ X and 0 ≤ p ≤ 1. A point xi is said
to p-dominate-back M (xi ≺pb M) iff ∃M′ ⊆ M, |M′| ≥ p× |M| such that M′ = /0 or
∃dn,∀x j ∈M′,xi.dn ≤ x j.dn.

Yet, we cannot have the concept of p-dominate-back in k-dominant core skyline by
simply replacing≺b to≺pb because it is possible that some non-interesting points might
be able to p-dominate-back a large number of its dominant-sets while some interesting
points cannot (we obmit this proof due to limited space). So we have a new definition:

Definition 8. (k-dominant p-core skyline, Ck
p) Let Ck

p ⊆ S. A point xi is a k-dominant
p-core skyline point (xi ∈Ck

p) if and only if xi ∈ S and ∃D′ ⊆D, |D′|= k,∀dm ∈D′ both
these two conditions hold: (1) xi ≺pb M(xi,dm); (2) ∀x j ∈M(xi,dm),xi ≺pb M(x j,dm).

In Definition 8, Condition (1) is trivial but will lead to the aforementioned pitfall. So
Condition (2) is imposed. xi can be a k-dominant p-core skyline point only if it can
p-dominate-back M(x j,dm) for all x j ∈M(xi,dm). Note that Ck

0 = C0
p = C0

0 = S. Since
core skyline (C) and k-dominant core skyline (Ck) are special cases of Ck

p (C = CN
1 and

Ck = Ck
1), we will focus on studying Ck

p. The problems that we want to solve are:

1. Given k and p, extract Ck
p dynamically and progressively.

2. Given δ, identify the smallest k′ such that |Ck′
p | ≤ δ and 0≤ k′ ≤N. If no k′ satisfies

this condition, then k′ = N.

Problem 1 is trivial. For Problem 2, from a user’s point of view, it is convenience be-
cause a user only needs to specify the maximum number of points that she wants to
obtain but does not need to understand the distribution of data.
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3 Proposed Work: LMB

In this section, we describe how to extract Ck
p efficiently by using a novel tree structure

called LMB. Note that we do not need to identify skyline before we extract Ck
p. This is

important as most skyline points may not belong to Ck
p when p and k are of reasonable

values. We can then minimize the computational cost.
Figure 1 shows the structure of LMB by using the dataset in Table 2C . There are

three B’-tree, T1,T2 and T3, linked together. T1,T2 and T3 are responsible for indexing
the data in d1,d2 and d3, respectively. Each node in a B’-tree contains some entries, a
previous pointer and a next pointer (Figure 2). The next pointer points to a succeeding
sibling node (if any) and the previous pointer points to a preceding sibling node (if any).
Each entry in a node contains a key and two pointers. The left pointer either points to a
record or points to a node. The right pointer either points to an entry in another B’-tree
that refers to the same point or points to null. In real implementation, each node is a
page in disk so a node should have more entries rather than three. The nodes that are
shaded are called overflow nodes. Overflow nodes are not regarded as leave nodes. So
the heights of T1, T2 and T3 are respectively two, one and two. In a B’-tree, records are
stored at leave nodes and overflow nodes. Each overflow node contains points sharing
the same key. For example, T1 contains one overflow node (key 7) with three entries.
This indicates there are three points having the value 7 in d1.

Points in an overflow node are ordered according to their values in some other di-
mensions. For example, given two points xi and x j, where xi.dm = x j.dm, there are two
possibilities for their values in the other dimensions: (1) ∀dn ∈ D,xi.dn = x j.dn (i.e. xi

and x j are identical), and (2) ∃dn ∈ D,xi.dn 
= x j.dn. For Case (1), xi and x j will be
ordered in an overflow node according to their reverse order of insertion. E.g. x1 and
x6 in Table 2C are identical, so their orders in T1, T2 and T3 are all x6 → x1 (x6 is on
the left of x1) as x6 is inserted after x1. For Case (2), B’-tree will continue to compare



100 G.P.C. Fung et al.

Algorithm 1. insert(xi,Tm)
input : A point xi and a B’-tree Tm

ν← xi.dm;1

if ∃ν in Tm then2

if overflow node for the key ν does not exist then3

node← a new overflow node;4

identify entry where entry.key = ν and entry is in leave node;5

insert x j into node where x j = entry.left;6

entry.left← node; entry.right← null;7

else8

node← first overflow node of ν;9

insert(xi,dm,node);10

else11

insert xi into Tm just like a traditional B+tree;12

the values of xi and x j in the immediate next dimension, until their values are differ-
ent. E.g. in d2, x1.d2 = x2.d2 = x3.d2 = x5.d2 = x6.d2 = 10. To order these points in
T2, we compare their values in the immediate next dimension of d2, which is d3. In
d3, x1.d3 = 8, x2.d3 = 11, x3.d3 = 17, x5.d3 = 20, x6.d3 = 8. So their ordering in T2

is (x1,x6)→ x2 → x3 → x5. To order x1 and x6 in T2, we compare their values in the
immediately next dimension, which is d1. Since x1 and x6 are identical, we order them
according to the reverse order of their insertion, which is x6 → x1. Eventually, the or-
dering is x6 → x1 → x2 → x3 → x5.

3.1 Implementation

Algorithm 1 outlines the insertion process. Suppose we now insert a new point, xi, into
Tm. First, we check whether there is any point has the same value as xi in dm (line 2).
If not, the insertion process will be the same as a B+tree [15] (line 13). Otherwise, we
check whether an overflow node exists (line 3). If not, we will create a new overflow
node (line 4), identify the entry at leave node where its key is xi.dm (line 5), insert
x j (x j.dm = xi.dm) into the overflow node (line 6) and attach the overflow node to the
correct position in Tm (line 7). xi will be inserted into the overflow node by calling the
function insert (line 11).

Algorithm 2 outlines the process of inserting xi into an overflow node. We iterate
each point x j in an overflow node to see which position should we insert xi. Let dm′

be the immediate next dimension of dm (line 4). If xi.dm′ < x j.dm′ (line 5), then xi will
be inserted before x j (line 6). We can do this because all existing points in an overflow
node must already be ordered properly based on dm′ when they are inserted by calling
this function previously. If x j.dm′ = xi.dm′ (line 6), then we will compare the values of
xi and x j in their immediate next dimension continuously until they are different (line
7 – 11). If ∀dm′ ,xi.dm′ = x j.dm′ (i.e. xi and x j are identical), then xi will be inserted
before x j (line 12) because we have to order the identical points in their reverse order
of insertion. Line 14 – 18 is used to iterate all points in an overflow node. Finally, if
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Algorithm 2. insert(xi,dm,node)
input : A point, xi, a dimension, dm, an overflow node, node
i← 1;1

repeat2

x j ← the point at entry i in node;3

if m 
= N then m′ ← m+1; else m′ ← 1;4

if xi.dm′ < x j.dm′ then insert xi before x j; return;5

else if x j.dm′ = xi.dm′ then6

for i← 1 to N−1 do7

if m′ 
= N then m′ ← m′+1; else m′ ← 1;8

if xi.dm′ < x j.dm′ then insert xi before x j; return;9

else if xi.dm′ > x j.dm′ then insert xi after x j; return;10

insert xi before x j; return;11

i← i+1;12

if entry i is empty then insert xi in entry i; return;13

else if i > number of entries in node then14

i← 1; node← node.next;15

until node is null ;16

node← a new overflow node;17

insert xi in the first entry of node;18

attach node to the last overflow node;19

∀x j,xi.dm′ > x j.dm′ , then xi be inserted into the last entry of an overflow node (line 15).
If the entries are full, then xi will be inserted into a new overflow node(line 20 – 22).
For each entry, its right pointer will point to an entry in the immediate next B’-tree that
points to the same record. This process is trivial and can be performed in any stage
during the insertion process. For deletion, its steps are similar to a B+tree, except that
when an overflow node contains only one entry, then this entry will be propagated back
to its parent node and the overflow node will be deleted. As this process is trivial, we
do not present a detailed algorithm due to the limited space in this paper.

3.2 Extraction

Once LMB has indexed all points, we can extract Ck
p dynamically and progressively ac-

cording to a reference point, r (e.g. r is the origin). Given a point xi and a dimension dm,
suppose all points in M(xi,dm) are ordered according to dn (dn 
= dm) in an descending
order. Let x∗ be the point at position �p×|M(xi,dm)|� in M(xi,dm). If xi.dn < x∗.dn, then
xi obviously must be able to p-dominate-back M(xi,dm) by using dn. Hence, Condition
(1) of Definition 8 can be verified quickly if x∗ can be identified efficiently. Now, assume
there is a point x j ∈M(xi,dm). In order for xi p-dominate-back M(x j,dm) using dn, xi.dn

must be less than or equal to x∗j .dn where x∗j is the point at position �p× |M(x j,dn)|�
(remember M(x j, dm) is sorted based on dn). Hence, to verify Condition (2) of Defini-
tion 8 quickly, what we need to do is to check whether ∃dn,xi.dn ≤min j x∗j .dn where x∗j
is the point at position �p× |M(x j,dn)|�. Once we can verify Condition (1) and Con-
dition (2) of Definition 8 quickly, we can extract Ck

p efficiently. Hence, the major issue
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Algorithm 3. extract(p,k,r)
input : two user defined threshold, p and k, and a reference point, r
output: k-dominant p-core skyline, Ck

p

for m← 1 to N do1

xm ← the point closest to r in dm; // e.g. r is the origin2

Bmn ← /0,n = 1,2, . . . ,N; // Bmn is a BTree3

Ck
p ← /0; H ← /0;4

for i← 1 to |X | do5

for m← 1 to N do6

added← false;7

for n← 1 to N,n 
= m do8

if Bmn = /0 or |xm.dn− rm.dn|< Bmn.last then9

insert |xm.dn− rm.dn| into Bmn;10

if addded = false and �x ∈H,x≺ xm then11

Ck
p ←Ck

p∪ update(H,k,xm);12

added = true;13

if �p× i� > |Bmn| then14

remove last element from Bmn;15

xm ← the point closest to xm (besides itself) in dm;16

i← i+1;17

return Ck
p;18

we need to deal with is how to identify x∗ and x∗j with respect to dm quickly. We extract

Ck
p based on this idea.
Algorithm 3 outlines the steps for extracting Ck

p. Line 1 – 5 initialize some parame-
ters. In line 2, if there are more than one point closest to the reference point r in dm, then
xm will be initialized to the one which is the first occurrence in an overflow node. With
LMB, we can identify xm very quickly. This process is similar to a B+tree. Bmn (line 3) is
a BTree. It helps us to determine whether a point can p-dominant-back a dominant-set.
If xi can p-dominate-back M(xi,dm) by using dn, then xi will be stored in Bmn. We may
not always need to store xi permanently in Bmn. We want to keep Bmn as small as possi-
ble so as to reduce memory consumption and computational time. We explain this step
by step below. Let ν = |xm.dn− rm.dn|. We can identify xm.dn quickly by using LMB
without accessing the record directly. Whenever Bmn is empty or ν is less than the last
value in Bmn (i.e. the largest value in Bmn), then ν will be inserted into Bmn (line 10 and
11). Let i be the ith point closest to the reference point r. Whenever |Bmn|< �p× i�, then
the last value in Bmn will be removed (line 16 – 18). By doing so, we can keep the size
of Bmn always not exceed �p×|M(xm,dm)|�. We can do so because we extract xm one
by one according to the ascending distance to r (line 21). Furthermore, note that the last
value in Bmn is in fact min{x∗.dn,x∗j .dn} with respect to dm. If xm < min{x∗.dn,x∗j .dn},
it implies xm satisfies Condition 1 and Condition 2 of Definition 8. So xm will be added
into H (line 12 – 15). In line 12, the condition �x ∈ H,x ≺ xm guarantees x must be a
skyline. The rest of Algorithm 3 should be self-explained. Finally, H (line 6) is a hash
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Algorithm 4. update(H,k,x,v)
input : A hashtable, H, a parameter, k, a point, x, a value, v ∈ {0,1}
output: A k-dominant p-core skyline point, x, or /0
if H does not contain element with key x then1

put (x,V ) into H; // x is the key and V (a set) is the element2

add v into V ; // V is the element with key x3

k′ ← number of v in V equals 1;4

if k′ ≥ k and x is not yet returned then5

return x;6

return /0;7

table. It stores how many dominant-sets that a point can p-dominant-back. The function
update (line 24 and 26) is used to update the information stored in H so as to extract
Ck

p. It is outlined in Algorithm 4. In Algorithm 4, V (e.g. line 2) is a set that stores the
“p-dominate-back result” of x. If x can p-dominate-back a specified dominant-set, then
1 will be added into V ; otherwise, 0 will be added (line 4). If the number of 1 in V is
greater than or equals to k (k is a user-defined parameter to extract Ck

p), then x will be
added into Ck

p (line 5 – 8). Note that x is added into Ck
p progressively so we can return

results to users immediately and progressively.

3.3 Further Analysis

Algorithm 3 tries to solve Problem 1 which is raised in Section 2. For Problem 2, we
can solve it by: (1) Remove line 4 to line 8 in Algorithm 4; (2) The appropriate k′ could
be obtained easily by checking the number of v = 1 in each V in H after Algorithm 3 is
completed. For example, when N = 3 (i.e. |V |= 3), suppose after completing Algorithm
3, there are five V having three v = 1, seven V having two v = 1 and ten V having one
v = 1. Then, |C3

p|= 5, |C2
p|= 12, |C1

p|= 22. If δ = 20 (maximum number of core skyline
points returned is 20), then k′ = 2.

Furthermore, we can extend our algorithm to answer some complex queries easily.
We give some examples here to illustrate how this can be done. If we want to return
Ck

p for a particular range of k, then we simply change line 6 of Algorithm 4 to the
appropriate range. For example, if we want to return Ck

p when k = 2 but exclude those
points in Ck

p when k = 4, then we change line 6 to: “If 2≤ k′< 4 and x is not yet returned
then”. To deal with constraint skyline queries [16], we only need to pay attention to line
2 and line 33 of Algorithm 3. If the xm returned is not within the constrained region, then
we can immediately ignore that dimension dm and do no need to conduct any further
computation.

4 Experiment

All experiments are conducted using an Intel XEON 2.5GHz CPU in Microsoft Win-
dows Server 2003 R2 Enterprise x64 Edition. All programs are written in Java. We use
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a page size of 4KB for each node of LMB. Following [5,16], we generate several inde-
pendent, correlated and anti-correlated datasets. In order to evaluate the quality of Ck

p,
we use two real life datasets.

4.1 Effect of Cardinality

We set |X | (number of points) = {100000, 150000, 200000,250000, 300000}, N = 15,
k = 15 and p = 1. Figure 3 (a) shows the CPU time versus cardinality in different
datasets. In the figure, there are three lines. They denote the results against indepen-
dent dataset, correlated dataset and anti-correlated dataset. With LMB, we only need to
spend less than 3 seconds to identify Ck

p from a dataset with 15 dimensions and 100,000
points and spend around 11 seconds to identify Ck

p from a dataset with 15 dimensions
and 300,000 points. In general, the CPU time increases linearly when the dimensional-
ity increases linearly. For a reference, BBS [8] (the most efficient algorithm to identify
skyline) takes more than 1,000 seconds to identify skyline from an independent dataset
with 15 dimensions and 100,000 points and takes more than 2,200 seconds to identify
skyline from an anti-correlated dataset with the same setting. Figure 3 (b) shows the
size of Ck

p versus cardinality. For the independent dataset, |Ck
p| increases linearly. For

the correlated dataset, |Ck
p| almost constant (less than 5). For the anti-correlat-ed dataset,

|Ck
p| increases slowly when |X |> 250K. For the same |X |, the size of Ck

p in an indepen-
dent dataset is always larger than the size of Ck

p in an anti-correlated dataset. Figure
3 (c) shows the memory consumption versus cardinality. The trend of is highly related
to the size of Ck

p because we always need to keep a fix amount of information (Bmn and
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H in Algorithm 3) in the main memory. For each B’-Tree, Bmn is more or less constant
(|Bmn| is usually around p× |M(xi,dm)|,∀n) but |H| is highly related to the number of
skyline points in the dataset.

4.2 Effect of Dimensionality

We set N (dimensionality) = {15,20,25,30, 35}, |X | = 100,000, p = 1 and k = 1.
Figure 4 (a), 4 (b) and 4 (c) respectively show the CPU time, the size of Ck

p and the max.
memory consumption in different datasets. We can identify k-dominant p-core skyline
points within 15 seconds for all datasets even when k = 35. The computational time
roughly increases linearly. When the dimensionality increases, |Ck

p| does not vary much
in the anti-correlated and the correlated datasets. Note that more than 95% of points are
skyline points when |X | = 100,000 and N = 35 in the anti-correlated dataset. For the
independent datasets, |Ck

p| increases linearly. Nevertheless, more than 90% of points are
skyline points when N = 35, but the number of core skyline points is just less than 400.
We can reduce the number of skyline points dramatically. For the memory consumption,
when we compare Figure 3 (c) and Figure 4 (c), Figure 3 (c) is more flat because when
the dimensionality increases, we need to store more p-dominate-back information (i.e.
Bmn in Algorithm 3) for each B’-Tree.

4.3 Effect of k

We set k (number of dominant-sets a point has to p-dominate-back) = {15,12,9,6,
3}, |X | = 100,000 N = 15 and p = 1. Figure 5 (a), 5 (b) and 5 (c) respectively show
the CPU time, the size of Ck

p and the maximum memory consumption against k in
different datasets. For the CPU time, all lines are roughly constant (or having a slightly
decreasing trend) regardless of the choice of k. Technically, when k is small, we have
less comparisons before we can decide whether a point should be returned. In practice,
it seems that the computational time differences between a small k and a large k is
negligible. For the size of Ck

p, the rate of increase of the anti-correlated dataset is much
faster than the independent dataset. For the memory consumption, it is constant.

4.4 Effect of p

We set p = {1,0.999, 0.998,0.997, 0.996}, |X | = 100,000, N = 15 and k = 1. Figure
6 shows the results. It is quite obvious that p has a significant impact on Ck

p (especially
the anti-correlated dataset). In Figure 6 (a), the time requires to identify Ck

p from an anti-
correlated dataset increases exponentially. Fortunately, having a small p in our problem
is unreasonable as our objective is to extract a small set of interesting skyline points.
When the value of p decreases, the size of Ck

p increases dramatically. This is shown
in Figure 6 (b). When p = 1, |Ck

p| is less than 100 in the anti-correlated dataset; when
p = 0.996, |Ck

p| is around 900. For the memory consumption (Figure 6 (c)), the memory
needed for correlated dataset and independent dataset do not vary much. However, the
anti-correlated dataset does require a large amount of memory when p decreases.
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Table 3. Players extracted by Ck
p

k p Players
11 1 Alvin Robertson 1985, Dennis Rodman 1991, Hakeem Olajuwon 1989, John Stockton

1990, Latrell Sprewell 1993, Michael Jordan 1986, Moses Malone 1979, Ray Allen
2005 (8 records, 8 players)

5 1 Allen Iverson 2002, Alvin Robertson 1985, Antoine Walker (2000, 2001), Charles
Barkley 1988, Dennis Rodman 1991, Gary Payton 1999, George Mccloud 1995,
Gilbert Arenas 2005, Hakeem Olajuwon (1988, 1989, 1992), Isiah Thomas 1984, Jason
Richardson 2007, John Stockton (1988, 1990, 1991), Karl Malone 1989, Kevin Gar-
nett (2002, 2003), Kevin Willis 1991, Kobe Bryant 2005, Latrell Sprewell 1993, Magic
Johnson 1986, Mark Eaton 1984, Michael Jordan (1986, 1987, 1988, 1989), Micheal-
ray Richardson 1979, Moses Malone (1979, 1981, 1982), Predrag Stojakovic 2003, Ray
Allen 2005, Shaquille O’neal 1999 (36 records, 25 players)

11 0.94 Adrian Dantley 1980, Allen Iverson (2002, 2007), Alvin Robertson (1985, 1986), An-
thony Mason 1995, Antoine Walker 2001, Dennis Rodman 1991, Dennis Scott 1995,
Gary Payton 1999, George Mccloud 1995, Gilbert Arenas 2005, Hakeem Olajuwon
(1988, 1989), Jason Richardson 2007, John Stockton (1987, 1988, 1990, 1991), Kevin
Garnett (2002, 2003, 2004), Kobe Bryant 2005, Latrell Sprewell 1993, Magic Johnson
(1981, 1982), Michael Finley 1999, Michael Jordan (1986, 1987, 1988), Michealray
Richardson 1979, Mitch Richmond 1995, Mookie Blaylock (1993, 1995), Moses Mal-
one (1979, 1981,1982), Predrag Stojakovic 2003, Ray Allen 2005, Reggie Miller 1996,
Shaquille O’neal 1999, Steve Nash (2006, 2007), Tim Hardaway 1991 (44 records, 29
players)

4.5 Quality of Result

We evaluate the quality of Ck
p using two real life datasets. One is called NBA dataset and

the other one is called MovieLens. 3. The NBA dataset has 11,301 records. It includes
all NBA players from 1979 to 2007. Each record denotes the average performance of
a player in a year. The MovieLens dataset has 3,952 movies. The schema for NBA
dataset is: minutes played, points obtained, offensive rebound obtained, defensive re-
bound obtained, total rebound obtained, assistant made, steal made, block made, three
points made, free throw made and field goal made. The schema for MovieLens dataset
is: Female rating, Male rating, Female under, Male under, Female 19 - 25, Male 19 - 25,
Female 26 - 35, Male 26 - 35, Female 36 - 45, Male 36 - 45, Female 46 - 50, Male 46
- 50, Female 51 - 55, Male 51 - 55, Female 56 or above, Male 56 or above and Overall
rating. Due to the limited space, we only report some of the most interesting findings.
Readers can download all results online. We implement the k-dominant skyline algo-
rithm [5] for comparison. This algorithm is proved to be very effective in extracting
interesting points from a large set of skyline points. We do not compare this algorithm
in the previous experiments because we are neither an extension of it nor targeting to
obtain the same result.

Table 3 shows the players extracted by Ck
p. All players are sorted by their first names.

5 We report C11
1 , C5

1 and C11
0.95. We choose them because: (1) C11

1 is the most tight con-
straint; (2) C5

1 implies a player should p-dominate-back around half of dimensions in the

3 www.databasebasketball.com and www.grouplens.org

www.databasebasketball.com
www.grouplens.org
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Table 4. Players extracted by k-dominant skyline [5]

K Players
9 Alton Lister 1986, Charles Barkley (1985, 1986, 1987, 1988), Charles Oakley 1986, David

Robinson (1990, 1992, 1993, 1994, 1995), Dennis Rodman (1991, 1993), Dikembe Mutombo
(1995, 1999), Dirk Nowitzki 2002, Dwight Howard 2007, Elvin Hayes 1979, Gary Payton
1999, Hakeem Olajuwon (1988, 1989, 1992, 1993, 1994), James Donaldson 1986, Julius
Erving 1980, Karl Malone (1989, 1990, 1991, 1992, 1993), Kevin Garnett (1999, 2000, 2001,
2002, 2003, 2004, 2006), Larry Bird (1983,1986), Mark West 1989, Michael Jordan (1986,
1987, 1988, 1989), Moses Malone (1979, 1980, 1981, 1982), Patrick Ewing (1989, 1990),
Samuel Dalembert 2006, Shaquille O’neal (1992, 1993, 1999), Shawn Marion 2002, Tim
Duncan (2001, 2002) (58 records, 24 players)

dataset. This make sense in the basketball situation; (3) The number of skyline points
returned by C5

0.94 in this dataset is similar to the number of skyline points returned by
C5

1 . We can compare the results returned by C5
0.94 and C5

1 .
One frequently asked question is that “why X is not included? I think he plays equally

well with Y!” Yet, this type of question is subjective. Furthermore, one cannot deny the
fact that the players in Table 3 are all famous. In addition, there are more than 1,000 sky-
line points in the dataset. Some skyline points belong to some not-so-famous players.
If we randomly extract some skyline points from the dataset, it is very likely to extract
the not-so-famous players. When we compare C5

0.94 and C5
1 , although most names are

similar, some names appear in C5
1 but not in C5

0.95, such as Charles Barkley (another
great NBA players). If we change C5

0.95 to C5
0.90, then Charles Barkley re-appears again.

This shows that both k and p are useful in extraction. Finally, when k = 1 and p = 1,
there are 132 records (67 players) extracted. When we apply [5], it extracts one record,
Moses Malone, when 6 ≤ K ≤ 7 (according to [5], it is meaningless to set K ≤ N/2,
so we do not test these cases), extracts 17 records when K = 8, extracts 58 records
when K = 9, extracts 279 records when K = 10. The number of records increases ex-
ponentially when K increases linearly. We cannot have much control over the number
of records to be extracted. However, in Ck

p we can set different value of p so that we
can have more control about the number of records to be extracted. E.g. when k = 11
and p = 0.99, we can extract 19 records in Ck

p. In addition, Table 4 shows the records
extracted by K-dominant skyline when K = 9. The records extracted by K-dominant
skyline approach are not similar to ours. It extracts fewer players but more records. For
example, Allen Iverson and Kobe Bryant, two very great NBA players, do not appear
in K-dominant skyline when K ≤ 10. This is because both players are shooters and
do not perform very outstanding in rebound and block. It is very difficult for them to
K-dominate other players for whatever K. This is why they cannot be extracted in K-
dominant skyline. However, for our proposed work, we consider vertical relationships
rather than only horizontal relationships.

5 Summary and Conclusion

We propose a novel concept called k-dominant p-core skyline for extracting interest-
ing points from a skyline. k denotes the number of dimensions that a point has to
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dominate-back and p denotes the fraction of points in a given dimension that a point has
to dominate-back. This work is different from the existing work as we further consider
the vertical relationships among points. To the best of our knowledge, we are the first
mover in this area.
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Abstract. The skyline of a set P of multi-dimensional points (tuples)
consists of those points in P for which no clearly better point in P exists,
using component-wise comparison on domains of interest. The guiding
idea is to prune large data sets to a more manageable size, while ensuring
that points of interest are preserved. However, when domains are only
partially ordered, it easily happens that the skyline is nearly as large as
the original set (or at least of the same order of magnitude), since most
of the time points are incomparable in at least some dimension.

To obtain a smaller, more useful skyline set which better reflects actual
user preferences, we propose a richer notion of dominance, based on
two assumptions: that preference specifications are often incomplete, and
that actual preferences are transitive.

1 Introduction

There are many applications where a user is interested in viewing the ‘best’
objects chosen from a large collection, based on multiple criteria, e.g. price and
milage for used cars. There are multiple ways to approach this problem. Top-k
queries [5] require a user to define a ranking function over the object collection,
and return the k top-ranked objects. In contrast, skylines [4] only require users
to express their preferences for each domain, e.g. price and milage should both
be low. They then return all objects for which no object exists that is “clearly
better”: at least as good on every domain and strictly better in at least one.

The resulting skyline can provide a user with a better understanding of the
trade-offs involved, without requiring any precise ranking functions to be speci-
fied. However, skyline sets can grow very large, for different reasons:

– large and/or anti-correlated data sets
– too many domains
– preferences are only partial

As a result the user is overwhelmed with information, which is particularly ag-
gravating if only a small portion of the skyline is of actual interest to the user.

In the case of large and/or anti-correlated data sets, we can expect that many
skyline points are really interesting, but often very similar. Here sampling and
clustering approaches [11] can provide an overview. In [10] points are chosen to
maximize the number of points dominated.
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When skylines grow large because many domains are considered or because
preferences are partial, the expectation is that only a small portion of the skyline
points will really be interesting. Thus the usefulness of any filtering method must
be judged by how well it manages to eliminate ‘bad’ points without eliminating
‘good’ points as well. Here the classic notion of Pareto dominance often fairs
poorly, since it is too restrictive.

A number of approaches have been suggested for dealing with large numbers
of domains. k-dominance [6] only requires that a point is better than or equal to
another in at least k dimensions. The ε-skyline [12] allows a dominating point
to be worse in some dimensions as well, though only by a small pre-defined ε
value. Approximately dominating representatives [9] allow dominance by being
no worse than a factor 1 + ε in any dimension, and the objective is to find
small sets which approximately dominate all points. In [8] user-defined prefer-
ence rankings between domains allow dominance by being better on preferred
domains. User-defined preference comparisons between instances on subspaces
are considered in [1]. The strong skyline [14] combines skyline points from sub-
spaces where the skyline is small. Skyline frequency [7] ranks skyline points by
how often they appear as skyline points in subspaces, while top-k-skyline [13]
ranks them by the number of points they dominate in the given data set.

For partially ordered domains, Balke et. al. [3] proposed a new notion of
dominance, called weak Pareto dominance, which treats incomparability on a
domain as equality. While this idea is easy to understand, and results in a much
smaller skyline, it suffers from cyclicity and intransitivity (as do k-dominance
and ε-skyline). As already pointed out in [2], such properties are undesirable.
They contradict the intuition that preferences are intrinsically transitive, and
can lead to unexpected behavior. To avoid this, we will propose a new notion of
dominance for partially ordered domains, based on the assumptions that

– preference specifications may be incomplete, but
– actual (hidden) preferences are transitive

Theoretical arguments as well as experimental evaluation (which had to be omit-
ted due to space constraints) suggest that this leads to more useful skyline sets,
i.e., that our new dominance notion reflects user preferences more closely than
classic or weak Pareto dominance. As a nice side-effect, transitivity of dominance
allows us to employ efficient algorithms for computing it.

2 Dominance

At the heart of the skyline problem lies the notion of dominance, indicating that
a tuple A = (a1, . . . , an) is strictly better than a tuple B = (b1, . . . , bn). Here
the traditional definition, called Pareto dominance, is that ai ≤i bi for all i and
aj <j bj for some j. We will use a different but equivalent formalization, which
will make later comparison of dominance notions more elegant.
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Definition 1 (Pareto Dominance).

The Pareto ordering is defined as

A ≤P B :⇔ ai ≤i bi for all i ∈ [1, n]

with the reduction
A <P B :⇔ A ≤P B ∧B �P A

We say that A dominates B if A <P B.

To reduce the size of the skyline set when domains are only partially ordered,
Balke et. al. [3] proposed the notion of weak Pareto dominance.

Definition 2 (Weak Pareto Dominance).

The weak Pareto relation is defined as

A ≤WP B :⇔ ai 
>i bi for all i ∈ [1, n]

with the reduction

A <WP B :⇔ A ≤WP B ∧B �WP A

We say that A weakly dominates B if A <WP B.

To better distinguish the two notions, we will sometimes refer to Pareto domi-
nance as strong Pareto dominance. Strong and weak Pareto dominance coincide
for totally ordered (also called linear ordered) domains, but for domains with
only partial orders weak Pareto dominance allows elements to be incomparable
as well, resulting in a much smaller skyline set.

In essence, the two approaches differ in how they view incomparable elements.
Strong Pareto dominance takes the stance that when in doubt (i.e., if two points
are incomparable in some dimension), return both points. On the other hand,
weak Pareto dominance simply ignores dimensions where elements are incom-
parable (treating incomparable elements as equivalent). In particular, when a
domain has no preferences specified at all, strong Pareto dominance handles this
as ‘comparable values must be identical on that domain’, whereas weak Pareto
dominance treats it as ‘we don’t care about this domain’ and returns the skyline
w.r.t. the remaining domains only. We believe that the latter interpretation is
more suitable in many situations.

However, while weak Pareto dominance is an intuitive way for comparing
tuples, it suffers from two significant problems:

– lack of transitivity: from A <WP B and B <WP C it does not follow that
A <WP C.

– cycles: it can happen that A <WP B <WP C <WP A.

In addition to the algorithmic challenges that non-transitivity brings, skylines
w.r.t. weak Pareto dominance (or any other intransitive, cyclic dominance no-
tion) have unexpected properties. In particular, the addition of new points can
lead to the removal of points from the skyline, without any of the new points
getting added. The skyline set can even be empty.
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Example 1. Consider a database which stores information on cars: make (M),
color (C) and transmission type (T). For each domain, a user provides us with
some partial order relation expressing his preferences:

≤M := {BMW < Kia, Mercedes < Daewoo}
≤C := {white < grey < black}
≤T := {automatic < manual}

Each domain may contain further elements as well which don’t occur in the
preferences. Consider the following sample database:

Mercedes red manual
BMW grey automatic
Daewoo white semi− auto
Daewoo grey manual
Kia black semi− auto
Ford black automatic

Using strong Pareto dominance, every point is a skyline point, since no point
dominates any other. With weak Pareto dominance, we obtain the following
dominance relationship, abbreviating values by their initial characters:

(M, r, m) ��

��

(B, g, a)��

������������

�� ������������
(D, w, s)��

���������������������

������������

��
(D, g, m) 		 (K, b, s) (F, b, a)

Here every point is dominated by at least one other, due to the cycle between
the first three tuples, resulting in an empty skyline set. Clearly, both approaches
are problematic. A more reasonable skyline set might be the following:

{(M, r, m), (B, g, a), (D, w, s)}

Intuitively, the tuples above must be in the skyline since Mercedes and BMW
are preferred makes, and white is the preferred color. The remaining three tuples
should be considered worse than the grey BMW automatic (and possibly others
as well), and thus not appear in the skyline set.

To further illustrate the unexpected behavior of weak Pareto skylines caused
by intransitivity, even if no cycles are present, consider the sub-relation contain-
ing only (M, r, m) and (F, b, a). Its weak Pareto skyline is the entire relation. If
we now add the tuple (D, w, s), the tuple (F, b, a) disappears from the skyline,
without the new tuple getting added. Also, it seems odd that the new skyline,
consisting only of (M, r, m), does not dominate every point in the original set.

In the following we will propose a new notion of dominance which is transitive,
and consequently also acyclic. Our notion lies between strong and weak Pareto
dominance, and produces a more suitable skyline set than the two extremes, in
the sense that it captures user preferences more accurately.
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2.1 Transitivity-Preserving Extensions

In order to define our dominance notions, we will introduce the concept of
transitivity-preserving extension. This is first done for arbitrary relations, and
will then be applied to the partial orders on the domains. We work with quasi-
orderings (also called pre-orderings) rather than partial orders since they are
more flexible and arise naturally: the transitivity-preserving extension of a par-
tial order is only a quasi-ordering.

Definition 3 (quasi-ordering). A relation ≤ is a quasi-ordering if it is re-
flexive and transitive.

In the following let U be our universe, and r ⊆ U × U a relation over U .

Definition 4 (transitivity-preserving extension). The ancestors and de-
scendants1 of an element a ∈ U w.r.t. r are

ancr(a) := {x ∈ U | (x, a) ∈ r ∧ (a, x) /∈ r}
descr(a) := {x ∈ U | (a, x) ∈ r ∧ (x, a) /∈ r}

Furthermore we define the transitivity-preserving extension of r as

TX(r) := {(a, b) ∈ U × U | ancr(a) ⊆ ancr(b) ∧ descr(b) ⊆ descr(a)}

The guiding idea behind Definition 4 is the following: If we are to consider a to
be smaller than b, then every value smaller than a had better be smaller than b
as well. Similarly, every value larger than b must also be larger than a.

Figure 1 shows transitive relations r1, r2 and their transitivity-preserving ex-
tensions. Note that we omitted loops in the TX(r1/2)-graphs for readability.
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d c

r1

a 		



�
��

��
��

�

��

b

������
��

��
�

d 		 c��
TX(r1)

a



�
��

��
��

�

��

b

d 		 c
r2

a 		



�
��

��
��

�

��

b

��
d 		 c
TX(r2)

Fig. 1. transitive relations and transitivity-preserving extensions

If we interpret arcs as ‘better than’ relationships, we get the following intuition
for TX(r1): a is better than b since in r1 it is better than c and d, while b is
better than c and d since in r1 these are both worse than a. Finally c and d are
equally good, since in r1 they are both worse than a. Similar for TX(r2).

The transitivity-preserving extensions of the domain orderings from Exam-
ple 1 can be found in Example 2. We named the relation TX(r) transitivity-
preserving extension, since it is transitive and extends transitive relations r:
1 For intransitive relations the names ‘ancestor’ and ‘descendent’ may be misleading.

However, the preference relations we use are assumed to be transitive, so terms like
‘predecessor’ and ‘successor’ may be even more misleading here.
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Theorem 1. TX(r) is a quasi-ordering (for arbitrary relations r). If r is transi-
tive then r ⊆ TX(r) and r< ⊆ TX(r)<, where r< (respectively TX(r)<) denotes
the reduction r< := {(a, b) ∈ r | (b, a) /∈ r}.
Note that transitivity of r is necessary for TX(r) to extend r (hence the name
transitivity preserving extension). E.g. for r = {(a, b), (b, c)} on {a, b, c} we get
TX(r) = {(a, a), (b, b), (c, c)}, which does not contain r.

2.2 TX-dominance

We can now define our new dominance notion as follows:

Definition 5 (TX-dominance). The TX-ordering is the Pareto ordering over
the transitivity-preserving extensions of the domain orderings:

≤TX := P (TX(≤1), . . . , TX(≤n))

We say that A TX-dominates B if A <TX B.

We get the following relationship between strong, weak and TX-dominance:

Theorem 2. ≤P ⊆ ≤TX ⊆ ≤WP

The three skyline notions differ in how they interpret values which are incom-
parable w.r.t. preference specifications. For each such pair a, b ∈ D we have
four options for comparing them: a < b, a > b, a ≡ b and incomparability a||b.
Strong Pareto dominance always interprets them as truly incomparable (a||b),
while weak Pareto dominance always treats them as equivalent (a ≡ b). For TX-
dominance any of the four interpretations is possible, and the choice depends on
how a and b compare to other values.

Example 2. Consider the setup from Example 1. Domain elements not occur-
ring in the preference specification (e.g. Ford) are always equivalent in the
transitivity-preserving extension, so we denote them all by ‘∗’. This gives us
the quasi-orderings

TX(≤M) =
{

(BMW ||Mercedes) < ∗ < (Kia||Daewoo)
}

TX(≤C) =
{

white < (grey||∗) < black
}

TX(≤T ) = { automatic < ∗ < manual }

resulting in the following TX-dominance relationship:

(M, r, m) (B, g, a)

������������

�� ������������
(D, w, s)

���������������������

(D, g, m) (K, b, s) (F, b, a)��

This in turn leads to the skyline

{(M, r, m), (B, g, a), (D, w, s)}

which we argued to be a more reasonable answer earlier.
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3 Conclusion

We have motivated why often neither strong Pareto nor weak Pareto dominance
are suitable for generating good skylines when some domains are only partially
ordered. Strong Pareto dominance returns too many points, while weak Pareto
dominance misses too many points of interest, effectively generating the skyline
on numerical domains only. To remedy this situation, we introduced the notion
of TX-dominance, based on the intuitions that preference specifications may be
incomplete, and that actual preferences are transitive.
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Abstract. This paper introduces a new operator, namely the most desirable sky-
line object (MDSO) query, to identify manageable size of truly interesting sky-
line objects. Given a set of multi-dimensional objects and an integer k, a MDSO 
query retrieves the most preferable k skyline objects, based on the newly de-
fined ranking criterion that considers, for each skyline object s, the number of 
objects dominated by s and their accumulated (potential) weight. We present 
the ranking criterion, formalize the MDSO query, and develop two algorithms 
for processing MDSO queries assuming that the dataset is indexed by a tradi-
tional data-partitioning index. Extensive experiments demonstrate the perform-
ance of the proposed algorithms.  

1   Introduction 

Given a set P of multi-dimensional data objects, a skyline query returns all the data 
objects from P, called skyline objects, which are not dominated by any other objects 
in P. Here, an object p dominates another object p′ iff p is not worse than p′ in all 
dimensions and strictly better than p′ in at least one dimension. The skyline query is 
useful in many real-life applications. Consider, for instance, a classical example of 
hotel reservation system. Figure 1 illustrates this case in a 2-dimensional space, where 
each point corresponds to a hotel record. The room price of a hotel is represented as 
the x-axis, and the y-axis captures its distance to the beach. Hotel p2 dominates p5 
since the former is cheaper and closer to the beach. As hotels p1, p2, p3, and p4 are not 
dominated by any other hotel, they form the skyline of dataset P = {p1, p2, …, p8}.  

Since the skyline operator was first introduced to the database community in [2], it 
has received considerable attention. A large number of algorithms [2, 6, 9, 11] have 
been proposed for the efficient traditional skyline computation. Other versions in-
clude subspace skyline retrieval [10], reverse skyline query [5], etc. However, the 
skyline query may output an overwhelming number of skyline objects, and thus no 
longer offer any interesting insights, especially in high dimensional spaces. To ad-
dress this, several efforts have been proposed in the literature. In particular, they con-
trol the size of skyline objects either by relaxing the dominance relationship [3, 4, 8, 
12] or by integrating user-specific preference [7]. In this paper, we introduce a new 
operator, namely, the most desirable skyline object (MDSO) query, to identify man-
ageable size of truly interesting skyline objects.  
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Fig. 1. Example of dataset and skyline  

Given a set of multi-dimensional objects and an integer k, a MDSO query retrieves 
the most preferable k skyline objects, based on the ranking criterion (defined in Defi-
nition 6) that considers, for each skyline object s, the number of objects dominated by 
s and their accumulated (potential) weight. The MDSO query operator is different 
from those studied in [3, 4, 7, 8, 12]. Hence, the existing techniques are not directly 
applicable to tackle the MDSO query efficiently. Motivated by this, in this paper, we 
develop two efficient algorithms, namely Cell Based Algorithm (CB) and Sweep 
Based Algorithm (SB), to obtain the most desirable k skyline objects. Our methods are 
based on a conventional data-partitioning index (i.e., R*-tree [1]) and do not require 
any preprocessing. Extensive experiments demonstrate that our proposed algorithms 
are efficient and scalable.  

2   Problem Statement  

Let P be a set of data objects in an n-dimensional space D = (d1, d2, …, dn), where di 
(i ∈ [1, n]) is the domain of number. For any object p ∈ P, we use p.di to denote the i-
th dimensional value of p. Assume that there exists a total order relationship, either 
‘<’ or ‘>’, on each dimension. Without loss of generality, in this paper, we consider ‘<’ 
relation, i.e., smaller values are more preferable.  

Definition 1 (Dominance). For any two objects p, p' ∈ P, p is said to dominate p', 

denoted by p ≺p', iff (i) ∀ di ∈ D, p.di ≤ p'.di, and (ii) ∃ dj ∈ D, p.dj < p'.dj.  

Definition 2 (Skyline Object, Skyline, and Non-skyline Object). An object p ∈ P is 

a skyline object s iff p is not dominated by any other object p' (≠ p) ∈ P, i.e., ∄ p' ∈ P 

− {p}, p' ≺p. The skyline of P is the set S of skyline objects on dataset P in space D. 

An object p'' is a non-skyline object ns iff there exists an object p' (≠ p'') ∈ P dominat-

ing p'', i.e., ∃ p' ∈ P − {p''}, p' ≺p''.  

Definition 3 (Dominating Score). Let S be the skyline of P, for a skyline object s ∈ S, 
the dominating score of s, denoted by μ(s), could be defined as:  
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μ(s) = |{ns ∈ P − S | s ≺ns}|  (1)

In words, the score μ(s) is the number of non-skyline objects dominated by a skyline 
object s. The higher the μ(s) is, the more interesting the skyline object is, as pointed 
out in [8]. In Figure 1, for instance, p3 is more desirable than p1 as μ(p3) = 3 and μ(p1) 
= 1. Thus, we can derive a natural ordering of skyline objects, according to dominat-
ing score. Nevertheless, when two skyline objects share the same dominating score, 
the tie needs to be broken. Towards this, one possible approach is to request users to 
provide some weight assignments for their preferred attributes. Unfortunately, provid-
ing such weight assignment is not always easy without any initial knowledge about 
the data. On the other hand, as stated in [2], the aim of providing the skyline to the 
users is to help them determine the weight assignment. Another possible work-around 
is to take the potential weight of every non-skyline object into consideration, by com-
puting the number of objects dominated by it. However, this method incurs expensive 
computational cost, as it has to count the number of objects that are dominated by 
each non-skyline object.  

Definition 4 (Dominated Score). Let S be the skyline of P, for a non-skyline object ns 
∈ P − S, the dominated score of ns, denoted by ω(ns), could be defined as:  

ω(ns) = 
1

{ | }s S s ns∈ p
 (2)

In fact, the dominated score of a non-skyline object considers the number of skyline 
objects dominating it. Intuitively, a non-skyline object might have larger weight if it 
is dominated by as few skyline objects as possible, indicating that it may dominate 
more other non-skyline objects. As an example, in Figure 1, the weight of p5 is 
greater than that of p8, since ω(p5) = 1 and ω(p8) = 1/4. Therefore, we define the 
preference score of a skyline object based on the intuition: a skyline object is more 
interesting if it dominates as many non-skyline objects with higher dominated scores 
as possible.  

Definition 5 (Preference Score). Let S be the skyline of P, for a skyline object s ∈ S, 
the preference score of s, denoted by τ(s), is defined as:  

τ(s) = ( )
{ | }

ns'
ns' ns P S s ns

ω
∈ ∈ −

∑
p

 
(3)

For example, in Figure 1, p2 is more preferred than p4 as τ(p2) = 5/4 and τ(p4) = 3/4, 
although μ(p2) = μ(p4) = 2. Actually, the preference score of a skyline object takes 
into account the accumulated (potential) weight of all non-skyline objects dominated 
by it. A skyline object s having a higher score τ(s) might be more preferable for 
users. Based on equations (1), (2), and (3), the ranking criterion is formalized as 
follows:  

Definition 6 (Ranking Criterion). Let S be the skyline of P, for two skyline objects s, 

s' ∈ S, s is more desirable than s', denoted by s ⊢ s', iff  
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s ⊢ s' ⇔ 
( ) ( )

( ) ( ) ( ) ( )

s s'

s s' s s'

μ μ
μ μ τ τ

>⎧
⎨ = ∧ >⎩

 (4)

We now present the formal definition of the MDSO query.  

Definition 7 (Most Desirable Skyline Object Query). Given a set P of data objects, 
an integer k (≥ 1), and let S be the skyline of P, the most desirable skyline object 
(MDSO) query retrieves the set Res of skyline objects, such that (i) Res contains k 
skyline objects, i.e., |Res| = k; and (ii) none of object p' ∈ S − Res is superior to any 
result object p ∈ Res according to the ranking criterion (Definition 6), i.e., ∀ p ∈ Res 
and p' ∈ S − Res, μ(p) > μ(p') or μ(p) = μ(p') ∧ τ(p) > τ(p'). Note that when |S| ≤ k, S 
is the result set.  

Take Figure 1 as an example again. The MDSO query on the data of Figure 1 returns 
p3 (with μ(p3) = 3 and τ(p3) = 7/4) and p2 (with μ(p2) = 2 and τ(p2) = 5/4) as the most 
preferable 2 skyline objects.  

3   Algorithms for MDSO Queries  

In this section, we propose two algorithms for processing MDSO queries. For the 
following presentation, a running example, as shown in Figure 2, is employed, where 
the two-dimensional (2D) data point set of Figure 2(a) is organized in the R-tree of 
Figure 2(b) with node capacity set to three. Assume that the number k of required 
skyline objects is 2 (i.e., k = 2). The query result contains points p9 and p2.  

3.1   Cell Based Algorithm  

Once the skyline S of a specified data set P is obtained, the region dominated by all 
skyline objects in S can be divided into a lot of cells. For simplicity, we consider the 
partition of cells in a 2D space (x, y). The presented concepts, however, can be easily 
extended to high dimensional spaces.  

Suppose S = {s1, s2, …, sm} is the skyline of a given data set P in a 2D space. The 
region dominated by skyline objects in S can be partitioned into m ⋅ (m + 1) / 2 cells 
{Cab | 1 ≤ a ≤ b ≤ m}. The lower-left corner and the upper-right corner of every cell 
Cab are (sb.x, sa.y) and (sb+1.x, sa−1.y), respectively. Note that, when a = 1 (b = m), s0.y 
(sm+1.x) is defined as the maximal value of y (x) coordinate in the data space. As de-
picted in Figure 2(a), for instance, the shadowed region dominated by {p1, p2, p6, p9, 
p10} is divided into 15 cells.  

Data objects that are within a single cell, but not on the boundaries of the cell, have 
the same (potential) weight. For example, in Figure 2(a), points p11 and p12 contained 
in an R-tree node N6 are dominated by the same skyline points p9 and p10 since they 
are located inside cell C45. Nevertheless, when an R-tree node intersects multiple 
cells, the data objects included in the R-tree node may be dominated by different sky-
line objects. Take Figure 2(a) as an example again. As the R-tree node N2 crosses four 
cells, point p4 in N2 are only dominated by skyline points p2 and p6, whereas point p5 
in N2 is dominated by skyline points p2, p6, p9, and p10.  

Our first approach, namely Cell Based Algorithm (CB), utilizes the above cell 
properties. The basic idea of CB is to compute the skyline S using BBS algorithm [9],  
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(a) The data point placement                                         (b) The R-tree R  

Fig. 2. A running example  

and then, for each skyline object s ∈ S, calculate its dominating score μ(s) and prefer-
ence score τ(s) respectively, and return the top-k skyline objects in S according to our 
proposed ranking criterion (Definition 6).  

Back to the running example depicted in Figure 2. First, CB uses BBS algorithm to 
compute skyline S = {〈p9, 0, 0〉, 〈p2, 0, 0〉, 〈p10, 0, 0〉, 〈p6, 0, 0〉, 〈p1, 0, 0〉}. Then, for 
each skyline object s ∈ S, it calculates μ(s) and τ(s) by traversing the R-tree R, after 
which S = {〈p9, 5, 61/30〉, 〈p2, 4, 61/30〉, 〈p10, 3, 6/5〉, 〈p6, 4, 23/15〉, 〈p1, 1, 1/5〉}. After 
sorting, points p9 and p2 are output as the most desirable 2 skyline points.  

3.2   Sweep Based Algorithm  

CB may access some entries (R-tree nodes or data objects) two times. Hence, it is not 
efficient in terms of the I/O cost (i.e., the number of node accesses) and CPU time, 
especially in high dimensional spaces. Motivated by this, we present an alternative, 
namely Sweep Based Algorithm (SB). The main idea of SB is to identify skyline ob-
jects and calculate their dominating scores and preference scores simultaneously, via 
a single traversal of the R-tree R used to organize dataset P.  

Again, back to our running example. First, point p1 is encountered by the sweep 
line (blue dashed line in Figure 2(a)). Since the current skyline S is empty, p1 is added 
to S = {〈p1, 0, 0〉} as the first skyline point. The second point accessed is p2. It is also 
inserted into S = {〈p1, 0, 0〉, 〈p2, 0, 0〉}, as p2 is not dominated by p1. Then, SB visits p3 
and updates S to {〈p1, 0, 0〉, 〈p2, 1, 1〉}. The algorithm proceeds in the same manner 
until all data points are accessed, after which S = {〈p1, 1, 1/5〉, 〈p2, 4, 61/30〉, 〈p6, 4, 
23/15〉, 〈p9, 5, 61/30〉, 〈p10, 3, 6/5〉}. Finally, SB reports points p9 and p2 as the final 
query result after sorting S.  

4   Experimental Evaluation  

This section experimentally evaluates the performance of our proposed algorithms in 
terms of both efficiency and scalability. Our experimentation used synthetic datasets.  
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Fig. 3. Performance vs. k (dim = 3, CN = 1000K)  
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Specifically, we created Independent (IN) and Anti-correlated (AC) datasets with 
dimensionality varied from 2 to 5 and cardinality in the range [250K, 4000K]. Our 
generation follows exactly the description in [2]. Every dataset is indexed by an R*-
tree [1] with a disk page size of 4096 bytes. The number of node/page accesses (i.e., 
I/O cost), CPU time, and the maximum space consumption are employed as the major 
performance metrics. All algorithms were implemented in C++, and all experiments 
were conducted on the PC with an Intel Core 2 Duo 2.13GHz CPU and 2GB RAM, 
running Microsoft Windows XP Professional Edition.  
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We investigate the performance of our proposed algorithms under several factors, 
including k, dimensionality dim, and cardinality CN. The results are plotted in Figures 
3 through 5. To summarize, from these experimental results on synthetic datasets, we 
can conclude that: (i) the I/O overhead of SB is always less than that of CB; (ii) in 
terms of CPU time and space cost, CB is comparable to SB in a 2D space, while SB 
clearly outperforms CB in high dimensions; and (iii) the space requirement of both 
CB and SB is negligible compared to the dataset size.  

5   Conclusion  

The skyline of a dataset might have an overwhelming number of skyline objects. 
Returning all of them may make it difficult for a user to make a good, quick selection. 
In this paper, we introduce a new operator, namely, the most desirable skyline object 
(MDSO) query, for finding manageable size of the most preferable/interesting skyline 
objects. First, we formalize the ranking criterion and the MDSO query, respectively. 
Then, two algorithms, i.e., CB and SB, are developed for efficiently processing 
MDSO queries. Finally, extensive experimental evaluations using synthetic datasets 
demonstrate that our proposed algorithms are efficient and scalable.  
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Abstract. With the popularity of the outsourced database, protecting sensitive
associations in this environment is greatly desired and receives high attention.
Table decomposition based method, which is suited for the current query evalua-
tion of the database engine, provides an alternative to the conventional encryption
method. Although some work on table decomposition has been done to handle
single sensitive association in data publishing scenario or multiple associations
in multiple servers, fewer attempts have been made to deal with multiple associa-
tions in single outsourced database. In this paper, we first illustrate that the simple
extension of existing work will lead to new kinds of information leakages, and
then we propose a novel table decomposition method, which achieves l-diversity,
defeats the new information leakages, while at the same time, considers the query
efficiency over the decomposed sub-tables. The final experimental results validate
the effectiveness and efficiency of our method.

1 Introduction

With the popularity of the outsourced database [1,2], ensuring security of sensitive as-
sociations in this environment receives high attention. On the one hand, the outsourced
database provides scalable, stable, and low-priced services, as well as migrates the
database administration tasks from end users. All these merits lead to a wide appli-
cation of the outsourced database in various domains. On the other hand, the database
service provider might not be fully trusted. As a result, protecting sensitive information
from the service provider in addition to unauthorized users comes out to be a crucial
challenge.

The conventional way to cope with this problem is encryption. Specifically, all the
data are encrypted before being outsourced to the service provider. The encrypted data
prevents sensitive information leakages both to the unauthorized users and to the ser-
vice provider. In addition, the query evaluation over encrypted database has also been
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extensively studied[7,4,10]. However, the decryption of candidate results shifts much
of the burden back to the client, which defeats the goal of data outsourcing, making the
approach really expensive to be practical. Besides, the security level partially depends
on the key management service, as well as the strength of the cryptographic functions.

Table decomposition based method[3] is an alternative to the encryption method. The
basic idea is to partition the table across two (or more) logically independent servers,
in such a way that the sensitive associations cannot be reconstructed with the data in
any single server. However, it assumes that there is no communication between servers,
which is clearly a strong assumption and hard to achieve in real environment.

The table decomposition based approach is also studied in data publishing scenario.
The existing work[11] mainly focuses on a single sensitive association between quasi-
identifier and the sensitive attribute(donated as q − s association in the following). It
splits the original relation into a quasi-identifier table (QIT ) and a sensitive table (ST )
with an extra group column to keep their correlation. In this way, the data owner can
publish his data and allow others to guess the correct association only under a control-
lable probability. However, the sensitive associations in real life applications are not
restricted to the q− s association, and there are always functional dependencies among
attributes. It is especially meaningful yet not trivial to make the current method feasi-
ble for multiple sensitive associations. As we can see in the following illustration, the
straightforward extension will lead to new kinds of information leakages if the sensitive
associations are also functional dependencies.

Example 1. Given an employee table as shown in Fig. 1(a) with the following sensitive
associations: from name to position, from position to salary, and from name to salary.
The result of simple decomposition method is illustrated in Fig. 1(b). We can observe
that three sensitive attributes are separated into three sub-tables, and each with an extra
gid attribute, which is used to join with other sub-tables. The tuples are divided into
2 groups, assigned with gid = 1 or 2. For simplicity, we call them g1 and g2 respec-
tively. Note that this decomposition satisfies 3-diversity, as for any sensitive association,
there are 3 distinct sensitive values involved for the dominant set, with a probability not
greater than 1/3. Specifically, for the association between position and salary, if we want
to locate the salary for position =“manager”, we can find that 3 distinct salarys in g1
are involved. They are 4000, 6000 and 3000. However, suppose the salary is determined
by the position as always the case in real life, the attacker can easily infer that the salary
of salesman is 3000, since salesman appears twice in g2 in the second sub-table, and
3000 is the only salary appears more than once in g2 in the third sub-table.

This paper attempts to address the protection of multiple sensitive associations in out-
sourced databases based on table decomposition. Besides making the decomposed sub-
tables satisfying l-diversity, this paper also studies how to counter the new kinds of
information leakages and to improve the precise query performance. Overall, our con-
tributions include:

– We show that the straightforward extension of the existing method will lead to
three new kinds of information leakages in the presence of functional dependencies,
namely, the inter-group leakage, intra-group leakage and non-sensitive association
transitive leakage.



Multiple Sensitive Association Protection in the Outsourced Database 125

3000salesman1381162233420female30Lily

3000salesman1341245200543male21Sam

1800cleaner1332245200987male22David

2000guarder1588228100976female29Kate

3000salesman1241223321212male31Rob

6000director1311245327612male22James

20000CEO1242245100087male30Bob

4000assistant1328228210210female22Alice

4000manager1231223100091male21Jim

salarypositiontelephonezipcodegenderagename

3000salesman138116223342030

3000salesman134124520054321

1800cleaner133224520098722

2000guarder158822810097629

3000salesman124122332121231

6000director131124532761222

20000CEO124224510008730

4000assistant132822821021022

4000manager10009121

(a) Sample data of employee
salesman1

salesman2

cleaner2

guarder2

salesman2

director1

CEO2

assistant2

manager1

positiongid

salesman1

salesman

cleaner2

guarder2

salesman2

director1

CEO

assistant

manager1

1233420female30

200543male21

2200987male22

2100976female29

2321212male31

1327612male22

2100087male30

2210210female22

1100091male21

gidzipcodegenderage

1233420female30

200543male21

2200987male22

2100976female29

2321212male31

1327612male22

100087male30

210210female22

1100091male21

30001

30002

18002

20002

30002

60001

200002

40002

40001

salarygid

30001

3000

18002

20002

30002

60001

20000

4000

40001

2

Lily

Sam

David

Kate

Rob

James

Bob

Alice

Jim

name

Lily

Sam

David

Kate

Rob

James

Bob

Alice

Jim

1381162

1341245

1332245

1588228

1241223

1311245

1242245

1328228

1231223

telephone

1381162

1341245

1332245

1588228

1241223

1311245

1242245

1328228

(b) Straightforward Decomposition Result

Fig. 1. Illustration of Example

– We design a new table decomposition method. The method has the following fea-
tures: First, the decomposed sub-tables meet the requirement of l-diversity for each
sensitive association. Second, the decomposed results can avoid the new informa-
tion leakages incurred by multiple sensitive associations. Third, we design two op-
timization strategies, including the multiple grouping strategy and the sub-table
merging strategy, to improve the query performance over the decomposed sub-
tables.

– We propose a query evaluation method over the decomposed sub-tables in the out-
sourced database and the meta data in the trusted database. The complete candidate
results are retrieved and we use the statistical data to determine the result filter
approach.

The remainder of the paper is organized as follows: First, Section 2 reviews preliminary
knowledge and shows the architecture of sensitive association protection. Then, Section
3 analyzes the new kinds of information leakages and presents a novel table decomposi-
tion method. Section 4 discusses the corresponding query evaluation strategy. Section 5
reports the experimental results. Finally, Section 6 reviews the related work and Section
7 concludes the whole paper with discussions for future work.

2 Preliminary Knowledge

In this section, we introduce basic notations of sensitive associations, and outline the
architecture of the sensitive association protection in the outsourced database.

2.1 Sensitive Association Rules

The associations to be protected in the outsourced database should not be restricted to
the q−s associations due to the general purpose of this model. Thus, the sensitive asso-
ciation in this paper takes the form of functional dependency rule and can be specified
by end users.

Definition 1. Sensitive Association. Given a table T with functional dependency set F
over T , any f ∈ F takes the form of α→ β, where α and β are two attribute sets. f is
called a sensitive association if the association between α and β needs to be protected.
α is the determinant attribute set and β is the dependent set.
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The other dependencies that need not to be protected are called non-sensitive asso-
ciations. In order to distinguish them, we use α

p→ β and α → β to represent sensitive
and non-sensitive associations respectively. Another thing noticed is that sensitive asso-
ciations in this paper are specified over a single table, and our method can be extended
easily to handle sensitive associations across multiple tables.

2.2 Architecture of Sensitive Association Protection in Outsourced Databases

The protection of sensitive associations and support to the precise query evaluation
need the combination of the outsourced database and a trusted database, as described
in Fig. 2. At the running time, the end users specify the sensitive and non-sensitive
associations, and the table decomposition is implemented. When the end user submits
a query q, it is first rewritten into a new query qw against the sub-tables in the outsourced
database. The outsourced database executes qw and retrieves a set of candidate results.
The trusted database refines the results returned to pick out the precise results.

Table Decomposition Instance Projection
Map

Query Rewriting Result Recovery

Sensitive
Associations

Tables

Sensitive Association Protection

Query Result

Query Evaluation

Query Evaluation
Plan

Data
Originization

Trusted
Database

Candidate
Query Results

Non-Sensitive
Associations

Outsourced
Database

Meta

Map

Meta

Fig. 2. Architecture of Sensitive Association Protection in Outsourced Database

The architecture in this paper has the following features: First, end users or appli-
cations can access the sensitive or non-sensitive data with unified interface provided
by the trusted database. Second, the capability of trusted database is not as powerful
as that of the outsourced database. It only needs to carry out the query reformulation
and the result recovery in a pipeline fashion. Most of the existing databases in current
information system meet the requirement.

3 Table Decomposition for Sensitive Association Protection

In this section, we formulate the information leakages incurred by multiple sensitive as-
sociations, propose a basic table decomposition method, design two optimization strate-
gies with query performance considerations, and finally show the data placement across
the outsourced database and the trusted database.

3.1 Information Leakage Incurred by Multiple Associations

We discuss the new information leakages on the decomposed sub-tables which meet
the requirement of l-diversity. That is, for each sensitive association in the form of



Multiple Sensitive Association Protection in the Outsourced Database 127

α
p→ β, given a specific value of α in one sub-table, an adversary cannot identify the

corresponding value of β in another sub-table through the extra group ID column with
a confidence higher than 1/l. We can notice that the decomposition in Fig. 1(b) satisfies
3-diversity.

Due to the interactions of multiple sensitive associations, we observe three kinds of
information leakages on the results of l-diversity decomposition. The first two result
from the frequency of data values in the same group or different groups. The third one
comes from the transitive result of the functional dependencies.

The first kind of information leakage is called inter-group leakage. Refer back to
the motivating example, we can notice that salesman appears in both g1 and g2 in the
second sub-table in Fig. 1(b). Since there is functional dependency position → salary,
the salary of salesman must also occur in both g1 and g2. With this inference, the
potential salary of salesman can only be 3000 or 4000, with a probability of 1/2 each,
which is greater than 1/3, resulting in a breach of 3-diversity. This kind of information
leakage is referred to as inter-group leakage. The formal definition is given below:

Definition 2. Inter-Group Leakage. Consider α
p→ β over table T , where α is in

decomposed sub-table T1 and β in T2. Let g1 and g2 be two tuple groups, Vα1 be the
values of α in g1 and Vα2 be the values in g2.(Vβ1 and Vβ2 take similar meaning).
Inter-group leakage occurs if Vα1 ∩ Vα2 
= ∅ and |Vβ1 ∩ Vβ2| < l.

The second kind of the information leakage is called intra-group leakage. Consider
again the sensitive association position

p→ salary, we can see salesman appears twice
in g1. As a result, the adversary can be convinced that the salary of salesman is 3000,
which is the only value with more than one occurrence. Formally, the intra-group leak-
age and its condition can be stated as follows.

Definition 3. Intra-Group Leakage. Given α
p→ β over table T , let vα(vβ) be a value

of α(β). Suppose the frequency of vα in group g is f(vα, g) and the frequency of vβ in g
is f(vβ , g). Let n be the number of values vβ ∈ β satisfying f(vβ , g) ≥ f(vα, g). Then,
the intra-group leakage occurs when n < l, resulting in a breach of l-diversity.

The third kind of the information leakage is on the scheme level, called non-sensitive as-
sociation transitive leakage. It results from the transitivity of non-sensitive associations.
Let name→position and position→salary be two non-sensitive associations stored in
two separated sub-tables T1 and T2 respectively. Suppose that name

p→salary is a sensi-
tive association, the join of T1 and T2 on position will disclose the relationship between
name and salary. Formally, it can be described as follows.

Definition 4. Non-Sensitive Association Transitive Leakage. Let α
p→ γ be a sensitive

association, α → β and β → γ be two non-sensitive associations. Then, non-sensitive
association transitive leakage takes place when there is a sub-table T1 containing α
and β, another sub-table T2 containing β and γ.

Notice that all the three kinds of information leakages do not occur in data publishing
scenario with single sensitive association[11]. There are only two decomposed sub-
tables, QIT and ST . Each value appears only once in QIT , which leads to no intra-
group or inter-group leakages. In addition, each attribute belongs to one sub-table only,
and there is no scheme level leakage either.
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3.2 Basic Table Decomposition Method

Given sensitive and non-sensitive associations, this subsection aims at finding a decom-
position satisfying the following properties: 1)it is a l-diversity decomposition; 2)it can
counter the new information leakages established in the previous subsection; 3)it sup-
ports efficient query evaluation. To fulfill these goals, we first unify all associations into
a functional dependency tree.

Definition 5. Functional Dependency Tree. Given a table T and the functional depen-
dency set F over T , a functional dependency tree takes the form of fdt = (V, E, S, r),
where S ⊆ F is the sensitive association set, each v ∈ V represents an attribute set in
T , each e ∈ E represents a dependency relationship between two attribute sets, r ∈ V
is the identifier attributes.

The functional dependency tree can be constructed with the canonical cover of the func-
tional dependency set. In the definition above, we make a restriction that there are no
partial functional dependencies to the key. We can notice that this requirement is not
too rigorous for most of the tables in real life applications. Figure 3 shows an functional
dependency tree with the sensitive associations on the right.
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name telephone
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name position
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position
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name

position

salary
p

salary
p

Fig. 3. Example of Functional Dependency Tree

The basic table decomposition method is to build a sub-table for each node in the
functional dependency tree, and add extra group IDs into the sub-tables so as to link
with each other, and then assign the values of group IDs which guarantees the satisfac-
tion of l-diversity for each sensitive association. Since the first step is trivial, we mainly
focus on the latter two tasks, or called “grouping strategy”.

One method of grouping strategy is, informally, “one group ID per edge”. That is,
for each edge in the functional dependency tree, suppose it represents the association
α → β, we append a group ID column to the sub-table for α and the sub-table for β.
Take the root-leaf functional dependency list L = α1 → α2 → α3 as an example. Let
Ti be the sub-table for αi. We attach both T1 and T2 with G12 and attach T2 and T3 with
G23. Under this strategy, suppose a user issues a query which involves α1 and α3(e.g.,
select α1 from T where α3=v), we must refer to T2 to get the correlation of α1 and α3
for there is no direct link between them. Thus a lot of extra join cost is incurred.

To remedy this disadvantage, we take another grouping strategy in this paper, or
concisely “one group ID per root-leaf list”. Consider a more general root-leaf associ-
ation list L = α1 → . . . → αn in fdt, we add group ID G1−n on each sub-table
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Ti(i = {1, . . . , n}). Therefore, we can link any two sub-tables Ti and Tj (0 < i, j ≤
n)on this list without referring to other sub-tables. On obtaining the sub-table scheme,
we take a bottom up fashion to assign the group ID for each sub-table. First, we make
the initial partition by iteratively selecting l different values of αn into a group until
the distinct values remained is less than l. The rest values are added into an existing
group. Then, for each value vαn of αn in a group g, we enumerate all possible value
v in αi(1 ≤ i ≤ n − 1) where v → vαn , and assign them with the same group ID
g. This strategy obviously achieves l-diversity decomposition, for each value v in a
group of αi(1 ≤ i ≤ n − 1), there are at least l different values in the same group of
αj(i < j ≤ n).

group id

position

group id

salary
name age, gender, zipcode

group id

Fig. 4. Grouping on a Root-leaf List in Functional Dependency Tree

Example 2. We make a more specific illustration with the functional dependency list
name→ {age,gender,zipcode}→ position→ salary as shown in Fig. 4. Suppose the di-
versity parameter L=3. We select 3 different values from salary and compose a group g.
Then, we assign the same group to all possible values in position, {age,gender,zipcode},
and name, which can be mapped to the values of salary in group g.

3.3 Optimization Strategy 1: Multiple Grouping Annotation

The basic table decomposition method fulfills the first two goals, and partially con-
siders the query performance with the grouping strategy at the granularity of root-
leaf list. However, we can notice that from the size of candidate results, it is still
too massive in some cases. Refer to Example 2, we will locate 3 distinct salary for
a given name, whereas the related position for a given name can be much more. Based
on this observation, we define a criteria, termed maximum-diversity, to gauge the
grouping.

Definition 6. Maximal Diversity. For a functional dependency list L = α1 → . . . →
αn, we employ divs(αi, αj) to represent the maximum number of values in αj , which
can be linked to a given value in αi. Then, the maximum diversity of L, donated as
md(L), can be defined as md(L)= max

0<i<j≤n
divs(αi, αj).

We take the multiple grouping annotation to overcome the large size of intermediate
results indicated by the large maximal diversity. Let L1 = α1 → . . . → αn be a func-
tional dependency list, G1−n be the group column added with the basic decomposition.
We implement another pass of grouping for L2 = α1 → . . . → αn−1 inside the tu-
ples in the same group under G1−n, and generate another group ID G1−(n−1) for each
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sub-table in L2. This annotation continues until L(n−1) = α1 → α2. Then the maximal
diversity of L can be reduced approximately to l. For instance, we can optimize the
grouping strategy in Example 2 by implementing another pass of grouping for name→
{age,gender,zipcode}→ position, thus a finer group can be achieved inside the original
group of position, resulting in a reduction of divs(name,position).

3.4 Optimization Strategy 2: Merging of Sub-tables

The query evaluation over the decomposed sub-tables involves join operation in the
outsourced database. Besides, the larger size of candidate results comes with join op-
eration. In order to reduce the evaluation cost in the outsourced database as well as to
reduce the size of candidate results retrieved, we should minimize the number of the
decomposed sub-tables.

It can be seen from the example that some of the sub-tables can be merged into other
sub-tables without violating the privacy constraint, while some others can not. Based
on this observation, this optimization strategy is designed to merge the compatible sub-
tables without privacy breach. We define the following rules to determine whether two
sub-tables are compatible.

Definition 7. Compatible Sub-Tables. Given a table T with functional dependency set
F , and the sensitive association set S ⊆ F , let T .A be the attribute set of table T , two
sub-tables T0 and T1 are compatible with each other, when the following conditions are
satisfied:

(1) T0.A ∪ T1.A does not contain a sensitive association in S;
(2) T0.A ∪ T1.A does not contain a non-sensitive association r, with which the func-

tional dependency list α0 → . . . r . . . → αn can be built, where α0
p→ αn is a

sensitive association, and the attributes of αi and αi+1(0 ≤ i < n − 1) are in the
same sub-table;

(3) T0.A ∪ T1.A does not contain a non-sensitive association α → β, while there is
another sub-table T

′
containing γ → δ, and α

p→ γ and β
p→ δ are sensitive.

The first condition ensures that there is no direct information leakage for a sensitive
association. The second one thwarts the non-sensitive association transitive leakage.
The third requirement can avoid the intra-group leakage, since adding β with α may
result in multiple same values of β in one group. Taking the example in Fig. 3, the
sub-table for {name} and {age, gender, zipcode} can be merged without violating the
above requirements.

3.5 Data Organization across Outsourced Database and Trusted Database

The original table T is distributed across the outsourced database and the trusted
database after decomposition. The outsourced database holds the decomposed sub-
tables, while the trusted database keeps the meta data of the outsourced sub-tables as
well as the necessary information for correct results recovery.

Suppose the base table T is decomposed into a set of sub-tables (T0, . . . , Tn). For each
sub-table Ti in the outsourced database, the attributes include {E, Ti.vid, G0, . . . , Gk},
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where E is the original attribute set in table T , Ti.vid is the extra unique ID for each tuple
in Ti, and G0, . . . , Gk are the group ID columns generated with the grouping strategy
above.

The trusted database maintains two kinds of information: one is meta data and the
other is map table. Specifically, the meta data describes the schema of the outsourced
sub-tables, which can be used to generate the query evaluation plan against the out-
sourced database when accepting a query. And, the map table records the tuple relation-
ship between sub-tables in the form of M = (T0.vid, . . . , Tn.vid), where (T0, . . . , Tn)
are all decomposed sub-tables.

T1.vid, G1, G2, G3, name, age, gender, zipcode

T3.vid, G2, G3 position

T4.vid, G2, salary

T2.vid, G1, telephone

T1

T2 T3

T4

Outsourced Database

Map Table in 

Trusted Database

T1.vid, T2.vid, T3.vid, T4.vidmap

Fig. 5. Example of Data Organization

Figure 5 shows the data distribution across the outsourced database and trusted
database. The sub-tables for {name} and {age, gender, zipcode} are merged. Multi-
ple group IDs are assigned on sub-tables T1, T3 and T4. We can see that G2 is their first
common group ID and G3 is a finer group implemented on G2, which can only link T1
and T3.

4 Query Evaluation over Protected Sensitive Association

We support the simple selection-projection-join query, and simple aggregation query.
The query predicate takes the form of α op b, where α is an attribute, b is an explicit
value, and op is one of {<,≤, =, >,≥}. The target list can include attributes or aggre-
gation functions, such as max, min. Besides, our method naturally supports the join
operation among tables.

As discussed in Section 2, the query evaluation over decomposed sub-tables takes
place as follows: when accepting a query q, the trusted database exploits the meta data
to rewrite it into qw, which is appropriate to execute over the decomposed sub-tables.
The outsourced database executes qw and returns a set of candidate results. Then, the
trusted database figures out the correct results from the candidate ones with the map
table maintained. Since the outsourced database offers more significant computational
resource, we should alleviate the burden of trusted database by pushing as much work as
possible to the outsourced database. In what follows, we discuss the query plan rewrit-
ing and the precise results recovery.
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4.1 Query Plan Rewriting

The query plan rewriting is based on the meta data produced during the table decom-
position. The meta data describes the scheme information of the sub-tables in the out-
sourced database, from which we can easily get all the tables containing a given attribute
or the common group ID columns for two specified sub-tables. The goal of this step is
to transform the original query into a new one which can be correctly executed in the
outsourced database and at the same time, minimize the size of the candidate results to
be returned. We use the following query as an example to illustrate the processing:

Example 3. For the decomposed sub-tables illustrated in Fig. 5, the end user submits
the following query:

select name, telephone, salary from employee where position= “manager”.

We first determine the minimal sub-table set which covers all the attributes involved
in the query q. The related attributes, donated q.A, include the attributes in selection
clause and the ones in where clause. For each attribute a ∈ q.A, we can locate a list
of sub-tables containing a with the meta data maintained. So, there might be several
sub-table sets containing all the attributes in q.A. As we can see, all the sub-tables
should be joined together on the group ID column to find the candidate results. In order
to reduce the evaluation cost, we calculate the linkcost, which is the number of join
operations needed to link all the sub-tables, for each candidate set, and choose the one
with minimal linkcost to be the final sub-table cover. As for the example, q.A={name,
salary, telephone, position }, thus all the sub-tables T1, T2, T3 and T4 are selected into
the sub-table cover.

We then identify the group IDs used to link sub-tables. Due to the multiple group-
ing strategy, there might be more than one group ID which can be used to join two
sub-tables. As we take a bottom-up fashion in the annotation step, the group ID latest
generated will be selected, for it minimizes the maximal diversity between the two sub-
tables, resulting in a smaller candidate result set. Revisiting Example 3, although both
G2 and G3 can be used as join condition for T1 and T3, we will select G3. Besides, we
select G1 to link T1 and T2, select G2 to link T1 and T4.

Now, we can rewrite the query using the information obtained. The new from clause
is made up by all the sub-tables in the sub-table cover. The new selection clause contains
all the target attributes of the original query, as well as the vid attributes of the related
sub-tables in the from clause, which are necessary for the trusted database to figure out
the correct results. Finally, we rewrite the where clause. The original predication in q is
preserved, and new conditions for the join of sub-tables are added. As for the example,
the final transformed query takes the form of:

select name, telephone, salary, T1.vid, T2.vid, T3.vid, T4.vid
from T1, T2, T3, T4 where position=“manager” and T1.G1 = T2.G1 and T1.G3
= T3.G3 and T1.G2 = T4.G2.

What’s more, we optionally add an order-by clause to speed up the result recovery.
The addition depends on the size of the candidate results, which can be predicted by
the statistical data stored in the trusted database. When the predicted size is massive,
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sorting is recommended and when it is small, the clause is needless. We will detail this
in the following subsection.

4.2 Query Results Recovery

The candidate result set (donated as RSc) returned from the outsourced database is a
superset of the correct results, and needs to be refined with the map table stored in the
trusted database.

There exists multiple approaches to recover the precise results from the candidate
ones. When the statistical information indicates a small-size candidate result set, the
query has no order-by clause. The trusted database directly selects the tuples in the
map table with vid value on predicted attribute, donated as RSmap. Since the result on
predicted attribute is accurate, RSmap is the correct join relation of the precise results.
Then, it checks each candidate tuple with the vids attached, figures out the tuples with
vids contained in RSmap, and discards the ineligible ones.

When a large-size candidate result set is indicated by statistical data, the better way
is to implement the merge join operation between the candidate results and the map
table. During the query rewriting, an order-by clause is appended to qw. The outsourced
database executes qw, generating candidate results with the specified order list. And
meantime, the trusted database sorts the map table with the same vid list. Upon receiv-
ing the two sorted result sets, the trusted database performs a merge join to filter out the
correct results in a pipeline way.

We can see the query evaluation in our framework is correct. First, the table de-
composition in Section 3 and the rewriting processing guarantee the completeness of
the candidate result, namely, all correct results will be retrieved. Second, the recov-
ery method ensures that all and only the results matching the vids in map table will
be filtered out. Besides, it is clear that the one-way information flow during the whole
evaluation will not lead to information leakages.

5 Experiments

This section experimentally evaluates the efficiency and effectiveness of our table de-
composition technique. The experiments are carried out on two Dell computers running
Windows XP Professional operating system. The one with a 1.6GHz CPU and 1.5G
RAM performed as the trusted server, and the other with a 1.8GHz CPU and 16G RAM
acted as the outsourced service provider.

5.1 Experimental Setup

DataSet. Since there is no public dataset with specified functional dependencies, all
experiments are conducted on two synthetic employee datasets, with the same attributes
but different functional dependencies. There are 100k tuples in each dataset. Table 1
summarizes the 9 interval attributes, and Table 2 details the two datasets, donated as
EMP1 and EMP2 respectively, with their association set, as well as the corresponding
sub-table schemes.
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Table 1. Summary of Attributes

attribute # of distinct values attribute # of distinct values attribute # of distinct values

eid 100k age 40 telephone 100k
birthday 700 gender 2 zipcode 100
companyid 800 position 120 salary 60

Competitor. We compare our method with encrypted database. For generalization,
we encrypt table in the granularity of column using AES algorithm, and employ the
bucket-based index in [7] to speed up the query evaluation. To be more comparative,
we keep the size of each bucket the same as the diversity parameter L used in our table
decomposition method. To offer the true information-theoretic privacy, the encoding
method must satisfy: 1)not equality preserving, 2)not order preserving, 3)encoded as
fixed-length. Taking all these factors into consideration, we encode a value v to get its
cipher data ve in the following way: ve = Ek(v||r), where r is a random value and Ek

is the AES encryption function with key k. What’s more, we use a greedy algorithm to
minimize the number of encrypted attributes on condition that the two parts of each rule
will not appear in the same table. For EMP1, the greedy algorithm chooses to encrypt
eid and salary. And for EMP2, it selects eid, companyid and position.

Table 2. Association Set and Decomposed Sub-table Scheme

Set Association set Decomposed sub tables

EMP1 eid
p→salary T0(salary, G1)

eid
p→telephone T1(companyid, position, G2, G3)

eid→(companyid,position) T2(telephone, G3)
(companyid,position)

p→salary T3(eid, birthday, gender, age, zipcode, G1, G2, G3)

EMP2 eid
p→companyid T0(salary, G1)

eid
p→salary,position T1(position, G1, G2)

companyid
p→position,salary T2(companyid, G1, G2, G3)

position
p→salary T3(eid,birthday,gender,age,zipcode,telephone,G1 ,G2,G3)

5.2 Experimental Results

Data Placement Cost. In the first set of experiments, we study the efficiency of our
table decomposition algorithm, by comparing the time used to place the data into the
outsourced database. The result is illustrated in Fig. 6(a). Notice that EEi means the re-
sults of Encrypted EMPi, and DEi presents the results from the Decomposed EMPi,
where i ∈ {1, 2}. From Fig. 6(a), we can see that the table construction time for de-
composed database is less than that of encryption. The advantage is more obvious on
EMP2, since one more attribute should be encrypted compared with EMP1. Also, we
can see that the time costs for both methods decrease slightly as L increases, since less
group time is needed.
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Fig. 6. Experimental Results

Query Evaluation Time. Next, we conduct three kinds of query tests, basic equality
query, aggregation query, as well as join query, to analyze the efficiency of the two
different methods. In each test, we randomly generate 100 queries of specific type and
then evaluate on each dataset. All the processing time is measured in ms.

Figure 6(b) shows the results of the basic equality query test. We can see that the table
decomposition method outperforms encryption method on both datasets as expected. In
fact, the parse time of both methods is nearly the same. The main difference comes
from the execution step and the result recovery(or filtering) step.

In order to understand the underlying reason behind such a result in total cost,
we illustrated the detailed composing of the time costs for both methods on EMP2
with various L in Fig. 6(c). From the perspective of execution time, encryption per-
forms better than decomposition since we need to do some join operations on the out-
sourced database side. However, when it comes to the result filtering step, decomposi-
tion method is preponderant. We can see that result recovery is the dominating factor
of the total costs. As decryption takes most of the evaluation time for the encrypted
database, the query processing responsibility is mainly at the trusted database side,
which is not preferred since it mitigates most advantages of data outsourcing. Besides,
we observe the evaluation cost increases as L increases. This is due to the fact that the
candidate results become larger when the size of each group or bucket is enlarged. Thus,
more work should be done to seek out the exact results.

To further test our technique, we generated 100 simple aggregation queries, including
max, min etc., and evaluated on both datasets. Figure 6(d) shows the results. We can
see that the time cost of the decomposed database is nearly half that of the encrypted
database. Because in the decomposed database, we can get the max or min value of
each attribute directly while in an encrypted database which is not order-preserving, if
we want to get the max or min value of an encrypted column, we should first find out
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the bucketid of which the max(or min) element belongs to, and then, fetch all the data
in that bucket, do the decryption to get the correct result. A large L yields a large set
of candidate results. That’s why the evaluation time for DEi keeps steady while that of
EEi increases with the increase of parameter L.

We finally analyze the cost for answering join queries. We generated another table
Company with scheme (companyid, name, foundyear, workforce). There are 800 dis-
tinct tuples in Company and it can join with Employee on companyid. For the decom-
posed database, it is easy to do the join, just as the normal database. On the contrary,
it is a big challenge for the encrypted database if the join condition is happened to be
encrypted. In the first case, if the companyid of Company is in plaintext, it is easy for
EMP1 to join with Company. However, the easiest way for the encrypted EMP2 to
join with Company is to fetch all the tuples of Company and Employee back to the
trusted database, and decrypt Employee before join, which is obviously too expensive
to be executed. In another case, if the attribute companyid in Company is encrypted,
it is difficult for both Employee sets to do the join. For EMP1, all the companyids
in Company must be decrypted, while for EMP2, both companyids in Company and
in EMP2 should be decrypted, due to the non-equality preserving property of the en-
coding method. Figure 6(e) shows the query costs when companyid in Company is in
plaintext and Fig. 6(f) shows the costs when it is encrypted. We can observe that the
decomposition offers much better performance.

To sum up, the decomposed database outperforms the encrypted database in both
aspects. First, it takes less time in data placement. Second, it supports more efficient
query evaluation in all query tests, especially when the join condition is located on an
encrypted attribute.

6 Related Work

Existing solutions to the privacy preserving problem in outsourced database is mainly
based on encryption. Many researches have been done on query processing over the
encrypted database[7,8], and various index schemes have been proposed in literature to
speed up query evaluation[4,10,5], or balance the confidentiality and efficiency[6]. The
main disadvantage of this method is that the decryption step burdens the local processor,
leading to a bottleneck on the client. An alternative approach is proposed in [3], which
suggests partitioning the relation over two non-communicating servers. However, the
encryption is still unavoidable. In this paper, different from previous works, we aim at
solving the problem without resorting to encryption.

The table decomposition method is also proposed in [11] to achieve l-diversity while
to improve the utility of the published data. However, it is not applicable in our context,
since it only considers single sensitive association and does not take into account the
functional dependencies among attributes. Moreover, it does not support the precise
query. In this paper, we address the privacy problem in the presence of multiple sensitive
associations, and provide efficient evaluation for precise query.

On another side of related work, the distributed query processing focuses on the
vertical table decomposition or the horizontal table decomposition, or the hybrid de-
composition. The semi-join algorithm is proposed to improve the query performance
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in the distributed database [9]. Our paper also discusses the distributed query process-
ing across the trusted database and the outsourced database. However, the current dis-
tributed query processing methods cannot be used directly in our environment since the
outsourced database is not fully trusted. The candidate result set is generated first in the
outsourced database, and the interaction between two sides are forbidden in our context.

7 Conclusion and Future Work

In this paper, we learn from the privacy conscious data publishing, and propose a novel
privacy preserving method based on table decomposition to protect the multiple sensi-
tive associations in the outsourced database, in the presence of functional dependency.
The empirical study indicates that our method is superior to the encryption method.

The future work contains a list of interesting directions: First, this paper discusses
the sensitive associations expressed with the functional dependency. We can extend it
to support more complex associations such as probabilistic association. Second, our
method can also be adapted to data publishing scenario, whereas it remains open how
to implement the data analysis over decomposed sub-tables, without referring to the
trusted database.
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Abstract. Data distortion is inevitable in privacy-preserving data publication and
a lot of quality metrics have been proposed to measure the quality of anonymous
data, where information loss metrics are popularly used. Most of existing infor-
mation loss metrics, however, are non-semantic and hence are limited in reflecting
the data distortion. Thus, the utility of anonymous data based on these metrics is
constrained. In this paper, we propose a novel semantic information loss met-
ric SILM, which takes into account the correlation among attributes. This new
metric can capture the distortion more precisely than the state of art information
loss metrics especially for the scenario where strong correlations exist among
attributes. We evaluated the e�ect of SILM on data quality in terms of the ac-
curacy of aggregate query answering and classification. Comprehensive experi-
ments demonstrate that SILM can help improve the quality of anonymous data
much more especially if integrated with proper anonymization algorithms.

Keywords: k-anonymity, information loss metric, data distortion, data utility.

1 Introduction

In recent years, large amount of personal data has been collected, stored, processed and
published for both scientific and business purposes. Such personal data, however, usu-
ally contains sensitive information of individuals, so sharing and publishing these data
pose a threat to individual privacy. To solve this problem, a large number of privacy-
preserving publishing models based on anonymity techniques have been proposed, such
as k-anonymity[1] and so on. In anonymization, generalization and suppression are two
widely employed anonymity techniques. Meanwhile, information loss is inevitable in
anonymization. Vague meanings caused by information loss usually decrease the qual-
ity of the data and a�ect data utility. Therefore, the contradiction between the privacy
and the data quality always exists.
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Given privacy constraints, most studies try to improve data quality through adopting
a more legitimate quality metric or by devising optimal algorithms and recoding meth-
ods if a quality metric has been designated. Methods for measuring data quality can be
categorized into two categories: task-independent and task-dependent.

Task-independent metrics evaluate data quality by measuring information loss, which
consists of generic metrics and distance-based metrics. These metrics are usually ap-
plied when data publishers do not know the ultimate use of the published data. Generic
metrics measure information loss by the size of QI group or the total number of gen-
eralization�suppression [1,2,3]. While distance-based metrics reflect data distortion by
the distance among distinct values [4].

Task-dependent metrics declare that the best way of measuring quality is based on
the ultimate application of the data. These metrics are proposed for the scenario where
anonymous data is released for particular analysis, such as data mining, aggregate
query and so on. Task-dependent metrics usually incorporate a target workload into
the anonymization process[5,6,7]).

Table 1. An Original Table T1

Age Gender Zip Hobby
t1 10 M 21008 H1

t2 10 M 21003 H1

t3 20 F 22002 H2

t4 30 M 20003 H2

t5 40 F 20016 H2

t6 60 F 21002 H3

t7 70 F 21029 H3

t8 50 F 21023 H1

t9 5 F 20013 H3

Table 2. An Original Table T2

Age Gender Zip Hobby
t1 10 F 21008 H1

t2 10 M 20003 H1

t3 20 F 22002 H2

t4 30 M 20003 H2

t5 40 F 20016 H2

t6 60 F 21002 H3

t7 70 F 21029 H3

Table 3. 3-anonymous table Y1

Age Gender Zip Hobby
t1 [10� 50] * 21000 H1

G1 t2 [10� 50] * 21000 H1

t8 [10� 50] * 21000 H1

t3 [20� 40] * 20000 H2

G2 t4 [20� 40] * 20000 H2

t5 [20� 40] * 20000 H2

t6 [5� 70] F 20000 H3

G3 t7 [5� 70] F 20000 H3

t9 [5� 70] F 20000 H3

Table 4. Another 3-anonymous table Y �

1

Age Gender Zip Hobby
t9 [5� 10] * 20000 H3

G1 t1 [5� 10] * 20000 H1

t2 [5� 10] * 20000 H1

t3 [20� 40] * 20000 H2

G2 t4 [20� 40] * 20000 H2

t5 [20� 40] * 20000 H2

t6 [50� 70] F 21000 H3

G3 t7 [50� 70] F 21000 H3

t8 [50� 70] F 21000 H1

Obviously, an anonymous table generated based on a specific metric may not perform
well when being evaluated by another metrics. A typical case is shown in Table 1.
The task here is to do 3-anonymization in T1 based on some classification-dependent
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metrics. And the goal of classification is to predict the type of Hobby. Table 3 is a 3-
anonymous table generated from T1, and it shows that age 5 and 70, age 10 and 50 are
generalized together since they share the same hobby. Obviously, over generalization
occurred and the distortion is great when measured by distance-based metrics.

Table 5. 3-anonymous table Y2

Age Gender Zip Hobby
t1 [10,20] * 20000 H1

G1 t2 [10,20] * 20000 H1

t3 [10,20] * 20000 H2

t3 [30,40] * 20000 H2

G2 t5 [30,40] * 20000 H2

t6 [60,70] F 21000 H3

G3 t7 [60,70] F 21000 H3

Table 6. Another 3-anonymous table Y �

2

Age Gender Zip Hobby
G1 t1 [10,10] * 20000 H1

t2 [10,10] * 20000 H1

t3 [20,40] * 20000 H2

G2 t4 [20,40] * 20000 H2

t5 [20,40] * 20000 H2

t6 [60,70] F 21000 H3

G3 t7 [60,70] F 21000 H3

In comparison with task-dependent metrics, task-independent metrics especially those
distance-based metrics can intuitively reflect the data distortion caused by generaliza-
tion. Most of them, however,neither consider the application scenarios nor the corre-
lations between di�erent attributes in distance measuring. In other words, this kind of
distance metrics is non-semantic and only reflects the data distortion symbolically. Take
Table 2, Table 5 and Table 6 for an example, both Y2 and Y�

2 are 2-anonymous tables
of Y2. If measured by a conventional distance-based metric, the information loss of
[10� 20] is equal to that of [60� 70], which is 1�10. But it is obvious that people in age
10 and age 20 are much more di�erent in hobby than those of in age 60 and 70. For
classification purpose, it seems better to merge age 20 and 30 instead of merging age
10 and 20, just as shown in Y�

2.
To overcome these shortcomings of existing metrics, in this paper we define a new

semantic information loss metric-SILM. In a sum, the main contributions of this paper
are as follows:

– We propose a novel semantic information loss metric SILM for numeric attributes
and categorical attributes respectively, which can measure the information loss of
an anonymous data table more precisely.

– To evaluate the impact of SILM on data quality, we improved and implemented two
anonymizaiton algorithms by incorporating SILM.

– Extensive experiments are conducted under various settings, and results show that
SILM outperformed state-of-the-art task-independent and task-dependent metrics
in terms of both aggregate query answerability and classification accuracy no matter
what anonymity algorithms are used or what classifiers are built.

The rest of this paper is organized as follows. In Section 2, the related work is introduced
in brief. Basic preliminaries and conceptions are presented in Section 3. We review
previous quality metrics and propose SILM in Section 4. Two improved anonymization
algorithms based on SILM is devised in Section 5. At last we discuss experimental
results in Section 6 and conclude in Section 7.
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2 Related Work

So far, literatures on privacy-preserving data publishing can be approximately classi-
fied into two categories. The first category aims at devising various anonymity princi-
ples w.r.t. di�erent kinds of attacks, such as k-anonymity[1]. Recently, plenty of new
principles are proposed for some special applications, such as personalized anonymity
proposed in [8] which can provide multi-level security for each tuple, and m-invariance
in [9] which e�ectively decreases the risk of privacy disclosure in re-publication with
insertions and deletions. Other works also suggest partition the data into “sensitive” and
QI tables, and then permute sensitive values[10].

The second category focuses on anonymization algorithms and recoding methods for
generalization. Various recoding approaches have been studied, such as global recod-
ing generalization [1,2,6], multidimensional recoding generalization[3], local recoding
generalization[4,11]. Global recoding and local recoding work on one attribute while
multidimensional recoding works on a set of QI attribute. Accompanied with recoding
methods, many optimization algorithms have been developed[6,12] to minimize given
quality metrics.

To measure data qualities, most of existing studies intended to employ some general-
purpose quality metrics without considering data utilities[2,4,13,14]. These metrics
usually evaluated data quality by measuring the information loss. In response to these
general-purpose quality metrics, much more researchers argued that the quality is best
judged w.r.t. the workload for which the anonymous data will be used [7,6,5]. However,
to the best of our knowledge, when defining quality metrics, all previous studies con-
cern neither the value distribution of each QI attribute nor correlations among di�erent
attributes.

3 Preliminaries

Next, we introduce some preliminaries and concepts to facilitate our following
discussion.

In this paper, we only focus on privacy-preserving data publishing where
generalization-based anonymization is employed, specifically, we conduct our studies
on k-anonymity publishing. Similar to previous works, we made an assumption that
data for publishing is usually stored and released in the form of relational tables. In
order to define anonymity on a relational table T , attributes in T usually can be classi-
fied into four types: (1) Identification attribute (IA): the identification attribute is an
attribute that can identify an individual uniquely. IA is usually removed entirely from
the published table. (2) Quasi-identifier(QI) attributes: quasi-identifier attributes are
a set of attributes which can potentially identify an individual when being linked to ex-
ternal data sources. (3) Sensitive attribute(SA):sensitive attribute is an attribute whose
values are not allowed to be uniquely associated with an unique individual. (4) Ordi-
nary attributes (OA):ordinary attributes refer to attributes which do not belong to any
of the above three types.

In an anonymous table Y, a group of tuples with identical quasi-identifier values
composes a quasi-identifier(QI) group. For example, in Table 3 where the QI attributes
consist of �Age�Gender� Zip�, G1�G2�G3 are three QI groups.



142 Y. Liu, T. Wang, and J. Feng

Definition 1. Information Loss
Given two values v and v� where v is the original value and v� is a generalized value of
v, the deviation of v� from v is the information loss, denoted by loss(v� v�).

The concept of information loss or data distortion often be used to reflect the data qual-
ity in privacy-preserving publishing. The data quality is also evaluated by classification
accuracy in this paper, some preliminaries related to classification will be introduced.

The attribute in a data table with nominal target class labels is called target attribute,
the set of discrete or continuous attributes used to predict the target attribute are called
predictor attributes. In the remaining of this paper, the QI attributes are assumed as
predictor attributes.

4 Measuring Data Quality

In this section, we will discuss several typical data quality metrics in detail. Without
loss of generality, let T (Q1� Q2� ���� Qd� S �C) be an original table, Qi(1 � i � d) is a
quasi-identifier attribute and used as predictor attribute, S is a sensitive attribute and C
is the target attribute. �T � denotes the size of table T and t � T . ti� j denotes the value of
the ith tuple in the attribute Q j. Y is a k-anonymous table of T consisting of m QI groups
�G1�G2� ����Gm�. G(y) refers to the QI group y belongs to where y � Y.

4.1 Traditional Data Quality Measurement

The most popular task-independent metrics are DM(Discernability Metric) and CAVG[2],
where the information loss is determined by the size of QI groups. Many work, however,
have pointed out that such generic metrics are mathematically sound but not intuitive
to reflect changes caused by anonymization[13]. Therefore, they are not necessarily
indicative of data distortion. To overcome this, Iyengar[14] defined a general loss met-
ric(LM) based on domain generalization hierarchies which are also called taxonomy
trees. In this metric, domain generalization hierarchies are predefined and used to build
mappings between specific and general values. LM is defined as follows.

Definition 2. (LM)
Let ��(yi� j) denotes the information loss of a generalized item yi� j in Y, ��(Y) de-
notes the total information loss of Y, then

��(yi� j) �

���������������

b � a
max j � min j

� Q j is a numeric attributes

�lea f (yi� j)� � 1

�Q j� � 1
� Q j is a categorical attributes

(1)

��(Y) �
�Y ��
i�1

d�
j�1

��(yi� j)

�Y � � d
(2)
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Here, ti� j is generalized into yi� j which is denoted by an interval [a, b]. [min j�max j]
stands for the domain range of numerical attribute Q j. LM is a task-independent metric,
and it can capture the distortion caused by generalization more precisely than DM and
CAVG.

For task-dependent metrics, Iyengar[14] proposed an interesting cost metric CM
(classification metric) to produce an optimal k-anonymous table for building a clas-
sifier.

Definition 3. CM
Let y be a tuple of Y, the function cls(y) returns the class label of y, ma j(G) returns the
majority class label of a QI group G, then

	� �

�Y ��
i�1

pen(yi)��Y � (3)

here pen(yi) � 1 if cls(yi) � ma j(G(yi)); else pen(yi) � 0.

Iyengar has demonstrated that anonymous tables based on this metric can yield better
classification accuracy than those based on generic metrics. Furthermore, to improve
the data utility for particular data mining, some works have tried to incorporate data
mining models into anonymity algorithms [5,6].

4.2 Shortcomings of Traditional Data Quality Metric

We have following observations about previous data quality metrics.

Observation 1. Task-dependent metrics cannot reflect the data distortion for they ig-
nore QI attributes during anonymization.

Task-dependent metrics usually incorporate expressive workload characteristics into the
procedure of anonymization. For example, the algorithm of TDS and Median Mondrian[5]
partition QI groups based on information gain, which is reminiscent of decision tree con-
struction. Apparently, these task-aware metrics do not take into account QI attributes at
all, but focus on the impurity of target attribute in a QI group. According to the definition
of information loss, such metrics can not reflect the information loss at all.

Considering Table 3 and Table 4, Y1 is based on a classification conscious metric
while Y�

1 is based on a task-independent metric. Because information loss of Gender
and Zip are equal in two tables, only information loss for Age are computed as follows:
	�(Y1)� 0; 	�(Y�

1)� 2
9 ; ��(Y1)� 3.75; ��(Y�

1)� 1.35. Here, when evaluated by
CM, Y1 performs much better than Y�

1. But when measured by LM, the information
loss of Y1 is larger than that of Y�

1. It can be inferred that although Y1 could yield bet-
ter classification accuracy than Y�

1, it would not perform so well when used for other
applications such as aggregate query answering due to the great distortion. So, the in-
herent limitation of task-dependent metrics restricts the anonymous data to be widely
exploited.

Observation 2. Task-independent metrics are limited in reflecting the data distortion
caused by anonymization for they are non-semantic.
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It is understandable that the ultimate usage of anonymous data is uncertain in most
cases. To enhance the data utility, the intuitive way is to preserve as more original infor-
mation as possible. Although existing distance-based task-independent metrics satisfy
such requirements to some extent, they are lack of semantics when measuring the infor-
mation loss. Take the definition of LM for an example. For numerical attribute N, when
two values v1 and v2 are generated into an interval [v1� v2], the distortion is measured by
Equation 1. The formula implies three layers of meanings. First, the domain values of N
conform to uniform distribution. Second, each value of N is only taken as non-semantic
number. Third, attribute N is irrelevant to other attributes. But this is not the case in real
world. If such correlations and their impacts on the value distribution of attributes are
not considered, more errors would occur in information loss measurement. Such errors
will directly decrease the utility of the anonymous data.

For categorical attributes, We have pointed that LM is not an advisable way to mea-
sure information loss[15].

In summary, these observations inspire us to search for better metric such as semantic
information loss metric SILM in this paper to help produce anonymous data with less
distortion and more utility.

4.3 SILM - The Semantic Information Loss Metric

SILM for Numerical Attributes. For simplicity, we only studied the case where only
one numerical QI attribute Qi has correlation with the target attribute C and the distri-
bution of Qi is a�ected by C. We also assume domain values of all numerical attributes
are discrete. suppose m � domain(Qi), n � domain(C), fi(m� n) denotes the number of
tuples satisfying t�Qi � m and t�C � n, cnti(m) denotes the number of tuples satisfying
t�Qi � m.

Definition 4. gi(m� n) is the distribution probability of n with respect to m, written as

gi(m� n) �
fi(m� n)
cnti(m)

In fact, gi(m� n) is the probability of t�C � n under the condition that t�Qi � m.

Definition 5. hi(m� n) is the distribution probability of n with respect to the neighbor-
hood of m, written as

hi(m� n) �

�m��
j�m fi( j� n)�m��
j�m cnti( j)

� refers to the range of neighborhood of m. In contrast to gi(m� n) which represents the
distribution around a single point, hi(m� n) is introduced to reflect the distribution of n
w.r.t. a small range around m. When � � 0, hi(m� n) equals gi(m� n). The value of � is
determined by �Qi�. If �Qi� is large, � � 0 may result in a singular point and a�ect the
accuracy of hi(m� n). So, � should be assigned with a proper value larger than zero.

Now we define Ri(m� n) to capture the change ratio of distribution of n � domain(C)
over the neighborhood of a specific m.
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Definition 6. Ri(m) is the change ratio of distribution of the attribute C w.r.t. the neigh-
borhood of m, written as:

Ri(m) � max�� ln
hi(m � �� n j)

hi(m� n j)
� � ���hi(m� n j) � 0� n j � domain(C)� 0 � j � �C��

If hi(m� n j) � 0, then we think the item �ln
hi(m���nj)

hi(m�nj)
� � 0. � belongs to (0� 1) and is

introduced to avoid the case where Ri(X) is denominator and Ri(X) � 0. Here, if Ri(m)
equals �, it means the change ratio of values in the attribute C around m is zero.

Based on Definition 4 to 6, the novel semantic information loss for a numerical
attribute Qi is defined as follows:

Definition 7. S ILMN.
Suppose the domain of a numerical attribute Qi is [mini�maxi], v � domain(Qi) and is
generalized into an interval which is denoted by v�, lower(v�) and upper(v�) return the
lower and upper bounds of v� respectively. Then the information loss of v� is denoted as
follows:


���� �

�upper(v� )
j�lower(v�) Ri( j)�maxi

j�mini
Ri( j)

We can prove that in the case where a numerical attribute satisfies uniform distribution
w.r.t the target attribute, or the numerical attribute is unrelated to the target attribute, the
value of S ILMN equals to that of traditional LM metric.

Corollary 1. Let Qi be a numerical attribute, the value distribution of Qi is uniform
w.r.t. the target attribute C, then the value of 
���� equals that of ��.

Corollary 2. Let Qi be a numerical attribute, Qi is independent on the target attribute
C, then the value of 
���� equals that of ��.

Proof. Let pr(n) be the original distribution probability of n in domain(C). Note that
Qi satisfying the uniform distribution w.r.t. C equals Qi being independent with C, thus
�m � domain(Qi) and �n � domain(C) we have hi(m � �� n) � hi(m� n) � pr(n), so
Ri(x) � max�ln � gi(m�n)

hi(x�y) � � �� � max�ln 1 � �� � �, then we can induce


���� �

�upper(v�)
j�lower(v�) Ri( j)�maxi

j�mini
Ri( j)

�
upper(v�) � lower(v�)

maxi �mini

Obviously, according to the definition of LM, the proof of Corollary 1 and 2 is com-
pleted.

SILM for Categorical Attributes. To measure the information loss for categorical
attributes which are denoted by S ILMC , we adopt Dissimilarity Matrix introduced in
[15] to capture the semantic correlations between distinct values.

Definition 8. (Dissimilarity Matrix). If a categorical attribute A has n distinct values,
v1, v2, ..., vn, respectively, dissimilarity matrix D(A), is a matrix having the following
form where d(vi, v j) denotes the dissimilarity degree between vi and v j.
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D(A) �

����������������	

0 d(v1� v2) � � � d(v1� vn)
d(v2� v1) 0 � � � d(v2� vn)

���
���

� � �
���

d(vn� v1) d(vn� v2) � � � 0


����������������
� d(vi� v j) � d(v j� vi)

Assume that a set of distinct categorical values are generalized together, denoted by v�

� �v1, v2, ..., vk�. Then the loss caused by the generalization can be evaluated as follows:


���� �

��v� �

p�q�1 d(vp� vq)2

��Qc�

p�q�1 d(vp� vq)2

We can verify that the formula is reasonable by two special cases. First, suppose k
similar values are generalized together, i.e., v�� �v1� v2� ���� vk�vi � v j� 1 � i� j � k�, then
according to the definition of Dissimilarity Matrix, d(vi,v j) � 0 for 1� i, j�k, thus we
have 
���� � 0, which means no information loss. This result is in accordance with
actual semantic meaning. Second, suppose all the domain values are generalized into
one bucket, then �v�� � �Qc�, thus we have 
���� � 1, that means the information loss
is 100%. Again, this result agrees with the actual semantic.

SILM for Anonymous Tables. In summary, we give a formal definition of the seman-
tic information loss for an anonymous table Y.

Definition 9. SILM
Let S ILM(yi� j) denotes the semantic information loss of each generalized item yi� j � Y,
S ILM(Y) denotes the total semantic information loss of Y, then we have:


���(yi� j) �

�������������������������

�upper(yi� j)
k�lower(yi� j)

R j(k)�maxj

k�minj
R j(k)

� Q j is a numeric attribute

��yi� j�

p�q�1 d(vp� vq)2

��Qj �

p�q�1 d(vp� vq)2
� Q j is a categorical attribute

(4)


���(Y) �
�Y ��
i�1

d�
j�1


���(ti� j) (5)

5 s-RAC and s-DataFly

To evaluate the performance of our new metric SILM, we modified two anoymizaition
algorithms, RAC(Random Clustering)[15] and D���F��[1], and replaced the original
information loss metrics LM in them with SILM. The resulted two variation algorithms
are called s-RAC and s-D���F�� respectively. The reason for why s-RAC and s-D���F��
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are exploited here is because they are two typical algorithms in the field of anonymiza-
tion, specifically, s-RAC adopts clustering and local recoding techniques, and s-D���F��
is based on partitioning and global recoding techniques.

The implementation of s-RAC can refer to [15] and is omitted here. The main idea
of s-RAC is very similar to the k-means clustering algorithm. For each tuple, the al-
gorithm finds a suitable cluster to put the tuple into, where suitability is defined by
SILM. If no such cluster is available, it creates a new cluster. When a cluster satisfies
the k-anonymity principle, tuples in this cluster are generalized together and the cluster
becomes a QI group. After all QI groups are formed, left tuples are inserted into exist-
ing QI groups according to the suitability defined by SILM. Because D���F�� is one of
the earliest and most widely-known k-anonymization solutions, the detailed implemen-
tation of s-D���F�� is also omitted here.

6 Experiments

To evaluate various aspects of SLIM, we have conducted comprehensive experiments
on both synthetic and real datasets. For anonymous data tables generalized by various
metrics in the experiments, we compared their qualities in terms of accuracies of ag-
gregate query answering and classification. We also investigated relationships among
application accuracy, algorithms, and anonymization parameters(e.g., the anonymity
requirement, k).

6.1 Experimental Settings

For the synthetic dataset, StudentScore consisting of 5 attributes college major, study
hours, credit, score, score class was exploited, whose characters is shown in Table 7.
The first three attributes were considered as QI attributes as well as predictor attributes,
score was the sensitive attribute, and score class was the target attribute. To simulate
the scenario where attribute study hours is strongly correlated with the target attribute
score class, the values for score were generated according to Equation 6 and Equation 7.
Totally 20000 tuples were generated for StudentsScore.

Table 7. StudentScore Dataset

Attribute Distribution Type of Attribute
college major random one from set of � computer, math, physics, biology� categorical
study hours uniform integer in [0� 50] numerical

credit uniform integer in [0� 4] numerical
score uniform integer in [S l� S h] numerical

score class [0� 60), [60� 80), [80� 100] target

S l � 


study hours � 50

100
� f actor(colledge ma jor) � 0�8� (6)

S h � 


study hours � 50

100
� f actor(colledge ma jor)� (7)
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f actor(x) �

�����������������

1� x � computer

0�9� x � mathematics

0�8� x � physics

0�8� x � biology

For the real dataset, Adult from the UCI Machine Learning Repository[16] was ex-
ploited, which consists of 30162 records after removing records with missing values.
In our experiments, only eight attributes age, education, martial status, race, gender,
hours per week, work class, salary are retained, among which age, education, martial
status, race, gender, hours per week, work class were considered as QI attributes as well
as predictor attributes, and salary was designated as the sensitive attribute. For classi-
fication, a new target attribute salary class was added by transforming the numerical
salary into a salary class (� 50K or � 50K).

In our experiments, we adopted k-anonymity as the anonymity principle. Besides
of algorithms s-RAC, s-D���F��, RAC and D���F��, we also implemented the Top-
Down Specialization (TDS) algorithm[6] which incorporates a single target classifica-
tion model to investigate the impact of a task-dependent metric. All of algorithms were
built in Eclipse 3.1.2 with JDK 5.0, and executed on a dual-processor Intel Pentium D
2.8 GHz machine with 1 GB main memory running Microsoft Windows Server 2003.

6.2 Aggregate Query Answering Accuracy

Aggregate query answering is one of the most significant applications of anonymous
datasets, so in this experiment we compared aggregate query answering accuracies of
anonymous datasets generated based on di�erent metrics to evaluate the performance
of SILM. We used StudentScore as the tesing dataset and designed the query S UM(Ai)
in the following form:

Select S UM(Ai) From Y Where A1 � a1 And A2 � a2

Here, Ai denote QI attribute. Relative error rate (e� ratio) was employed to measure
the quality of returned results of a query. Specifically, let est and act be the results of
a query q running over the anonymous table and an original table respectively, then
e � ratio �

�act�est�
act . The none�all principle was used to calculate est[15]. Suppose G�

represents a QI group that satisfying the query, the value of Ai of G� is generalized to
[Li, Hi], then we have est �

�
�G� �G�� � Hi.

Using di�erent five algorithms(i.e., s-RAC, RAC, s-D���F��, D���F�� and TDS),
StudentScore was generalized into 5 anonymous tables. We processed a workload of
10,000 queries on these tables, and used average error rate to evaluate their answering
ability. Figure 1 reports the result of the experiment. As shown in the figure, the query
accuracy of the TDS-based table is much lower than that of the other four tables for
di�erent k values. This phenomenon conforms to what we have discussed in Section 4.
When doing generalization, TDS does not consider the distortion of QI attributes at all
and only focuses on the information intuitively related to the task of classification, such
as information gain. Thus, compared to those task-independent metrics such as LM and
SILM, task-dependent metrics would bring about much more information loss which
furthermore a�ects the query answering accuracy.
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Fig. 1. Aggregate Query Answering Accuracy

6.3 Classification Accuracy

Methodology. To evaluate data qualities of anonymous data generated using SILM and
other metrics, we also used the workload of classification. In comparison with works in
[7], here only classifiers built on anonymous data were exploited to classify the original
data. The original dataset was randomly partitioned into two equal sets, one for training
and the other one for testing. Note that the training set must be anonymized before
training. After then, the classifier built on anonymous training set was used to classify
the testing set consisting of original data. We repeated the classification 10 times and
shown average results in experimental figures.

To compare the classification accuracy of classifiers trained on anonymous data pro-
duced by di�erent anonymization algorithms with di�erent quality metrics, we also
conducted a series of experiments on both real datasets and synthetic datasets. For clas-
sification models, we used the libSVM library[17] and the Naive Bayes classifier from
Weka software package[18].

Comparison with previous task-independent metric. First, we evaluated e�ects of
SILM through comparison with a typical task-independent information loss metric, i.e.,
LM. Four k-anonymous datasets were generated using four algorithms (s-RAC, RAC,
s-D���F��, D���F��) based on the same training set. Then we compared classification
accuracies yielded by these four anonymous data sets. The classification accuracy over
the original data set was used as as the baseline, which is denoted as Orignal. The re-
sults are shown in Figure 2, Figure 3, Figure 4 and Figure 5. From the figures, we can
see that no matter which algorithm was adopted, classifiers trained on SILM-based data
set always outperformed than those classifiers trained on LM-based data set. Figure 2(a)
depicts that when k becomes larger, SILM performs better(about 1�5% on the average,
when k�80) than LM. Furthermore, when the dataset is synthetic, as shown in Fig-
ure 4, SILM almost achieve the same performance as baseline Original when k � 400.
This is not surprising because SILM can capture the real correlation between predictor
attributes and the target attribute.

As shown from Figure 2 to Figure 5, when employing the same data quality metric, s-
RAC always outperformed than s-D���F��. The superiority is more prominent when k �

10. This is because s-D���F�� is a partition-based algorithm and uses global recoding
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while s-RAC is cluster-based and uses local recoding. As we known, partitioning is less
flexible and precise than clustering when grouping tuples according to their relationship.
So s-D���F�� is weak in producing high quality anonymous data.

From Figure 2 to Figure 5, all show that classification accuracies decreased while k
increases. This is reasonable because larger QI group means more tuples are generalized
together, more information loss is inevitable.
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Fig. 2. Classification Accuracy of Naive Bayes (Adult)
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Fig. 3. Classification Accuracy of SVM (Adult)
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Fig. 4. Classification Accuracy of Naive Bayes (StudentScore)
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Fig. 5. Classification Accuracy of SVM (StudentScore)

Finally, comparing Figure 4 (Figure 5) with Figure 2 (Figure 3), it is shown that the
e�ect of SILM on classification accuracy is more significant for the synthetic dataset
StudentScore than for the real dataset Adult. This is because we intentionally empha-
sized the correlation between score and studyhours when generating the table. In other
words, as a semantic metric, SILM is more sensitive to the dataset where strong cor-
relations among attributes exist, and certainly performs much better for such data set
especially in applications which aims to mine the correlations among attributes.

Comparison with previous task-dependent metric. Second, we compared SILM-
based and LM-based algorithms with TDS to gage the performance of SILM in term
of classification accuracy. Note that only TDS employs classification-conscious met-
ric when doing generalization. Look at Figure 2(b), Figure 4(b), Figure 3(b) and Fig-
ure 5(b). It is not surprising to see that s-D���F�� and D���F�� performed not so well as
TDS, because TDS is specially developed for classification and DataFly often causes
large information loss due to its inherent limitations. But when referring to Figure 2(a),
Figure 4(a), Figure 3(a) and Figure 5(a), it is unexpected that s-RAC almost always
yields much higher accuracy than TDS. This phenomenon gives us such an insight that
the superiority of task-dependent metric in generating task-specific anonymous data set
is not deterministic. For example, TDS tried to achieve higher accuracy in classifica-
tion at the expense of high information loss in anonymization and this even limited
its utility for other applications. We think that the utility of anonymous data is in fact
a�ected by multiple elements such as anonymization algorithms, recoding techniques,
information loss metrics, potential applications and so on. Proper choice of these ele-
ments would help improve the utility of anonymous data. For example, by exploiting
SILM and s-RAC algorithm, we can achieve better classification accuracy at the cost of
lower information loss.

7 Conclusion and Future Work

In this paper, we propose a novel semantic information loss metric (SILM), which takes
into account the correlations between QI attributes and target attribute when measuring
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the information loss. Theoretical analysis reveals that our metric is sound in semantic
and is in accordance with the widely accepted LM metric in special cases. Extensive
experiments also confirm that our metric can produce more useful anonymous datasets
for more applications than previous metrics can.

Now we only consider the scenario that only one QI attribute is correlated with the
target attribute. In fact, in most cases, more than one QI attribute have correlations with
target attribute and the impact of these correlations on target attribute are various. In the
future, we will investigate how to model these correlations and impacts in information
loss metric.
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Abstract. In this paper, we study how to sanitize the publishing data with sen-
sitive attribute to achieve t-closeness and δ-disclosure privacy under Incognito
framework. t-closeness is a privacy measure proposed to account for skewness
attack and similarity attack, which are limitations of l-diversity. Under the t-
closeness model, the distance between the privacy attribute distribution and the
global one should be under the threshold t. Whereas semantic privacy (δ-disclosure
privacy) is used to measure the incremental information gain from the anonymized
tables. We use the Kullback-Leibler divergence to measure the distance between
distributions and discuss the properties of the semantic privacy. We also study
the relationship between t-closeness with KL-divergence and semantic privacy,
and show that t-closeness with KL-divergence and δ-disclosure privacy satisfy
the generalization property and the subset property, which entail us to use the
Incognito algorithm. Experiments demonstrate the efficiency and effectiveness of
our approaches.

1 Introduction

Many organizations and corporations publish data for information sharing and research.
It results in the issues of privacy protection. Researchers [16,18] showed that simple re-
moval of identifier attributes, such as name and social security number, can not protect
the privacy of individual sensitive information because a specific individual can be iden-
tified by joining several public data sets. In the point of view of data management, we
study how data could be sanitized to meet the wide requirements of privacy preser-
vation under the assumption that identifier attributes have been deleted and remainder
attributes including quasi-identifier and sensitive attributes.

Now there are already several privacy models or measures such as k-anonymity, l-
diversity, t-closeness and δ-disclosure privacy. k-anonymity requires that every record
is indistinguishable with at least k − 1 other records in the table, i.e., have the same
quasi-identifier attributes, which is called an equivalence class. Some common tech-
niques to achieve k-anonymity are generalization, suppression and clustering. While
k-anonymity is vulnerable to the homogeneous attack, which means an adversary can
infer exactly the individual’s sensitive value when the sensitive values in an equiva-
lence class are same. So l-diversity is proposed, which requires the sensitive values in
each equivalence class can not be too skew, for example, the entropy of sensitive at-
tribute distribution is larger than a threshold. Although l-diversity solved the problem

H. Kitagawa et al. (Eds.): DASFAA 2010, Part II, LNCS 5982, pp. 153–167, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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with k-anonymity, it can be attacked by skewness attack and similarity attack through
analyzing the semantic of sensitive attributes. The skewness attack is possible if there is
a significant difference between the sensitive attribute distribution of some equivalence
classes and global one. And similarity attack is possible if the sensitive attribute values
in an equivalence class are similar. And then adversary can infer the sensitive value of
some individuals.

Through analyzing the risk of privacy leakage in all previous methods, [11] proposed
t-closeness, which requires that the distance between the distribution of sensitive value
in every equivalence class and the global one is less than a threshold t. [11] uses Earth
Mover’s Distance to measure the distance between two distributions. Although it can
handle several attribute types, there is no explicit expression for general case and the
ground distance should be manually set for specific applications.

Our work is mainly based on works of [4,11] and the framework of Incognito
algorithm[9]. We propose the t-closeness with Kullback-Leibler divergence, which has
two necessary properties required by Incognito algorithm. Then we study semantic pri-
vacy (disclosure privacy), through analyzing its strength and properties. Furthermore,
the experiments demonstrate the efficiency of our algorithm and quality of anonymized
data.

The main contributions of this paper are as follows: 1). We use Kullback-Leibler
divergence to measure the distance between distributions of sensitive value, and prove
that Kullback-Leibler divergence has the generalization property and subset property re-
quired by Incognito algorithm. 2). We reexamine semantic privacy, named δ-disclosure
privacy proposed in [4], and furthermore discuss its properties, includes proving that
semantic privacy is stronger than t-closeness with KL-divergence. 3). We implement t-
closeness with KL-divergence and δ-disclosure privacy under the framework of Incog-
nito algorithm, and demonstrate the performance of our approach and verify the quality
of the anonymized data.

The rest of this paper is organized as follows. In Section 2 we introduce several pri-
vacy models and discuss their potential drawbacks, and focus on t-closeness with EMD.
In Section 3 we propose the t-closeness with KL-divergence, and study its properties.
We reexamine the δ-disclosure privacy, KL-divergence and their properties, study the
relationship between t-closeness with KL-divergence and δ-disclosure privacy. In Sec-
tion 5 we report experiments on real data sets and demonstrates the performance of our
methods and the quality of anonymized data. Section 6 summarizes the related work
and applications of KL-divergence. We conclude our work in Section 7.

2 Some Basic Models

This section is devoted to a brief review of several privacy preservation models. Given
a data table T = {t1, · · · , tn}, where a record ti represents an individual with sev-
eral attributes. Let A = {A1, · · · , Aa} be the attribute set and t[Ai] be the value of
attribute Ai of record t. The common model is adopted, where a table T consists of a
quasi-identifier attribute set, QI , such as Zip Code, gender, and age, which can be used
to identify individual, and a set S consists of the sensitive value such as disease. As
mentioned in previous section, an equivalence class consists of records with the same
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QI , namely if two records ti, tj satisfy ti[QI] = tj [QI], they belong to the same equiv-
alence class. We also adapt S in this paper to denote the set of all sensitive value, e.g.
a set of all diseases. And we only discuss the case with single sensitive attribute. These
concepts, the k-anonymity model and generalization will be introduced through a sim-
ple example. In Table 1a, name and the other information used for identification have
been deleted, quasi-identifier is {ZIP Code, Age, Sex}, sensitive attribute is Disease.
Even identity information has been removed, Cancer disease can still be inferred if a
male has the properties of ZIP code 47902 and age 50.

Due to the risk of privacy leakage, [16] introduced k-anonymity model. If an equiv-
alence class E in table T has at least k records, it satisfies k-anonymity. If all equiva-
lence classes satisfy k-anonymity, the table satisfies k-anonymity also. Generalization
and suppression techniques have been developed to achieve k-anonymity [17]. By gen-
eralization, the QI value is replaced by more general one, such as ZIP Code with 47612
and 47620 would be replaced as 476** and gender {Female,Male} would be replaced
as *. Generally, there is a hierarchical generalization tree defined on each attribute. So
we can define total order on generalization among attribute sets, where G2 is more gen-
eralized than G1 on attribute set A, denoted as G1 ≤ G2, if G1 is less generalized
than G2 for every attribute in A. For more information about hierarchical generaliza-
tion tree the readers can be referred to [9]. While through suppression we just delete a
quasi-identifier value or a whole record from a table.

Table 1. Original Data and Anonymized Table

ZIP Code Age Sex Disease
47612 25 Male Viral Infection
47620 28 Female Viral Infection
47901 45 Female Heart Disease
47902 50 Male Cancer

(a) Original Table

ZIP Code Age Sex Disease
476** 2* * Viral Infection
476** 2* * Viral Infection
4790* ≥ 40 * Heart Disease
4790* ≥ 40 * Cancer

(b) Anonymized Table: 2-anonymous

After generalization of data in Table 1a, we have the new data in Table 1b, where the
first two records and the last two records form an equivalence class respectively. It is
obvious that the table 1b is 2-anonymous. Now we can not infer the exact disease of the
male with ZIP Code 47902 and age 50. But k-anonymity still has a flaw. It produces a
group with the same sensitive value, where all sensitive attributes have the same value in
some equivalence classes. Using homogeneousattack, an adversary can still successfully
deduce the sensitive value. Looking at the first equivalence class in Table 1b, if we know
someone is in this equivalence class, we know that he has Viral Infection.

This flaw was first found in [13]. And l-diversity was proposed consequently. Before
the formal definition, several notations will be first introduced. pE(s) is the probabil-
ity of sensitive attribute s ∈ S in equivalence class E, namely pE(s) = fE(s)

|E| =
|{t∈E:t[S]=s}|

|E| , where fE(s) is the frequency of sensitive value s in E. Similarly, pT (s)

is the probability of sensitive attribute s ∈ S in table T , namely pT (s) = f(s)
|T | =

|{t∈T :t[S]=s}|
|T | , where fT (s) is the frequency of sensitive value s in T .
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Definition 1 (Entropy l-diversity). A table is Entropy l-diverse if for each equivalence
class E: H(pE) = −

∑
s∈S

pE(s) log pE(s) ≥ log l.

Many works (e.g. [7,19]) devised some anonymization methods for l-diversity, which
also has flaws and suffers to some attacks like homogeneous attack to k-anonymity. Two
important attacks are skewness attack and similarity attack, where the sensitive attribute
of l different values is similar in an extent or naturally the same in some equivalence
classes for l-diversity. For example, in an anonymized salary table satisfying l-diversity,
all salary values are in the range of 1000-1500 in an equivalence class which are much
lower than the average salary 3000. So an adversary can infer that they are low in-
comes employee. The more skewness attack and similarity attack can be referred to
[11]. Consequently, [11] proposed t-closeness privacy measure. It strictly requires that
the distance between distribution of sensitive value of each equivalence class and the
global one is less than a threshold, which means that an adversary can only gain much
less posterior knowledge from anonymized data and hence enhances the privacy.

Definition 2 (t-closeness). An equivalence class E is said to have t-closeness if the
distance between the distribution of a sensitive attribute in this class, pE , and the dis-
tribution of the attribute in the whole table, pT , is no more than a threshold t. A table
is said to have t-closeness if all equivalence classes have t-closeness.

The parameter t in t-closeness enables one to trade off between utility and privacy. Now
the problem is to measure the distance between two probabilistic distributions. There
are a number of ways to define the distance between them, which can be variational
distance, Hellinger distance, Kullback-Leibler divergence, or Earth Mover’s Distance
(EMD) in [11]. The EMD is based on the minimal amount of work needed to transform
one distribution to another by moving distribution mass between each other. While the
original definition of EMD does not give a explicit expression of EMD distance between
any two distributions. Some explicit formulas were given in [11] for special cases with
numerical and categorical type. The readers can be referred to it further. And as pointed
out in [4], the EMD is an additive (as opposed to multiplicative) measure, and does
not translate directly into a bound on the adversary’s ability to learn sensitive attributes
associated with a given quasi-identifier.

3 t-Closeness with KL-Divergence

This paper focuses on anonymization problem of discrete (categorical) sensitive at-
tribute. We will study the properties of t-closeness with KL-divergence and semantic
privacy. Here we use KL-divergence for it is multiplicative, relatively efficient to calcu-
late and does not need to define ground distance. Then we can establish the relationship
between t-closeness with KL-divergence and semantic privacy.

Definition 3. Given two probability distributions p = (p1, ..., pN) and q = (q1, ..., qN ),
the Kullback-Leibler (KL) divergence between p and q is defined as follows:

KL(p||q) =
N∑

i=1

pi log
pi

qi
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Here 0 log 0 = 0 by convention.

Now we consider the t-closeness with KL-divergence as distance. The t-closeness can
be reformulated as follows:

Definition 4 (t-closeness with KL-divergence). An equivalence class E has t-closeness
if the KL-divergence KL(pE ||pT ), between the sensitive attribute distribution of class
E and the one of whole table T is less than a threshold t. A table T satisfies t-closeness
if all equivalence classes have t-closeness.

Consider the example in [11], which has the EMD distance 0.1 between two distribution
(0.01, 0.99) and (0.11, 0.89) and the EMD distance is also 0.1 between distribution
(0.4, 0.6) and (0.5, 0.5). For these two pairs, we have max

{∣∣log 0.11
0.01

∣∣ , ∣∣log 0.89
0.99

∣∣} =
3.4594 and max

{∣∣log 0.5
0.4

∣∣ , ∣∣log 0.5
0.6

∣∣} = 0.3219 respectively.
Obviously there is a remarkable difference between two pairs of distributions. Fur-

thermore, we can also demonstrate an application of KL-divergence to t-closeness
through another example with data set as Table 2 [13], where Disease is the sensitive
attribute.

Table 2. Anonymized Table

ZIP Code Age Nationality Disease
1 476** 2* * Heart Disease
2 476** 2* * Viral Infection
3 476** 2* * Cancer
4 476** 2* * Cancer
5 4790* ≥ 40 * Viral Infection
6 4790* ≥ 40 * Heart Disease
7 4790* ≥ 40 * Viral Infection
8 4790* ≥ 40 * Cancer
9 476** 3* * Cancer

10 476** 3* * Cancer
11 476** 3* * Viral Infection
12 476** 3* * Heart Disease

The distributions in Table 3 can be computed from Table 2, where E1, E2, E3 corre-
spond to 3 equivalence classes separated by horizontal line respectively. After sim-
ple calculation, the KL-divergences between sensitive attribute distribution of each
equivalence class and the global one are KL(pE1 , pT ) = KL(pE3 , pT ) = 0.0278
and KL(pE2 , pT ) = 0.1082 respectively. Therefore the anonymized table has 0.1082-
closeness.

3.1 Properties of t-Closeness with KL-Divergence

In this subsection, we will show that t-closeness with KL-divergence holds several prop-
erties, such generalization subset and rollup. Then we can implement it in the Incognito
algorithm framework.
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Table 3. Table of Probability Distribution

Cancer Heart Disease Viral Infection
pT 5/12 1/4 1/3
pE1 1/2 1/4 1/4
pE2 1/4 1/4 1/2
pE3 1/2 1/4 1/4

Lemma 1. Given two equivalence classes E1 and E2, the sensitive attribute distribu-
tions on E1, E2, and E1 ∪ E2 are denoted as P1, P2, and P respectively. We have:

KL(P ||pT ) ≤ |E1|
|E1|+ |E2|

KL(P1||pT ) +
|E2|

|E1|+ |E2|
KL(P2||pT )

Proof. By the condition in the lemma,

P (s) =
|E1|

|E1|+ |E2|
P1(s) +

|E2|
|E1|+ |E2|

P2(s)

KL-divergence is convex in terms of first variable [6]. That means for any three distri-
butions p1, p2 and q, we have that KL(λp1 + (1 − λ)p2||q) ≤ λKL(p1||q) + (1 −
λ)KL(p2||q), where 0 ≤ λ ≤ 1.

Combining the previous two facts, we prove the inequality in this lemma.

It follows that KL(P ||pT ) ≤ max{KL(P1||pT ), KL(P2||pT )}. This means that when
two equivalence classes are being merged, the maximum KL-divergence between any
sensitive attribute distribution of equivalence class from the overall distribution can
never increase.

With Lemma 1, we can prove that t-closeness with KL-divergence has two proper-
ties, which are required to use the Incognito generalization algorithm which has been
used in previous works to achieve k-anonymity, l-diversity or t-closeness.

Property 1 (Generalization Property). Let T be a table, and let G1 and G2 be two gen-
eralizations on T such that G2 is more general than G1 (G1 ≤ G2). If T satisfies
t-closeness using G1, then T also satisfies t-closeness using G2.

Proof. Assume that generalized by G1, T = E1,1∪E1,2∪· · ·∪E1,g1 , and T satisfies t-
closeness, i.e., for each equivalence class E1,j , (1 ≤ j ≤ g1) we have KL(pE1,j ||pT ) ≤
t. Then by generalization G2, T = E2,1 ∪ E2,2 ∪ · · · ∪ E2,g2 . Due to the fact that
G1 ≤ G2, then we know that each equivalence class E2,i is a union of some equivalence
classes E1,js. It means that there exist E1,j1 , · · · , E1,jm such that E2,i = E1,j1 ∪ · · · ∪
E1,jm . Therefore,

KL(pE2,i ||pT ) ≤ max{KL(pE1,j1
||pT ), · · · , KL(pE1,jm

||pT )} ≤ t

namely equivalence classE2,i satisfies t-closeness. And then tableT satisfies t-closeness.
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Property 2 (Subset Property). Let T be a table and let A1 be a set of attributes in T . If
T satisfies t-closeness with respect to A1, then T also satisfies t-closeness with respect
to any set of attributes A2 such that A2 ⊆ A1.

Proof. The equivalence class with respect to attribute set A2 is a union of some equiv-
alence classes with respect to attribute set A1 in table T . If every equivalence class has
t-closeness with respect to A1, the equivalence class also has t-closeness with respect
to A2. It means table T has t-closeness with respect to A2.

During the generalization, we need the following auxiliary information of equivalence
class: the number of records and frequency of each sensitive value for computing prob-
ability. Therefore we need rollup property [9], which is similar to the operation along
dimension hierarchies in OLAP processing.

Property 3 (Rollup Property). Given a table T and two attribute sets A1 and A2 of
T with A1 ⊆ A2. If we have the frequency set f1 of T with respect to A1, then the
frequency set f2 of T with respect to A2 is a summation of item in frequency set f1
along the path of generalization from A1 to A2.

3.2 t-Closeness with JS-Divergence

In this subsection, we briefly discuss t-closeness with JS-divergence. Privacy leaks oc-
cur only when the adversary learns sensitive information beyond the overall distribution
pT (s). To measure the privacy loss, the following JS-divergence was introduced in [12]:

JS(p, q) =
1
2

(
KL

(
p||p + q

2

)
+ KL

(
q||p + q

2

))
.

This divergence measure avoids the illness of KL-divergence when there are zero prob-
abilities in the second distribution p. And we have the following property that the JS-
divergence is also convex.

Property 4 (Convexity of JS-divergence). For any three distributions p1, p2 and q, we
have:

JS(p, λq1 + (1 − λ)q2) ≤ λJS(p, q1) + (1− λ)JS(p, q2)

where 0 ≤ λ ≤ 1.

Therefore, we can also use the Incognito algorithm to implement the t-closeness with
JS-divergence as the discussion of t-closeness with KL-divergence in the above subsec-
tion. We omit the details due to the space limit.

3.3 Relationship with t-Closeness with EMD

To use t-closeness with EMD, we need to calculate the EMD between two distributions.
Although we can calculate EMD using min-cost flow algorithms, these algorithms do
not provide an explicit formula [11]. Therefore some explicit formula was provided
in [11] to compute the EMD between distribution. For categorical attributes, the equal

distance is as follows [11]: D[p, q] = 1
2

m∑
i=1
|pi − qi|.

By Pinsker’s inequality [6], we know that KL(p||q) ≥ 2D2[p, q]. Therefore, t-
closeness with KL divergence is 1

2

√
t-closeness with EMD.
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3.4 Relationship with Entropy l-Diversity

According to the definition of KL-divergence, we have that

KL(pE||pT ) =
N∑

i=1

pE(si) log
1

pT (si)
−H(pE).

Therefore, to achieve l-diversity and t-closeness with KL-divergence simultaneously
for some publishing data, the following condition should be satisfied for each equiva-

lence class E in the sanitized table:
N∑

i=1
pE(si) log 1

pT (si)
≤ t + l.

4 Semantic Privacy

As shown in [4], an adversary can still obtain the global sensitive value distribution,
namely ground distribution (pT (s1), · · · , pT (sN )), even if all microdata are published
by generalizing all quasi-identifier as the most general one. We hope that the published
table T ′, which is a sanitization of original table T , has the property that the distribution
of sensitive attribute is very close to ground distribution in each equivalence class [11].
In order to measure the incremental gain obtained by an adversary through sanitized
table T ′, [4] introduced the following definition.

Definition 5. (δ-DISCLOSURE PRIVACY). We say that an equivalence class E is δ-
disclosure private with respect to the sensitive attributes S if, for any s ∈ S which
appearing in E

DP (E, s) =
∣∣∣∣log

pE(s)
pT (s)

∣∣∣∣ ≤ δ

A table T is δ-disclosure private if any equivalence E is δ-disclosure private.

It is important to note that the above inequality should be satisfied for all sensitive values
s ∈ S according to the definition in [4]. This requirement is too strong. For example,
some equivalence class may not include all sensitive value. While the sensitive value
with small frequency pT (s) in a table may not occur in some equivalence class in the
case of t-closeness, which means pE(s) = 0. Here we only require that the sensitive
attribute values s which appear in some equivalence class satisfy that inequality.

In the rest of this subsection, S is a random variable of sensitive attribute, s is a
specific sensitive value, E is a random variable denoting equivalence class, and e is
a equivalence class instance, where p(s) = pT (s) and p(s|e) = pE(s). With these

notations, δ-disclosure privacy is reformulate as
∣∣∣log p(s|e)

p(s)

∣∣∣ ≤ δ. Firstly, we introduce

the following lemma established in [4].

Lemma 2. If table T satisfies δ-disclosure privacy, then we have H(S)−H(S|E) ≤ δ.

As noted in [4], this lemma shows that when a table satisfies δ-disclosure privacy, the
ability to build a predictor for sensitive attribute S based on the quasi-identifier QI is
bounded by δ. That means that the requirement of δ-disclosure privacy is stronger than



On t-Closeness with KL-Divergence and Semantic Privacy 161

the bound provided in the above lemma. Because in disclosure privacy definition, we
force the distributions {p(s) : s ∈ S} and {p(s|E) : s ∈ S} to be similar, not just have
the bounded difference between their entropy.

Even though t-closeness does not directly bound the gain in adversary’s knowledge,
it is similar in its spirit to semantic privacy; it, too, attempts to capture the difference
between the adversary’s baseline knowledge and the knowledge he gains from the quasi-
identifier of some equivalence classes in the sanitized table. As parameters (t and δ, re-
spectively) approach 0, both t-closeness and δ-disclosure privacy converge to statistical
independence of quasi-identifiers and sensitive attributes within the sanitized database
[4]. While compared to semantic privacy, t-closeness with KL-divergence in previous
section is relatively weaker. That we have the following result.

Lemma 3. If T satisfies δ-disclosure privacy, then it has δ-closeness. For any equiva-
lence class E in T , we have

KL(pE ||pT ) ≤ δ.

Proof. By the fact that KL-divergence is nonnegative, we have

KL(pE ||pT ) =
N∑

i=1

pE(si) log
pE(si)
pT (si)

=

∣∣∣∣∣
N∑

i=1

pE(si) log
pE(si)
pT (si)

∣∣∣∣∣
≤

N∑
i=1

pE(si)
∣∣∣∣log

pE(si)
pT (si)

∣∣∣∣
=

∑
i:pE(si) �=0

pE(si)
∣∣∣∣log

pE(si)
pT (si)

∣∣∣∣+ ∑
i:pE(si)=0

pE(si)
∣∣∣∣log

pE(si)
pT (si)

∣∣∣∣
By the fact that for any sensitive attribute si in the equivalence class E, we have

pE(si) 
= 0, and
∣∣∣log pE(s)

pT (s)

∣∣∣ ≤ δ. While for any sensitive attribute si absent in E,

we have pE(si) = 0. And by the convention that 0 log 0 = 0, we have

KL(pE||pT ) ≤
∑

i:pE(si) �=0

pE(si)
∣∣∣∣log

pE(si)
pT (si)

∣∣∣∣
≤

∑
i:pE(si) �=0

pE(si)δ ≤ δ

N∑
i=1

pE(si) = δ

Now we examine some properties of semantic privacy, which have not been developed
explicitly in the original work [4].

Lemma 4. Given two equivalence classes E1 and E2, let E be the union of E1 and
E2, then for any sensitive attribute s ∈ S we have

DP (E, s) ≤ max{DP (E1, s), DP (E2, s)}
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Proof. The equivalence class E is the union of equivalence classes E1 and E2, means
that for any s ∈ S: p(s|E) = |E1|

|E1|+|E2|p(s|E1) + |E2|
|E1|+|E2|p(s|E2).

Thus, we have

DP (E, s) =
∣∣∣∣log

p(s|E)
p(s)

∣∣∣∣ =
∣∣∣∣∣∣log

|E1|
|E1|+|E2|p(s|E1) + |E2|

|E1|+|E2|p(s|E2)
|E1|

|E1|+|E2|p(s) + |E2|
|E1|+|E2|p(s)

∣∣∣∣∣∣
≤

∣∣∣∣∣∣log max

⎧⎨
⎩

|E1|
|E1|+|E2|p(s|E1)

|E1|
|E1|+|E2|p(s)

,

|E2|
|E1|+|E2|p(s|E2)

|E2|
|E1|+|E2|p(s)

⎫⎬
⎭
∣∣∣∣∣∣

≤ max
{∣∣∣∣log

p(s|E1)
p(s)

∣∣∣∣ ,
∣∣∣∣log

p(s|E2)
p(s)

∣∣∣∣
}

= max{DP (E1, s), DP (E2, s)}

where the first inequality is due to the fact a+b
c+d ≤ max

{
a
c , b

d

}
for any a, b, c, d ≥ 0.

According to the Lemma 4, semantic privacy (δ-disclosure privacy) has two properties,
which are necessary to use Incognito framework to generalize microdata so that the
anonymized table satisfies k-anonymity, l-diversity or t-closeness.

Property 5 (Generalization Property). Given the table T , G1 and G2 are generaliza-
tions of T , and G1 ≤ G2, if T is δ-disclosure private with respect to G1, T is δ-
disclosure private with respect to G2.

Proof. With generalization G1, assume T = E1,1 ∪ E1,2 ∪ · · · ∪ E1,g1 , which is of δ-
disclosure privacy, So for every equivalence class E1,j , (1 ≤ j ≤ g1) and any sensitive
value s ∈ S, DP (E1,j , s) ≤ δ holds. While with generalization G2, there is T =
E2,1∪E2,2∪· · ·∪E2,g2 because of G1 ≤ G2, Because each equivalence class E2,i is a
union of some equivalence classes E1,js, which means that there are E1,j1 , · · · , E1,jm

such that E2,i = E1,j1 ∪ · · · ∪ E1,jm . Then we have:

DP (E2,i, s) ≤ max{DP (E1,j1 , s), · · · , DP (E1,jm , s)} ≤ δ.

It means that the equivalence class E2,i is δ-disclosure private. So the table T has δ-
disclosure private.

Property 6 (Subset Property). Given table T , A1 is a subset of attributes in T . If T is
δ-disclosure private with respect to A1, for any A2(A2 ⊆ A1), T is also δ-disclosure
private with respect to A2.

Proof. Since each equivalence class with respect to A2 is the union of some equivalence
classes with respect to A1 and each equivalence class with respect to A1 satisfies δ-
disclosure privacy, we conclude that each equivalence class with respect to A2 also
satisfies δ-disclosure privacy. Thus T satisfies δ-disclosure privacy with respect to A2.

With these two Properties and Rollup Property mentioned before, we can utilize the
Incognito algorithm. For more details of Incognito algorithm, the reader is refereed
to [9].
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5 Experimental Evaluation

In this section, we will demonstrate the performance of our method and verify the
quality of the anonymized data. We first show that our method is as efficient as the
other methods. Then we verify the data generated by anonymization algorithm, which
satisfies t-closeness or δ-disclosure privacy, has rather good quality. The implementa-
tion of Incognito algorithm is based on the Java source code implemented by database
group of Cornell University [1], which is modified to achieve t-closeness with KL-
divergence and semantic privacy. All experiments are running on a machine with In-
tel Pentium4 2.4GHz CPU, 2GB memory, and Microsoft Windows XP Professional
operating system.

In all experiments, we also use the Adult data set from UCI machine learning reposi-
tory, which is composed of 45222 records. After removal of records with some missing
value, there are still 30162 records. We run experiments on 8 attributes of the data set
with the same generalization in [11]. Table 4 lists attributes used, the number of dif-
ferent value of each attribute, the type of generalization and the height of hierarchical
generalization tree of each attribute.

Table 4. UCI Adult Data Set

Attribute Values Generalization Height
Age 74 numeric 5

Workclass 7 categorical 3
Education 16 categorical 4
Country 41 categorical 3

Martial Status 7 categorical 3
Race 5 categorical 3
Sex 2 categorical 2

Salary 2 sensitive 2
Occupation 14 sensitive 3

5.1 Performance

The time complexity of Incognito algorithm and the others, is an exponential function
of the number of quasi-identifiers. But in practice, the real running time is acceptable.
We have compared the time performance of 4 privacy measures: k-anonymity without t-
closeness, entropy l-diversity, t-closeness with KL-divergence and δ-disclosure privacy,
where the setting of specific parameters is given in the figures of experiments.

For Adult data set, Occupation is set as the sensitive attribute and the set of quasi-
identifier varies from 2 to 7 attributes. If the size of QI is i, the first i attributes
are taken as quasi-identifier. Similar to the experiments in [11], we set k = 5, l =
5, t = 1.4, δ = 1.4 to k-anonymity, entropy l-diversity, t-closeness, δ-disclosure pri-
vacy, respectively. As can be seen from the figures, the time of generalization for δ-
disclosure privacy and t-closeness is longer than it for k-anonymity without t-closeness
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Fig. 1. Varied QI Size for k = 5, l = 5

and entropy l-diversity. But it is still acceptable. And the time curve of k-anonymity and
entropy l-diversity respectively is nearly the same as the result given by experiments in
[13].

We now fix the number of quasi-identifier as the first 4 of 7 attributes and vary
the parameters k, l, t, δ. And we get the result shown in Figure 1. As shown in figure,
entropy l-diversity spends least time for generalization, this maybe due to the pruning
process will be executed much earlier while l increasing during the generalization. For
generalization of t-closeness with KL-divergence, t has no notable effect on running
time over Adult data set.

5.2 Data Quality

We take first 4 of 7 attributes in table as quasi-identifier and Occupation as sensitive at-
tribute, which is the same as setting in [11]. Discernibility[3] and Minimal Average Size
[9] are taken to measure the quality of data generated by anonymization with 4 privacy
models. The discernibility metric measures the number of tuples that are indistinguish-
able from each other. Each tuple in an equivalence class E incurs a cost |E| and each
tuple that is completely suppressed incurs a cost |D| (where D is the original dataset).
Since we did not perform any tuple suppression, the discernibility metric is equivalent
to the sum of the squares of the sizes of the equivalence classes. The average size of the
equivalence classes generated by the anonymization algorithm. To evaluate the average
size of equivalence classes generated by anonymization algorithm, [13] even discussed
the effects of data skewness to these metrics.

With different value of parameter k, l, t, δ, we get results in Figure 2 for Discerni-
bility metric. It is observed that the value of metric is relative small of δ-disclosure pri-
vacy and t-closeness. Whereas the quality is worse than others even entropy l-diversity
has less generalization time. For δ-disclosure privacy and t-closeness, the quality of
anonymized data is improved with decreasing parameter value but with longer general-
ization time.

With the concern of minimized average size metric, Figure 2 shows that the quality
of anonymized data is relatively stable and is acceptable with δ-disclosure privacy and
t-closeness and with k-anonymity and entropy l-diversity respectively.
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Fig. 2. Value of Discernibility with Different Configurations of Parameters

6 Related Work

When public data are published, how to preserve privacy of individual, which means
that the identity and the sensitive information should be kept secret to others, has at-
tracted attention from the research area of database management and statistics. The first
privacy preservation model called k-anonymity was proposed in [16,18], where gen-
eralization and suppression techniques are developed to guarantee the k-anonymity of
published data.

In the model of generalization and suppression, it is NP-hard to implement
k-anonymity when k > 2 [14]. [14] designed an approximation algorithm with ap-
proximation ratio O(k log k) to minimized number of suppression. Recently the ratio
is improved to O(k) [2] and O(log k) [15]. A dynamic programming algorithm, Incog-
nito [9] provides k-anonymity through full-domain recoding. Any metric can be im-
plemented in this framework with generalization property and subset Property, such as
t-closeness[11] and l-diversity.

[13] showed the possibility of privacy leakage. If the most or all of the records
have the same sensitive value in an equivalence class, adversaries can infer individ-
ual sensitive information with high probability. So [13] solve it incompletely by in-
troducing l-diversity. [7,19] proposed several approaches to l-diversity. Anatomy [19]
splits the original table into two tables as a table with quasi-identifiers and a table
with sensitive attributes and they can be joined according to group information. The
work was expanded to transactional data [7]. But l-diversity can not prevent privacy
leakage if there are many records leading to the same individual [20]. In l-diversity
model, we restricts the knowledge owned by adversaries. While if adversaries have the
information on the global distribution of sensitive value, they may obtain some pri-
vacy information. Consequently [11] proposed t-closeness model as an extension of
l-diversity.

[10] provides algorithms for incorporating a class of target workloads, consisting
of classification or regression models, as well as selection predicates, when generat-
ing an anonymous data recoding. m-invariance [21,22] addresses both record inser-
tions and deletions in continuous data publish model, which ensures the intersection of
sensitive values over all quasi-identifier group of generalized data does not reduce the
set of sensitive values compared to each quasi-identifier group. [5] further relaxes the
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privacy preservation scenario and assumes that quasi-identifier and sensitive values of
a record owner could change in sequential releasing. [5] showed that knowledge of the
mechanism or algorithm of anonymization for data publication can also lead to extra
information that assists the adversary and jeopardizes individual privacy. In particular,
all known mechanisms try to minimize information loss and such an attempt provides a
loophole for attacks, which was called minimality attack.

Whether data set has been sanitized for privacy protection or not, the data qual-
ity should be a very important measure of published data. We could improve data
quality by reducing the number of generalization and suppression, reducing the av-
erage number of quasi-identifier [13], and keeping marginal distribution [8]. [4] con-
sidered whether the quality of data generated with generalization and suppression of
quasi-identifier is better than generated by simply separating quasi-identifiers from sen-
sitive attributes and demonstrated experimentally that even for little privacy require-
ment, operations on data sets for privacy preservation could result in worse data qual-
ity. [4] also proposed semantic privacy which gives a semantic definition of sensi-
tive attribute disclosure. It captures the gain in the adversary’s knowledge due to his
observations of the sanitized dataset. A methodology for measuring the tradeoff be-
tween the loss of privacy and the gain of utility is also proposed in [4]. While the
most recent work [12] show that it is inappropriate to directly compare privacy with
utility, after analyzing three fundamental characteristics of privacy and utility. Based
on these characteristics, they also present a methodology for evaluating
privacy-utility tradeoff.

7 Conclusion and Future Work

In this paper, we propose t-closeness with KL-divergence, and study its properties.
We also reexamine the semantic privacy (namely δ-disclosure privacy), and discuss
the relationship between t-closeness with KL-divergence and δ-disclosure privacy. We
also implement an algorithm under the framework of Incognito algorithm to handle δ-
disclosure privacy and t-closeness with KL-divergence. Furthermore, we measure the
performance of generalization algorithm with different models and verify the quality of
anonymized data.

An important question is how to design microdata sanitization algorithms that pro-
vide both privacy and utility [4,12]. We will study the relationship between these pro-
posed privacy measures and data quality in the future, for example, the quality of pat-
terns mined from generalized data set.
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Abstract. Sequence data analysis has been extensively studied in the literature.
However, most previous work focuses on analyzing sequence data from a single
source or party. In many applications such as logistics and network traffic analy-
sis, sequence data comes from more than one source or party. When multiple au-
tonomous organizations collaborate and integrate their sequence data to perform
analysis, sensitive business information of individual parties can be easily leaked
to the other parties. In this paper, we propose the notion of competitive privacy
to model the privacy that should be protected when carrying out data analysis
on integrated sequence data. We propose a query restriction algorithm that can
reject malicious queries with low auditing overhead. Experimental results show
that our proposed method guarantees the protection of competitive privacy with
only a significantly small portion of queries being restricted.

1 Introduction

Sequence data analysis has been studied extensively in the literature [4,6,2]. Most
previous work focuses on analyzing sequence data collected from a single source or
party. However, in applications such as logistics and network traffic analysis, some au-
tonomous enterprises may want to integrate their sequence data in order to carry out
joint data analysis. As a motivating example, consider the collaboration between a bus
company B and a metro company M in a city that has implemented RFID-based elec-
tronic transportation payment systems (e.g., Washington DC’s SmarTrip system). Each
passenger has an RFID-card that can be used as a form of e-money for the fare of var-
ious transportations. Each transportation company participates in the e-transport net-
work records a huge volume of passenger transactions every day. In this example, we
can view each passenger traveling history as a data sequence. In Figure 1a, if a passen-
ger traveled from “Airport Bus Stop” to “Downtown Bus Stop” by bus, transferred from
“Downtown Bus Stop” to “Downtown Station” (via a transfer terminal in “Downtown”)
and finally traveled from “Downtown Station” to “Uptown Station” by metro, her trav-
eling history can be represented as a data sequence (“Airport Bus Stop”, “Downtown
Bus Stop”, “Downtown Station”, “Uptown Station”).

Suppose that B and M collaborate and offer discounts to passengers who traveled
from the airport to uptown using a combination of bus and metro (transited at Down-
town). One interesting query is to ask the number of passengers who traveled from
“Airport Bus Stop” to “Uptown Station” via the transfer terminal in “Downtown”. Fur-
thermore, during data analysis, queries are often refined to different abstraction levels

H. Kitagawa et al. (Eds.): DASFAA 2010, Part II, LNCS 5982, pp. 168–175, 2010.
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Fig. 1. Motivating Example

by the data analysts interactively. For example, if a concept hierarchy is defined for
stations/stops like the one in Figure 1b, then the above query may be “rolled-up” by
the user to ask for the number of passengers who traveled from “Airport District” to
“Uptown District” via the transfer terminal in “Downtown”. All these operations can
be handled by sequence analytical systems such as [2] and [4] efficiently. One way to
evaluate the analytical queries above is to have bus and metro to integrate their passen-
ger data, which are originally owned and stored separately. Let DM be the data owned
by M and DB be the data owned by B. DM and DB are integrated to form a new
dataset DI . In practice, however, both M and B actually do not want to disclose their
data to their competitors, if possible. For instance, assume that there are two services
operated by M and B separately from “Downtown District” to “Bay District”. Specif-
ically, M operates a service sM from “Downtown Station” to “Bay Station” while B
operates a service sB from “Downtown Bus Stop” to “Bay Bus Stop”. If passengers
want to travel from “Downtown District” to “Bay District”, they may choose either sM

or sB . Thus, these two services sM and sB are competitive. Suppose that M poses a
query and observes that the total number of passengers using service sB (operated by
B) is extremely large compared with its own service sM . M may then offer discounts
to customers who use its service sM in order to attract the customers originally using
service sB . It is easy to see that, once there are discounts for service sM , the original
service sB operated by B is definitely affected. Thus, the statistical information about
the total number of passengers using service sB can be regarded as the “competitive
privacy” of party B and that should get protected during data analysis.

The objective of this paper is to support data analysis, in particular, OLAP, on an
integrated sequence data set without compromising competitive privacy. Informally, let
Q(sB, f) be an aggregate sequence query [2] that specifies an aggregate function f on
all the sequences in the integrated data set DI that match sB and the data values in sB

are all owned by (or originated from) party B (formal definitions are given in Section 2),
we say that there is a breach of competitive privacy if given a real number e, other parties
(except B) can infer a value f̃ such that |f̃ − f(sB)| ≤ e, where f(sB) denotes the
answer of query Q. In this paper, we present a query restriction strategy to support data
analysis on an integrated sequence data set without breaching the competitive privacy of
any party. The strategy rejects a query Q if its answer can lead to a breach of competitive
privacy. Existing query restriction strategies like [1], [5] and [3] focus on the protection
of individual privacy or data privacy on a relational data set owned by a single party.
The query restriction strategy in this paper focuses on the protection of competitive
privacy on a sequence data set integrated from multiple autonomous parties.
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2 Preliminary

We are given a set V of values that are associated with a concept hierarchy. Figure 1b
shows a concept hierarchy. Nodes at the leaf level correspond to the values recorded in
the data. A node N is said to be ground if it is at the leaf level or non-ground if it is not.

Each value in V corresponds to a node in the concept hierarchy. Without ambiguity,
in the following, the terms “nodes” and “values” are used interchangeably. Each leaf
node N is associated with an ownership, denoted by N.T . For example, since “Down-
town Station” and “Uptown Station” are values originated from the metro company M ’s
data, the ownership of these nodes are M . In Figure 1b, the ownership of a leaf node
is next to itself. The non-leaf nodes such as “Downtown District” and “Urban Region”
are used for data analysis and they do not have any ownership.

Suppose there are m datasets D = {D1, D2, ..., Dm} owned by m parties P1, P2,
..., Pm, respectively. Each data set contains a number of sequences. A sequence s is
represented in the form of (N1, N2, ..., Nk) where Nl is a ground or non-ground value
in V for l ∈ [1, k]. We say that this sequence s is of length k. Implicitly, each value Ni

in s is associated with a timestamp, denoted by Ni.ts, such that if i < j, Ni.ts < Nj .ts
for any i, j ∈ [1, k]. Each sequence s in dataset Di is associated with a unique identifier,
denoted by s.id (e.g., the card id of an RFID card).

An integrated dataset DI can be obtained by integrating the set of databases D ac-
cording to the timestamp of the values. Specifically, let C be the set of sequence iden-
tifiers in D. For each x ∈ C, we obtain a set S of sequences from all datasets in D
such that S = {s ∈ D|s.id = x}. Let N be the multi-set containing the values
of all sequences in S. We generate a new sequence s′ of length |N | in the form of
(N1, N2, ...N|N |), such that if i < j, Ni.ts < Nj .ts for any i, j ∈ [1, |N |]. The new
sequence s′ will be inserted into the integrated dataset DI .

In this paper, we focus on aggregate sequence queries [2]. If such a query Q(s, f),
or simply Q if the context is clear, is posed on a sequence data set DI , it applies an ag-
gregate function f on all the sequences in DI that MATCH s, and returns a scalar value,
denoted as f(s), to a user. We remark that MATCH can be any pattern matching func-
tion. For example, it can be a sub-string matching function (i.e., if s is a sub-string of
a sequence s′ in DI , MATCH returns true) or a sub-sequence matching function (i.e.,
if s is a sub-sequence of s′ in DI , MATCH returns true). The technique in this paper
is applicable to all kinds of aggregate sequence queries discussed in [2]. Nonetheless,
for the sake of illustration, the following discussion mainly centers around the COUNT
aggregation function and the sub-string matching function. Therefore in the following,
unless stated otherwise, we assume a query Q(s, f) on DI means that for each se-
quence in DI which contains s as substring (despite the number of occurrences of s in
a sequence) increments the value of f(s) by one. A query Q(s, f) is of length k if the
length of sequence s specified in Q is k. We denote that by |Q|. As the data is actually
integrated from multiple parties, we assume that all queries are of length at least two.

As in traditional OLAP environments, users may interactively refine their queries.
For instance, a user (of party Pi) may first issue a query to obtain the number of cus-
tomers who traveled from “Airport Bus Stop” to “Uptown Bus Stop” and then refine
her query Q by a “pattern roll-up” operation [2] in order to obtain the number of
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passengers who traveled from “Airport District” to “Uptown District”. These concepts
can be formalized as follows.

Assume party Pi issues her first query Q1 at time t = 1, second query Q2 at time
t = 2 and so on. Let KPi(t) be the knowledge of party Pi at time t. Thus, the initial
knowledge of party Pi before she issues any query on the integrated data set DI , de-
noted as KPi(1

−), contains all aggregate values f(s) for all s in Di. Further, let t− and
t+ be the time immediately before and after time t, i.e., t− is any time between time
t−1 and time t, and t+ be any time between time t and time t+1. Thus, for any t > 1,
KPi(t−) = KPi((t − 1)+). After party Pi issues a query Qt at time t, if Qt is not
rejected, Pi’s knowledgeKPi(t+) is immediately updated to KPi(t−)∪ {f(s)} (where
f(s) is the answer of Qt); otherwise, Pi’s knowledgeKPi(t+) remains as KPi(t−).

3 Competitive Privacy

In this section, we present the concept of competitve privacy, which is the key element
that we should consider when supporting data analysis on a sequence data set that is in-
tegrated from multiple autonomous parties. We assume that the integrated data set DI

is located at trusted party T and the involved parties send their queries to T . The RFID
transport payment company can be regarded as the trusted parties for the motivating ex-
ample. Although a trusted party is involved, the privacy issue has not been resolved yet.
Specifically, in the following, we are going that formalize the concept of competitive
privacy and show that if a party P can pose any queries without any restriction, that will
breach competitive privacy of some party. Let us begin with the definition of conflicting
node set. Given a ground node N , the conflicting node set of N , denoted by C(N), is a
set of ground nodes such that for each node N ′ ∈ C(N), N ′.T 
= N.T . The conflicting
node set is specified or given by the multiple autonomous parties and the trusted party.

In our running example, if the metro company offers a service from “Downtown
Station” to “Bay Station” and the bus company offers a service from “Downtown Bus
Stop” to “Bay Bus Stop”, then the manager of the metro may specify that the conflicting
node set of “Downtown Station” as {“Downtown Bus Stop”}. Similarly, the manager
is likely to specify that the conflicting node set of “Bay Station” as {“Bay Bus Stop”}.
We remark that we assume the notion of conflicting node set is symmetric in this paper.
As a result, if C(“Downtown Station”)={“Downtown Bus Stop”}, then C(“Downtown
Bus Stop’”)={“Downtown Station”}.

Given a sequence si in Di in the form of (Np, Nq) and another sequence sj of
Dj in the form of (Nr, Ns), sj is a competitive sequence of si, if Nr ∈ C(Np) and
Ns ∈ C(Nq). The set of competitive sequences of si is denoted by C(si). For exam-
ple, let sM =(“Downtown Station”, “Bay Station”) in DM and sB=(“Downtown Bus
Stop”, “Bay Bus Stop”) in DB . Following the example above, as “Downtown Station”
∈ C(“Downtown Bus Stop”) and “Bay Station” ∈ C(“Bay Bus Stop”), sM is a com-
petitive sequence of sB (and vice versa because of the symmetric property). Note that
instead of asking the managers (which are the target users of OLAP systems) to specify
the (query) views that needed to be protected as in [3], we intentionally introduce the no-
tion of conflicting node such that it is more non-technical people friendly. For example,
rather than directly specifying sM and sB as competitive sequences, it would be more
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intuitive for those business people, say, the operation manager of party M to directly
specify “Downtown Station” and “Downtown Bus Stop” as “conflicting”. Nonetheless,
of course, it is also possible for users to directly specify competitive sequences as well.
Now, we can define the competitive privacy of a party P as follows.

Definition 1 (Competitive Privacy). The competitive privacy CP of a party Pi is
defined as the statistical information of all competitive sequences in Di, i.e., CP =
{f(s)|∀s ∈ Di and there exists s′ ∈ Dj such that j 
= i and s′ ∈ C(s)}. !"

Similar to what we discussed in Section 1, the statistical information of each competi-
tive sequences, namely CP, are regarded as the “competitive privacy” of a party. Thus,
without any query restriction, a party can directly obtain the statistical information of
the competitive sequence of the other party easily and can do something bad to the other
party.

We now show that party M can infer a value for COUNT(sB), through query infer-
ences, even though it only obtains the statistical information other than the value of
COUNT(sB).

Example 1 (Query Inferences). In our motivating example, both the bus (party B) and
the metro (party M ) offer services from Downtown district to Bay district. Assume that
each of the parties provide only one service from Downtown district to Bay district.

Initially, KM (1−) = {COUNT(sM )}. Suppose at time 1, M issues a query Q1
(ŝ, COUNT), where ŝ=(“Downtown District”, “Bay District”) (where the concept hier-
archy is the one in Figure 1b). Without any query restriction, Q1 can be posed on DI

and thus the knowledge of M can be updated to KM (1+) = {COUNT(sM ), COUNT(ŝ)}.
Assume COUNT(sM ) = 10, 000 and COUNT(ŝ) = 90, 000, Party M can infer a value for
f(sB) as COUNT(ŝ)− COUNT(sM ) = 80, 000 !"

Definition 2 (Competitive Privacy Breach). Given two competitive sequences si and
sj obtained from Di and Dj respectively. At time t, we say that there is a competitive
privacy breach with respect to party Pj by party Pi if, given a real number e, Pi can
infer a value f̃(sj |KPi(t−)) for f(sj) such that |f̃(sj |KPi(t−))− f(sj)| ≤ e based on
knowledge KPi(t−). !"

4 Query Restriction

In this section, we will give a high-level description of the proposed algorithm called
CCF (conservative competition-free) to avoid any competitive privacy breach. Details
of this algorithm can be found in [7]. Intuitively, we reject some queries which may
breach competitive privacy. Consider a query Q which has sequence s. We reject query
Q if one of the following two conditions holds. Condition 1: There exists a competitive
sequence which is a sub-sequence of s. Condition 2: There exists a generalized version
of competitive sequence which is a sub-sequence of s. We say that sequence si =
(N1, N2, ..., Nl) is a generalized version of another sequence sj = (M1, M2, ..., Ml) if
Nx is equal to Mx or is an ancestor node of Mx (in the concept hierarchy) for all x ∈
[1, l]. In [7], we prove that our query restriction algorithm can avoid any competitive
privacy breach.
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5 Empirical Study

We have conducted extensive experiments on a Pentium IV 2.4GHz PC with 1GB mem-
ory, on a Linux platform. The programs were implemented in C++. We evaluated our
algorithm, CCF, on both synthetic and real datasets, in terms of four measurements:
(1) average auditing time, (2) ratio of restricted queries, and (3) storage. The average
auditing time corresponds to the average time to check whether a query is rejected by
our proposed algorithm CCF. The ratio of restricted queries is equal to the total number
of restricted queries by CCF over the total number of issued random queries. The stor-
age corresponds to the memory usage to hold all competitive sequences of all parties,
namely CS. All experiments were conducted 100 times and we took the average for the
results. In our experiments, we generate 10,000 batches of queries. Each batch contains
20 queries. We randomly generate a query Q1 with sequence s = (N1, N2, .., N|Q1|)
as follows. For each Ni where i ∈ [1, |Q1|], we randomly select a value in the concept
hierarchy. Then, we refine query Q1 and generate another new query Q2. We adopt the
refinement operations from [2]: Append, De-tail, Pre-pend, De-head, Pattern-roll-up
and Pattern-drill-down. We randomly select one of the operations and generate query
Q2. Similarly, we repeatedly generate query Qi from Qi−1 until i = 20.

Synthetic Dataset: The synthetic dataset is generated by a dataset generator. This gen-
erator creates sequences with 4 parameters, namely n, p, c and l, where n is the total
number of (integrated) sequences, p is the total number of parties, c is the percentage
of ground competitive sequences in each party’s dataset, and l is the average length
of the data sequences. The data sequence is generated as the same way as [2] and we
randomly assign c% of sequences as competitive. We generate a generalization hierar-
chy of height 3. We partition the ground nodes into different groups such that different
ground nodes, say v and v′, where v ∈ C(v′) (or v′ ∈ C(v)) forms the same group.
For each group of ground nodes, we create an internal node N . Finally, we create a
root node N ′ such that the parent of all internal nodes constructed is N ′. Thus, the final
hierarchy has height equal to 3. The default values of n (num. of tuples), p (num. of
parties), c (the ratio of ground competitive sequences) and l (average sequence length)
are 500K, 4, 0.05, and 20, respectively. In the experiments, we study the effect of the
total number of tuples and the length of the query.

In Figure 2(a), the average audit time remains nearly unchanged when the dataset size
changes. The auditing time of our proposed algorithm mainly depends on the size of CS
(Details can be found in [7]). Since the size of CS is fixed (Figure 2(c)), the change in
the dataset size does not affect the auditing time too much. Besides, we can observe
that the average auditing time increases with |Q|, the length of the query. Figure 2(b)
shows that the number of restricted queries is nearly the same with different dataset size.
Similarly, since the percentage of competitive sequences remains unchanged when the
dataset size changes, the ratio of restricted queries also remains unchanged. When |Q|
increases, it is trivial that the ratio increases. Figure 2(c) shows the storage of algorithm
CCF keeps unchanged when the dataset size increases. This is because the storage for
set CS is independent of the dataset size.

Real Dataset: The real dataset is obtained from a local transportation organization
called MTR in Hong Kong. It consists of passenger transactions of 5-working-day, all
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Fig. 3. Effect of the total number of tuples (real dataset)

recorded by an RFID-based electronic payment system. The passenger transactions are
consolidated from 4 different in-city railway lanes. Each lane corresponds to a party.
There are 63 stations in total and 6 of them are transfer terminals. In particular, 5
transfer terminals allow passengers to switch to another lane, and 1 transfer terminal
is a hub that allow passengers to switch to two other lanes. An example record is like
(N1, N2, N3, N4), which denotes that there was a passenger entered the railway net-
work at station N1, got off at station N2, transferred to another lane at station N3 and
finally left the railway network at station N4. All pairs of transfer terminals as defined
as conflicting. That is, in this example, C(N2) = {N3}. All together we have 1,387,831
sequence records. The average sequence length of a record is 2.9 stations. According to
the locations of stations, we divide the stations into different regions such that there are
63 leaf values and 31 non-leaf values in the concept hierarchy of height 4.

We carry out experiments that are similar to the results for synthetic datasets. Fig-
ure 3 shows that the experimental results are similar to those on the synthetic data. In
order to conduct the experiments with the variation of the number of tuples, we ran-
domly sample a subset of tuples. The average audit time, the ratio of restricted queries
and storage remain nearly unchanged when we vary the total number of tuples.

6 Conclusion

Most previous works focus on privacy issues over data from a single source. This pa-
per formulates a problem called competitive privacy which considers privacy issues
when sequence data is integrated from more than one source. Our proposed algorithm
CCF rejects queries efficiently and guarantees no competitive privacy breach. In all
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experiments, the auditing step can be achieved within 0.04s and the ratio of the to-
tal number of restricted queries over the total number of queries is also small (within
0.15).
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Abstract. We study the privacy threat by publishing data that contains full func-
tional dependencies (FFDs). We show that the cross-attribute correlations by
FFDs can bring potential vulnerability to privacy. Unfortunately, none of the ex-
isting anonymization principles can effectively prevent against the FFD-based
privacy attack. In this paper, we formalize the FFD-based privacy attack, define
the privacy model (d, �)-inference to combat the FFD-based attack, and design
robust anonymization algorithm that achieves (d, �)-inference. The efficiency and
effectiveness of our approach are demonstrated by the empirical study.

1 Introduction

How to publish data that contains sensitive information of individuals has received con-
siderable attention in recent years. It has been shown that simply removing explicit
identifiers (IDs), e.g., name and SSN, from the released data is insufficient to protect
privacy [9]. The existence of a set of non-ID attributes (called quasi-identifiers(QI)),
e.g., the combination of zipcode, gender and date of birth, that can uniquely identify in-
dividuals, can be joined with information obtained from diverse external sources (e.g.,
public voting registration data) to re-identify the individuals in the released data. This
is called the record linkage attack.

Table 1. Anonymized microdata before&after FD inference

ID QI Sensitive
Name Sex Zip Phone Disease
Alice F 07921 1111111 Ovarian cancer
Bob M 07920 2222222 Bronchitis
Calvin M 07902 3333333 Diabetes
Doris F 07901 1000001 Ovarian cancer
Eve F 07902 3333333 Bronchitis
Flora F 07903 2000001 Pneumonia

QI Sensitive
Sex Zip Phone Disease
* 079** 1111111 Ovarian cancer
* 079** 2222222 Bronchitis
* 079** 3333333 Diabetes
F 0790* 1000001 Ovarian cancer
F 0790* 3333333 Bronchitis
F 0790* 2000001 Pneumonia

QI Sensitive
Sex Zip Phone Disease
* 079** 1111111 Ovarian cancer
* 079** 2222222 Bronchitis
* 0790* 3333333 Diabetes
F 0790* 1000001 Ovarian cancer
F 0790* 3333333 Bronchitis
F 0790* 2000001 Pneumonia

(a) The Original Microdata (b) The 3-diversity table (c) The table after FD inference

Various privacy principles have been proposed recently to defend against the record
linkage attack (e.g., k-anonymity [9,7] and 	-diversity [4]). However, by applying FDs
on the released data that has met some aforementioned privacy principles, the attacker
may be able to breach privacy. For example, assume the microdata in Table 1 (a) con-
tains the functional dependency F : Phone → Zip, which states that any two same
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phone numbers must correspond to the same zipcode. Assume that the attacker pos-
sesses the knowledge of F . Then by applying F on the 3-diversity table (i.e., every
group that has the same QI-values contains at least three unique sensitive values) in
Table 1 (b) , he/she can modify the zipcode value of the third tuple from “079**” to
“0790*”, since the second group contains the phone number “3333333” with zipcode
“0790*”. The anonymized table after the FD-based inference is shown in Table 1 (c).
The third tuple only satisfies 1-diversity privacy guarantee.

The example shows that using FDs as adversary knowledge may bring privacy breach.
Given the fact that it is not difficult for the attacker to obtain these functional dependen-
cies from either the common sense or other sources, it is necessary to develop robust
privacy criterion of publishing data when functional dependencies are available and are
used as part of the adversary knowledge.

In this paper, we focus on full functional dependencies (FFDs). We have the follow-
ing contributions.

– Formally define the FFD-based attack.
– Define the (d, 	)-inference model to defend against the FFD-based attack.
– Propose novel grouping stradegy to archive (d, 	)-inference .
– Design an efficient anonymization algorithm to produce anonymized microdata.
– Demonstrate the efficacy of our algorithm by an extensive set of experiments.

The rest of the paper is organized as follows. Section 2 discusses the related work.
Section 3 introduces the preliminaries. Section 4 defines our privacy model. Section
5 proposes the intersection-grouping strategy. Section 6 presents the details of our
anonymization algorithm. Section 7 presents the experimental results. We conclude the
paper in Section 8.

2 Related Work

Privacy-preserving data publishing has received considerable attention in recent years.
The k-anonymity model requires that in the published data, every individual is related
with no less than k tuples [9,7]. The 	-diversity [4] model further requires that every QI-
group contains at least 	 sensitive values that have roughly the same frequency. Other
variants of k-anonymity and 	-diversity, e.g., t-closeness [3] and (α, k)-anonymity [11],
(c, k)-safety [5], are defined to address different privacy requirements. Unfortunately,
none of them can defend against our defined FFD-based privacy attack.

Martin et al. [5] and Rastogi et al. [6] are the first to consider the adversary who
knows arbitrary correlations between tuples. They show that if such correlations are
available, then there exists privacy leakage on the published dataset that is of “meaning-
ful” utility. Both of them focus on tuple correlations but do not consider FDs. Kifer [2]
shows that the attacker may induce correlations from the sanitized dataset; such inferred
correlations can enable potential vulnerabilities on the sanitized dataset. However, [2]
does not provide any solution to defend against the FD-based attack. Tao et al. [10]
study the correlation hiding problem of data publishing. They use i-masking operation
to ensure the attributes of correlation which needs to hide are independent. Their work
presents a different goal from ours.
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3 Preliminaries

Functional Dependency. Given two attributes X and Y , a database instance D satisfies
the functional dependency FD F : X → Y if for every two tuples t1, t2 ∈ D, if t1.X
= t2.X , then t1.Y = t2.Y . We call X the determinant attributes and Y the dependent
attributes, and their values the determinant values and dependent values. In this paper,
we only consider FFDs, i.e., the FDs X → Y that hold for all values of X and Y .

Anonymization Framework. There are three types of attributes in the microdata: iden-
tifiers (ID), quasi-identifiersQI, whose combination can play as the key and uniquely
identify any individual, and sensitive attributes S. There may exist multiple sensitive
attributes. We can consider them as a super attribute. For simplicity, we consider single
sensitive attribute in the remaining of the paper.

In this paper, we consider generalization [8, 9], a popular anonymization technique.
By generalization, numerical QI-values are recoded as an interval (e.g., age 20 is
recorded as [20, 40]), while the categorical QI-values are replaced with higher level do-
main values in the taxonomy tree (e.g., city “Hoboken” is replaced with “New Jersey”).
In this paper, we only consider numerical QI-values. The purpose of generalization is
to hide each individual tuple into a group, which is called the QI-group where all tuples
inside have the same QI-values after generalization.

It is important to measure the incurred information loss by generalization. In this
paper, we consider the generalized loss metric [1], which measures the information loss
as a ratio. The definition of the metric is given below.

Definition 1 (Information Loss). For a data value v, if it is suppressed from the re-
leased dataset, its information loss equals ILv = 1. Otherwise if it is generalized to
an interval [Li, Ui], let Min and Max be the minimum and maximum values of the
attribute A. The information loss of v is: ILv = (Ui − Li)/(Max−Min).
The information loss ILt of a tuple t is defined as ILt = (

∑
vi∈t ILvi)/n, where n is

the number of non-ID attributes.
The information loss of the microdata D is defined as ILD = (

∑
t∈D ILt)/|D|. !"

4 Privacy Model

In this section, first, we define the FFD-based attack. Then we formally define the (d, 	)-
inference model that combats the FFD-based attack.

4.1 FFD-Based Attack

To analyze the impact of FFDs to privacy, we consider a popular privacy model, 	-
diversity [4]. It requires that each QI-group must consist of at least 	 “well-represented”
distinct values that are of close frequency. We define d-closeness to address the re-
quirement of close frequency. The definition of d-closeness is a simplified version of
“well-represented” in [3].

Definition 2 (d-closeness). Given two sensitive values s1 and s2, let f1 and f2 be their
frequency, then s1 and s2 are considered as d-close if |f1 − f2| ≤ d. Given a QI-group
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G that consists of a set of distinct sensitive values, G is d-close if ∀ sensitive values
si, sj ∈ G, si and sj are d-close. !"
Based on the definition of d-closeness, we give a simplified version of 	-diversity.

Definition 3 (	-diversity). Given a microdata D, let D∗ be its anonymized version.
Then D∗ is 	-diverse if ∀ sensitive attribute S of D, each QI-group G ∈ D∗ consists of
at least 	 distinct sensitive values on S that are d-close. !"
Next, we explain the details of FFD-based attack. In the anonymized dataset, it is pos-
sible that different QI-groups share the same sensitive or QI-values. This enables the
possibility of the FFD-based attack. Intuitively, assume both QI-groups G1 and G2 in-
clude the value a, where a is a determinant value of the FD F : A → B. Let b be the
corresponding dependent value of a in the original microdata. Even though b can be
generalized to different values b∗1 and b∗2 in G1 and G2, due to the presence of FFDs,
the attacker still can infer that b∗1 and b∗2 must correspond to the same original value.
Thus he/she can “intersect” b∗1 and b∗2. It is such intersection that enables the FFD-based
attack. In the next, first, we formally define b∗1 ∩ b∗2, the intersection operation on gen-
eralized values. To distinguish from the conventional intersection operation ∩, we use
∩∗ to denote the intersection operation on generalized data values.

Definition 4 (Intersection of Generalized values). Given two generalized values b∗1
and b∗2, which are two intervals [l1, u1] and [l2, u2], if these two intervals overlap, then
b∗1 ∩∗ b∗2 = [max(l1, l2), min(u1, u2)], otherwise b∗1 ∩∗ b∗2 = NULL. !"
For example, given two generalized Age values b∗1 = [20, 40] and b∗2 = [30, 50], b∗1 ∩∗

b∗2 = [30, 40].
As aforementioned, due to FFDs, the attacker can conclude that generalized depen-

dent values b∗1 and b∗2 in the tuples in G1 and G2 that contain the same determinant
values indeed correspond to the same original value. Then he/she can replace both b∗1
and b∗2 in these tuples with b∗1 ∩∗ b∗2. Such replacement separates the tuples in QI-group
G1 (G2, resp.) into two sets, the one of the values b∗1 (b∗2, resp.), and the one of the values
b∗1∩∗ b∗2. We formally define these two sets below. To distinguish from the conventional
set intersection/difference(∩/−) operation, we use G1 ∩F G2 and G1−F G2 to denote
the set intersection/difference operations of G1 and G2 based on the reasoning of FFD
F . We use t[A] to denote the values of attributesA of the tuple t.

Definition 5 (FFD-based Intersection/Difference of QI-groups). Given the FFD F :
A → B of the microdata D and two QI-groups G1, G2, let G12 = {t|t ∈ G1, ∃t′ ∈ G2
s.t. t[A]=t′[A]}. Then G1 ∩F G2 is a set of tuples J s.t. ∀t ∈ G12, ∃t′ ∈ J s.t.
(1) ∀ attribute A ∈ A, t′[A] = t[A],
(2) ∀ attribute B ∈ B,

t′[B] =
{

t[B] if t[B] is not generalized
G1[B] ∩∗ G2[B] if t[B] is generalized

Furthermore, G1 −F G2 = G1 −G12. !"

For example, for the two QI-groups G1 and G2 in Table 1 (a) with FFD F : Phone→
Zip, G1 ∩F G2 ={*, 0790*, 3333333, Diabetes}, and G1 −F G2 returns the first two
tuples in G1.

Now we are ready to define FFD-based privacy attack.
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Definition 6 (FFD-based Privacy Attack). Given a microdata D, let D∗ be its gener-
alized version that satisfies 	-diversity. Then the full functional dependency F : A→ B
(A, B ⊆ QI ∪ S) enables the FFD-based privacy attack if there exist two QI-groups
G1, G2 ∈ D∗ such that at least one of followings is non-empty and does not satisfy
	-diversity: (1) G1∩F G2, (2) G2∩F G1, (3) G1−F G2, and (4) G2−F G1. Otherwise,
we say D∗ is safe at the presence of F . !"
We have shown an example of FFD-based privacy attack in Section 1.

Although FFDs may threat privacy, not all FFDs can enable the FFD-based attack.
Based on this, we define safe and unsafe FFDs.

Definition 7 (Safe/Unsafe FFDs). A functional dependency F is safe if for any mi-
crodata D that satisfies F , all of its possible generalized versions D∗ are safe at the
presence of F . Otherwise, we say F is unsafe. !"
Based on the definition, we distinguish the “safe” FFDs from the “unsafe” ones. We
have:

Theorem 1 ((Un)safe FFDs). Given the microdata D that contains the QI attributes
QI and sensitive attributes S, let F : A → B (A,B ⊆ QI ∪ S) be one of its FFDs.
then F is safe iff A ⊆ QI. Otherwise, F is unsafe. !"
Due to space limit, we skip the proof. Next, we define the (d, 	)-inference model to
defend against the privacy attack by unsafe FDs.

Definition 8 ((d, 	)-inference). Given microdata D, let D∗ be its anonymized version
that consists of the QI-groups G{G1, . . . , Gn}. Let Si be the set of distinct sensitive
values of the QI-group Gi (1 ≤ i ≤ n). Then D∗ satisfies (d, 	)-inference if
(1) d-close: ∀G ∈ G, all sensitive value sets in G are d-close,
(2) 	-overlapping: ∀Gi, . . . , Gj ∈ G, if |Si ∩ · · · ∩ Sj | 
= 0, then |Si ∩ · · · ∩ Sj | ≥ 	,
i.e., there are at least 	 shared distinct values in Si ∩ · · · ∩ Sj ,
(3) 	-non-overlapping: ∀Gi, Gj ∈ G, |Si − Sj | ≥ 	, i.e., there are at least 	 non-
overlapping distinct values in Si − Sj . !"

Both 	-overlapping and 	-non-overlapping conditions consider the worst case, i.e., the
“smallest” results of intersection and set difference. Thus 	-overlapping considers inter-
actions of multiple QI-groups (maybe more than 2), while 	-non-overlapping considers
the difference of two QI-groups. Note that the (d, 	)-inference model is not based on the
reasoning of the generalized datasets anymore. Instead, it only reasons on the sensitive
values and can be applied on the original microdata directly.

5 Intersection-Grouping (IG)

The key to achieve (d, 	)-inference is to appropriately group the sensitive values so
that all these groups meet the three conditions of (d, 	)-inference. To address this, we
propose the intersection-grouping strategy. It puts the sensitive values into groups that
intersect (but not contain) in a chain. To avoid considering intersection of arbitrary
number of groups, we do not allow the intersection of more than two groups. Further-
more, we require that all overlapped groups construct a chain, i.e., given a set of groups
G1, . . . , Gm, Gi only intersects with Gi+1 and Gi−1, but not the others.
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(b) with phase−1 partition

G1 G2 G3 G4 G5 G6 G7 G8 G9 G4 G5 G6 G7 G8 G9G1 G2 G3

Segment 2 Segment 3Segment 1
(a) No phase−1 partition

Fig. 1. Without & with Phase-1 Partition

The intersection-grouping approach consists of two steps: (1) bucket construction
to construct d-close, 	-diverse, disjoint buckets and (2)intersected groups construction
to construct intersected groups from the buckets. Due to the space limit, we omit the
details. Instead, we use an example to show how our grouping strategy works.

Example 1. Given the sensitive values {s1, s2, s3, s4, s5, s6, s7, s8, s9} of frequency (1,
7, 9, 10, 26, 30, 40, 45, 50), assume d = 3 and 	 = 2. By Step 1, we construct the
buckets B1{s2, s3, s4} of frequency (7, 9, 10), B2{s5, s6} of frequency (26, 29), and
B3{s7, s8, s9} of frequency (40, 43, 43). There are 1 tuple containing s1, 1 tuple con-
taining s6, 2 tuples containing s8, and 7 tuples containing s9 that will be removed. In
Step 2, we construct the following groups: G1 (s2, s3, s4, s5, s6) of frequency (7, 9, 10,
10, 10), G2: (s5, s6, s7, s8, s9) of frequency (16, 19, 19, 19, 19), and G3: (s7, s8, s9) of
frequency (21, 24, 24). There are 1+ 1 + 2 + 7 = 11 tuples in total that are removed. !"

6 Anonymization Algorithm

In this section, we explain the details of the algorithm that constructs the QI-groups for
anonymization. The purpose of the QI-group is two-fold: (1) achieve (d, 	)-inference
privacy guarantee, and (2) minimize information loss, including both by tuple suppres-
sion and by generalization. Our anonymization algorithm has two phases, phase-1 that
minimizes the information loss by tuple suppression, and phase-2 that minimizes the
information loss by tuple generalization. In particular, phase-1 partitions the tuples by
their sensitive values, so that each group satisfies (d, 	)-inference, while the phase-2
constructs QI-groups of minimized information loss by generalization from the con-
structed phase-1 partitions.
Phase-1 Partition. We split the sensitive values into smaller disjoint segments, and
apply IG on these segments. Figure 1 illustrates the effect of the partition. We prove
that finding an optimal partition is a NP-hard problem, and propose two heuristic parti-
tioning approaches, namely top-down and bottom-up. Both heuristics are designed in a
greedy fashion. Due to the limit space, we omit the details.
Phase-2 QI-Group Construction. To further reduce the information loss, we split each
partition into smaller groups of same sensitive values. Since the partition P satisfies
(d, 	)-inference, it is straightforward all QI-groups from P must satisfy (d, 	)-inference.

7 Experiments

We have done an extensive set of experiments to evaluate both the effectiveness and
efficiency of our anonymization algorithm. Due to space limit, in this section, we briefly
describe our experiment design and results.
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We use a workstation machine of 2.4GHz Intel core and 3GB of RAM. We imple-
ment the algorithms in C++. We use both synthetic datasets in the experiments. To mea-
sure the impact of frequency distribution of sensitive values to anonymization, we gen-
erated two types of synthetic datasets, the one of sensitive values of close-to-uniform,
and the one of sensitive values of skewed distribution. We call these two datasets the
U -dis dataset and S-dis dataset. We designed the functional dependency salary-class→
work-class for the synthetic dataset.

(a) U-dis set. � = 5 (b) S-dis set. � = 5

Fig. 2. Time Performance Comparison (TD: Top-down, BU: Bottom-up)

Time Performance. First, we focus on the top-down and bottom-up approaches and
measure the impact of the d value to the performance of anonymization. Figure 2 (a)
& (b) show that for both U -dis and S-dis datasets, the performance of the bottom-up
approach is relatively stable with changing d value. However, the time performance
of top-down gets worse with larger d, as larger d results in more partitions. We also
measure the performance of the phase-1 partition of both top-down and bottom-up ap-
proaches. The experiment result shows that it is around 0.016 second for both U -dis
and S-dis datasets. Thus it is negligible compared with the total time of anonymization
(shown in Figure 2 (a) & (b)). Due to space limit, we omit the result.

Information Loss. We use the metric in Section 3 to measure the information loss.
Intuitively, the smaller the ratio is, the better is the data utility. From our experiment re-
sults, we observe that our information loss is at most 0.31. This proves the effectiveness
of our approach.

8 Conclusion

In this paper, we studied the problem of privacy-preserving publishing of data that
contains full functional dependencies. We formally defined the privacy model, (d, 	)-
inference, and developed robust and efficient algorithms that anonymize the data with
minimized information loss. Our empirical studies using both synthetic and real datasets
demonstrated the efficiency and effectiveness of our algorithm.

For the future work, we will consider multiple FFDs. Furthermore, we will move to
CFDs, i.e., the FDs X → Y that do not hold for all values of X and Y . It turns out that
the CFD-based analysis is far more intriguing than FFDs, and the (d, 	)-inference model
fails to effectively defend against its consequent privacy attack. Thus in the future, we
plan to strengthen the (d, 	)-inference model to defend against the CFD-based attack.
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Abstract. Scalable execution of continuous queries over massive data streams 
often requires splitting input streams into parallel sub-streams over which query 
operators are executed in parallel. Automatic stream splitting is in general very 
difficult, as the optimal parallelization may depend on application semantics. 
To enable application specific stream splitting, we introduce splitstream func-
tions where the user specifies non-procedural stream partitioning and replica-
tion. For high-volume streams, the stream splitting itself becomes a perform-
ance bottleneck. A cost model is introduced that estimates the performance of 
splitstream functions with respect to throughput and CPU usage. We implement 
parallel splitstream functions, and relate experimental results to cost model es-
timates. Based on the results, a splitstream function called autosplit is proposed, 
which scales well for high degrees of parallelism, and is robust for varying pro-
portions of stream partitioning and replication. We show how user defined par-
allelization using autosplit provides substantially improved scalability (L = 64) 
over previously published results for the Linear Road Benchmark. 

Keywords: Distributed stream systems, parallelization, query optimization. 

1   Introduction 

Data Stream Management Systems (DSMS) are becoming commonplace for a wide 
range of scientific and industrial applications, with high-volume data streams and 
queries that involve complex computations. Scalable execution in such applications 
requires parallelization. The parallelization of a query is called the parallelization 
strategy. In general, it is very difficult to automate the parallelization strategy, since 
the optimal parallelization may depend on application semantics. Our approach is to 
extend the query language with second-order functions to enable the user to specify 
non-procedural parallelization strategies. These functions split an input stream into 
large collections of parallel streams over which queries produce collections of result 
streams. Depending on the application, this collection of result streams can be 
merged, aggregated or further partitioned. 

Splitstream functions partition and/or replicate input streams into a collection of 
streams. For each tuple in the input stream, splitstream decides whether the tuple 
should be sent to one specific DSMS node (partitioning) or many DSMS nodes (repli-
cation). Partitioning a stream is necessary when executing expensive queries. Replica-
tion is required, e.g., when aggregates are computed over data distributed over many 
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local DSMS nodes. A splitstream function is compiled and optimized into a split-
stream plan. We show how to automatically generate an optimized splitstream plan 
with high throughput and low CPU cost given a non-procedural splitstream specifica-
tion. A generic splitstream function autosplit is defined that generates an optimized 
parallel splitstream plan based on a simple decision rule. To investigate the scalability 
of splitstream functions, we have parallelized an implementation of the Linear Road 
Benchmark (LRB), which is called scsq-plr. We focus on the performance bottleneck 
in the parallelization strategy of scsq-plr, which is splitting the stream of position re-
ports and account balance queries. In summary, we present the following results: 

• Splitstream functions are introduced, which enable non-procedural user defined 
specification of parallelization strategies. 

• A cost model is introduced that estimates CPU utilization and throughput of split-
stream plans. 

• A theoretically optimal tree shaped splitstream plan is devised that has maximum 
throughput according to the cost model. This plan is compared with other split-
stream plans. 

• A generic splitstream function autosplit automatically generates tree shaped split-
stream plans. Autosplit is shown to improve the scalability of LRB substantially. 

2   Splitstream Functions 

A stream function, Q(S, …)  So is a parameterized query that transforms one or 
more input stream arguments S into one or more output streams So. A parallelization 
function operates on collections of streams, and is used for specifying parallel execu-
tions of stream functions. Fig. 1 illustrates three basic classes of parallelization func-
tions; splitstream, mapstream, and mergestream. splitstream splits an input stream 
into two or more output streams. The number of output streams of a splitsteam is 
called its width. mapstream applies a stream function on each stream in a collection of 
streams, while mergestream merges or joins a collection of streams into a single out-
put stream. Examples of mergestream functions are stream union and windowed 
stream join. Although all parallelization functions are used in the final evaluation ex-
periment, the focus of this paper is to optimize splitstream functions since they are 
shown to be a performance bottleneck. 

 

Fig. 1. Splitstream, mapstreams, and mergestream 

A splitstream function has the basic signature splitstream(stream s, integer w, func-
tion rfn, function bfn)  vector of stream sv. The input stream s is split into w output 
streams in the vector sv. The first functional argument rfn is the routing function, hav-
ing signature rfn(object tpl, integer w)  integer, which returns the output stream 
number (between 0 and w – 1) for each tuple that should be routed to a single output 
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stream. The functional argument bfn(object tpl)  boolean is the broadcast function, 
which returns true for tuples to be broadcasted to all output streams. bfn and rfn return 
nil for tuples that should neither be broadcasted nor routed. rfn and bfn are defined 
declaratively in the query language by the user.  

2.1   Parallelizing LRB 

LRB [1] simulates a traffic system of expressways with variable tolling that depends 
on the utilization of the roads and the presence of accidents. Vehicles undertake jour-
neys in the expressway system consisting of L expressways while emitting stream of 
position reports. An implementation must respond correctly to the continuous and his-
torical queries of the benchmark within the allowed maximum response time (MRT). 
The number of expressways that an implementation is able to handle is called the L-
rating of the implementation. An LRB implementation can be seen as a stream func-
tion LR(S)  So. The LRB input stream S consists of four kinds of tuples; P, A, D, 
and E (event type 0, 2, 3, and 4, respectively), of which 99% are position reports P. 
The rest of the tuples are account balance queries A (0.5%), daily expenditure queries 
D (0.1%), and estimated travel time queries E (0.4%). Currently, E tuples are ignored 
[1]. The D tuples are computed over historical data, their frequency is very low, and 
the allowed MRT is 10 sec, so any DBMS can respond to D tuples within the required 
time. Allowed MRT for P and A tuples are five seconds. Since these tuples are very 
frequent, they have to be processed efficiently. The input stream rate increases con-
tinuously during the 180 minutes of the simulation. The result stream So contains toll 
and accident alerts (event type 0 and 1), and query responses (event type 2 and 3). 
Some position reports do not result in toll alerts, so the rate of So is less than that of S. 

Our single node LRB implementation scsq-lr [17], spent most of its CPU time 
computing segment statistics. This processing is local to each expressway, i.e., events 
on one expressway are independent of events on other expressways. Thus, the key to 
efficient parallelization is to partition the input stream into L parallel streams, and 
execute one instance of LR() for each expressway, as is employed in scsq-plr. The A 
tuples require account balance information. In scsq-plr, a local account table is main-
tained on each LR(), so that vehicles accumulate account balance locally on each  
expressway. Then, account balance queries must aggregate account data from all ex-
pressways. Therefore, all A tuples are broadcasted to all DSMS nodes running LR(). 

Fig. 2 illustrates this parallelization strategy for L = 4. The input stream is first split 
by splitstreamD, whose routing function rfnD(e,w) is defined as: 

create function rfnD(Event e, Integer w)  Integer as  

select i from integer i where 

(eventtype(e)<3 and i=0) or (eventtype(e)=3 and i=1); 

In splitstreamX, the body of rfnX(e,w) is select expressway(e) where 
eventtype(e)=0, while bfnX(e) is defined as select eventtype(e)=2. 
Each stream from splitstreamX is processed by an lr node (executing LR()), whose re-
sult stream is split by splitstreamO using rfnO(e,w) defined as select event-
type(e). splitstreamO and splitstreamD do not broadcast, so they have no bfn. All  
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Fig. 2. The parallelization strategy in scsq-plr. L = 4 

toll and accident alert result streams are merged with union-all. Account balance an-
swers from each splitstreamO are joined on query id and added together. 

2.2   Single Process Splitstream 

A splitstream function is naïvely implemented by a single process splitstream operator 
fsplit, its modules being shown in Fig. 3. The input stream S is read and de-marshalled 
by the consume module. In the process module, rfn and bfn are called for each tuple. 
Each emit module marshals and emits tuples to its output stream Soi, i=0…w–1. 

 

Fig. 3. Modules of fsplit 

The rate Φ of a stream is defined as the number of tuples per second. The CPU cost 
C for executing fsplit in Fig. 3 is computed as 

( ))()( bwrcebwrocpccC ⋅++⋅+++Φ= . (1)

In Equation 1, the consume cost cc measures reading and de-marshalling one input 
tuple, the process cost cp measures the execution of rfn and bfn per input tuple, and 
the emit cost ce measures emitting a tuple. b is the broadcast percentage, which is the 
proportion of tuples in the input stream to be emitted to all w output streams accord-
ing to bfn. Notice that b is multiplied by w. r is the routing percentage, i.e. the propor-
tion of tuples to be routed according to rfn, while o is the omit percentage, which is 
the proportion of tuples that are not emitted at all. As a tuple is either broadcasted, 
routed, or omitted, r + b + o = 1. Thus, the cost C decreases if o increases because of 
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smaller emit cost. Assuming rfn routes each tuple with equal probability for all output 
streams So0…Sow–1, the rate of each output stream is Φoi = Φ ⋅ (b + r / w) for all i. 

For scsq-plr, Table 1 shows percentages o, b, and r, widths w, and output stream 
rates Φ of splitstreamD, splitstreamX, and splitstreamO, respectively. E (0.4%) tuples 
are dropped by splitstreamD. P (99%) and A (0.5%) tuples are routed to splitstreamX, 
and D (0.1%) tuples are routed to dailyexp(). splitstreamX broadcasts A tuples to all 
lr() nodes and routes P tuples of expressway j = 0…L–1 to the corresponding lr(). 
Thus, splitstreamX has b = 0.5% / 99.5% ≈ 0.5%, and r = 99% / 99.5% ≈ 99.5%. Each 
splitstreamO routes the low rate result stream Φri from one lr() node. 

According to Equation 1, the cost of fsplit increases when w is increasing if b > 0. 
Therefore, the cost of splitstreamX increases when scaling L, turning splitstreamX into 
the bottleneck when executing scsq-plr with high L. Stream replication is a scalability 
problem for large w, even if b is very close to zero, as in LRB. 

Table 1.  Tuple percentages, widths, and output stream rates of splitstream functions in LRB 

 o b r w Φ 
D 0.4% 0% 99.6% 2 ΦX = 99.5% ⋅ Φ ΦD = 0.1% ⋅ Φ 
X 0% 0.5% 99.5% L Φi = ΦX ⋅ (0.5% + 99.5% / L) 
O 0% 0% 100% 3 Φri < Φi 

3   Splitstream Trees 

To alleviate the bottleneck in splitstreamX when scaling w, we propose a hierarchical 
splitstream plan, called a splitstream tree. Each level l in a splitstream tree is num-
bered, starting from 1 at the root to the depth d. Each node in the tree executes fsplit, 
and the width of the nodes on level l is called the fanout fl of level l. A hierarchical 
hash function defined in this section enables any user defined rfn to be executed in a 
splitstream tree. Furthermore, we introduce a cost model for splitstream trees. Using 
this cost model, a splitstream tree with maximum throughput can be generated if r and 
b are known. We compare its performance to a practical splitstream tree, which does 
not require knowledge of r and b. 

3.1   Multi-level Hash Function 

Since each level l in a splitstream tree has fanout fl, the result of rfn on level l must be 
an integer in range [0, fl –1]. In addition, a splitstream tree must result in the same set 
of output streams as that of fsplit. To fulfill these requirements, the hierarchical hash 
function defined in Equation 2 is applied on the result of the routing function rfn(t) at 
each level l and tuple t. 
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The denominator λl-1 of Equation 2 is the cumulative fanout of level l – 1, i.e., the 
fanout that the tuple has undergone in the tree levels above level l. The cumulative 

fanout at the root is λ0 = f0 = 1, and the cumulative fanout λl is 

.∏
≤

=
l

l
k

kfλ  (3)

The output streams of a node at level l are denoted So(l)
i, i = 0…fl  – 1. For example, if 

splitstreamX in Fig. 2 is executed as a splitstream tree with f1 = 2 and f2 = L/2, then 
h1(rfn) routes position reports of even-numbered expressways to output stream So(1)

0 
and position reports of odd-numbered expressways to So(1)

1, according to Equation 2. 
On level 2, h2(rfn) routes tuples of expressway number x to So(2)

i, i = ⎣x/2⎦. bfn is the 
same in all nodes, so that one copy of each broadcast tuple arrives at each leaf. 

3.2   A Cost Model for Splitstream Trees 

In the following discussion, we assume that then omit percentage o = 0, as in our 
splitstreamX example. If b > 0 (and thus r < 1), the routing percentage decreases at 
each level. This is because the number of tuples to broadcast stay the same in all out-
put streams, whereas the number of tuples to be routed decreases per level. Equation 4 
defines the routing and broadcasting percentages rl and bl at level l. 
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The rate of one of the output streams at level l is Φo(l). 
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The cost Cl of executing a node at level l in a splitstream tree depends on the output 
stream rate from level l – 1 according to Equation 5. 

( ) ( )( )lll
l

l bfrcecpccΦoC )( ⋅+⋅++⋅= −1 . (6)

The emit capacity E of a node executing the fsplit operator is defined as its maximum 
stream rate. The throughput Φmax of a splitstream tree is limited by E and by the level 
in the splitstream tree with the highest cost. 

( )ll
C

E

maxmax =Φ . (7)

Finally, the total cost of a splitstream tree of depth d can be estimated by adding the 
splitstream costs for all nodes at each level. The number of nodes at level l is λl -1. 
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3.3   Maxtree and Exptree Splitstream Trees 

Assuming that the percentages r and b are known and constant, it is possible to con-
struct an optimal splitstream tree that maximizes the throughput according to the cost 
model. We call this splitstream tree maxtree, which maximizes the throughput while 
minimizing the total cost. The cost at level l = 1 is minimized by choosing f1 = 2, so 

that C1 = Φ ⋅ (cc + (r + 2b) ⋅ (cp + ce)). Levels are added until λd ≥ w. By choosing a 
fanout fl of each level l > 1 such that Cl ≤ C1, we ensure that no downstream level in 
the splitstream tree will be a bottleneck. The total cost in Equation 8 is minimized by 
minimizing the number of splitstream tree levels. The number of levels are minimized 
by maximizing fl on all levels l > 1, while keeping Cl ≤ C1. Solving fl for Cl = C1 us-
ing Equation 6 obtains the following formula for the optimal fanout fl at level l (see 
[17] for details). 
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The ratio between the costs a = cc/(cp+ce) depends on the costs of rfn and bfn and on 
the properties of the computing and network environments. In general, these parame-
ters are unknown, so the formula in Equation 9 cannot be determined. Therefore, 
maxtree can only be used for comparison in controlled experiments where a is known. 
We determined a = 1.08 for splitstreamX in a preliminary experiment. To simplify the 
theoretical discussion of maxtree, a was rounded to 1. 

Equation 9 shows that optimal fanout fl increases quickly for small l > 1 if r > 0. 
Based on this observation, we introduce a splitstream tree called exptree, which in-
creases its fanout for each level with a constant factor. exptree was set to generate 
trees with f1 = 2, and fl = 2 ⋅ fl -1 for all l > 1. We show that the performance of exptree 
will be almost as good as that of maxtree, without the need to know a, r, and b. 

3.4   Theoretical Evaluation 

Throughput and total CPU cost were estimated for the splitstream plans using Equa-
tions 7 and 8, assuming cc = 1 and a = 1.  In a scale-up evaluation, w was scaled from 
2 to 256 while keeping b = 0.5%, as in splitstreamX. In a robustness evaluation, b was 
scaled from 0 to 1 while keeping w = 64. Fig. 4 shows the estimated performance. 

In the scale-up evaluation, the estimated throughput was plotted in Fig. 4 (a) as the 
percentage of emit capacity E. The estimated total CPU cost was plotted in Fig. 4 (b). 
As expected, the single-process fsplit degrades when w increases. On the other hand, 
fsplit also consumes the least total CPU. The CPU cost of exptree increases when a 
new tree level is added, e.g. when increasing w from 8 to 16. For such small values of 
b = 0.5% as in LRB, maxtree generates a shallower tree and thus consumes less CPU 
resources than exptree.  

When scaling b in the robustness evaluation, Fig. 4 (d) shows that the CPU cost of 
maxtree increases sharply when b increases. If b ≈ 1 in to Equation 9, fl = 2 on all 
maxtree levels, resulting in a binary tree. A splitstream tree with so many nodes con-
sumes a lot of CPU. Fig. 4 (c) shows that all splitstream functions have the same  
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Fig. 4. (a) Estimated throughput and (b) total CPU cost, b = 0.5%. (c) Estimated throughput and 
(d) total CPU cost, w = 64. 

throughput for b = 0, but the throughput of fsplit drops quickly when b increases. For 
moderate values of b (up to 10%), the estimated throughput of exptree is the same as 
that of maxtree. For higher values of b, the estimated throughput of exptree is lower, 
however much better than fsplit. 

4   Experimental Setup 

The splitstream functions were implemented using our prototype DSMS SCSQ [21]. 
Queries and views are expressed in terms of typed functions in SCSQ’s functional 
query language SCSQL, resulting in one of three collection types stream, bag, and 
vector. A stream is an object that represents ordered (possibly unbounded) sequences 
of objects, a bag represents relations, and a vector represents bounded sequences of 
objects. For example, vectors are used to represent stream windows, and vectors of 
streams are used to represent ordered collections of streams. 

Queries are specified using SCSQL in a client manager. The distributed execution 
plan of a query forms a directed acyclic graph of stream processes (SPs), each emit-
ting tuples on one or more streams. Continuous query definitions are shipped to a co-
ordinator. Unless otherwise hinted, the coordinator dynamically starts new SPs in a 
round robin fashion over all its compute nodes, so that the load is balanced across the 
cluster. The coordinator returns a handle of each newly started SP. 
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In the SPs, a cost-based query optimizer transforms each query to a local stream 
query execution plan (SQEP), by utilizing the query optimizer of Amos II [9]. A 
SQEP reads data from its input streams and delivers data on one or more of its output 
streams. Stream drivers for several communication protocols are implemented using 
non-blocking I/O and carefully tuned buffers. A timer flushes the output stream buff-
ers at regular time intervals to ensure that no tuples will remain for too long. The 
SCSQ kernel is implemented in C, where SQEPs are interpreted. SQEPS may call the 
Java VM to access DBMSs over JDBC. Thus, an SP may be stateful in that it stores, 
indexes, and retrieves data using internal main memory tables or external databases. 
In scsq-plr, local main memory tables are used to store account balance data, and 
MySQL is used to store daily expenditure data. 

In our experiments, each SP is a UNIX process on a cluster of compute nodes fea-
turing two quad-core Intel® Xeon® E5430 CPUs @ 2.66GHz and 6144 KB L2 
cache. Six such compute nodes (48 cores in total) were available for the experiments. 
For large splitstream trees, there were fewer CPUs than SPs. Then, some SPs were co-
located on the same CPU. For inter-node communication, TCP/IP was used over gi-
gabit Ethernet. Intra node communication used TCP/IP over the loopback interface. 
Throughput is computed by measuring the execution time of SCSQ over a finite 
stream. The CPU usage of each SP is determined using a profiler in SCSQ that meas-
ures the time spent in each function by interrupt driven sampling. 

5   Preliminary Experiments 

Two preliminary experiments were performed. The purpose of the first one is two-
fold: We show that the emit capacity for moderately sized tuples is bound by the CPU 
and not by the network. We also show that the emit capacity E for an SP, and thus the 
cost, is the same for moderately sized tuples no matter if streaming inter or intra node. 
Since the cost is the same, the scheduling of SPs is greatly simplified. 

One SP was streaming tuples of specified size to another SP, which counted them. 
Intra node streaming was performed with the SPs on the same compute node, while 
they were on different nodes for inter node streaming. The emit capacity is shown in 
Fig. 5 (a), with less than 3.5% relative standard deviation. For tuples of moderate size, 
the emit capacity is the same for inter and intra node streaming. LRB input stream tu-
ples have 15 attributes, occupying 83 bytes including header. The network bandwidth 
consumption is 143 Mbit/s for these tuples, which is significantly less than the capac-
ity of a gigabit Ethernet interface. Streaming moderately sized tuples as in LRB is 
CPU bound, because of the overhead of marshalling and (de)allocating many small 
objects. For tuples of size greater than 512 bytes, the intra node throughput is better. 
Usually however, tuples are smaller. 

The purpose of the second preliminary experiment is to measure consume, process, 
and emit costs (cc, cp, and ce) splitstreamX in our environment, as required by max-
tree. We do that by executing splitstreamX as an fsplit with w = 1. One SP generated a 
stream of 3 million tuples. A second SP applied fsplit with w = 1 on the stream from 
the first SP, using the rfn and bfn of splitstreamX. A third SP counted the number of 
tuples in the single output stream from fsplit. 
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Fig. 5. (a) Inter and intra node emit capacity, (b) CPU time breakdown for fsplit with w = 1 

The CPU times obtained from the fsplit SP are shown in Fig. 5 (b). Using these 
CPU times, a = cc / (cp + ce) ≈ 1.08, which is used in all maxtree experiments. Fur-
thermore, the throughput of this simple splitstream was Φmax = 109 ⋅ 103 tuples per 
second (relative standard deviation 0.6%). In LRB, the maximum input stream rate is 
1670 tuples per second and expressway, so this throughput corresponds to 65 
(109000/1670) expressways in LRB. No splitstream tree can be expected to have 
higher throughput than fsplit with w = 1. Thus, no splitstream tree will be able to split 
the input stream of LRB for L > 65. 

6   Experimental Evaluation 

The goal with the experimental evaluation is to investigate the properties of the split-
stream plans in a practical setting. Throughput and total CPU consumption were stud-
ied in a scale-up experiment and a robustness experiment, set up in the same way as 
in the analytical evaluation. In order to establish statistical significance, each experi-
ment was performed five times and the average is plotted in the graphs. 

Fig. 6 shows the throughput and CPU usage of the splitstream trees. Error bars 
(barely visible) show one standard deviation. All experimental results agree perfectly 
with the theoretical estimates in Fig. 4 with one exception: The measured throughput 
of maxtree shown in Fig. 6 (c) was significantly lower for large values of b than esti-
mated. This is because the total CPU usage exceeds the CPU resources available for 
our experiments. If resources were abundant, maxtree should have been feasible for 
splitting streams with a high broadcast percentage. If resources are limited, exptree is 
shown to achieve the same throughput as maxtree at a smaller CPU cost. The experi-
ments confirm that our cost model is realistic. 

6.1   Autosplit 

We observe that exptree achieves the same scale-up as maxtree. Furthermore, the ro-
bustness of exptree is the same as that of maxtree when resources are not abundant. 
Based on these results, we implement autosplit using the following decision rule: If 
bfn is present, generate an exptree. If only rfn is present and thus b = 0, generate a 
single fsplit, since a single fsplit has the same throughput as the splitstream trees for 
b = 0, but consumes less CPU. 
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Fig. 6. (a) Measured throughput and (b) measured total CPU cost for b = 0.5%. (c) Measured 
throughput and (d) measured total CPU cost for w = 64. 

6.2   LRB Performance 

To verify the high scalability of autosplit, it was used as the splitstream function in 
scsq-plr as shown in Fig. 2. autosplit generated an exptree for splitstreamX and fsplit 
for splitstreamD and splitstreamO since they had no bfn. The performance of LRB us-
ing autosplit is compared to LRB using fsplit in all splitstream functions. To simplify 
the experiments, the dailyexp() node was disabled since the daily expenditure process-
ing has no bearing on scalability of LRB stream processing in scsq-plr. 

When using the round robin scheduler of the coordinator described in Section 0, 
scsq-plr with autosplit achieved L = 52. The limiting factor was that the first node of 
the plan was not granted enough CPU resources, because too many SPs were assigned 
to the same multi-core compute node. By adding a hint to the coordinator to limit the 
number of SPs on the first compute node, the L-rating for autosplit improved to 
L = 64, as illustrated by Fig. 7. The y-axis is the MRT, and the x-axis is the number of 
minutes into the simulation. fsplit keeps up until minute 125, when response time ac-
cumulates and exceeds the allowed MRT at 129 minutes. When b = 0.5% as in split-
streamX, the maximum throughput of fsplit with w = 64 is 100000 tpl/sec according to 
the results in Fig. 6(c). At 125 minutes, the stream rate for L = 64 is getting close to 
100000 tpl/sec. Thus, fsplit is unable to keep up with the increasing input stream rate. 
Since the maximum throughput of exptree is higher, autosplit achieves the higher L-
rating of L = 64. The bumps in the curves are because of cron jobs executing on the 
compute nodes beyond our control.  

In conclusion, we have shown that fsplit cannot achieve L = 64 in LRB, and that 
smart scheduling is necessary to take full advantage of autosplit. fsplit with smart  
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Fig. 7. Maximum response time for L = 64 

scheduling was measured to achieve L = 52. Notice that in standard LRB, the im-
provement with autosplit could not be expected to be very large. However, as indi-
cated theoretically by Fig. 4 (a) and experimentally in Fig. 6 (c), the gain will be big-
ger if the broadcast percentage b is greater. 

7   Related Work 

This paper complements other work on parallel DSMS implementations [4, 8, 12, 15, 
19], by allowing the user to specify non procedural stream splitting, and by paralleliz-
ing the execution of stream splitting. This allows parallel execution of expensive que-
ries over massive data streams. 

In previous work [22], we introduced stream processes, allowing the user to manu-
ally specify parallel stream processing. The stream splitting proved to be very effi-
cient for online spatio-temporal optimization of trip grouping [7], based on static or 
dynamic routing decisions. Similarly, GSDM [12] distributed its stream computations 
by selecting and composing distribution templates from a library, in which some basic 
templates were defined including both splitting and joining. By contrast, the stream 
splitting in this paper is specified through declarative second order splitstream func-
tions, allowing optimizable stream splitting insensitive to the percentages of tuples to 
broadcast or route. 

Gigascope [4] was extended with automatic query dependent data partitioning in 
[14] for queries that monitored network streams. The query execution was automati-
cally parallelized by inferring partitioning sets based on aggregation and join  
attributes in the queries. The stream splitting was performed in special hardware, 
which provided high throughput. By contrast, we have developed a method to split 
streams involving both routing and broadcasting by generating efficient hierarchical  
splitstream plans executing on standard PCs. Furthermore, splitstream functions allow 
the user to declaratively specify splitstream strategies, which allows parallelization of 
queries that cannot be parallelized automatically. 

Efficient locking techniques were developed in [5] to parallelize aggregation op-
erators using threads. Since SCSQ uses processes instead of threads for paralleliza-
tion, locking is not an issue. 

Partitioning a query plan by statically distributing the execution of its operators 
proved to be a bottleneck in [13]. In [2], query plans were partitioned by dynamically 
migrating operators between processors. However, expensive operators are still  



196 E. Zeitler and T. Risch 

bottlenecks. In our work, the bottleneck was overcome by splitting the input stream 
into several parallel streams, and further reduced by parallelizing the stream splitting 
itself. Furthermore, allowing both routing and broadcasting provide a powerful 
method to parallelize queries, as shown by scsq-plr. 

The Flux operator [18] dynamically repartitions stateful operators in running 
streams by adaptively splitting the input stream based on changes in load. By contrast, 
we have studied user defined stream splitting. Dynamic scheduling of distributed op-
erators in continuous queries has been studied in [19] and [23]. A dynamic distributed 
scheduling is introduced in [19] based on knowledge about anti-correlations in load 
between different independent operators in a plan. In [23], stream operators are dy-
namically migrated between compute nodes based on the current load of the nodes. 
By contrast, this paper concentrates stream splitting for parallel processing down-
stream. However, scheduling proved to be important, and future work should investi-
gate the effectiveness of these approaches when used with parallelization functions. 

Dryad [10] generalizes Map-Reduce [6] by implementing an explicit process graph 
building language where edges represent communication channels between vertices 
representing processes. By contrast, SCSQ users specify parallelization strategies over 
streams on a higher level using declarative second order parallelization functions. 
These parallelization functions are automatically translated into parallel execution 
plans (process graphs) depending on the arguments to the parallelization functions. 

SCOPE [3] and Map-Reduce-Merge [20] are more specialized than Dryad, provid-
ing an SQL-like query language over large distributed files. The queries are optimized 
into parallel execution plans. Dryad, Map-Reduce-Merge, and SCOPE operate on sets 
rather than streams. None of these provide parallelization functions. 

Out of the existing implementations of LRB, IBM’s Stream Processing Core (SPC) 
is the only attempt to parallelize the execution [13]. The SPC implementation of LRB 
was partitioned into 15 building blocks, each of which performed a part of the imple-
mentation. One processing element computed all segment statistics on a single CPU, 
which proved to be a bottleneck. With the SCSQ implementation and autosplit, we 
achieved over 25 times the L-rating of the SPC implementation by user defined paral-
lelization. The performance difference between SCSQ and SPC illustrates (i) the im-
portance of how the execution is parallelized; and (ii) the usefulness of splitstream 
functions where the user provides application knowledge for the parallelization de-
claratively by specifying rfn and bfn. 

For streams, rfn and bfn are analogous to fragmentation and replication schemes for 
distributed databases [16]. However, for distributed databases the emphasis is mainly 
on distributing data without skew. In our case, there are orders of magnitude higher  
response time demands on stream splitting and replication than on disk data fragmenta-
tion and replication. Therefore, the performance of stream splitting is critical. 

8   Conclusions and Future Work 

We investigated the performance of splitstream functions, which are parallelization 
functions that provide both partitioning and replication of an input stream into a col-
lection of streams. A splitstream function is compiled into a splitstream plan. We first 
defined a theoretical cost model to estimate the resource utilization of different  
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splitstream plans, and then investigated the performance of these splitstream plans 
experimentally using the SCSQ DSMS. Based on both theoretical and experimental 
evaluations, we devised the splitstream function autosplit, which splits an input 
stream, given the degree of parallelism, and two functions specifying how to distrib-
ute and partition the input stream. The routing function returns the output stream 
number for each input tuple that should be routed to a single output stream. The 
broadcast function selects the tuples that should be broadcasted to all output streams. 
autosplit was shown to generate a robust and scalable execution plan with perform-
ance close to what is theoretically optimal for a tree shaped execution plan. autosplit 
was used to parallelize the Linear Road DSMS Benchmark (LRB), and shown to 
achieve an order of magnitude higher L-rating than other published implementations. 

A simple scheduler was used in the experiments, which balanced the load evenly 
between the compute nodes for all splitstream plans. This scheduler achieved L = 52 
in the LRB experiment. By hinting the scheduler not to overload the first node of the 
execution plan, the L-rating improved to 64, which is close to the theoretically maxi-
mum throughput for scsq-plr in our cluster environment. 

As splitstream has shown to be sensitive to the cost of rfn and bfn, future work in-
cludes optimizing splitstream for a wider class of rfn and bfn. By devising a cost 
model like in [24], the scheduling of SPs can be further improved. The robustness of 
dynamic re-scheduling and SP migration should be investigated. It should be investi-
gated whether other, non-tree shaped splitstream plans can improve performance fur-
ther. Furthermore, other application scenarios are being studied within the iStreams 
project [11].  
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Abstract. In this paper, we propose a framework for constraint-aware
pattern detection over event streams. Given the constraint of the input
streams, our proposed framework on the fly checks the query satisfiabil-
ity / unsatisfiability using a lightweight reasoning mechanism. Based on
the constraint specified in the input stream, we are able to adjust the
processing strategy dynamically, by producing early feedbacks, releas-
ing unnecessary system resources and terminating corresponding pat-
tern monitor, thus effectively decreasing the resource consumption and
expediting the system response on certain situations. Our experimental
study illustrates the significant performance improvement achieved by
the constraint-aware pattern detection framework with little overhead.

1 Introduction

Event stream processing (ESP) [17][3][9][14] technologies enable enterprise appli-
cations such as algorithmic trading, RFID data processing, fraud detection and
location-based services in telecommunications. The key applications of the ESP
technologies rely on the detection of certain event patterns (usually correspond-
ing to the exceptional cases in the application domain). Alerts will be raised
after the target pattern has been detected in the form of system notifications or
triggers. Such functionality is sometimes referred to as the situation alert, which
corresponds to many key tasks in enterprises computing.

In many practical cases business events are generated based on pre-defined
business logics, shown by the following two scenarios:

Supply Chain Management. Business Activity Monitoring (BAM) has been
described by Gartner [1] as a technology that “allows business users real-time
access to, and analysis of, important business indicators”. One major BAM appli-
cation is in supply chain management (SCM). The business events corresponding
to the stream-line logistics flow in SCM follow a pre-defined procedure.

Network Anomalies Detection. Assume a firewall server monitoring the net-
work packets between inside and outside machines. The server can maintain the
� This work has been partially supported by NSF under Grant No. NSF IIS-0414567.
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statistics of all the network traffic flows. Anomalies are detected from statisti-
cal data sent as event streams [3], which are generated by workflow engines or
simply customized programs following pre-defined schema.

In real-life event-based systems, constraints such as workflows often hold
among the event data. For pattern detection over such event data streams, rea-
soning using the constraints enables us to (1) identify queries which are guar-
anteed to not lead to successful matches at the earliest, thereby helping us to
terminate these long running pattern detection processes and release the corre-
sponding CPU and buffer resources; (2) identify queries which can be guaranteed
to surely lead to a future alert at the earliest (even though the matched result
has not yet happened), thereby helping us to get prepared for upcoming situ-
ations. The above two are referred to as detection of query unsatisfiability and
detection of query satisfiability separately.

Consider the following event query [17][3] in SCM, which monitors whether
an item has passed several process steps of certain location in a certain order:

SEQ(SUPPLIER WAREHOUSE, LABEL CTR, SHELTER)

Without given constraint knowledge of the input events, the earliest we can say
that the expected pattern cannot be matched over the event trace is after the
whole event trace has been completely received and still no match has been
found. Similarly, the earliest a situation alert could be triggered is after a match
of the expected pattern corresponding to the alert has been fully received. As-
sume we are given the event constraint as the product transportation workflow
shown in Figure 1. By such semantics of the input stream, if the item’s arrival at
the logistics center is notified, we can guarantee that no match can be found for
the expected pattern in a future, since no shelter (which is a required pattern in
the query) could appear in the coming trace. Thus the pattern monitor can be
terminated at this moment. Similarly, if the item’s arrival at the retail warehouse
is notified, we can guarantee that the current event trace can surely lead to a
future match for the expected pattern, since a coming label center followed by
a shelter is indicated by the workflow. Thus an early alert can be triggered for
helping the corresponding party get prepared for upcoming situations.

Fig. 1. Example Workflow in SCM
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We propose a framework for constraint-aware pattern detection over event
streams. and we have implemented our proposed framework in a prototype sys-
tem called E-Tec (constraint-aware query Engine for pattern deTection over
event streams) [13]. Given the constraint of the input event stream, E-Tec on the
fly checks the query satisfiability / unsatisfiability using a lightweight reasoning
framework. Based on such runtime constraint, E-Tec can adjust the processing
strategy dynamically, by producing early feedbacks, releasing unnecessary re-
sources (CPU and buffer) and terminating corresponding pattern monitor, thus
effectively decreasing the resource consumption and expediting the system re-
sponse on certain situation alerts. Our contributions include:

1. Lightweight Constraint Checking. Given the constraint of the input
event stream at compile time, the query satisfiability / unsatisfiability is ef-
ficiently observed on the fly by E-Tec’s constraint engine using our proposed
checking algorithm. The process is made to be lightweight through decreas-
ing the cost of runtime checking using our proposed automaton encoding
algorithm for pre-computation. (Section 3)

2. Execution Strategy. We propose a query execution strategy following the
Event-Condition-Action (ECA) rule-based framework. Real-time streaming
event data input serves as the events. The constraint engine described earlier
uses the checking algorithm to determine whether a set of specific conditions
are satisfied at runtime. Based on the checking results, corresponding actions
are taken on the fly such as monitor termination, buffer releasing and early
situation alerts. (Section 4)

3. System Integration and Experimental Studies. Our constraint-aware
pattern detection framework can be easily integrated with an automaton-
based ESP engine by combing automaton applied for constraint checking
with the automaton applied for pattern detection. Our prototype system
E-Tec is implemented following such design patter. Based on E-Tec, we con-
duct experimental studies to demonstrate that our proposed techniques bring
significant performance gains in memory and CPU usage. (Section 5)

State-of-the-Art. Recently the emergence of stream data processing had been
extended to complex event processing on event streams [17][3][8]. Wu [17] pro-
poses an expressive yet easy-to-understand language to support pattern detec-
tion over event streams, but constraint knowledge is not within the consideration
of its query evaluation. In [3], a plan-based technique is used to perform stream-
ing complex event detection across distributed sources. Its focus is mainly on
handling pattern detection over event streams in a distributed environment. A
rule-based ESP solution is provided in [8]. However, it only considers a limited
number of rules instead of utilizing the complete input event constraint.

Roadmap. In Section 2 we give the preliminary for this paper. Section 3 pro-
vides our query satisfiability / unsatisfiability checking algorithms. Execution
strategy is studied in Section 4. Our experimental results are presented in Sec-
tion 5, followed by related work in Section 6 and conclusion in Section 7.
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2 Preliminary

2.1 Event Data Model

Event Instance. An event instance is an occurrence of interest in a system,
which can be either primitive or composite as further introduced below.

Event Type. Similar event instances can be grouped into an event type. That
is, each event type E corresponds to a class of event instances which share set
of common attributes. We use capitalized letters for event types such as E. and
we use lower-case letters such as e to represent instances of event type E.

Event Stream and Event Trace. An event stream is heterogeneously pop-
ulated with event instances of different event types. In most event processing
scenarios, it is assumed that the input to the system is a potentially infinite
stream which contains all events that might be of interest [17]. Such real-time
input is referred to as an event trace (usually denoted as h), which evolves on
the fly by receiving new instances as input. For an event trace h and an event
type E, E[h] denotes the set of all the event instances of E in h.

Temporal Aspects of Events. An event is associated with a unique times-
tamp, indicating the discrete ordering in the time domain. An event instance
that happens instantaneously at a time point is called a point event. An event
instance that occurs over a time interval is called a interval event. As a general
representation for both the point and interval temporal semantics, for any event
instance ei, we use ei.ts and ei.te to denote the start and the end timestamp of
the event instance ei, respectively. The start and the end timestamps of a point
event e are the same, which is simplified as ei.t (i.e., ei.ts = ei.te = ei.t). For an
event instance e, we use a pair of numbers as et1|t2 adjacent to it to represent
the timestamp of e (denoting both the start and end time). For the point-based
events, the representation is simplified as et, where the t adjacent to e denotes
the time point when e happens. For easier understanding, we assume events to
be point-based (thus event e’s timestamp will be represented as e.t) in the rest of
the paper. However our proposed constraint-aware pattern detection framework
works with general interval event streams as well.

2.2 Event Query Model

Complex event pattern detection languages are studied in a number of existing
works [3][17][7]. In this work we adopt the query language defined in [17] as
follows to specify an event pattern query:

<Query>::= EVENT <pattern expression>

[WHERE <equality conditions>]

The EVENT clause specifies temporal and logical relationships among events.
As its algebraic translation, we use a standard set of event composite opera-
tors [17], which are AND, OR, SEQ and NEGATION. The sequence operator
SEQ is used by the examples of this paper thus its definition is given below.
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[Sequence Operator]. The sequence operator SEQ specifies a particular order
in which the event instances of interest should occur and these event instances
form a composite event instance. It takes a list of n (n > 1) event types as its
parameters and outputs composite events e′ = <e1, e2, ..., en> defined as:

SEQ(E1, E2, ..., En)[h] = { < e1, e2, ..., en > | (e1.t < e2.t... < en.t)
∧ (< e1, ..., en >∈ E1[h]× ...× En[h]) }.

(1)

Example 1. The following example illustrates the computation of SEQ(A, B)
given the event trace h = { a1, b2, e5, a6, e7 }. Remind that the small number
adjacent to an event instance denotes the timestamp of the event. We have
A[h]={ a1, a6 }, B[h] = { b2 } and A[h] × B[h] = { < a1, b2 >, <a6, b2> }.
The sequence result <a1, b2> satisfies the condition a1.t < b2.t (i.e., 1 < 2).
However, <a6, b2> is not a correct result for a6.t > b2.t (i.e., 6 ≥ 2).

Most applications require real-time filtering, where users are interested in com-
plex event patterns that impose additional constraints on the event instances [3].
Such parameterized constraints between event attributes and specific values can
be specified in the optional WHERE clause [17].

Window-based processing is widely applied in data stream processing sys-
tems [4]. Our proposed framework could be extended with window-based func-
tionalities thus to support event pattern queries with sliding windows. Due to
space limitation, we skip the discussion on this subject in the paper.

3 Query Satisfiability and Unsatisfiability

3.1 Event Constraint

As discussed earlier, in many practical cases events are generated based on pre-
defined constraint. In this work, we consider an event constraint C which can be
expressed using a regular expression. For instance, C can be given as the event
workflow of the input stream. L(C) denotes the language defined by C.

For any event trace h, if h is the prefix of a sequence k ∈ L(C), we call h being
consistent with C. Trace(C) denotes the set which contains all the event traces
that are consistent with C. Thus given a trace h, h ∈ Trace(C) iff ∃ sequence k:
hk ∈ L(C). Obviously, L(C) ⊆ Trace(C).

Example 2. Regular expression A+K∗B+KC+ represents a given event con-
straint Cexp2, where consecutive A event instances, B event instances and C
event instances are divided by a K event instances but the K’s between the A’s
and B’s is optional. Event trace h1 = { a1, k2, b4, b7, k8, c9 } and h2 = { a1,
b4, b7, k8, c9 } are both in Trace(Cexp2).

3.2 Satisfiability and Unsatisfiability Checking

An event trace is said to match event query Q if the evaluation of Q over h
produces at least one matched pattern. For a pattern query Q, L(Q) denotes the
set which contains all the event traces that match Q.
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Example 3. Consider event trace h1, h2 given in Example 2 and event pattern
query Qexp3 = SEQ(A, K, K, C), which looks for event patterns with at least
two K event instances appearing between an A instance and a B instance. Trace
h1 matches Qexp3 since in the trace there exist a complex event pattern instance
<a1, k2, k8 c9> matching the target pattern <a, k, k, c>. However, trace h2
does not match Qexp3 since no instance of the target pattern could be found.

Given a pattern query Q, an event constraint C and an event trace h ∈ Trace(C),
we want to determine whether a query match may exist for h while h keeps evolv-
ing at runtime. This problem is regarding the checking of the query satisfiability
/ unsatisfiability, of which we give the formal definitions below.

Query Satisfiability. Given Q, C and h ∈ Trace(C), Q is satisfiable iff ∀ k:
hk∈L(C) → hk∈L(Q). This is denoted as Satisfiable(Q, C, h) = true.

Query Unsatisfiability. Given Q, C and h ∈ Trace(C), Q is unsatisfiable iff

∃ k: hk∈L(C) ∧ hk∈L(Q). This is denoted as Unsatisfiable(Q, C, h) = true.

The key functionalities of event stream processing applications rely on the de-
tection of certain event patterns (usually corresponding to the exceptional cases
in the application domain). Alerts (such as system notification or triggers) are
usually raised after the target pattern has been detected. Under the context of
such situation alerts, checking the query satisfiability / unsatisfiability is equiv-
alent to determining whether situation alerts will be raised in the future while a
given event trace evolves on the fly. Given Q, C and h ∈ Trace(C), Q either could
be determined as satisfiable (i.e., Satisfiable(Q, C, h) holds true) or unsatisfiable
(i.e., Unsatisfiable(Q, C, h) holds true), or could not yet be determined (i.e., both
Satisfiable(Q, C, h) andUnsatisfiable(Q, C, h) are false, which means that whether
a matched pattern may exist for Q while h evolves could not be decided yet).

Example 4. Consider Qexp3, Cexp2 given earlier and event trace h3 = { a1, k2
}, h4 = { a1, b4 } and h5 = { a1, a2 }. We have satisfiable(Qexp3, Cexp2, h3)
as true. This is because Cexp2 guarantees one or more K instances will appear
(i.e., the K’s appearing before and after the consecutive B’s) and then C events
will appear after that. Thus, no matter how h3 evolves, matched result(s) will
surely appear in the future. For instance, a match is formed after h3 evolving to
h1. Similarly, we knows that unsatisfiable(Qexp3, Cexp2, h4) is true, since Cexp2
indicates that only one K instance (i.e., the K appearing after the consecutive
B’s) will appear. We could also see that both satisfiable(Qexp3, Cexp2, h5) and
unsatisfiable(Qexp3, Cexp2, h5) are false, since whether a match may exist could
not yet be decided at the moment. How to determine satisfiability / unsatisfia-
bility using algorithms for this example will be given later in Example 6.
A query could be statically determined as satisfiable / unsatisfiable before re-
ceiving any event input, i.e., the event trace h being an empty sequence. These
two extreme cases are referred to as static query satisfiability / unsatisfiability.

Example 5. Consider Cexp2 given earlier and Qexp5−a=SEQ(A, K, C), Qexp5−b

= SEQ(A, K, D). Obviously we can guarantee the static query satisfiability of
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Qexp5−a because Cexp2 indicates the existence of instances such as <a, k, c>.
Similarly, the static unsatisfiability of Qexp5−b is guaranteed.

For an event constraint C, we let τC denote the minimized DFA for the language
L(C). Similarly, for a pattern query Q, we let τQ denote the minimized DFA for
the language L(Q). Construction of τC and τQ is described in [12]. For a given
DFA τ , We use s̊τ to represent τ ’s start state. The state transition function of
τ used for processing a sequence input is denoted as δ̂τ . δ̂τ(s, seq) denotes the
state reached after finishing the transition of seq, beginning from a given state
s in τ . δ̂τ(s, seq) = ∅ if the transition falls out of τ . We use Dτ(s) to denote the
derivative of a state s in τ , which is equivalent to the language accepted by τ
starting from state s.

We give two theorems as below before showing our algorithm on query satis-
fiability / unsatisfiability checking, given query Q, constriant C and trace h. We
have DFA τC , τQ defined earlier and we use τ∩ to denote the minimized DFA
equivalent to τC ∩ τQ. For efficient algorithms of constructing τ∩ and computing
automaton derivatives, please refer to [12].

Theorem 1. Unsatisfiable(Q, C, h) holds true iff δ̂τ∩ (̊sτ∩, h) = ∅.
Theorem 2. Assuming δ̂τ∩ (̊sτ∩, h) = p and δ̂τC (̊sτC , h) = q, Satisfiable(Q, C,
t) holds true iff Dτ∩(p) is equivalent to DτC(q).
Due to space limitation, proofs are skipped in this paper. Based on the theorems,
we design our query satisfiability / unsatisfiability checking algorithm shown in
Algorithm 1. Line 6 to 13 give the static checking process. Q can be statically
guaranteed as unsatisfiable if τ∩ accepting only empty language (by Theorem 1)
and Q can be statically guaranteed as satisfiable if τ∩ is equivalent to τC (by
Theorem 2). Line 17 to 47 give the runtime checking process. Once an input
event from the evolving trace seq triggers a state change in either τ∩ or τC ,
derivative of the current state (pre-computed in Line 17) of τ∩ and τC will be
compared. If they are equivalent, the satisfiability of Q can be guaranteed (by
Theorem 2). If the transition falls out of τ∩ (note that it could never fall out of
τC because the input sequence is consistent with C), the unsatisfiability of Q
can be guaranteed (by Theorem 1).

Example 6. Consider Qexp3 and Cexp2 given earlier. Figure 2 shows three au-
tomaton respectively: (1) τCexp2 , (2) an equivalent NFA of τQexp3 (instead of
showing τQexp3 for easier understanding) and (3) the minimized DFA τ∩ equiv-
alent to τCexp2 ∩ τQexp3 . Let us first look at trace h3 (given in Example 4).
When the first event a1 is processed, both τCexp2 and τ∩ transit to state s1
and the derivatives for these two states are A∗K∗B+KC+ and A∗K+B+KC+

respectively, which are obviously not equivalent. When the second event k2 is
processed, both τCexp2 and τ∩ transit to state s2 and the derivatives turn to
be equivalent as K∗B+KC+. Thus we can guarantee the satisfiability of Qexp3.
We then look at trace h4 (given in Example 4) which is an example of query
unsatisfiability. The transition falls out of τ∩ when the second event b4 is pro-
cessed and unsatisfiability of Qexp3 can be guaranteed at this moment.
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Algorithm 1. Query Satisfiability / Unsatisfiability Checking

1: Procedure: SatUnsatChecking
2: Input: (1) constraint C, (2) query Q, (3) real-time evolving sequence seq (must be consistent

with C) as “e1 e2, e3...” received incrementally, with the End of Stream (EOS) message
arriving at the very end if input termination is indicated

3: Output: static or runtime notification of query satisfiability / unsatisfiability
4:
5: ———————————————— Static Checking ———————————————

6: construct τC , τ∩ and pre-compute Dτ∩(̊sτ∩) and DτC (̊sτC)
7: if τ∩’s accepted language L(τ∩) = ∅ (i.e., τ∩ being an empty automaton) then
8: notify unsatisfiable and return
9: else
10: if τC ’s accepted language L(τC) is equivalent to L(τ∩) (i.e., Dτ∩(̊sτ∩) = DτC (̊sτC))

then
11: notify satisfiable and return
12: end if
13: end if
14: ———————————————————————————————————————
15:
16: ——————————————— Runtime Checking ——————————————
17: calculate the derivatives for all the states τC and τ∩ except s̊τ∩ and s̊τC
18: var p ← s̊τ∩
19: var q ← s̊τC

20: var p′, q′
21: var checkFlag ← false
22: var e ← poll(seq)
23: while e != EOS do
24: p′ ← δ̂τ∩(p, e)
25: q′ ← δ̂τC(q, e)
26: checkFlag ← false
27: if p′ = ∅ then
28: notify unsatisfiable and return
29: else
30: if p != p′ then
31: if Dτ∩(p′) is equivalent to DτC(q′) then
32: notify satisfiable and return
33: end if
34: checkFlag ← true
35: p ← p′
36: end if
37: if q != q′ then
38: if !checkFlag then
39: if Dτ∩(p′) is equivalent to DτC(q′) then
40: notify satisfiable and return
41: end if
42: end if
43: q ← q′
44: end if
45: end if
46: e ← poll(seq)
47: end while
48: ———————————————————————————————————————

A K B C A K B C* * * * *

K B K

B

A
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K KA
0 1 325

K BA
1 320

C

(2)

4
K C

4

(3)

5

Fig. 2. Example Automaton
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3.3 Lightweight Constraint Checking

Checking the derivative equivalency between the states of τ∩ and τC (polynomial
time complexity) introduces runtime costs in Algorithm 1. It is conducted every
time an input event instance triggers state transition(s) on either τ∩ or τC , which
could bring in big overhead for such runtime process. Besides that, Algorithm 1
requires two automaton state look-up at runtime for each input event, i.e., the
state lookup at τ∩ and τC .

Below we introduce an optimized query satisfiability / unsatisfiability checking
algorithm to decrease the runtime cost in Algorithm 1. Let us first look at a
theorem given as following, where τ∩’s state set is denoted as Sτ∩ and τC ’s
state set is denoted as SτC .

Theorem 3. For any p in Sτ∩, there exists q in SτC : for any sequence seq,
δ̂τ∩(̊sτ∩, seq) = p → δ̂τC (̊sτC , seq) = q.

The proof for Theorem 3 is skipped due to space limitation. From the theorem we
can see that each state in τ∩ has one and only one mapping state in τC . This fact
guarantees the correctness of a runtime constraint checking mechanism given in
the following Algorithm 2.

Algorithm 2. Lightweight Query Satisfiability / Unsatisfiability Checking
1: Procedure: LightweightSatUnsatChecking
2: Input / Output: Same as Algorithm 1 (Line 2 to 3)
3:
4: ———————————————— Static Checking ———————————————

5: Same as Algorithm 1 (Line 6 to 13)
6: ———————————————————————————————————————
7:
8: ——————————————— Runtime Checking ——————————————
9: perform pre-computation by running Algorithm 3 as AutomatonEncoding(τ∩, τC)
10: var p ← s̊τ∩
11: var p′
12: var e ← poll(seq)
13: while e != EOS do
14: p′ ← δ̂τ∩(p, e)
15: if p′ = ∅ then
16: notify unsatisfiable and return
17: else
18: if p != p′ then
19: if p.encoding = DER EQUIVALENT then
20: notify satisfiable and return
21: end if
22: p ← p′
23: end if
24: end if
25: e ← poll(seq)
26: end while
27: ———————————————————————————————————————

Different from Algorithm 1, Algorithm 2 achieves lightweightness in constraint
checking by applying the automaton encoding before the runtime checking pro-
cess. For each state p in τ∩, its mapping state q in τC is found and derivative
equivalency of p and q is checked. Then the corresponding checking result is
encoded with p (Line 9 in Algorithm 2). Algorithm 3 depicts such automaton
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encoding process. The process has two components: the traverser and the applier.
Each state in τ∩ is associated with a variable encoding which is used to record
the encoded information. By default the encoding value is set to be N/A for each
state. The traverser traverses τ∩ and directs the applier to each of its states. For
a given state p, the applier calculates p’s mapping state q in τC and performs the
derivative comparison between p and q. If these two are equivalent, p.encoding
will be encoded as DER EQUIVALENT. By using such encoded result on τ∩,
runtime cost in the runtime process is greatly decreased. Runtime checking of
the derivative equivalency is completely replaced by a simple checking on the en-
coding value of the reached state in τ∩ (Line 20 in Algorithm 2). The query can
be determined to be satisfiable while the encoding value is DER EQUIVALENT.
Besides that, running τC alongside with τ∩ is no longer needed thus only one
automaton look up at τ∩ is required for each input event.

Example 7. Consider the same scenario as in Example 6 but applying the
lightweight constraint checking algorithm. The state s2 to s5 of τ∩ are all en-
coded as DER EQUIVALENT after applying Algorithm 3. For trace h3, when
the second event instance k2 is processed, τ∩ transits to state s2. Thus we are
guaranteed the satisfiability of Qexp3 at this moment.

Algorithm 3. Automaton Encoding
1: Procedure: AutomatonEncoding
2: Input / Output: (1) DFA τ∩, (2) DFA τC

3: Output: τ∩ with encoded information on derivative equivalency checking
4:
5: calculate the derivatives for all the states τC and τ∩ except s̊τ∩ and s̊τC

6: for all p ∈ Sτ∩ except s̊τ∩ do
7: find p’s mapping state q in τC

8: if Dτ∩(p) is equivalent to DτC(q) then
9: p.encoding ← DER EQUIVALENT
10: end if
11: end for

3.4 Handling Predicate-Based Filtering

As earlier discussion, most applications require real-time filtering, where users
are interested in complex event patterns that impose additional constraints on
the event instances. Our constraint-aware pattern detection framework sup-
ports predicate-based filtering on event streams using the same automaton-based
mechanism introduced earlier. We skip the formal description in this paper due
to space limitation. Instead we simply show an example as following.

Example 8. Consider constraint Cexp8 = A+B+A+C+, and query Qexp8 =
SEQ(A, B, C) WHERE A.id = “3”. In order to fit into the automaton-based
framework, we rewrite Cexp8 into C′

exp8 = (A[id! = 3]|A[id == 3])+B+(A[id! =
3]|A[id == 3])+C+. Minimized DFA τC′

exp8
and τ ′

∩ (equivalent to τC′
exp8

∩
τQexp8) are given in Figure 3 (1) and (2) respectively. Take trace h6 = { a1[id =
2], b3 } and h7 = { a1[id = 3], b3 } as example. For h6, unsatisfiability of Qexp8
can be guaranteed. For h7, satisfiability of Qexp8 can be guaranteed instead.
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Fig. 3. Automaton for Example Query with Predicate-Based Filtering

4 Query Execution

Pattern monitoring is a long running process for event pattern detection. In
an execution strategy without considering constraint knowledge, the monitoring
process could be stopped only when the event trace is terminated. Corresponding
CPU and buffer resources could not be released earlier. During the monitoring
process, situation alert will be raised while target event patterns has been de-
tected. Algorithm 4 given below sketches such basic execution strategy.

Algorithm 4. Basic Execution Strategy
1: Procedure: BasicExecution
2: Input: real-time evolving sequence seq as “e1 e2, e3...”, with the End of Stream (EOS)

message arriving at the very end if input termination is indicated
3: Output: situation alerts and matched result patterns
4:
5: var e ← poll(seq)
6: while e != EOS do
7: process e:
8: perform necessary data buffering, raise situation alerts and produce results if possible
9: e ← poll(seq)
10: end while
11: terminate the pattern monitor for the current event trace

As earlier discussion, observation of the query satisfiability / unsatisfiability
could be utilized in two aspects. First, it enables us to identify queries which
are guaranteed to not lead to successful matches at the earliest, thereby helping
us to terminate such long running pattern detection processes and release the
corresponding CPU and buffer resources earlier. All the buffer taken for this
trace can be released and no more CPU and memory footprint is required in the
future on this trace. We call this process early monitor termination. Second, it
enables us to identify queries which can be guaranteed to surely lead to a future
alert at the earliest (even though the matched result has not yet happened),
thereby helping us to get prepared for upcoming situations. We call this process
early situation alert.

We thus propose a constraint-aware execution strategy for complex event pat-
tern detection over streams in Algorithm 5, by which the query satisfiability / un-
satisfiability will be notified at the earliest possible moment during the execution
to achieve both early monitor termination and early situation alert. The execu-
tion strategy follows the Event Condition Action (ECA) rule-based framework.
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It applies a constraint checker M using the checking algorithm (Algorithm 1
or 2) to notify the query satisfiability / unsatisfiability on the fly. Through the
ECA framework, the real-time streaming event input serves as the events. The
checking results from M serve as the conditions and the corresponding steps
taken based on the checking result are seen as the actions.

To be specific, following benefits could be obtained through the early monitor
termination and early situation alert by our proposed execution strategy:

1. Early Buffer Release. By the early monitor termination, buffered elements
can be released earlier.

2. Further Buffer Avoidance. By the early monitor termination, no further
event buffering is required for the current event trace.

3. Further Monitor Avoidance. By the early monitor termination, no fur-
ther pattern detection process is needed for the trace.

4. Taking Precaution Action for Upcoming Situations. By the early
situation alert, we can get prepared for upcoming situations at the earliest.

Algorithm 5. Constraint-Aware Execution Strategy
1: Procedure: ConstraintAwareExecution
2: Input: (1) real-time evolving sequence seq as “e1 e2, e3...”, with the End of Stream (EOS)

message arriving at the very end if input termination is indicated, (2) procedure M for
lightweight satisfiability / unsatisfiability monitor given in Algorithm 1 or 2

3: Output: situation alerts, matched result patterns and early situation alerts, with the early
monitor termination functionality

4:
5: invoke M ’s static checking process
6: if M raises unsatisfiable then
7: terminate the pattern monitor determination for the current event trace
8: return
9: else
10: if M raises satisfiable then
11: raise early situation alert
12: end if
13: end if
14: invoke M ’s runtime checking process
15: var e ← poll(seq)
16: while e != EOS do
17: pass e to M
18: if M raises unsatisfiable then
19: release buffer, perform early monitor determination for the current event trace
20: pass EOS to M
21: return
22: else
23: if M raises satisfiable then
24: raise early situation alert
25: end if
26: end if
27: process e:
28: perform necessary data buffering, raise situation alerts and produce results if possible
29: e ← poll(seq)
30: end while
31: terminate the pattern monitor for the current event trace
32: pass EOS to M

Example 9. Consider the same scenario as in Example 6. Let us first look at
trace h3. When the second event k2 is processed, the constraint checker raises
satisfiable. Thus, an early situation alert will be thrown at this moment for
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helping the corresponding parties to get prepared for upcoming situations at the
earliest, even though the whole <a, k, k, c> pattern has not yet been formed.
For trace h4, the constraint checker raises unsatisfiable when the transition
falls out of τ∩ at the second event b4. Thus a1 (the first event in h4) which was
received and buffered earlier can be purged and no further buffering is required
under this trace. Also, the pattern monitor can be terminated at this point in
order to release corresponding CPU resources. Consider h4 evolving to h2 (given
in Example 2). Pattern detection and buffering for extracting and keeping k8
can be avoided through the early monitor termination.

5 Performance Evaluation

5.1 System Implementation

E-Tec is implemented using Java 5. Figure 4 shows the system architecture.
The Query Plan Generator parses and translates a given event query into
an execution plan, which includes a pre-computed encoding. The Query Ex-

ecutor takes in events from input streams and constructs results on the fly.
The Constraint Engine utilizes automaton-based technique to perform run-
time constraint monitoring. The Execution Controller receives feedbacks from
the constraint engine and triggers the query executor to perform corresponding
runtime actions.

Fig. 4. E-Tec System Architecture

The automaton-based model is commonly used by the state-of-the-art ESP
engines. Our provided query satisfiability / unsatisfiability checking framework
can be easily integrated with the automaton-based ESP engines by combing the
monitoring automaton (τ∩) with the automaton applied for pattern detection.
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5.2 Experimental Setting

Experiments are run on two Pentium 4 3.0GHz machines, both with 1.98G of
RAM. One machine sends the event stream to the second machine, i.e., the query
engine. In Section 5.3 and 5.4 we will report the performance of our constraint-
aware techniques on a 5G data input based the supply chain data model given
in [10], which contains multiple real life use cases on SCM. From its workflow,
we can see that the data can be highly irregular, with 60% of the event types
that can be optional or exclusive choices (used for constroling query selectivity).

We run two sets of experiments. One is on event pattern queries with only
pattern-based filtering, where we vary the pattern-based selectivity, which con-
trols the percentage of patterns being filtered out through the query structure-
related factors (Qexp3 as an example) from zero to 100% through changing the
query complexity (state number of the query automaton in our case). The other
set of experiments is on queries with only predicate-based filtering (Qexp8 as an
example). In this test the pattern-based selectivity is 100%. However we vary
the predicate-based selectivity from zero to 100% through changing the predicate
type and predicate position. As our future work, we plan to perform experiments
on an on-line auction data, which conforms to the schema used in XMark [15].

5.3 Queries with Only Pattern-Based Filtering

Memory Consumption. Our constraint-based pattern detection technique
should be able to minimize the amount of data that is buffered: with a smaller se-
lectivity (less results being produced), more unnecessary data buffering could be
avoided. The results shown in the right chart of Figure 5 provides the verification.
X axis shows 6 groups of queries categorized by their pattern-based selectivities.
Y axis shows the accumulative memory consumption for each query. We can
see that the basic constraint checking (Algorithm 1) has the same buffer perfor-
mance as the lightweight constraint checking (Algorithm 2) since they have the
same effect on cutting memory consumption.
CPU Performance. The left chart of Figure 5 shows the query execution
time. We can see that in most cases constraint-aware approaches outperform the
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naive approach without considering constraints: with a smaller selectivity, more
unnecessary CPU computation could be avoided. However, when the selectivity
is very high, constraint-aware approaches have poor performance because their
overheads on runtime constraint checking become higher than the CPU saving
through early monitor termination. Y axis here shows the execution time for
each query. In the best case (i.e., the query for which selectivity is 0%), plans
optimized with constraint-based processing reduce the execution time of the
original plan by 76%. We can also observe that the basic constraint checking
does not perform as well as the lightweight constraint checking since its costly
runtime process introduces higher overhead.

5.4 Queries with Only Predicate-Based Filtering

Experiments on memory and CPU consumption are also run for queries with only
predicate-based filtering. Eexperimental results with similar characteristics as in
Section 5.3 are reported, which are shown in Figure 6. Due to space limitation,
we skip further description for this set of experiments in the paper.
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5.5 Conclusion of the Experimental Study

Above experimental results reveal that the proposed constraint-aware pattern
detection framework is practical in two senses: (1) the technique can surely re-
duce the system memory consumption; (2) savings on CPU performance brought
by the technique can be significant in most cases.

6 Related Work

The constraint-aware query processing has been studied extensively in tradi-
tional databases, which does not meet the requirement of event stream process-
ing application because they do not provide real-time solution for event process-
ing. Some work on XML stream processing engines [16][11]have looked at the
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schema-based optimization opportunity focusing on reducing CPU and mem-
ory footprint in XML data processing. Such techniques for handling of semi-
structured data cannot be applied in event stream processing which is handling
high volume of real-time stream input in the format of heterogenous events.
Event-specific ESP technology, which has an event-specific system design and
evaluation mechanism, is shown to be superior to generic stream processing so-
lutions [5][2][6] because it is being specifically designed for handling sequence
queries over streaming event. An expressive yet easy-to-understand language is
proposed in [17] to support pattern queries on such sequential streams and pro-
poses customized algebra operators for the efficient processing of such sequence
queries with sliding windows. Constraint knowledge is not within the consid-
eration of its query evaluation. A plan-based technique to perform streaming
complex event detection across distributed sources is discussed in [3]. Its focus
is mainly on handling pattern detection over event streams in a distributed en-
vironment. A constraint-aware ESP solution is provided in [8]. However, it only
considers a limited number of event constraint types instead of completely uti-
lizing the whole input constraint. Even though a compile time pre-computation
mechanism is given to improve the runtime constraint inferencing, this process
still requires multiple state checking for every input event. Besides that, the
abductive inference which is required at their compile time pre-computation is
NP-complete.

7 Conclusion

In many practical cases business events are generated based on pre-defined busi-
ness logics. Hence, constraints often hold among event data. For pattern detec-
tion over event streams, reasoning using such known constraints enables us to
identify the unsatisfiability and the satisfiability for a query at the earliest pos-
sible moment, thereby helping us to get prepared for upcoming situations at the
earliest. thus helping us to effectively decrease the resource consumption and ex-
pedite the system response on certain situation alerts. We propose a framework
for constraint-aware pattern detection over event streams. Given the constraint
of the input event stream at compile time, the query satisfiability / unsatisfia-
bility is efficiently monitored on the fly using our lightweight runtime checking
algorithm. Following an ECA-based query execution strategy, we are able to ad-
just the processing strategy dynamically, by producing early feedbacks, releasing
unnecessary resources and terminating corresponding pattern monitor. We have
implemented our proposed framework in the E-Tec prototype system, which is
efficiently augmented by our optimization module to use finite automaton for
runtime pattern detection and constraint checking. Our experimental studies il-
lustrate that the proposed techniques bring significant performance improvement
in both memory and CPU usage with little overhead.
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Abstract. Outlier detection is widely used in many data stream application, such
as network intrusion detection, fraud detection, etc. However, most existing algo-
rithms focused on detecting class outliers and there is little work on detecting
attribute outliers, which considers the correlation or relevance among the data
items. In this paper we study the problem of detecting attribute outliers within
the sliding windows over data streams. An efficient algorithm is proposed to per-
form exact outlier detection. The algorithm relies on an efficient data structure,
which stores only the necessary information and can perform updates incurred by
data arrival and expiration with minimum cost. To address the problem of lim-
ited memory, we also present an approximate algorithm, which selectively drops
data within the current window and at the same time maintains a maximum error
bound. Extensive experiments are conducted and the results show that our algo-
rithms are efficient and effective.

Keywords: attribute outlier, date stream.

1 Introduction

Outlier detection has been widely studied in the literature. Hawkins [6] gave a well-
known definition to outlier as “an observation that deviates so much from other obser-
vations as to arouse suspicion that it was generated by a different mechanism”. On one
hand, outlier detection may be useful for removing noises from massive datasets. On
the other hand, outliers detection can also be used in applications looking for abnormal
signals, such as network security threats, bank frauds etc.

In general, outliers could be classified into two types, namely class outliers and at-
tribute outliers [12,16]. Class outliers are those data items that deviate significantly
from the rest with a user-given metric, such as distance and density. Attribute outliers
are the data items that have some abnormal attributes compared to other “similar” tu-
ples. Intuitively, we can firstly partition the whole dataset into several subsets with re-
spect to the similarity of their attributes. Then, the class outliers of each subset can be
regarded as attribute outliers. We will illustrate the differences between class outliers
and attribute outliers using an example.

Table 1 shows a snippet of two-week stock trading history starting from July 1 2008.
According to the definition of conventional class outliers, tuples with ID 2,3,9,10 are ob-
viously class outliers, as they deviate considerably from other tuples in both open/close

H. Kitagawa et al. (Eds.): DASFAA 2010, Part II, LNCS 5982, pp. 216–230, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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Table 1. Trading Information of Stock in Two Weeks

Tuple ID Ticker Open($) Close($) Volume Data

1 ACS 53.25 52.84 8992 2008-6-30
2∗ ZMH 70.66 69.93 16075 2008-6-30
3∗ XRAY 26.32 26.1 14110 2008-6-30
4 ACS 52.77 53.28 8573 2008-7-1
5 ACS 53.39 53.60 7976 2008-7-2
6 ACS 53.54 53.84 7680 2008-7-3
7 ACS 53.79 53.91 7758 2008-7-4
8 ACS 53.90 54.02 9021 2008-7-7
9∗ ZMH 72.34 72.18 17893 2008-7-7

10∗ XRAY 25.12 24.87 13549 2008-7-7
11 ACS 54.02 53.94 9820 2008-7-8

12� ACS 53.99 54.35 17028 2008-7-9
13 ACS 54.40 54.48 9726 2008-7-10

14� ACS 54.43 54.99 18920 2008-7-11

prices and trading volumes. But, in fact, the values of these tuples are normal. For ex-
ample, tuple 2 and 9 represent the trading information of the stock whose ticker name
is ’ZMH’. Although these are the only two ’ZMH’ tuples in the table, their rarity does
not mean any abnormality, as it is meaningless to compare trading information across
different ticker names. Therefore, tuple 2 and 9 should not be regarded as outliers. The
same observation can be made for tuple 3 and 10. In such cases, computing class outliers
fails to find the true abnormality, and attribute outlier could be a more useful alternative.
In Table 1, tuple 12 and 14, both marked by a �, are the actual abnormal records which
may be of interest to the users. The reason is that all tuples in the table with the trading
records of ‘ACS’ have similar open/close price and trading volume except tuple 12 and
14. These two tuples are characterized by very high trading volumes, which are nearly
twice the average number of the other ’ACS’ tuples. Therefore, tuple 12 and 14 are the
true (attribute) outliers in the table.

Many applications require outlier detection over data streams, for example video
surveillance, network intrusion detection and so on. Due to the dynamic and unbounded
characteristics of data streams, outlier detection over streams is a challenging problem
and hence has attracted much attention in recent years [2,13]. However, almost all these
studies focused on finding class outliers. The problem of detecting attribute outlier over
data streams has not been studied. In comparison with the class outlier detection, at-
tribute outlier detection over data streams has its unique challenges and a new non-
trivial solution is needed.

First, one may intuitively propose a two-phase approach, which uses stream clus-
tering algorithms to continuously maintain clusterings on sliding windows and then
performs outlier detections within each cluster in each window. However, such an ap-
proach is inefficient as the outlier detection has to be executed once for each slide of the
window. A more efficient approach should continuously maintain a data structure that
stores the necessary information for outlier detection within each cluster. As memory is
limited and data is of high arrival rate in typical data stream applications, both the size
and the update cost of such a data structure should be kept minimum. Furthermore, the
clustering will evolve over time and hence clusters may have to be merged from time to
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time. The data structure should also support efficient outlier re-calculation incurred by
cluster merging.

Second, to keep up with fast data rate, the algorithm should selectively drop some
tuples in order to maintain the memory constraints. Such approximation adds extra
complexity to the outlier re-calculation incurred by cluster merging. As some tuples
may have been dropped, useful neighborhood information may be lost, and the outlier
re-calculation becomes less accurate in comparing to the case without tuple shedding.
An approximate estimation of the lost information has to be developed.

To address these challenges, we propose a new approach, called AOMA (Attribute
Outlier Monitoring Algorithm), to support continuous detection of attribute outliers
over data streams. In summary, we have made the following major contributions in this
paper:

– We define the problem of attribute outlier detection over data streams and to the
best of our knowledge, this is the first paper to study this problem. Different from
traditional class outlier detection, we focus on finding outliers by considering the
correlation among the data items.

– We propose a new approach to efficiently monitor attribute outliers over data streams.
In this approach, data within a window are partitioned into clusters based on their
similarity and outliers are detected on each individual cluster. The algorithm contin-
uously maintains a data structure, namely OSQ (Outlier Searching Queue), which
stores the necessary information for updating the outliers when window is slided.
Efficient updating operations over OSQ are developed.

– We also propose an approximate algorithm, which strikes a balance between the
accuracy of the outlier detection and the computing/memory costs. The algorithm
selectively drops some “less important” tuples and hence saves the storage cost
and computing cost. The problem of precision losing in re-calculation after cluster
merging is addressed by using an approximate estimation approach as a partial
remedy. We prove that this approach can provide a guarantee on the maximum
error bound for the output.

– Finally, we have conducted extensive experimental studies on the proposed algo-
rithms with both real and synthetic datasets. The results verify the efficiency and
accuracy of our proposed algorithms.

The rest of the paper is organized as follows. Section 2 reviews existing work on outlier
detection and clusterings. Section 3 introduces the background and presents the problem
statement. Section 4 and 5 describe the details of the exact and approximate outlier
detection algorithms in AOMA. The experimental results and analysis are presented in
Section 6. Section 7 concludes this paper.

2 Related Works

The problem of outlier detection has been extensively studied. Below we will review
four major categories of outlier.
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Traditional statistical methods try to build some best-fit distribution models for the
given dataset, and then those objects that do not fit the model well are considered
distribution-based outlier [3]. However, in many applications, it is hard to find a
proper distribution model especially for high dimensional data.

Clustering-based outlier [8] could be regarded as a by-product of clustering. The
clustering-based approach partitions the dataset into several clusters, and regards the
objects in the tiny clusters as outliers. Although it also involves a clustering procedure, it
still detect outliers over the whole dataset, which is different from our attribute outliers.
Furthermore, the proposed approach is essentially a clustering algorithm over static
dataset and hence cannot address our challenges that are mentioned above.

The method proposed by Breunig et al. [4] first used Local Outlier Factor to measure
the deviation of objects from their local neighbors and then returned the density-based
outliers according to its neighborhood information. Although this approach could find
the hidden local outliers, it needs to maintain the K-NN neighborhood for each object,
which is especially time-consuming in data stream with large amount of update.

Distance-based outlier is first introduced by E.M.Knorr and R.T.Ng [9,10]. An ob-
ject o in dataset S is a distance-based outlier if at least a fraction p of the objects in S
have a distance from object o greater than r. This definition gives a straight-forward and
intuitive criterion to find outliers from a dataset. One problem of this approach is that
the quality of results depends on suitable parameters p and r. In this paper, we focus on
detecting distance-based outliers.

Most existing algorithms mainly focus on detecting outliers over static data, but data
stream processing has recently attracted more and more attention. Angiulli and Fas-
setti [2] proposed a continuous outlier detection algorithm over sliding windows, which
can efficiently return the distance-based outliers. To reduce the memory cost, they also
introduced an approximate algorithm which can maintains a provable error bound.

Koh et al. [12,11] is perhaps the first one to study attribute outliers detections. Their
approach can find outliers in correlated subsets where objects have the same value in
several attributes. However, this approach is not suitable for applications where data
are not naturally partitioned by exact value matches. In contrast, our method detects
attribute outliers with respect to the similarity of attributes instead of exact matches,
which could be required by some applications. Moreover, our algorithm is capable of
handling streaming data and can produce approximate results when the memory space
is limited.

As AOMA has to perform clusterings within each sliding window, our work is also
related to data stream clustering [7,14]. In particular, Aggarwal et al. [1] introduce the
temporal property into cluster and propose the algorithm CluStream to address stream
clustering. In this paper, we extend this approach to handle sliding windows, which is
not considered in the original paper [1].

3 Preliminary

In this section, we first introduce the background and then present the formal statement
of the problem of monitoring attribute outliers over data streams.
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3.1 Background

In this paper, we focus on distance-based outliers. We refer to such outliers as DB-
outlier (Distance-Based outlier).

Definition 1. DB(k,R,D)-outlier. For the given positive parameters: k and R, an object
o in data set D is a DB(k,R,D)-outlier if the number of objects which lie within the
distance of R from o is less than k.

In this above definition, the distance between a pair of data tuples is calculated by a
user-given function dist. Those objects lie within R distance from object o are called
neighbors of o.

In our algorithms, before finding attribute outliers, we need partition the data into
several clusters. Zhang et.al. [14] introduce the concept of Cluster Feature Vector,
which uses some statistical information to represent each cluster. We adopt their defini-
tions as follows.

Definition 2. CF(CF1,CF2, n). Given a cluster in a dataset D with d dimensions that
contains data tuples p1 · · · pn, it can be represented as a (d + 2) vector, CF(CF1,CF2
, n), where n is the number of the data tuples in the cluster, and CF1 is the linear sum
of the n tuples, i.e., CF1 =

∑n
i=1 pi, and CF2 is the square sum of the n tuples, i.e.,

CF2 =
∑n

i=1 (pi · pi).

As stated in [14], the cluster feature CF’s additivity can help incrementally maintain
the synopses of the cluster and merge two different clusters. Consider two cluster with
CF, CFa(CF1a,CF2a, na) and CFb(CF1b,CF2b, nb), then CFa + CFb = (CF1a +

CF1b,CF2a +CF2b, na + nb). Based on the property of CF, the center of the cluster pc

and the radius r are both easily computed from the CF vector. We refer the interested
readers to [14] for details.

Clustering over data stream is quite different from static dataset, it is assumed that
each data tuple in a data stream is associated with a timestamp which defines its life
span. The cluster would also need a temporal property to determine its life-cycle, so
that, when all the information maintained in the cluster become obsolete, this cluster
and its synopsis CF vector should also be ignored. A temporal extension of CF, called
Temporal Cluster Feature (TCF) is introduced in [1,15] to address the problem.

Definition 3. TCF(CF1,CF2, t, n). For a cluster C with d- dimensional data tuples
p1...pn associated with timestamps t1...tn, TCF is a (d + 3)-dimensional vector which
brings the time factor into consider, (CF1,CF2, t, n), t is timestamp of the most recent
data tuples in the cluster from data stream, i.e., t = ti (pi is the last tuple came into the
cluster). The other values of TCF are the same as CF.

3.2 Problem Statement

Our algorithms aim to continuously monitor attribute outliers over sliding window. Dif-
ferent from [12], which only addresses the problem over static dataset and needs to
examine all the subspaces of the dataset which is intolerable in data stream environ-
ment, we propose a new cluster-based definition for attribute outliers over data streams,
which is Cluster-based Attribute Outlier (CAO).
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Definition 4. CAO(k,R,C, t). Given sliding window with tuples p1...pW, which are
clustered into m clusters C1...Cm, each containing some tuples similar to each other,
and a tuple pi with timestamp ti that falls into the current window and belongs to the
cluster C j, then pi is called a CAO(k,R,C j, ti) outlier if there are no more than k tuples
in C j lie within distance R from pi.

Given the definition of the cluster-based attribute outlier, now we can present the de-
scription of the problem addressed in this paper.

Definition 5. Continuous query of attribute outliers over data stream. Given a sliding
window with size W over data stream and the user-defined parameters k and R, contin-
uously return all the CAO(k,R,C, t) outliers in the latest window.

4 The AOMA Algorithm

4.1 Data Structure

To support data expiration, we propose a data structure, called Linear Histogram of
Cluster Feature (LHCF). Each LHCF for a cluster contains several buckets, and each
bucket contains a TCF vector. The TCF vectors in each LHCF are organized into a
queue, which are ordered by their latest timestamp t. We assign the fixed size b for each
bucket, so that each TCF vector will involve the information of b data tuples at most.
The LHCF help keep track of the evolving data stream. If a TCF’s timestamp t falls
outside of the W records of sliding window, then this bucket can be removed from the
queue. Furthermore, the newly arrived data of the cluster will be added to the last bucket
of the queue and the timestamp of the TCF will be updated with the timestamp of the
new data. Suppose a cluster has B buckets, due to the additivity of CF, the center and
the radius of the cluster can be simply calculated from the LHCF vector, i.e., the center

pc =

∑B
i=1 CF1i∑B

i=1 ni

and the radius r =

√∑B
i=1 CF2i∑B

i=1 ni

− pc · pc; and the LHCF structure

contains B buckets which are TCF(CF11,CF21, t1, n1) · · · TCF(CF1B,CF2B, tB, nB).
Moreover, as described before, to find the attribute outliers, we need to do the outlier

detection over the clusters which are online partitioned from the current sliding window.
To efficiently maintain the neighborhood information of each data tuple in its cluster,
an OSQ (Outlier Search Queue) node will be created for each tuple. An OSQ node
consists of the following items: data, which denotes the data tuple in the cluster; time,
the timestamp of the data tuple; preNL, an sorted array of the timestamps of the most
recent k neighbors that precedes the current tuple; sucNC, the count of the succeeding
neighbors of the current tuple.

Note that, preNL only need to keep the timestamps of the most recent k preceding
neighbors. That is because an outlier may have at most k neighbors. Furthermore, this
array need not be updated when a preceding tuple is expired. Instead, one can easily
count the number of unexpired preceding neighbors by looking up the location of the
oldest timestamp that is still within the scope of the current window by using a binary
search. For the succeeding neighbor, we only need to maintain a count. That is because
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the current tuple will not expire before the tuple. If sucNC of this tuple exceeds the
number k, the data tuple will never become an outlier, in other words, this tuple is a safe
inlier.

Definition 6. Safe Inlier. If the sum of the numbers of preceding and succeding neigh-
bors of a tuple exceeds k, then this tuple is an inlier. If its succeeding neighbors exceeds
k, then it is a safe inlier.

Each cluster is associated with a queue of OSQ nodes, one for each tuple in the cluster,
which are sorted by their timestamps. This OSQ queue should be continuously updated
as the window slides. When a new data tuple p comes into cluster c, a new OSQ node
q is created for the tuple. A neighbor search is necessary to create the entry of prevNL.
Given the user-defined parameter R, the neighbor search query returns all the neighbor
nodes which lie within R distance from p. We denote the set of the returned nodes
as q.prev. The most recent k preceding neighbors are chosen from q.prev and their
timestamps are stored in the array p.preNL in sorted order. Meanwhile, for each node
in q.prev, the count sucNC is incremented. Moreover, along with the window slides,
we will simply remove the expired node from the OSQ queue.

4.2 Cluster Maintenance Module

There are two tasks in this module. First, we have to maintain the clustering informa-
tion, i.e. LHCF, in the current sliding window, so that the clustering could be updated
according to the new tuple arrival and old tuple expiration. Necessary re-clustering has
to be performed. Second, we have to maintain the neighboring information, i.e. the OSQ
queue, within the clusters to facilitate the outlier detection module.

Assume that the numbers of the clusters that should be built in the window is m.
In general, m is far smaller than the size of sliding window W. The clusters could be
denoted as C1...Cm. Each cluster is associated with a LHCF vector and an OSQ (Outlier
Search Queue), which is a list of all the points in the cluster with additional information
about neighborhood. OSQ will be useful in outlier query module.

Initially, with the W tuples in the current window, we could use the k-means algo-
rithm to create m clusters, and then instantiate the LHCF vector and generate the OSQ
queue of each cluster.

Whenever a new data tuple p arrives at time t, we should update clusters for the effect
contributed by the new tuple. Every new tuple need to be assigned to a cluster. First we
should find a nearest cluster C to absorb this tuple. The distance between cluster C and
p, denoted as dist(p,C), can be calculated as the distance between the data tuple p and
the centroid of C. As described in the last section, both the center and radius can be
easily calculated from LHCF of the cluster.

As mentioned in [1], p does not naturally belong to the closest cluster. p may be still
too far away from C in related to the radius r of C. So each cluster has a maximum
boundary which can be denoted as λ · r(λ >= 1). The maximum boundary of a cluster
containing only one tuple is defined as the distance from that tuple to the another cluster
that is closest to it. We use the maximum boundary to decide whether the cluster should
absorbed the tuple. If dist(p,C) < λ·r, p will be assigned to C. Otherwise, a new cluster
containing only p will to be created.
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But when there are already m clusters, we should reduce the number of the clusters
to avoid exceeding the limited total number of clusters. Then two closest clusters are
chosen to merge. With the additivity of LHCF, the merging of two LHCF is easy to
perform. Furthermore, we have to merge the two OSQ queues, which will be handled
as follows. First, the two OSQ queues has to be merged to maintain its sorted order on
timestamps. Then for each node, we need to find the those neighbors that are in the other
merging cluster in order to update the array preNL and the count sucNC. Moreover, as
the number of neighbors of a node after the merge can only become lager, a safe inlier
will still be safe in the new merged queue. Therefore, the neighborhood of safe inliners
is not updated to save the merging cost.

At last the algorithm also should eliminate the expired data tuples. At time t, all the
OSQ nodes with timestamps older than t − W + 1 and the TCF older than t − W + 1
from the cluster should be discarded. And when there is no more TCF in the LHCF of
the cluster, this cluster should also be removed.

4.3 Outlier Query Module

As the above module maintains the necessary information, the actual outlier detection
procedure is very simple and induce minimum cost. More specifically, the outlier query
module uses the OSQ queue of each cluster to find the outliers. The OSQ queue of each
cluster is scanned to get the count of the neighbors of each data tuple in the cluster.
For each OSQ node, a simple binary search within O(log k) time over the array preNL
can return the oldest non-expired preceding neighbor in the current sliding window.
Since our array stores the OSQ nodes’ timestamps in sorted order, the count of non-
expired preceding neighbors can be derived by the array index of the oldest non-expired
preceding neighbor. We denote this count as count pre. Then we could get the sum of
neighbors by adding up the two count sucNC and count pre. If the sum is less than k,
then we can report it as an attribute outlier to the user.

Note that there may exist some tiny clusters, which have fewer than k data tuples.
Such tiny clusters are not considered in outlier detection. Otherwise, all their tuples
would be outliers, which is meaningless in practice.

5 The Approximate AOMA Algorithm

The algorithm introduced above needs to store all the data tuples in the current sliding
window. However, in a streaming environment, the memory space is often limited in
comparing to the fast data rate and storing all the data tuples might be prohibited. In
this section, we will improve the algorithm and give the approximate AOMA that can
monitor the attribute outliers under limited memory space with a provable error bound.

To reduce the memory cost of the algorithm, it is necessary to shed some data tuples
to keep the memory consumption under the system restriction. The central problem
of data shedding is to decide which data to drop. There are three kinds of tuples in
each cluster: outliers, safe inliers and unsafe inliers. Outliers surely cannot be dropped
since they are the results to return. For the unsafe inliers, they may become outliers
when some of their preceding neighbors expire when the window slides. Therefore,
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both outliers and unsafe inliers are preferred to be kept in the memory to make sure
that the algorithm can get a high recall of the outliers. In another word, safe inliers are
preferred to be shed. As mentioned in the last section, safe inliers will never be outliers
until they expire and hence we can be sure that dropping them will not drop the real
outliers. Another more important reason to drop safe inliers is that, as shown in the
previous studies [1], they are usually the majority of the whole data set in the current
window. Hence, we focus on the shedding of safe inliners in this paper, which is the
most critical problem.

Although the safe inliers can never be outliers, the algorithm cannot drop all of them.
This is because they may be neighbors of the other data tuples and dropping too many
safe inliers would introduce inaccuracy to the calculation of the neighborhood of the
incoming data. Given a cluster c with n data tuples, we start to drop safe inliers when
their number exceeds μn(1 > μ > 0), where μ is determined by the available memory
size and the number of data tuples in a window. Those dropped safe inliers are chosen
randomly within all the safe inliners.

With the dropping of tuples, the attribute preNL of an OSQ node can no longer
accurately estimate the number of preceding neighbors, as some of them may have
been dropped before preNL is generated. Furthermore, preNL is memory consuming.
Therefore, we replace the attribute preNL with two new attributes that have smaller
sizes. The first one is pid, which is an sequential id of the node. The pid of a new
OSQ node is assigned as the pid of its previous node incremented by 1. In addition,
we maintain an attribute of the whole OSQ queue, namely pidexp, which is the pid of
latest expired node. The second new attribute is preRatio, which is the ratio between the
number of the node’s preceding neighbors that are safe inliers and the total amount of
safe inliers in the current OSQ queue. This ratio is calculated when the node is created.

With the two new attributes, the number of preceding neighbors can be easily esti-
mated as follows. For a cluster with n data tuples and a given node q in this cluster, by
assuming that the neighbors of each node are uniformly distributed over their arrival
time, we can estimate the number of preceding neighbors of node q as:

Np ≈ N/n · (q.pid − pidexp)

where N is the number of neighbors that are not dropped when this node first arrives.
As the neighbors of the node is uniformly distributed, N/n is an estimation of density
of the node’s neighbors in the queue, and q.pid − pidexp is the number of the preceding
nodes of q in the current window.

As most data nodes are safe inliers, we can use the number of safe inliers to approx-
imate to the number of data nodes. With the definition of the attribute preRatio of an
OSQ node, we can estimate N/n as follows:

N/n ≈ q.preRatio

Hence, the number of preceding neighbors of q at time t can be calculated solely from
its own attributes:

Np ≈ q.preRatio · (q.pid − pidexp)
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Algorithm 1. The Approximate AOMA Algorithm
Require: m initial clusters created by k-means algorithm, C1...Cm. Current time t. User-given

parameter R,k, µ. The number of data tuples in cluster c is nc.
Ensure: All the attribute outliers in the sliding window at time t.
1: sa f e inlies = 0, pid inc = 0.
2: for each newcomer data tuplep do
3: Call cluster maintenance module update cluster info.
4: sa f e pre = 0.
5: Create new OSQ node q for p and append to the queue of its cluster.
6: Scan OSQ and return all nodes lie within R from q.
7: for each returned node qpre do
8: if + + qpre.sucNC > k then
9: sa f e inlies + +, sa f e pre + +.

10: Mark qpre as safe inlier.
11: if sa f e inliers > μnc then
12: Randomly choose a safe inlier to remove .
13: q.preRatio = sa f e pre/sa f e inlies
14: for each cluster c in current window do
15: for each node q in the OSQ queue of c do
16: if q.sucNC < k then
17: count pre = q.preRatio · (q.pid − pidexp)
18: if count pre + q.sucNC <= k then
19: return the node q as a CAO regard to c.

Given the estimated number of preceding neighbors, the total number of neighbors
can be computed by adding up Tt and q.sucNC. Algorithm 1 shows the approximate
AOMA algorithm.

As mentioned earlier, two clusters may need to be merged when the number of clus-
ters exceeds the given value. Unlike the exact algorithm, which can re-calculate the
various attributes of an OSQ node accurately, the approximate algorithm has to approx-
imately estimate the attributes values of an OSQ node, such as the values of sucNC and
preRatio.

The merging process is illustrated by the following example. Suppose two clusters,
c1 and c2, have to be merged and we need to create a new OSQ node q in the new cluster
for a particular node from c1, it is necessary to calculate the preceding and succeeding
neighbors of this node in both two cluster c1 and c2. Assume that this node’s preceding
and succeeding neighbors in cluster c1 and c2 are Np1,Np2, Ns1, andNs2 respectively.
Then, according to the definition of the OSQ node, Np1 and Ns1 could be derived as:

Np1 ≈ q.preRatio · (q.pid − c1.pidexp)

Ns1 = q.sucNC

To compute the neighbors of q in cluster c2 need to retrieve the OSQ queue of c2.
The first step is to decide which position q could stay in the queue, it can be simply
obtained since the OSQ queue is is maintained by temporal order. Next we will examine
the distance between q and all the nodes in the queue. Then the count of preceding
neighbors and succeeding ones of q in c2 could be evaluated, which are denoted as Mp
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and Ms. However, these two count can not be recognized as precise count of neighbors
of the node q, since the approximate approach may throw many nodes in the queue.
Hence, we need to re-estimate the two counts approximately from existing information.
Suppose in OSQ queue of c2 the temporal preceding OSQ node next to q is qp, and
the succeeding one is qs. We also use ql to represent the latest node in c2, the count of
all temporal preceding OSQ node of q is denoted by np. At last, we will get following
equation:

Np2 ≈ Mp

np
· (qp.pid − c2.pidexp)

Ns2 ≈ Ms

c2.n − np
· (ql.pid − qs.pid)

Finally, we get the count of the neighbors of the node q in both two clusters. For the
new merged cluster c′, a new OSQ node q′ will be created for q, preRatio and sucNC
will be estimated as follows

q′.preRatio =
Np1 + Np2

q′.pid − c′.pidexp

q′.sucNC = Ns1 + Ns2

While the approximate algorithm can significantly reduce the memory cost, it intro-
duces inaccuracy into the estimated number of preceding neighbors of a particular tu-
ple. Fortunately, we can prove that such an error has a statistical upper bound as given
by the following theorem.

Theorem 1. For a given tuple that is in a cluster with size n, suppose the estimated
number and the actual number of its preceding neighbors are N′ and N respectively.
The probability that |N′−N| ≤ ε is larger than or equal to δ (0 < δ < 1), i.e. Pr[|N′−N| �
ε] � δ, where

ε = n ·
√

1
4μn

(
φ−1

(
1 + δ

2

))2
and φ(x) is the cumulative probability function of the standard normal distribution

N(0, 1), i.e. φ(x) = 1√
2π

∫ x

−∞ e−
x2

2 dx(−∞ < x < ∞).

The proof of the above theorem is omitted due to space limit. It is mainly based to the
De Moivre-Laplace theorem and the detail proof is available in the full version of this
paper[5].

6 Experimental Evaluation

6.1 Experiment Environment and Data Sets

In the experiments we use both synthetic and real-world datasets to generate data
streams. The synthetic datasets generated to fit in 10 different clusters, and the points
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in each cluster follow the Gaussion distribution. Besides, we also experiment on the
KDD-CUP’98 Charitable Donation dataset, which has been used to evaluate many data
mining algorithms.

All experiments are conducted on a Laptop with Intel Core Duo 2.2 GHz and 2
GB memory, running Microsoft Windows 7. For comparison, we propose two simpler
algorithms. Since there have not been any existing approaches to solve our problem,
these two methods will be used as the base case of the efficiency and accuracy. The
first algorithm is implemented by a nest loop method to find outliers in each cluster of
a window, called Naive Attribute Outlise Monitoring algorithm(NAOM). The second
algorithm improves the naive one by incrementally maintaining the count of neighbors
of the data tuples. When a new tuple arrives or old tuple expires, we update the neigh-
bor counts of the relevant tuples. Such approach avoids the recalculation of the whole
neighborhood among all the data. We call it as Intuitive Attribute Outlise Monitoring
algorithm(IAOM). All the algorithms are implemented with C.

6.2 Experiment Analysis

In the experiments, the following parameters are set based on our experiments to ensure
a suitable number of outliers are returned and their values do not affect the conclusion
of the performance study: the default number of clusters is fixed to be 10, which results
in clusters with moderate sizes; the neighbor distance R for the real and synthetic data
set are set to 75 and 100 respectively; the value of the absorb coefficient λ is fixed to
2. Furthermore, we employ the time-based sliding window model and, at each slide of
the window, there are 500 new data arrive and the same number of data expire. In the
following, we refer to NAOM algorithm as “Naive”, IAOM algorithm as “Intuitive”,
the exact AOMA algorithm as “Exact”, and the approximate AOMA algorithm with
parameter μ = 0.1 as “Appr0.1”, and so on.

(a) CPU time with
KDD-CUP’98
dataset

(b) Memory cost with
KDD-CUP’98 dataset

(c) CPU time with
Synthetic dataset

(d) Memory cost with
Synthetic dataset

Fig. 1. Performance with outlier judge parameter k

Sensitivity to the outlier threshold k. Within the AOMA algorithms, the value of k
decides the number of neighbors need to find for each tuple in order to see if it is an
outlier. Hence, the query performance would be affected by k. In this experiment, we
fix the size of window to contain 10000 tuples.

Figure 1(a) and 1(c) report the average CPU time spend to update a new window
with different k values with both two datasets. While both Naive and Intuitive perform
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much worse than the AOMA algorithms, it is insensitive to the value of k. That is
because they will always check the neighborhood among all the data in the cluster and
hence their performance is independent on the value of k. Furthermore, as k increases,
the CPU costs of both the exact and approximate algorithms increases slowly. As k
should generally be very small, the AOMA algorithms can significantly reduce the CPU
consumption in comparing to Naive and Intuitive.

Figure 1(b) and 1(d) illustrate the memory consumption with various k values. We
can see that Naive and Intuitive have lower memory consumption than the exact AOMA
algorithm and hence they might be suitable for the situation with abundant CPU re-
sources and moderate memory space. On the contrary the exact AOMA is suitable for
the case with moderate CPU resources and abundant memory space. Finally, the ap-
proximate AOMA algorithm can address both problem of limited CPU and memory
space with a suitable μ parameter.

(a) CPU time with
KDD-CUP’98
dataset

(b) Memory cost with
KDD-CUP’98 dataset

(c) CPU time with
Synthetic dataset

(d) Memory cost with
Synthetic dataset

Fig. 2. Performance with sliding window size W

Sensitivity to window size W. In this experiment, the examine the scalability of the
algorithms, we vary the number of tuples in each sliding window size by varying the
timespan of the sliding window. Figures 2(a) and 2(d) show the CPU cost of different
algorithms. Naive algorithm performs the worst and its cost grows geometrically as the
W increases. On the contrary, the costs of all the other algorithms only grow linear
growth with window sizes. Furthermore, the AOMA algorithm perform more than 2
times faster than Intuitive. Finally, the approximate AOMA algorithm can further reduce
the CPU cost. For example Appr0.1, it is nearly 4 times faster than the exact algorithm.

Figures 2(b) and 2(d) depict the results about the memory cost. As we did not in-
clude the space occupied by the data points into consider, the naive algorithm use little
memory since it does not rely on additional data structure. The exact algorithm grows
linearly as W increases and approximate approach grows much slower. Similar to the
above experiment, the AOMA algorithm, especially with approximation, can be scaled
to different window size according to the available memory and CPU resources.

Sensitivity to the number dimension d. In this experiment, we present the CPU cost
with different numbers of dimensions. The number of dimensions of the synthetic
dataset is varied form 2 to 10 dimensions. Figure 3 shows the experimental result. It
can be observed that the AOMA algorithms are much faster than Naive and Intuive. For
example, for the dataset with 5 dimensions, Naive spends 4 sec to perform an update of
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Fig. 3. CPU time with dimensionality Fig. 4. The accuracy of approximate AOMA

a new window while AOMA only spends 0.44 sec, almost 10 times faster. The approx-
imate algorithm can further reduces the processing time, which is only 0.09 sec when
μ = 0.1.

Accuracy analysis. We report the accuracy experiment on both the KDD and synthetic
datasets. For comparison, the results reported by the exact AOMA algorithm will be
regarded as the true outliers. In this experiment, the window size W and outlier threshold
k are set as follows: W = 10000, k = 5. We evaluate the approximate algorithm with
regard to the exact algorithm and we use two widely used metrics, namely precision and
recall, to measure the accuracy of the approximate results. Suppose the number of the
true positive points, false positive points and false negative points in the results returned
by the approximate algorithm are tp, f p and f n respectively. Then precision and recall

can be calculated as: precision =
tp

tp + f p
, recall =

tp
tp + f n

.

Figure 4 presents the results. We can find that both experiments have similar results.
While it is obvious that a lower μ value will produce a lower precision, it keeps a high
value (70%) even when μ = 0.1. This means the approximate approach only reports a
small number of false positive results. From Figure 4 we can also observe that the recall
is high, which exceeds 85% for all the tested μ values. This means the approximate
algorithm can return most of the outliers.

7 Conclusion

In this paper, we introduce the problem of finding attribute outliers over data streams.
Attribute outlier detection differs from traditional outlier detection in a way that the
targeted mining set is the data subsets that are generated by partitioning the whole
dataset based on the data similarity. We propose a cluster-based algorithm to perform
continuous window-based attribute outliers detection, called AOMA. AOMA partitions
the current sliding window into several clusters, then uses distance-based approach to
find those attribute outliers. Furthermore, to address the problem with limited memory
space, an approximate technique is employed to improve the AOMA algorithm. By
dropping the safe outliers, it significantly reduces memory consumption and largely
speeds up the query processing. We prove that the approximate algorithm can ensure
a statistical error bound on the query results. Finally, extensive experimental results
show that the AOMA algorithm is scalable and robust to various parameter settings and
produces results with high precision and recall.
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Abstract. High-dimensional sparse data is prevalent in many real-life applica-
tions. In this paper, we propose a novel index structure for accelerating similar-
ity search in high-dimensional sparse databases, named ISIS, which stands for
Indexing Sparse databases using Inverted fileS. ISIS clusters a dataset and con-
verts the original high-dimensional space into a new space where each dimension
represents a cluster; furthermore, the key values in the new space are used by
Inverted-files indexes. We also propose an extension of ISIS, named ISIS+, which
partitions the data space into lower dimensional subspaces and clusters the data
within each subspace. Extensive experimental study demonstrates the superiority
of our approaches in high-dimensional sparse databases.

1 Introduction

Recently, sparse data with high-dimensionality arises in a variety of database applica-
tions, such as e-commerce [2,4] and bioinformatics. In these applications, the sparse
dataset has two main characteristics: 1) High dimensionality. The dimensionality of
feature vectors can be very high, i.e. the number of all possible attributes is huge (up
to thousands). For example, in some e-commerce databases, each participant may de-
clare their own idiosyncratic attributes for products and work orders, which can result
in datasets that have thousands of attributes [2]. 2) Sparsity. Each data object may have
only a small subset of the attributes, called active dimensions. In addition, different en-
tities may have different active dimensions. For example, some e-commerce datasets
may have thousands of dimensions, but most of them are null and only a few of them
apply to a particular product. The high-dimensional sparse data poses significant chal-
lenges to existing high-dimensional indexing techniques [5], and a direct application of
any existing technique may suffer from heavy computational and disk I/O cost due to
the aforementioned characteristics.

In this paper, we propose a novel index structure to support efficient similarity search
over high-dimensional sparse datasets which contain at least hundreds of dimensions.
The index structure is named ISIS, which stands for Indexing Sparse databases using
Inverted fileS. ISIS is motivated by the following observations. First, due to dimension-
ality curse, index schemes may need to access the whole dataset to answer a query, and

H. Kitagawa et al. (Eds.): DASFAA 2010, Part II, LNCS 5982, pp. 231–245, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



232 B. Cui, J. Zhao, and G. Cong

thus reducing the index size is essential for improving the query performance. Second,
efficient filter-and-refine approach is preferred for reducing the computational cost, as
it can avoid the computing of the distance over the whole dataset. Third, since each data
object may have only a small number of active dimensions, we can apply the inverted-
files[11]: the first layer is a B+-tree which is very efficient in terms of space; moreover,
it can avoid expensive distance computation during the filtering stage.

The basic idea of ISIS is to convert the data into a new space using clustering tech-
niques. Each cluster corresponds to a dimension in the new space, and the cluster which
contains the data is the active dimension of certain object in the transformed space. We
embed distance information into the indexing keys of inverted-files. Therefore, we only
access inverted-files to locate the clusters containing the query point to generate an-
swer candidates, and refine the results by examining the candidates. Note that while the
inverted-files structure can be applied directly by indexing the active dimensions in the
original space, it may not be efficient since all the objects that share any active dimen-
sion with the query object need to be searched, which may result in expensive disk I/O
and computational cost.

To achieve better performance by exploiting the property of sparse data, we propose
ISIS+, an extension of ISIS. In ISIS+, a new mechanism is designed to split the data
space into multiple low dimensional subspaces. We then vertically partition the dataset
and cluster the data in each subspace, where each cluster in a subspace corresponds a
dimension in the new space. All the clusters contained the object, i.e. the active dimen-
sions in the new space, are used as indexable terms for ISIS+. With this enhancement,
we can represent the original data more precisely and provide better query performance.

Distinguished from previous approaches, our new indexing scheme has the some
advantages: 1) Compactness. ISIS adopts a code representation instead of storing the
actual feature values, and thus can significantly reduce the storage cost and effectively
decrease the number of disk accesses. 2) Effectiveness. In ISIS, similar objects are
clustered and share the same key in inverted-files. In the filter stage, we are able to
only access the objects which have very high probability of belonging to the result, thus
improve the pruning effectiveness. 3) Efficiency. ISIS gets the candidate list based on
code comparison instead of expensive distance computation.

We conducted extensive experiments to evaluate our proposed indexes, and compare
them against some existing indexes. The results show that our proposed approaches can
handle similarity search, such as KNN queries, more efficient over sparse datasets. The
ISIS scheme provides a substantial performance improvement for similarity queries in
high-dimensional sparse databases.

The remainder of this paper is organized as follows. In the next section, we review
related work. In Section 3, we introduce our ISIS schemes, including index structure
construction and query algorithms. Section 4 reports the experimental results, followed
by our conclusion in Section 5.

2 Related Work

Many indexing techniques have been proposed for accelerating similarity search in
high-dimensional databases [5,12,3]. However, with the increase of dimensionality,
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the indexing techniques fail to outperform sequential scan [14] due to the well known
“dimensionality curse” problem. To tackle this phenomenon, recent proposals adopt
one of the three approaches, i.e. dimensionality reduction, one dimensional transfor-
mation, and data approximation. The dimensionality reduction approaches [6,8] map
the original high-dimensional space into a low-dimensional space which can be in-
dexed efficiently using existing indexing techniques. However, dimensionality reduc-
tion incurs information loss, and may not be effective to find important dimensions in
high-dimensional space [1]. The one dimensional transformation approaches, e.g. the
iDistance [15] suffer, however, from the fact that any meaningful search operation
involves assessing distances between the full high-dimensional representation of the
data points; thus, pruning during search becomes problematic as the dimensionality
increases. Additionally, mapping to single-dimensional space results in high informa-
tion loss. Data approximation methods, such as VA-file [14], represent the original data
points by much smaller vectors. It can reduce disk accesses compared with sequential
scan. However, it will not reduce computational cost as it need to access approximation
of each record and compute the approximate distance respectively.

An alternative way to deal with dimensionality curse is to conduct approximate sim-
ilarity search for applications where trading a small percentage of recall for faster
response is acceptable [10,9]. In [10], the authors presented a new similarity-search
method, named Clindex. In Clindex, the dataset is first partitioned into “similar” clus-
ters. To improve the I/O performance, each cluster is then stored in a sequential file,
and a mapping table is built for indexing the clusters. The Clindex splits the whole data
space into cells, and uses a bottom-up approach that groups objects adjacent in the space
into a cluster. When the dimensionality is high, it incurs a huge number of cells, which
make the use of mapping table and clustering impractical. More recently, the LDC
method [9] was proposed, which exploits bit representation for each dimension. Pruning
during LDC KNN search is performed by dynamically selecting a subset of the bitmap
based on which subsequent comparisons are performed. In [13], an R-tree based struc-
ture, the xS-tree, was proposed for similarity search in very high-dimensional sparse
databases. Unlike the R-tree which uses rectangles as bounding regions, the xS-tree
uses xSquares. An xSquare is a cross product of high-dimensional squares. In order to
guarantee a reasonable minimum fan-out, lossy compression is applied to xSquares.

3 The New Approach: ISIS

In this section, we present a new index structure, named ISIS, to facilitate efficient
similarity search over high-dimensional sparse datasets. The ISIS structure deploys the
inverted-files structure [11] for similarity search in sparse databases. The inverted-files
structure applies the multiple layer architecture. The first tier of the index is a B+-tree
which is used to index the dimension NO., i.e. each dimension represents a key. In the
leaf level, each dimension has an inverted list. Within the list, each item has two fields:
one is the identifier (ID) of the object whose active dimensions include the dimension;
the other is the key value which is used to calculate the similarity between the query
object and the data object.

The similarity queries on the inverted-files are more like ranked queries than boolean
queries, in that similarity score is calculated between the query object and each data
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object. Processing a similarity query then consists of the following steps. First, an array
of accumulators, one per object, is initialized to zero. Then, for each active dimension
of the query object, the corresponding inverted list is fetched and processed. Processing
a list consists of stepping through it, and, for each object ID, retrieving the value of the
active dimension, and adding this similarity contribution to the appropriate accumulator.
Finally, when all the active dimensions have been processed, the accumulator values are
sorted and the top-K objects are returned.

The method of directly adapting inverted-files to support similarity queries in sparse
databases suffers from two limitations. First, unlike simple boolean queries, to support
similarity search, distance computation is essential. Second, while keeping the array for
the whole dataset is not necessary, the size for array of accumulators could be huge as
we have to store the objects which even have only one same active dimension with the
query object.

3.1 Dimension Transformation

In this section, we introduce our solution to address above two limitations. To deal with
the first limitation, we reserve distance information in the indexed items, and use simple
comparison operation to get the candidate answers for filtering. The basic principle
behind it is dimension transformation which converts the raw sparse dataset into a new
space, where the same active dimension of two objects can represent certain similarity
between them. Even with this enhancement, the second limitation remains: the inverted-
files structure has to examine a long array. Thus, our solution also tries to reduce the
number of active dimensions for sparse data objects.

Our approach for dimension transformation is to apply clustering, i.e. organize the
individual objects into clusters. Clearly, the objects in the same cluster have higher
potential to be close to each other. We employ the K-means clustering scheme [7] to
generate k clusters for the objects in the original high-dimensional space. We generate
new data space of k dimensions using the k clusters as follows: (a) let the number of
dimensions be the number of clusters, and cluster i corresponds to dimension i, (b) the
ith dimension for an object is active only if the object falls into cluster i.

Table 1. Example of sparse dataset

D1 D2 D3 D4 D5 D6 D7 D8
Object 1 3 1 ⊥ ⊥ ⊥ ⊥ ⊥ ⊥
Object 2 1 3 ⊥ ⊥ ⊥ ⊥ ⊥ ⊥
Object 3 3 1 2 ⊥ ⊥ ⊥ ⊥ ⊥
Object 4 1 1 ⊥ 3 ⊥ ⊥ ⊥ ⊥
Object 5 ⊥ ⊥ 1 4 ⊥ ⊥ ⊥ ⊥
Object 6 ⊥ 1 ⊥ 4 ⊥ ⊥ ⊥ ⊥
Object 7 ⊥ ⊥ ⊥ ⊥ 2 2 ⊥ ⊥
Object 8 ⊥ ⊥ ⊥ ⊥ 1 3 ⊥ ⊥
Object 9 ⊥ ⊥ ⊥ ⊥ ⊥ ⊥ 1 1
Object 10 ⊥ ⊥ ⊥ ⊥ ⊥ ⊥ 2 3
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A simple example is given to show the effect of dimension transformation in Table 1.
The dataset contains 10 8-dimensional objects. Suppose after clustering, three clusters
are generated: cluster 1 contains objects (1, 2, 3), cluster 2 contains objects (4, 5, 6), and
cluster 3 contains objects (7, 8, 9, 10). We will have a 3-dimensional new space, where
object 1 can be represented by [1, 0, 0] since it falls into cluster 1. For a query point [1,
2, 0, 0, 0, 0, 0, 0], we also convert it into the new space, and its new representation is
[1,0,0] (it can have more than 1 active dimension). Therefore, we only need to check the
objects (1, 2, 3) which are contained by the same cluster. Compared with the original
inverted-files scheme, we have to check 5 objects, i.e. 1, 2, 3, 4 and 6, as they all have
the same active dimensions with the query object.

The number of the clusters is predefined as an optimization parameter. Each cluster
will correspond a dimension in the new space. The larger is this number, the larger
the required storage. On the other hand, a small number will not provide sufficient
discrimination. Note that the new space is used for indexing and query processing.

3.2 Algorithms for ISIS

We first present the algorithm for generating the ISIS index structure in the new space
generated by clustering, and then present the algorithm for query processing. Fig. 1
shows the algorithm for constructing the ISIS index. We first generate k clusters for the
dataset and keep the information of each cluster, i.e. (IDi, Centeri, radiusi) (Line 1).
The original space is converted into a new space: if the object is nearest to the center of
a certain cluster, the cluster ID is the active dimension for the object in the new space
(Lines 3-4). Finally, index based on the inverted-file structure is constructed (Line 5).

Algorithm Construction()
Input: The sparse dataset, the number of clusters k
Output: The ISIS structure
1. generate k clusters for the dataset, and record (IDi, Centeri, radiusi) for each cluster i;
2. for each object
3. find the cluster whose center is nearest to the object;
4. assign the cluster ID to the object;
5. generate Inverted-files for the new dataset;

Fig. 1. The algorithm for ISIS construction

The ISIS index reduces the dimensions of the original dataset while reserving dis-
tance information between data objects. Given a query, we apply ISIS index to filter
the distant objects, and focus on promising candidates to refine query results. To ac-
complish this process, the query is first converted into the new space where the ith
dimension is set active if the distance between the query and Centeri is smaller than
radiusi. The new key values are then used for searching in the inverted-files. Any data
objects which are far away from the query object can be eliminated and the remainder
is returned as the candidates which will be checked.

The similarity search includes both range queries and KNN queries. Since similarity
range search can be treated as a window search with a fixed radius and is simpler than
KNN search in terms of algorithm complexity, in this study, we concentrate on the KNN
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Algorithm Search()
Input: Query q, the ISIS structure
Output: KNN answer
1. convert the query q into the new space;
2. for each active dimension of q
3. get a list;
4. merge with the existing list;
5. sort the list;
6. access the dataset for exact distance evaluation;
7. return the answers;

Fig. 2. The search algorithm of ISIS

queries only. To facilitate KNN search, we employ the filter-and-refine strategy in the ISIS
scheme. The algorithm is outlined in Fig. 2. First, the query is transformed into the new
space: 1) for each cluster IDi we check the distance between the query q and Centeri; 2)
if the distance is smaller than radiusi, we set the corresponding dimension i active. Note
that, in index construction, oneobject has a single activedimension, while thequery object
can have multiple active dimensions as clusters may overlap. This is to find all the clusters
containing the query object to reduce false negatives. If no cluster contains the query
object, we select the nearest cluster. After the transformation, we access the inverted-
files for each active dimension of the query object (lines 2-5). After obtaining a list of
candidates, they will be merged with the existing lists which are from other previously
examined active dimensions. In addition, the lists are sorted according to the number of
active dimensions meeting the query. Note that, one same active dimension means that
the query and data fall into the same cluster in the original space. Therefore, the object
that shares a large number of active dimensions has a higher probability to be near to the
query object. This helps us to generate candidates of high quality. Finally, we access the
raw dataset and compute the exact distance to refine the query answers (lines 6-7).

3.3 An Enhanced Approach

ISIS index may have the following two problems: First, its effectiveness depends on
how well a dataset is globally clustered, i.e., effective clusters can be generated as
a transformed space. For real datasets that are typically not globally clustered, more
clusters may have to be searched. This can lead to more expensive query processing.
Second, in high-dimensional space, a query object may belong to multiple clusters. In
the worst case, the complete data space has to be examined for a query.

On the other hand, in such high-dimensional feature spaces, most clustering
algorithms would break down in terms of efficiency and accuracy because usually many
features are irrelevant or correlated. In addition, different subgroups of features may be
irrelevant or correlated according to varying subgroups of data objects. Thus, global di-
mensionality reduction techniques such as PCA cannot be applied to such datasets to
improve the effectiveness of clustering, because they cannot account for local trends in
the datasets.

Since the high-dimensional sparse data has a special property, i.e. each data instance
may have only a small subset of attributes (active dimensions), this motivates us to
cluster the sparse data differently in varying lower dimensional subspaces.
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The Subspace Determination. A sparse object typically has only tens of active di-
mensions, and similar objects tend to share active dimensions. For example, in recom-
mendation systems and target marketing, it is important to find homogeneous groups of
users with similar ratings in subsets of the attributes. In addition, it is interesting to find
groups of users with correlated affinities, which can help companies to predict customer
behavior and thus develop future marketing plans. Therefore, a better way is to find the
subspaces which are shared by similar data groups, and generate the clusters within
the subspaces, and the approach is named ISIS+. Compared with ISIS, ISIS+ has two
advantages. First, it generates more precise clusters in lower dimensional space to rep-
resent sparse data. Second, there are less overlapping between clusters, which may lead
efficient filtering effects.

In ISIS+, we find correlated dimensions and divide the original space into non-
overlapping subspaces. We propose an efficient and effective method to find correlated
dimensions, which represent the subspaces in sparse databases. Suppose that the sparse
data is D-dimensional, and has N tuples, we generate a D*D table to represent the rela-
tion of inter-dimensions of the raw dataset.

Definition 1. Relation table: The relation table represents the correlation of dimen-
sions in a sparse database, which is a D*D table. An entry R[i,j], where i and j are
in [1,...,D], counts for the times that dimensions i and j appear as active dimension
concurrently in the sparse dataset.

Table 2. The relation table of sample dataset

D1 D2 D3 D4 D5 D6 D7 D8
D1 4 4 1 1 0 0 0 0
D2 4 5 1 2 0 0 0 0
D3 1 1 2 1 0 0 0 0
D4 1 2 1 3 0 0 0 0
D5 0 0 0 0 2 2 0 0
D6 0 0 0 0 2 2 0 0
D7 0 0 0 0 0 0 2 2
D8 0 0 0 0 0 0 2 2

Given the dataset in Table 1, we can generate the relation table as shown in Table 2.
For example, R[1][1] equals to 4, which means that dimension 1 is active in four tuples;
R[1][3] equals to 1, which means that dimensions 1 and 3 appear as active dimensions
concurrently once. To generate the relation table of the sparse dataset, we first initialize
the table R, where each entry is set to 0 from the beginning. After that, the sparse
dataset is scanned and each object can be processed one by one. For each tuple, we
convert it into an array of length D. In this array, the value of a certain entry is 1 if the
corresponding dimension is active; otherwise, the value is 0. With this array, we can
accumulate the information into the relation table R. For each active dimension i, we
access the row i of relation table, scan the array, and increase R[i][j] by 1 if dimensions
i and j are both active. The algorithm is very efficient since the dataset is scanned only
once and no distance computation is involved.

According to the information presented in this table, the full high-dimensional sparse
data space can be partitioned into several subspaces. A perfect subspace partition should
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enjoy two properties, i.e. all the dimensions are correlated intra-subspace, while unre-
lated inter-subspaces. However, due to the distribution of sparse data and the restriction
on the number of subspaces, perfect subspaces typically do not exist. Given the num-
ber of clusters, our algorithm is to find the near-optimal subspaces in an efficient way
for sparse databases, where the dimensions within a subspace are more correlated. The
correlation is defined as follows.
Definition 2. Correlated degree CD: the CD defines the correlation between two di-
mensions in a sparse database, CD[i, j] = R[i,j]

max(R[i,i],R[j,j]) .

Algorithm Gen subspace()
Input: Relation table, number of subspace K
Output: Subspaces
1. while there exists any unclassified dimension
2. find a dimension d with the highest value;
3. generate a new subspace s;
4. for each correlated unclassified dimension j
5. if CD[j, d] is large than CD[j, d′];

/* where d′ is any unrelated unclassified dimension.*/
6. include j into the subspace;
7. while the number of subspaces is less than K;
8. find a subspace S′ with the highest dimensionality;
9. find a dimension d′′ is least correlated with k d;
10. generate a new subspace S′′;
11. for each dimension in S′

12. if it is more correlated to k d of S′′ than S′

13. move to S′′;
14. while the number of subspaces is less than K;
15. check the relation between all k ds;
16. merge the most correlated subspaces;

Fig. 3. The algorithm to generate subspaces

The algorithm for subspace generation is shown in Fig. 3. If there are dimensions un-
classified, i.e. not included in any subspace, we pick the dimension d with the highest
value, which is the most active dimension left in the raw dataset. When there is a tie,
we select the dimension with the smallest order. We generate a new subspace s, and set
d as the key dimension k d of s. In lines 4-6, we examine all correlated unclassified
dimensions. If a dimension j is more correlated to d than any unrelated unclassified
dimension, j is added into subspace s. If the number of subspaces equals to the user
defined parameter K, the subspace generation is done; otherwise, we need to either
split subspaces (lines 7-13) or merge the subspaces (lines 14-16). To split subspaces, a
subspace with highest dimensionality is found firstly, because the clustering in a high-
dimensional space is inefficient and ineffective. By examining the CDs with the key
dimension d′, the dimension d′′ with the lowest correlated degree is picked up, and a
new subspace S′′ with key dimension d′′ is generated. For all the rest dimensions in S′,
if it is more correlated to d′′ than d′, we move it to the new subspace S′′. To merge the
subspaces, we find the most correlated subspaces, and combine two subspaces into a
single space. If there is a tie, we merge the subspaces with the lowest dimensions.
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Given the dataset as shown in Table 1, we are able to partition the original 8-
dimensional space into multiple subspaces. At the beginning, we select D2 as the key
dimension of subspace 1, because D2 has the maximum value 5, and add D1, D3, and
D4 into the subspace. After that we can use the same strategy to generate another two
subspaces, i.e. [D5, D6] and [D7, D8]. Thus in the first stage of the algorithm, we
generate 3 subspaces. If the user sets the number of the subspaces as 4, we need to
select a subspace to split. Subspace 1 is picked, and D3 is selected as the key dimen-
sion for subspace 4. Now we can compare the difference between full dimensionality
and subspaces. For simplicity, we do not further cluster the data in each subspace. As
in section 3.1, we partition the data into 3 subspaces, i.e. the transformed new space
is 3-dimensional, where for example object 1 can be represented by [1, 0, 0]. If the
query point is [0, 0, 0, 0, 1, 2, 0, 0], the representation is [0, 1, 0] in transformed space.
Therefore, we only need to retrieve objects 7 and 8 as candidates for distance compu-
tation. Compared with the global clustering scheme, this query has to access 4 objects,
i.e. 7, 8, 9 and 10. It is worth to note that since the sparse data typically are very high-
dimensional, and only a small percentage of dimensions are active, the pruning effect
can be more significant. Additionally, the clustering within the lower dimensional sub-
spaces can further discriminate similar/nonsimilar objects efficiently.

Algorithms on ISIS+. Now, we can present the ISIS+ algorithms with minor revi-
sion from those of ISIS. To construct an ISIS+ index structure, we first split the whole
space into multiple subspaces. The subspace generation mechanism is as described in
section 3.3. After that, the data is partitioned into clusters in each subspace. The sum
of all clusters is the dimensionality of the new space. Thus each cluster is defined by
(ID, subspace, cluster center, radius), and data is converted from the original space into
new space. The query algorithm of ISIS+ follows that of ISIS except that we consider
subspace information.

4 Experimental Study

In this section, we present an experimental study to evaluate the proposed ISIS schemes
for similarity query in sparse databases. The experiments have been conducted on a
computer with P4 CPU (2.5GHz), 512 MB RAM, and running Windows XP Profes-
sional Operating System. To study performance characteristics over a wide range of
search function, we generate the similar dataset using the synthetic data generator [2].
This allows us to vary the following parameters: the dimensionality of sparse database,
the cardinality, percentage of active dimensions (degree of sparsity), and the number
of distinct values in each dimension. Table 3 shows the parameters of data and experi-
ments, and the values in the bracket are the default values.

The experimental study includes two parts. The first experimental study investigates
the index behavior under tuning. We test the performance on two variants for ISIS
scheme: ISIS globally clusters the raw sparse data; and ISIS+ partitions the original
space into multiple subspaces and generates clusters afterward. Second, we compare
them with some existing techniques for KNN search. We use four referenced techniques
for the comparison: VA-file [14], inverted-files, LDC [9], and xS-tree [13].



240 B. Cui, J. Zhao, and G. Cong

Table 3. Experiment Parameters

Degree of Sparsity 1% - 10% (5%)
Datasize 100K - 500K (100K)
Dimensionality 500 - 1000 (1000)
Number of clusters 5 - 100 (50)
Number of subspaces 1 - 50 (30)
Disk page size 4K bytes

The performance of schemes is measured by efficiency and approximation qual-
ity. In terms of efficiency, we examine the average disk access and response time for
10-NN search over 100 different queries. Another performance metric is approxima-
tion quality, as ISIS approach may introduce false dismissals, e.g. an exact KNN may
not fall in any same cluster with the query point. Computing the number of false dis-
missals, is enough to capture the traditional error metric, which we will refer to as the
ratio of false dismissals (RFD). Let NNi, where i ∈ [1, K], be the ith nearest
neighbor (NN) in the accurate result set, ANNi be the ith NN in the approximate result
set, Q be the query point, and Distance K be the Kth nearest neighbor distance of
accurate result. The ratio of false dismissals can be defined as follows:

RFD =
1
K

K∑
1

{
1 distance(ANNi, Q) >Distance K
0 otherwise

(1)

Furthermore, we also employ a metric which takes into account the quality of the an-
swers with respect to closeness to the query. We refer to it as the ratio of distance
errors (RDE) which can be defined as follows:

RDE = 1−
∑K

1 distance(NNi, Q)∑K
1 distance(ANNi, Q)

(2)

4.1 Parameter Tuning

We conduct an extensive study to tune the proposed schemes for optimality, specifically
on two main parameters, i.e. number of subspaces (for ISIS+) and clusters (for both
ISIS variants). We set the rest parameters as default values in the experiments.

Effect on Subspace. In the first experiment, we vary the number of subspace from 1 to
50. Note that, the ISIS+ is exactly same as ISIS when the number of subspaces equals
to 1. Fig. 4 shows the KNN search performance of our new structures for different num-
bers of subspaces. When the number of subspaces is small (< 20), the dimensionality
of subspaces is high, the effectiveness of cluster in each subspace is worse. Because the
expected distance between any two objects in high-dimensional space is large, and the
cluster radius could be very large as well, thus residing in same cluster does not mean
two objects are neighbors. As a result, more clusters will have to be accessed. We ob-
serve that as the number of subspaces increases, the number of disk I/O decreases. The
performance becomes optimal when number of subspaces is around 30. However, as the
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Fig. 4. Performance on different numbers of subspaces

number of subspaces reaches beyond a certain point (> 30), the performance starts to
degenerate gradually again. This is because too large a number of subspaces results in
that more objects may split into multiple subspaces, i.e. we have to access more entries
in the ISIS+. Therefore, the total disk I/O increases accordingly. The optimal number
of subspaces (around 30) is a compromise of these factors.

For the approximation quality, we find that the RFD remains quite stable in all the
cases, which only increases from 4% to 6% with respect to the number of subspaces
from 1 to 50. Although it incurs much more disk accesses for a small number of sub-
spaces, the improvement on approximation quality is not significant, less than 2%. As
we mentioned previously, the clustering is not effective for high-dimensional data due
to a small number of subspaces. Overall, the large number of subspaces is preferred as
it needs much less disk I/O, but provides a satisfactory approximation quality.

Effect on Clustering. In this experiment, we vary the numbers of clusters from 5
to 100. Fig. 5 shows the KNN search performance of our new structures for different
numbers of clusters. The performance of Sequential Scan is shown as a baseline.

We observe that as the number of clusters increases, the number of disk accesses de-
creases. When the number of clusters is small, the cluster radius can be large. Although
the query point may only fall in fewer clusters, the space covered by the clusters could
be large. In other words, since each cluster contains more data points, the number of
disk access is large as the ISIS scheme has to examine these clusters. On the contrary,
when the number of clusters is large, the covered space of a single cluster is smaller.
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Although the query point can be contained in more clusters, the overall space is less.
Take 50 as the number of clusters, the dimensionalities of transformed space are 50 and
1500 for ISIS and ISIS+ respectively, as we select 30 subspaces for ISIS+ approach.
Note that the dimensionality here represents the number of clusters generated. Com-
pared with ISIS, the ISIS+ is more promising as it requires much fewer disk accesses.
Due to the high dimensionality of sparse data, the global clusters of ISIS cannot capture
the local information of near neighbors effectively.

Fig. 6 shows the approximation quality by varying the numbers of clusters, i.e. RFD
and RDE. For Sequential Scan, both metrics equal to 0 as it can return all exact KNN.
The approximation quality of the ISIS and ISIS+ degrades as the number of clusters
increases, e.g. the RFD increases from 0.5% to 8%, and RDE from 0.1% to 1%. The
reason is that when the query point is near the margin of a certain cluster, some near
points may not be in any cluster which contains the query point. The ISIS shows a
bit better performance than ISIS+ with five times less disk and time cost. Overall, the
enhanced ISIS+ scheme is more optimal, as the query cost is much smaller than ISIS.
Additionally, the approximation quality is almost as good as the ISIS, with RFD less
than 5% and RDE less than 0.4% when the number of clusters equals to 50.

Since ISIS+ performs better than ISIS, we shall restrict our discussion to ISIS+ in
the following experiments, and use the optimal parameters determined above, i.e. we
set the number of subspaces as 30 and the number of clusters as 50.

4.2 Comparison with Other Methods

In this section, we compare the ISIS+ with some existing methods over different
datasets, such as the VA-file [14], inverted-files, xS-tree [13] and LDC [9]. In the
inverted-files, we index all the active dimensions of objects in the original data space. To
simplify the comparison, we set default parameter for other approaches, e.g. in VA-file,
each dimension is uniformly represented by 5 bits.

Effect on Degree of Sparsity. In many applications, sparse data comes often with var-
ious densities. In the first comparison, we evaluate the performance over datasets with
various sparse degrees from 1% to 10%, where the degree represents the percentage of
active dimensions, and the results are shown in Fig. 7.
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Fig. 7. Performance on different degrees of sparsity

With the increase of degree of sparsity, the VA-file and LDC schemes yield similar
performance on Disk I/O. The VA-file fixes the bit representation, which is 5 bits for
each dimension. The LDC uses 1 bit for each dimension and retrieves top 3% candidates
for exact distance evaluation. The inverted-files yields worst performance and incurs
more disk accesses for large degree of sparsity, because it has to retrieve all the objects
which has same active dimension with the query point. The xS-tree performs better
than the inverted-files, but worse than other approaches. Because it is R-tree based,
and uses MBRs in the index nodes which significantly reduces the fan-out of the tree
and introduces heavy overlaps due to the high dimensionality. Clearly the proposed
ISIS+ provides the best performance for all the datasets. We partition the original high-
dimensional space into multiple lower dimensional subspace, thus the clusters within
the subspace can capture the local information of the similar objects efficiently. By only
accessing the objects in the clusters which contain the query object, the ISIS+ can prune
most far-away objects, and effectively reduce the disk accesses.

The results about response time in Fig. 7 (b) show similar performance change ten-
dency compared with disk access, because the main cost of query processing is disk
access and computational cost, and typically we need to calculate the similarity on ma-
jority of the data retrieved from disk. We found two main differences compared with
Fig. 7 (a): First, the gap is widened between VA-file and ISIS+, as we need to compute
distance for every data approximate of VA-file. The full dimensional distance com-
putation is very expensive in a very high dimensional space. Second, the gap between
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Fig. 8. Approximation quality on different degrees of sparsity
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inverted-files and xS-tree is narrowed, since we need to access compressed MBRs in the
xS-tree which introduces more overhead costs. As the performance of query response
time is almost proportional to that of disk access, we will only show the results of disk
access in the following experiments.

Fig. 8 shows the performance on approximation quality. In terms of quality, the VA-
file, inverted-files and xS-tree can get 100% accurate answers, as they get all the poten-
tial answers for exact distance calculation. The performances of the LDC and ISIS+ are
comparable, which are around 5% for RFD, and less than 1% for RDE. Both schemes
introduce some false negatives due to the information loss during the dimension quanti-
zation and transformation. The ISIS+ is promising as the average disk cost is only around
20% of these three methods. Furthermore, since our technique can permit the immedi-
ate generation of results with high quality, this advantage enables the ISIS+ to support
online query answering: an important facility for interactive querying and data analysis.

Effect on Dimensionality. In this experiment, we evaluate the various schemes by
varying the dimensionality of the sparse data. Fig. 9 shows the disk cost for different
dimensionalities from 500 to 1000. The precisions of these methods are similar to the
above experiments, and we omit them due to the space constraints.

0

5

10

15

20

25

500 600 700 800 900 1000

D
is

k 
I/

O
 (

10
00

 p
ag

es
)

Dimensionality

ISIS+
Inverted file

VA-file
LDC

xS-tree

Fig. 9. Performance on different dimensionalities

As the dimensionality increases, the performances of all methods degrade. The index
sizes of VA-file and LDC increase proportionally to the dimensionality, as they use 5
bits and 1 bit to represent each dimension. The MBRs of xS-tree also need more space
due to the increase of dimensionality. For the inverted-files, since we fix the degree
of sparsity in this experiment, the query has to access more inverted list to get all the
candidates. ISIS+ still performs better than other methods, i.e. 40% better than LDC
which is best among four competitors. The degeneration of ISIS+ is due to more active
dimensions, as it has to access the clusters in more subspaces.

5 Conclusion

In this paper, we have addressed the problem of similarity query in high-dimensional
sparse databases. We presented an efficient and novel indexing technique for KNN
search, called ISIS, which integrates the distance information into the inverted-files.
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We also proposed an extension, called ISIS+, which employs subspace clustering, di-
mension transformation, and inverted-files indexing. With the pre-computed distance
information and efficient filter-and-refine strategy, the search process can be accelerated
by reducing computational cost and disk access. We conducted extensive experiments
to evaluate our proposed techniques against several known techniques, and the results
showed that our techniques are superior in most cases.
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Abstract. Until recently algorithms continuously gained free performance im-
provements due to ever increasing processor speeds. Unfortunately, this devel-
opment has reached its limit. Nowadays, new generations of CPUs focus on in-
creasing the number of processing cores instead of simply increasing the per-
formance of a single core. Thus, sequential algorithms will be excluded from 
future technological advances. Instead, highly scalable parallel algorithms are 
needed to fully tap new hardware potentials. In this paper we establish a design 
space for parallel algorithms in the domain of personalized database retrieval, 
taking skyline algorithms as a representative example. We will investigate the 
spectrum of base operations of different retrieval algorithms and various paral-
lelization techniques to develop a set of highly scalable and high-performing 
skyline algorithms for different retrieval scenarios. Finally, we extensively eva-
luate these algorithms to showcase their superior characteristics. 

1   Introduction 

Retrieval algorithms are at the heart of every database system and the search for ever 
more efficient algorithms in terms of scalability and runtimes has propelled research. 
The basic way of showing an algorithm’s superiority is to implement it together with 
its competitors within the same framework and then evaluate how it behaves in differ-
ent retrieval scenarios, usually exploring different problem instances, database sizes, 
and data distributions. It is interesting to note that this experimental evaluation is 
usually not depending on the hardware used (except for absolute run-time measure-
ments, where however all competitors are affected by the hardware in a similar man-
ner). Thus, any algorithm outperforming its competitors will do so on every platform 
and due to Moore’s law will even get faster in absolute terms over time.  

Moore’s law states that the density of transistors on a CPU about doubles every 
two years and held for the last decades. Until recently it basically meant that also 
algorithms’ performance doubles every two years, because increased transistor densi-
ty was employed to increase clock rates and to support more complex CPU opera-
tions. But now processor designers have hit a ceiling as the benefits of even more 
transistors on a circuit cannot be harvested by traditional optimization techniques due 
to thermal problems. Chip manufacturers now opt to use the additional potential for 
replicating parallel processing cores. Quad-core machines are commonplace today, 
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with 6-core processors projected for early 2010 and 80-core chips already existing as 
research prototype in Intel’s Tera-scale project1. 

However, such additional cores do not necessarily result in increased performance, 
since most applications are build using sequential algorithms. Thus, taking advantage 
of this new potential depends on the aptitude of the application developer: the poten-
tial for parallel performance increase is best described by Amdahl’s law. Amdahl’s 
law stipulates that the speedup of any algorithm using multiple processors is strictly 
limited by the time needed to run its sequential fraction. For example, a program 
having a sequential fraction of as little as 10% can achieve a speedup factor of at most 
10, no matter how many CPUs are available. On the other hand, the speedup factor 
achievable for its parallel portion is only capped by the actual number of processors. 
Thus, only highly parallel algorithms can benefit from future hardware improvements. 

Actually, this problem already raised considerable attention. In its 2008 report on 
the IT landscape 2008–2012 Gartner Research ranks the need for multicore software 
architectures among the 10 most disruptive technologies. Making effective use of this 
technology will therefore need considerable changes in today’s software develop-
ment: “Running advanced multicore machines with today’s software is like putting a 
Ferrari engine in a go-cart”2. The fact is illustrated in Fig. 1: with the advent of the 
multi-core era, the performance potential between parallel and sequential algorithms 
is continuously diverging.    

 

Fig. 1. The need for parallelism for algorithms’ performance3 

Of course, these developments also affect the field of databases which now needs 
to adapt their retrieval algorithms to the changing hardware landscape, too. In the 
course of this paper we will argue that for designing efficient and highly scalable 
multiprocessor retrieval algorithms even the development cycle has to be rethought. 
Instead of developing new algorithms only based on the drawbacks and shortcomings 
of the most current top-performers, algorithm designers have to take a closer look at 
the entire palette of possible base algorithms and exploit parallelizable features whe-
rever possible. Only in this way the sequential part of the algorithm can be effectively 

                                                           
1 http://techresearch.intel.com/articles/Tera-Scale/1421.htm 
2 “The Impact of Multicore Architectures on Server Scaling”, Gartner, 2008. 
3 Image from “An Overview of the Parallelization Implementation Methods in Intel C++ Com-

pilers”, Intel Corporation, 2008. 



248 J. Selke, C. Lofi, and W.-T. Balke 

minimized. For this it is also mandatory to deeply understand the basic operations 
needed for each algorithm. Our paper’s contribution thus is threefold: 

─ Using the example of skyline queries we show how to use the variety of algo-
rithms to set up the design space for parallel retrieval algorithms. 

─ We investigate which current techniques in parallelization can be used to effi-
ciently implement modular operations. 

─ We apply our design process to BNL, one of the most prominent algorithms for 
skyline queries, and show that it leads to parallel implementations showing an 
almost linear scalability behavior in multi-core architectures.  

2   The Parallelization Design Space for Retrieval Algorithms 

It is interesting to note that most database retrieval algorithms are using a rather  
limited set of basic operations. Thus, the actual efficiency and the fine-tuning for 
specific scenarios is mainly achieved by innovative control flows and additional op-
timizations like e.g., using specialized index structures. For instance in the area of 
ranked query processing it was recently shown that is indeed possible to break down 
algorithms for retrieval tasks as different as skyline queries, top-k queries, and k-
dominance queries to only three basic operations [23]. The idea is that such basic 
operations can be efficiently implemented within the database core and then offer 
interfaces for retrieval algorithms. Given the new hardware challenges it now be-
comes necessary to optimize those base operations for parallelization in order to bene-
fit from future performance improvements by Moore’s law.  

In the following we will demonstrate by the example of skylining algorithms how 
such operations (in particular object comparisons in a nested-loop) can be parallelized 
with great effect by abstaining almost completely from sequential parts. The design 
space for improved algorithms is spanned on the one hand by the different evaluation 
approaches and their basic operations, on other hand by the novel parallelization tech-
niques for these operations. The ‘right’ mixture of both will enable us to derive high-
performing algorithms as we will see later in the experimental section.  

2.1   The Design Space for Skyline Query Evaluation 

Taking a closer look at recent algorithms for skyline query evaluation, we found that 
the algorithms can be classified into several distinguishable groups. In the following, 
we will cover the most important ones: block-nested-loops algorithms, divide-and-
conquer algorithms, and multi-scan algorithms. 

Algorithms of the block-nested-loop class (BNL) [3, 12, 13] are probably the most 
prominent algorithms for computing skylines. In fact the basic operation of collecting 
maxima during a single scan of the input data can be found at the core of several 
state-of-the-art skyline algorithms [5, 8, 9, 10, 11] and is illustrated in Figure 2. The 
“block” in its name refers to the fact that it linearly scans over the data set  and con-
tinuously maintains a block (or window) of data elements  containing the maximal 
elements with respect to the data read so far. For each data record  that BNL 
processes, the function BNL-STEP is called, which eliminates all records in  being 
dominated by , and adds  to , if  is not dominated. The major advantage of BNL 
is its simplicity and suitability for solving general comparison-based preference 
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queries [4, 13] (i.e., BNL can also be used to compute the maxima of arbitrary partial 
orders). Furthermore, a multitude of optimization techniques is applicable to BNL 
algorithms like e.g. dynamic sorting or indexing [5]. 

A second class of algorithms for skyline evaluation is based on a straightforward 
divide-and-conquer strategy, as shown in Fig. 3. Given a data set , it first checks the 
cardinality of . In case | |   1 the algorithm simply returns . Otherwise,  is split 
into two sets  and  and the algorithm applies itself recursively on both of them. 
The two results  and  are subsequently cleaned from local maxima by compar-
ing each element of  to each element of  and removing all dominated elements 
during this process. The set of ’s maxima is constructed by joining the reduced sets 

 and . Although the algorithm has excellent theoretical properties [3, 17], there 
is no efficient implementation of this recursive process [5]. The main problem pre-
venting an efficient implementation seems to be that the algorithm either requires 
massive disk IO, or needs to keep a large amount of intermediate results in main 
memory. However, when abstaining from recursion, its basic split-and-merge scheme 
is definitely applicable in a parallel scenario. 

The third class of skyline algorithms is based on multiple scans of the database in-
stance and includes algorithms like Best or sskyline [14, 15, 16]. They can especially 

 

Fig. 2. Block-Nested-Loop (BNL) algorithm Fig. 3. Divide & Conquer algorithm 

Fig. 4. The Best/sskyline algorithm 
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provide highly efficient cache-conscious implementations. The complete algorithm is 
shown in Fig. 3. After creating an in-memory copy  of , an arbitrary element    is selected as maximum candidate. After removing  from , the whole set 

 is scanned, and dominated elements are removed from it. If some element is found 
in  that dominates the current candidate , it is removed from  and used as the 
new candidate; then, the scan of  is restarted. If no element of  dominates the 
current candidate, then it is a maximum. The whole process is repeated until  is 
empty. In our experiments, we found Best/sskyline to make around half the number of 
comparisons as BNL due to the early elimination of maxima. But to reach its perfor-
mance, Best/sskyline must scan (and even modify) the data set numerous times. This 
can only be done efficiently, if the whole input data set  fits in main memory; a 
requirement not desirable for general skyline algorithms. Nevertheless, as we will see 
in Section 0 Best/sskyline can form a useful building block in a parallel algorithm. 

2.2   The Design Space for Parallelization of Basic Operations 

For parallelizing the skyline problem, different strategies are at hand: The first is 
classical distribution, i.e. splitting data into multiple work packages which are distri-
buted among the worker threads. Such threads can work independently of each other 
and finally, their results are combined. This strategy adapts the split-and-merge con-
cept found within algorithms of the divide-and-conquer class. The advantage of this 
style of algorithm is that the threads do not need shared memory and thus could also 
be deployed to different machines (e.g. computer clusters). However, it is necessary 
to combine the results of the threads which introduces some overhead in terms of the 
program’s sequential part and may lead to suboptimal scalability. In summary, skyline 
algorithms following the split-and-merge approach show good performance when 
only few threads can be used, since the overhead introduced increases with a higher 
degree of parallelism.  

The second strategy is to employ algorithms working on a shared data structure, 
i.e., each thread can read and modify the same dataset. This style of algorithm has just 
recently become viable due to the advent of tightly coupled multicore processors. 
Still, the main problem of shared-memory algorithms remains at hand: One has to 
ensure that no data is read or written which has just been accessed by another thread 
(dirty reads or writes) in order to avoid data inconsistency. When considering for 
example a block-nested loops algorithm two major critical situations can be identi-
fied: a) overtaking threads: in this case, the overtaking thread will lose a comparison 
with the current element of the slower thread b) deleting/appending: the list structure 
may corrupt, if two threads try to delete or append the same nodes simultaneously due 
to the resulting inconsistent linkage of node. 

Like in transaction systems, these problems can be tackled by synchronization and 
locking protocols. However, there is a variety of different approaches to secure a 
shared data structure, each showing individual runtime performance. We will briefly 
introduce these common approaches also used in our following algorithms:  

• Full Synchronization: this simple protocol locks the whole data structure for every 
access. Obviously, this will not allow any parallelism and is, although secure, un-
suitable for performance-oriented algorithms. 
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• Continuous Locking: the data structure is locked at node level for every access and 
is a straight-forward semi-naïve approach to the problem. However, locking still 
carries an expensive overhead despite recent hard- and software progress. Thus, 
this technique suffers severely from the overhead induced by acquiring and releas-
ing such a high number of locks. 

• Lazy Locking: this approach is similar to continuous locking. However, it aims at 
using as few locks as possible. Locks are only acquired when they are really 
needed, i.e. when deleting or inserting nodes. Unfortunately, this approach leads to 
more complex algorithms which are harder to design and debug. For example, it is 
necessary to identify all critical situations and provide according safeguards. Also, 
in case of our implementations, additional security mechanisms (like using flags) 
are necessary to ensure the data structure’s consistency. But from a performance 
point of view lazy locking algorithms are definitely superior to the previous two 
locking protocols in highly parallel scenarios. Still, for cases using very few 
threads (e.g. two threads) split-and-merge algorithms may be a better choice.  

• Lock Free Synchronization: this technique completely abstains from using locks. 
Instead, a special hardware instruction within the CPU core is used to implement 
an optimistic protocol. The base idea is to perform changes to the data structure 
and check later whether any concurrent modifications had occurred. When a con-
flict occurs, all modifications are undone and repeated. The performance of lock 
free protocols scale with the probability of conflicts: the more likely conflicts oc-
cur; the worse is the algorithm’s expected performance.  
Interestingly, we observed in our experiments a similar or slightly lower perfor-
mance of lock free synchronization compared to the lazy locking variants. Howev-
er, the performance ratio of those two techniques is depending on the hardware ef-
ficiency of locking compared to the instructions used in lock free synchronization; 
thus performance may change when using different CPU architectures or operation 
systems and both algorithm styles seem viable alternatives. 

3   Parallel Skyline Computing  

In this section, we will utilize our design space for designing parallel algorithms with 
the mentioned techniques. Up to now, all parallel skyline algorithms proposed in 
literature directly rely on the basic divide-and-conquer scheme. Following our design 
considerations, these algorithms already cover an important application scenario and 
thus will serve as our baseline in the later experiments. In addition, for the multi-core 
shared-memory scenario we will design novel algorithms and show that they indeed 
outperform their current parallel competitors. 

3.1   Algorithms Using Split-and-Merge Parallelization 

The multi-processor scenario without shared memory directly calls for algorithms 
based on the split-and-merge parallelization scheme used by the divide-and-conquer 
class. Basically, the input data set  is first split into  parts , … , . Then, in paral-
lel, the skyline of each part is computed (using any sequential algorithm for each 
part). Finally, the resulting  local skylines , … ,  are merged to produce the 
global skyline. To foster parallelization, it is sensible to split  in at least as many 
parts as there are processors. 
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In particular, the following distributed merging method has been applied in a dis-
tributed scenario without shared memory [24]: First, assign the -th local skyline  
to node  and make the union of all other local skylines         accessible to this node. Then, node  compares each element of  
to all elements in , removing all dominated elements from . After this step,  
only contains elements of ’s global skyline. Finally, the set of all global maxima        is constructed at some central node. This algorithm will be 
referred to as Distributed in the following. It is interesting to note that the Distributed 
algorithm does not rely on shared-memory at any point, thus it particularly applies to 
cluster-style distributed scenarios. However, its performance suffers from the compli-
cated merge step. 

Focusing on scenarios with shared memory this shortcoming is remedied by the 
pskyline method proposed in [16], which also applies the split-and-merge scheme. 
After splitting the dataset similar to the Distributed algorithm, pskyline uses a main 
memory algorithm (Best/sskyline) for the computation of the  local skylines. But by 
deciding for an efficient main memory implementation, it cannot process all  parts of 

 in parallel on large data sets. Instead, if  cores are available, the total number of 
chunks is chosen such that  chunks jointly fit into main memory. After all  local 
skylines have been computed (and written to disk), an improved merge scheme rely-
ing on shared memory is used: in deep-left-tree style, local skylines are merged suc-
cessively, two at a time. In this shared memory merging step, all  cores can be used 
simultaneously. The experimental evaluation in [1] indicates that the psykline algo-
rithm is indeed highly scalable in cases where the skyline is large relative to the num-
ber of database tuples. However, scalability degrades rapidly for smaller skyline sizes. 
For example, a speedup of just about 4 is reported for 8 cores and a skyline size of 
about 20% of the database size.  

3.2   Continuously Locked Parallel BNL 

Exploiting our algorithmic design space, we now explore algorithms for a shared-
memory multi-core scenario departing from split-and-merge techniques. As we have 
seen the aim is true parallelization with a minimum of sequential overhead. Since 
algorithms of the BNL class only need a single pass over the input data, the basic idea 
of the following algorithms is to extend the BNL algorithm in such a way that mul-
tiple worker threads can simultaneously share and modify BNL’s window. In the 
following, the window is represented by a linked list data structure. 

Of course entering the shared memory part of the design space means that we have 
to care for the thread safety, i.e., concurrent access to data must be guarded by using 
an adequate locking scheme or conflict resolution. The simplest viable locking 
scheme is to continuously lock each node being accessed. Thus, each thread travers-
ing the linked list releases a node’s lock only after acquiring the lock for its successor. 
In particular, this strategy prevents that threads can pass each other. Passing might 
result in an unnoticed removal of a node by some other thread. This technique of 
always holding two locks per thread and adhering to the lock/unlock order is known 
as lock coupling (or hand-over-hand locking) [19]. Within BNL’s outer loop, each 
thread continuously requests a new data record from the central data manager. For 
each data record, the list is traversed and each node is compared to the current data 
record, performing deletions of nodes, if needed. In case no node dominated the  
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current record, it is appended to the list. Although this approach is a valid parallel 
implementation of the BNL algorithm, its way of locking significantly limits its per-
formance. If two threads access neighboring nodes, they will continuously interfere 
with each other while traversing the list. Furthermore, the omnipresent locking and 
unlocking operations introduce a large computational overhead. 

3.3   Lazy List Parallel BNL 

Actually—and in contrast to the continuously locking scheme—the autonomy of 
threads only has to be constrained when a node has to be modified. This means that 
for each addition or deletion of a node in the list, a modification lock has to be ob-
tained, whereas simple comparison operations do not require explicit locks. This idea 
of modification locks can be implemented using a novel concurrent data structure 
called the Lazy List [20]. We adjusted the basic structure for the use in skyline com-
putation and show the resulting code in Figure 5. 

 

 

Fig. 5. The parallel BNL Lazy List algorithm 

 

Fig. 6. The lock-free parallel BNL algorithm 
using a linked list 
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In particular, our algorithm uses a binary flag  to guarantee that no adja-
cent nodes are modified concurrently, which might otherwise result in violating the 
pointer integrity. Before a node can be deleted, locks for the current node and its pre-
decessor have to be acquired. The removal of the current node  then is always a 
two-step process: First, .  is set to true, indicating ’s logical removal 
(and thus locking it effectively for modifications by its successor), and second, the 
predecessor’s pointer  .  has to be set to . , thus unlinking the cur-
rent node. By calling the  function it is checked whether  and  
have been deleted in the meantime or some node has been inserted in-between.  

Depending on the result, either the current node can be deleted, or there had been 
some concurrent modification of this list, from which the algorithm recovers by res-
tarting the iteration from the beginning of the window. Appending a new node works 
similar. First, a lock is obtained (locking  is sufficient in this case), second, the 
algorithm checks for concurrent modifications, and then either appends the node 
physically or restarts the iteration. 

3.4   Lock-Free Parallel BNL 

Most approaches falling into our parallelization design space are using locking proto-
cols, e.g., as our previous algorithm. The alternative is to completely abstain from 
locking and to implement a non-blocking optimistic protocol. This goal is supported 
by a special hardware operation called compare-and-swap ( ). The  operation 
atomically compares a variable to some given value and, if both are the same, sets the 
first variable to some given new value. In our algorithm shown in Figure 6, it is de-
noted as , : it atomically compares the variable  to the value  and, in 
case   , sets  to the value . The function returns  if the operation suc-
ceeded, otherwise it returns . In our case, we will always use compare-and-swap 
to guard the node pointer  and the deletion flag . 

Our approach to lock-free lists is inspired by the Harris-Michael algorithm [43, 
44]. The linked list is traversed as in the sequential BNL algorithm, except for the 
following: first, an additional pointer variable  is used to store the successor of 
the current node, and second, in each traversal step, the  flag of the current 
node is checked in order to physically remove nodes that have previously been 
marked for deletion. If the flag is set to , the algorithm tries to unlink the current 
node using a  operation. In case of failure, a concurrent modification has occurred 
and the list traversal is restarted. 

Dominated nodes are removed by first marking the current node as deleted using 
 (line 21). If this operations succeeds, the algorithms tries to physically delete the 

node (line 24, the star indicates that the current value of .  does not mat-
ter); otherwise, the traversal is restarted. It does not matter, whether the physical re-
moval succeeds or not, since logically deleted nodes will be cleaned up anyway by 
other threads during their list traversal as previously described (line 10). 

Finally, new nodes are appended to the list also by a  instruction (line 38). In 
case of failure, the list traversal is restarted from the beginning. Although we do not 
use any locking mechanism in this algorithm, checking the status flag of all (critical) 

 operations allows us to detect all concurrent list modifications and respond  
accordingly. 
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4   Experiments 

In the previous sections we explored our design space from an algorithmic point of 
view and derived several algorithms for shared-memory skyline computation. But 
similar to physical tuning methods, only thorough experimentation will reveal the 
real-world performance of the outlined techniques. In order to investigate the full 
variety of performance characteristics in an unbiased fashion, the following evalua-
tions will be executed on synthetic datasets. To create these datasets, we used the 
Independent data generator commonly used in skyline research [3]. We also applied 
all evaluations to the Anticorrelated, and Correlated data generators. However, all 
results show the same trends as those seen in the Independent evaluations and were 
thus omitted for brevity. Of course, data sets of varying size (   100 , 1 , 10 ) 
and varying dimensionality (   5, 6, 7, 8, 9) have been used.  

All our experiments have been conducted on a single node of a 12-node cluster 
running SUSE Linux Enterprise 10. The node we used is equipped with two Intel 
Xeon E5472 3.0 GHz quad-core processors, thus providing a total of 8 cores at each 
node. Our algorithms have been implemented using the Java programming language 
version 6.0. We only used the built-in mechanisms for locking, compare-and-swap 
operations, and thread management. The experiments are executed on a Sun Java 
6.0u13 64Bit server JVM in HotSpot mixed mode. 

We will compare the following algorithms: (i) pskyline (ii) the continuously-
locked parallel BNL (referred to as Locked in the following), (iii) the Lazy List  
parallel BNL (Lazy List), (iv) the  lock-free parallel BNL (Lock-Free), and (v) the 
distributed merging method from Section 0 (Distributed; to provide a fair comparison 
here, we used BNL as underlying sequential algorithm). Unless stated otherwise, all 
experiments have been performed on one up to eight CPU cores.  

4.1   Memory Usage and the Role of pskyline 

As discussed in Section 0, pskyline relies on the sskyline algorithm for computing 
local skylines, which subsequently are merged by a parallel merging scheme. As 
sskyline requires data to be present in main memory, this imposes further restrictions 
on pskyline as well. Investigating this issue in detail is particularly interesting since 
pskyline has been reported to perform extremely well if the whole database can be 
loaded into main memory [16]. Since such a scenario is hardly realistic in database 
retrieval. In the following, we investigated the performance of pskyline under main 
memory restrictions. 

We evaluated pskyline exemplarily on the Independent dataset with   1  and   6 using a fixed number of   8 CPU cores, resulting in a skyline size of   5577 in average. We restricted the main memory available to pskyline relative 
to the skyline size . In particular, we tested pskyline’s performance with memory 
sizes 1.5 , 2 , 5 , 10 , and 20 . Finally, in order to allow the algorithm to per-
form with its maximal performance, we allow it to load the full database into main 
memory. We also abstained from writing unused working sets to the hard disk as 
proposed in the original work on pskyline [16], thus giving pskyline a significant 
performance boost. Our results are presented in Figure 14, showing the computation 
time in milliseconds for different main memory sizes. 
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As a comparison baseline, we also evaluated Lazy List on the same dataset (indi-
cated by the dotted line in Figure 14). In fact, Lazy List only requires as much main 
memory as necessary to hold the result set. It can be observed that the performance of 
pskyline suffers severely under main memory restrictions. However, if no memory re-
strictions are applied, pskyline shows competitive and even slightly better perfor-
mance to Lazy List. These general observations also hold for other scenarios, e.g. 
using the Correlated or Anticorrelated data. To summarize, pskyline performs very 
well in main memory database scenarios, but on the whole is memory inefficient. Due 
to this fact, we will exclude it from the following evaluations. In contrast, the mem-
ory consumption of Locked, Lazy List, and Lock-Free had always been around the 
number 1.5 , thus being close the optimum of . The Distributed algorithm requires 
roughly 2  of main memory. 

4.2   Speed-Up and Scaling 

In this section, we evaluate and compare the multiprocessing scalability and overall 
performance of the remaining four algorithms. For pure scalability observations, we  
 

Fig. 7. Speed-Up of Locked (Independent,  
= 1M) 

 

Fig. 8. Speed-Up of Lock-Free (Independent, 
 = 1M) 

Fig. 9. Speed-Up of Lazy List (Independent, 
 = 1M) 

 

Fig. 10. Speed-Up of Distributed (Indepen-
dent,  = 1M) 
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Fig. 11. Runtime comparison (Independent,  
=100k,  = 7) 

 

Fig. 12. Runtime comparison (Independent, 
 = 10M,  = 5) 

 

Fig. 13. Runtime comparison (Independent,  
= 1M,  = 7) 

 

Fig. 14. Runtime of pskyline  (Independent, 
 = 1M,  = 7) 

 

will use the Independent data set, where  = 1M and  = 5−8. Setting  to higher 
values gives unrealistically large result sets (   50K). Each algorithm has been 
executed on   1, … , 8 cores. The respective results are presented in Figures 7−10. 
For the Locked algorithm, only a small speed-up can be observed due to high lock 
contention thrashing. The speedup factor grows with , and peaks in our test with a 
value of 3.3 for 8 cores and   8. It is also interesting to note that the algorithm 
performs better using just one core than using two of them. This can be explained by 
the Java VM being able to detect the needlessness of locking, if there are no concur-
rent accesses, thus dynamically disabling the use of locks. 

In contrast, Lazy List (Fig. 9) and Lock-Free (Fig. 8) show significantly better 
speed-up behavior compared to the Locked version. While showing similar perfor-
mance to each other, Lazy List performs slightly better overall. It can be observed that 
both algorithms show nearly linear scaling up to four cores. Starting with the fifth 
core, the performance gain moderately ceases for both algorithms and data sets 
with   5 and   8, but only slightly degenerates for the other cases. This  
phenomenon may be explained with decreasing cache locality and increasing  
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communication overhead as our test system uses two quad-core processors. Starting 
with the fifth core, the second processor must constantly communicate with the first 
one over the slower Front Side Bus (compared to communication among cores within 
a single processor). However, we also expect a nearly linear speed-up for true 8-core-
processors, which will be available in the near future. For both Lazy List and Lock-
Free, we measured maximum speed-ups of 7.9 (in case   7) and 5.8 (in case   8) using 8 cores. 

Finally, the Distributed algorithm (Fig. 10) shows almost no speedup. Peak scaling 
was measured with a speed-up factor of 1.74 for 8 cores and  = 7.  

For assessing the runtime performance of the algorithms in absolute numbers, we 
measured the computation time for   100 , 1M and   7 as well as for   10M and   5. These cases have been selected according to their representa-
tiveness regarding practical cases in preference-based retrieval. All results can be 
found in Figures 11−13. During this evaluation, it turned out that for the 8-core cases, 
Lazy List shows the highest performance (1992 ms for   1M), followed by Lock-
Free (3052 ms for   1M), Distributed (7802 ms for   1M), and, finally, 
Locked (18,375 ms for   1M). Please note that Locked has been left out in Fig. 13 
due to its extremely poor performance. 

In summary, we have shown that Lazy List as well as the Lock Free algorithm 
show very good scaling behavior and overall performance, while ensuring near op-
timal memory efficiency due to their block-nested-loops lineage.  
 

Source Code and Repeatability: In order to provide a reliable and referencable 
foundation for further algorithm development, all our presented algorithms can be 
accessed and downloaded at http://www. ifis.cs.tu-bs.de/javalib/skysim.zip. 

5   Conclusion and Outlook 

In this paper, we established a design space for parallel database retrieval algorithms, 
in particular focusing on skyline algorithms as a representative example. Identifying 
basic operations of those algorithms, we investigated their respective potential for 
parallelization using different techniques. Finally, we designed exemplarily two inno-
vative and highly scalable algorithms based on the popular block-nested-loops class 
for the scenario of shared-memory multi-processor systems. In our extensive evalua-
tions, we showcased the superior characteristics and scalability of these algorithms in 
different settings. Although we did not exploit any special skyline-specific optimiza-
tion techniques, we were able to outperform state-of-the-art approaches to skyline 
computation on multiprocessor systems in these scenarios. Especially our lazy list 
algorithm and lock-free BNL algorithm showed excellent overall performance with 
nearly linear scaling. 

The design considerations and implementation techniques presented in this paper 
pave the way for also tapping the parallel potential of state-of-the art algorithms also 
for other retrieval scenarios. Moreover, future work will adapt our techniques to fur-
ther optimizations for skyline algorithms like tree-based indexing or dynamic sorting. 
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Abstract. In pervasive computing environments, complex event processing has
become increasingly important in modern applications. A key aspect of complex
event processing is to extract patterns from event streams to make informed de-
cisions in real-time. However, network latencies and machine failures may cause
events to arrive out-of-order. In addition, existing literatures assume that events
do not have any duration, but events in many real world application have dura-
tions, and the relationships among these events are often complex. In this work,
we first analyze the preliminaries of time semantics and propose a model of it. A
hybrid solution including time-interval to solve out-of-order events is also intro-
duced, which can switch from one level of output correctness to another based on
real time. The experimental study demonstrates the effectiveness of our approach.

Keywords: pervasive computing, complex event, out-of-order, time interval.

1 Introduction

In pervasive computing environments, event processing has raised increased interest
in the past few years [1,4,3]. A growing numbers of applications nowadays take the
form of time ordered or out-of-ordered series, and every event has time duration. All
these factors about time are very important in extracting patterns from atomic events
in pervasive computing. However, the present literatures about time management in
pervasive computing usually refer to only one aspect of the problem.

Existing research works [1] almost focus on instantaneous events. However, purely
sequential queries on instantaneous events are not enough to express many real world
patterns. For example, it has been observed that in many diabetic patients, the presence
of hyperglycemia1 overlaps with the absence of glycosuria [10]. This insight has led to
the development of effective diabetic testing kits. Clearly, there is a need for an efficient
algorithm that can solve events with duration.

Meanwhile, the real-time processing in time order of event streams generated from
distributed devices is a primary challenge in pervasive computing environments. How-
ever, most systems [2]assume a total ordering among event arrivals. It has been illus-
trated that the existing technology would fail in such circumstances, either missing
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resulting matches or incorrectly producing incorrect matches. Let us consider a popular
application for tracking books in a bookstore [3] where RFID tags are attached to each
book and RFID readers are placed at strategic locations throughout the store, such as
book shelves, checkout counters and the store exit. If a book shelf and a store exit sensed
the same book but none of the checkout counters sensed it in between the occurrence of
the first two events, then we can conclude that this book is being shoplifted. If events of
sensing at the checkout counters arrive out-of-order, we cannot ever output any results
if we want to assure correctness of results. Otherwise, if we focus on real-time alarm,
we may output the wrong results. Clearly, it is imperative to deal with both in-order as
well as out-of-order arrivals efficiently and in real-time.

The contributions and the rest of this work are organized as follows: Section 2 gives
the related works. Section 3 provides some preliminaries, including the time seman-
tics and the model of interval-based out-of-order events. Section 4 describes a hybrid
solution. Section 5 gives the experiment results and we conclude in Section 6.

2 Related Works

About the out-of-order problem, from the aspect of different scenarios, the literatures
can be divided into two types, one focus on real time,another pay more attention to
correctness. Since the input event stream to the query engine is unordered, it is reason-
able to produce unordered output events. So [6] permits unordered sequence output and
proposes the aggressive strategy.

If ordered output is needed, additional semantic information such as K-Slack factor
or punctuation is needed to ”unblock” the on-hold candidate sequences from being out-
put. A native approach [2] is using K-Slack as a priori bound on the out-of-order of the
input streams. The biggest drawback of K-slack is rigidity of the K that cannot adapt
to the variance in the network latencies that exists in a heterogeneous RFID reader net-
work. Another solution is applying punctuations, namely, assertions inserted directly in
the data stream confirming that for instance a certain value or time stamp will no longer
appear in the future input streams [6]. [6] use this technique and propose a solution
called conservative method. However, such techniques, while interesting, require for
some service to first be creating and appropriately inserting such assertions.

About the interval-based events, there has been a stream of research [7,8,9,10]. Kam
et. al. [7] designs an algorithm that uses the hierarchical representation to discover
frequent temporal patterns. However, the hierarchical representation is ambiguous and
many spurious patterns are found. Papapetrou et. al. [8] proposes the H-DFS algorithm
to mine frequent arrangements of temporal intervals.This approach does not scale well
when the temporal pattern length increases. Wu et. al. [9] devises an algorithm called
TPrefix for mining non-ambiguous temporal pattern from interval-based events. TPre-
fixSpan has several inherent limitations: multiple scans of the database are needed and
the algorithm does not employ any pruning strategy to reduce the search space. In or-
der to overcome the above drawbacks, [10] gives a lossless representation to preserve
the underlying temporal structure of the events, and proposes an algorithm to discover
frequent temporal patterns from interval-based events. However, they only use this rep-
resentation for classification but don’t consider out-of-order problems.
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3 Preliminaries

Each event is denoted as (ID,Vs,Ve,Os,Oe,Ss,Se,K). Here Vs and Ve respectively denote
valid start and end time; Os and Oe respectively denote occurrence start and end time;
Ss corresponds to the system server clock time upon event arrival; K corresponds to an
initial insert and all associated retractions, each of which reduce the Se compared to the
previous matching entry in the table.

Definition 1 (time interval) Suppose T1 ⊆ . . . ⊆ Tn is a linear hierarchy H of time
units. For instance, H = minute⊆ hour⊆ day⊆month⊆ year. A time interval Ti in H
is an n-tuple (ti1 , . . . ,tin ) such that for all 1≤ i≤ n, tii is a time-interval in the time-value
set of Ti [5].

Definition 2 (out-of-order event) Consider an event stream S : e1,e2, ...,en, where
e1.ats < e2.ats < ... < en.ats. For any two events ei and e j (1 ≤ i, j ≤ n) from S, if
ei.ts < e j.ts and ei.ats < e j.ats, we say the stream is an ordered event stream. If however
e j.ts < ei.ts and e j.ats > ei.ats, then e j is flagged as an out-of-order event.

Fig. 1. out-of-order event

In the example shown in Figure 1, the timestamp of events e1 ∼ e4 are listed in order.
But we can see that the earlier event e2 received later than event e3, which is called
out-of-order.

In the following query format, Event Pattern connects events together via different
event operators; the WHERE clause defines the context for event pattern by imposing
predicates on events; the WITHIN clause describes the time range during which events
that match the pattern must occur. Real-time Factor specifies the real-time requirement
intensity of different users.

<Query>::=EVENT <event pattern>
[WHERE <value constraints>]
[WITHIN <time constraints>]
[Real-time Factor {0,1}]
<event pattern>::=SEQ/PAL((Ei(relationship)Ej)

(!Ek)(relationship)El))(1≤i,j,k,l≤n)
relationship::=overlap,before,after
<time constraints>::= Time Window length W

In pattern queries among interval-based events, the state transition not only depends on
the event type, but also the relationships and the predicates among events. So in this
paper, we use tree-based query plans for query patterns.
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4 Interval-Based Out-of-Order Solution

Our method framework is shown in Figure 2, which includes three components. ”Ter-
minal Layer” is the sources of events. ”Event Buffer” stores the received events from
”Terminal Layer”, and handles some query processing. ”Database Management” con-
serves historical records, event relationships and some knowledge base rules, as we
have introduced in [11].

Fig. 2. Interval-based out-of-order solution framework

Besides the framework, specific query expression is also a challenge problem. The
expression of interval-based queries may be ambiguous. For example, the same ex-
pression query (A (overlap) B (overlap) C) may have different meanings, as shown in
Figure 3. In order to overcome this problem, the hierarchical representation with addi-
tional information is needed [10]. Then 5 variables is proposed, namely, contain count
c, finish by count f , meet count m, overlap count o, and start count s to differentiate
all the possible cases. The representation for a composite event E to include the count
variable is shown as follows:

E = (. . . (E1 R1[c, f ,m,o,s] E2) R2[c, f ,m,o,s] E3) . . . Rn−1[c, f ,m,o,s] En) (1)

Thus, the temporal patterns in Figure 3 are represented as:
(A Overlap [0,0,0,1,0] B) Overlap [0,0,0,1,0] C
(A Overlap [0,0,0,1,0] B) Overlap [0,0,0,2,0] C
(A Overlap [0,0,0,1,0] B) Overlap [0,0,1,1,0] C

Fig. 3. Interpretation of pattern (A (Overlap) B) (Overlap) C
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In real world, different applications have different requirements for consistency.
Some applications require a strict notion of correctness, while others are more con-
cerned with real-time output. So we add an additional attribute (”Real-time Factor”)
into every query, as shown in section 3. If the users focus on real-time output, the
”Real-time Factor” is set to ”1”; Otherwise, it is valued as ”0”. Due to users’ different
requirements of consistency, there are two different methods, which are introduced as
follows.

4.1 Real-Time Based Method

If the ”Real-time Factor” of a query is set to ”1”, the goal is to send out results with as
small latency as possible. When users submit queries to ”Events Buffer”, which handles
the query processing and outputs the corresponding results directly. Once out-of-order
data arrival occurs, we provide a mechanism to correct the results that have already been
erroneously output. This method is similar to, but better than the method in [6] because
of the tree-plan expression, which can reduce the compensation time and frequency, as
shown in section 3.

For example, the query is (A(overlap)B(!D)(be f ore)C) within 10 mins. A unique
time series expression of this query{OSa,OSb,OEa,OEb,OSc,OEc} can be gotten based
on the above interval expression method. For the event stream in Figure 4, when an out-
of-order seq/pal event OSb(6) is received, a new correct result {OSa(3),OSb(6),OEa(7),
OEb(9),OSc(11),OEc(12)} is constructed and output as<+,{OSa(3),OSb(6),OEa(7),
OEb(9),OSc(11),OEc(12)}>. When an out-of-order negative event OSd(15) is received,
a wrong output result {OSa(13),OSb(16),OEa(17),OEb(20),OSc(22)} is found and
send out a compensation <−,OSa(13),OSb(16),OEa(17),OEb(20),OSc(22) >.

Fig. 4. Input events

4.2 Correct Based Method

If the ”Real-time Factor” of a query is set to ”0”, the goal is to send out every correct
result with less concern about the latency. When the user submit a query to ”Events
Buffer”, we first extract the corresponding event type. Based on the event model intro-
duced in section 3, we can get the event sequence by a backward and forward depth first
search in the DAG. Meanwhile, we can transform the query into a certain time series
based on the above 5 variables, which make the representation of relationships among
events unique. Compared with the time series of the query, the set of event sequence
can be further filtered.

The buffer in the ”Database Management” is proposed for event buffer and purg-
ing using the interval-based K-ISlack semantics. It means that both the start time and
the end time of the out-of-order event arrivals is within a range of K time units. A
CLOCK value which equals to the largest end time seen so far for the received events is
maintained. The CLOCK value is updated constantly. According to the sliding window
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semantics, for any event instance ei kept in the buffer, it can be purged from the stack
if (ei.starttime +W ) < CLOCK. Thus, under the out-of-order assumption, the above
condition will be (ei.starttime+W +K) < CLOCK. This is because after waiting for K
time units, no out-of-order event with start time less than (ei.starttime+W) can arrive.
Thus ei can no longer contribute to forming a new candidate sequence.

5 Experiments

Our experiment involves two parts: one is the event generator; another is the event
process engine. The event generator is used for generating different types of events
continuously. The event process engine includes two units: the receiver unit and the
query unit.

The experiments are run on two machines, which CPU is 2.0GHz and RAM is 2.0G
and 3.0G respectively. PC1 is used for running the Event Generator programs and PC2
for the Event Process Engine. In order to make the experimental results more credible,
we run the program for 300 times, and take average value of all results. In the following,
we will examine key performance metrics. Pio3 is varied from 0% to 45%, and in order
to be simple, the effects of window buffer size will be considered in our future work.

Fig. 5. Trend of Average Latency Fig. 6. Trend of Rate-of-Compensation

Figure 5 shows that the average event latency of both methods increases with the
increase of out-of-order percentage, and the average latency of Correct Based Method
increases faster than Realtime Based Method.

Figure 6 is only in connection with Realtime Based Method, which has compensation
operations. The rate of compensation is determined by (NoC/NoR). From the figure, we
can see the increasing out-of-order percentage leads to more compensation operations
to be generated, which reduce the efficiency of algorithm.

We also experiment accuracy of results. In Figure 7, we can see the result accuracy
of Correct Based Method is independent of out-of-order percentage, while the result
accuracy of Realtime Based Method drops with the increase of out-of-order percentage.

We examine the average excution time in Figure 8, which denotes the summation of
operator execution times. From the figure, two observations can be found: 1) the av-
erage excution time increased as the out-of-order event percentage increases for more
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Fig. 7. Accuracy of Methods Fig. 8. Trend of Average Execution-Time

recomputing is needed; 2) the average execution time of Correct Based Method is larger
than Realtime Based Method at beginning, while with the increase of out-of-order per-
centage, they will trend to the same.

6 Conclusion and Future Work

The goal of this work is to solve query processing of interval-based out-of-order events
in pervasive computing. We analyze the preliminaries, propose a model of interval-
based out-of-order events, and a hybrid solution including time-interval is also intro-
duced. In the future work, we will consider other influence factors, including the size
of buffer, the out-of-order percentage, the average step-length of out-of-order events, in
order to find the balance point.
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Abstract. Similarity search in metric spaces has several important applications
both in centralized and distributed environments. In centralized applications, such
as similarity-based image retrieval, usually a server indexes its data with a state-
of-the-art centralized metric indexing technique, such as the M-Tree. In this paper,
we propose a framework for distributed similarity search, where each participating
peer stores its own data autonomously, under the assumption that data is indexed
locally by peers using M-Trees. In order to support scalability and efficiency of
search, we adopt a super-peer architecture, where super-peers are responsible for
query routing. We propose the construction of metric routing indices suitable for
distributed similarity search in metric spaces. We study the performance of the
proposed framework using both synthetic and real data.

1 Introduction

Similarity search in metric spaces has received significant attention in centralized set-
tings [1,6], but also recently in decentralized environments [3,5,8]. A prominent appli-
cation is distributed search for multimedia content, such as images, video or plain text.
Existing approaches for P2P metric-based similarity search mainly rely on a structured
P2P overlay, which is used to intentionally store objects to peers [5,8]. The aim is to
achieve high parallelism and share the high processing cost over a set of cooperative
computers. In contrast, in this paper we focus on the scenario of autonomous peers
that store multimedia content and collaborate in order to process similarity queries over
distributed data. A P2P architecture for image retrieval was proposed in [9]. In more
details, content providers are simple peers that keep multimedia content, usually gener-
ated on their own. Each peer joins the collaborative search engine, by connecting to one
of the information brokers that act as super-peers, using the basic bootstrapping pro-
tocol. In this scenario the super-peers are responsible for the execution of the queries.
In such a distributed search engine, the objective is to find all objects that are similar
to a given query object, such as a digital image or a text document. Objects are repre-
sented in a high dimensional feature space and a metric distance function defines the
similarity of two objects. One of the most commonly used centralized indexing tech-
niques for searching in metric spaces is the M-Tree [2] that consists of a hierarchy of
hyper-spheres.
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Programme.

H. Kitagawa et al. (Eds.): DASFAA 2010, Part II, LNCS 5982, pp. 269–275, 2010.
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In this paper, we propose a distributed search mechanism that relies on a super-peer
architecture, assuming that cooperative peers store and index their data using an M-Tree
in an autonomous manner. Each peer connects to a super-peer and publishes the set of
hyper-spheres stored at the root of its M-Tree to its super-peer, as a summarization
of the stored data. The super-peers store the collected hyper-spheres using an M-Tree
index, in order to direct queries only to relevant peers efficiently, thus establishing a
peer selection mechanism. Capitalizing on their local metric index structures, super-
peers exchange summary information to construct metric-based routing indices, which
improve the performance of query routing significantly. Then, given a range query, this
super-peer selection mechanism enables efficient query routing only to that subset of
super-peers that are responsible for peers with relevant query results.

Following the same spirit, in SIMPEER [3], P2P metric-based indexing is supported
using the iDistance [7] technique. An extension of SIMPEER for recall-based range
queries is presented in [4]. In contrast, this paper provides an alternative technique for
similarity search in metric spaces, based on a popular metric index (M-Tree) for data
access both on peers and super-peers.

2 Preliminaries

We assume an unstructured P2P network that consists of Np peers. Some peers have
special roles, due to their enhanced features, such as availability, stability, storage ca-
pability and bandwidth capacity. These peers are called super-peers SPi (i = 1..Nsp),
and they constitute only a small fraction of the peers in the network, i.e. Nsp << Np.
Peers that join the network connect to one of the super-peers directly. Each super-peer
maintains links to peers, based on the value of its degree parameter DEGp, which is
the number of peers that it is connected to. In addition, a super-peer is connected to a
limited set of at most DEGsp other super-peers (DEGsp < DEGp). In our system,
peers that join the network autonomously store their own data. Each peer Pi holds ni

d-dimensional points, denoted as a set Si (1 ≤ i ≤ Np). Assuming horizontal data dis-

tribution to the Np peers, the size of the complete set of points is n =
∑Np

i=1 ni and the
dataset S is the union of all peers’ datasets Si (S = ∪Si). Each peer maintains its own
data objects, while the d-dimensional points are features extracted from the objects.

Similarity search in metric spaces focuses on supporting queries that retrieve objects
similar to a query point, when a metric distance function dist measures the objects’
(dis)similarity. More formally, a metric space is a pair M = (Δ, dist), where Δ is a
domain of feature values and dist is a distance function with the following properties:
1) dist(p, q) > 0, q 
= p and dist(p, p) = 0 (non negativity), 2) dist(p, q) = dist(q, p)
(symmetry), and 3) dist(p, q) ≤ dist(p, o)+ dist(o, q) (triangle inequality). Similarity
search in metric spaces involves two different types of queries, namely range and near-
est neighbor queries. In this paper, we focus on range queries since k-NN queries can
be transformed to range queries, if the distance of the k-th nearest neighbor is known.
Radius estimation techniques for distributed nearest neighbor search have been studied
in [3].

The M-Tree [2] is a distance-based indexing method, suitable for disk-based im-
plementation. An M-Tree can be seen as a hierarchy of metric regions, also known
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as hyper-spheres or balls. More precisely, all the objects being indexed are referenced
in the leaf nodes, while an entry in a non-leaf node stores a pointer to a node at the
next lower level along with summary information about the objects in the subtree be-
ing pointed at. The objects in the internal nodes are database objects that are chosen
(during the insertion) as representative points. For a non-leaf node N , the entries are
quad-tuples {(p, r(p)), D, T }, where p is an representative object, r(p) is the corre-
sponding covering radius, D is a distance value, and T is a reference to a child node
of N . The basic property is that for all objects o in the subtree rooted at T , we have
dist(p, o) ≤ r(p). For each non-root node N , let object p′ be the parent object, i.e.
the object in the entry pointing to N . The distance value stored in D is the distance
dist(p, p′) between p and the parent object p′ of N . These parent distances allow more
efficient pruning during search than would otherwise be possible. Similarly, for a leaf
node N , the entries consist of pairs of the form (o, D), where o is a data object and D
is the distance between o and the parent object of N .

3 Metric-Based Routing Indices

In our framework, each peer Pi that connects to a super-peer SPj publishes a summary
of its data, in order to make its content searchable by other peers. In our framework,
we take advantage of the existing M-Tree index and each peer Pi publishes to its re-
sponsible super-peer SPj , the hyper-spheres contained in the root of the M-Tree, as a
summary of the stored data. This set of hyper-spheres covers all data objects stored at
Pi, thus SPj is able to determine if Pi stores data relevant to a potential range query, by
searching for hyper-spheres that overlap with the query. SPj needs to support efficient
retrieval of peer hyper-spheres, and consequently selection of the peers that store rele-
vant data to a similarity query. For this purpose, SPj inserts the collected hyper-spheres
into a local M-Tree, also mentioned as super-peer M-Tree.

The remaining challenge is to construct routing indices for processing similarity
queries over the entire super-peer network. For this purpose, each super-peer maintains
an M-Tree, also called routing M-Tree, to store hyper-spheres (collected from other
super-peers) that describe the data accessible through each neighbor in the super-peer
topology. A super-peer SPi sends the descriptions of the hyper-spheres contained in
the root of the super-peer M-Tree to its neighbors. This message has the following for-
mat: (msgId, {(pi, r(pi))}), where msgId is an identifier that is unique for each SPi,
and {(pi, r(pi))} represents the set of SPi’s hyper-spheres corresponding to the root of
SPi’s M-Tree. Each hyper-sphere is defined by a representative object pi and the cor-
responding covering radius r(pi). Each neighboring super-peer SPj that receives a set
of hyper-spheres for the first time performs two operations. First, SPj stores locally the
hyper-spheres in the routing M-Tree and attaches to them the identifier of the neighbor-
ing super-peer SPi, from which the hyper-spheres were received. Second, SPj prop-
agates the hyper-spheres to all its neighbors, except for the one it received them from
(SPi). Any super-peer SPk that is contacted by SPj performs the same operations.
However, notice that SPk stores in its routing M-Tree the identifier of its neighbor SPj

together with the hyper-spheres, and not the identifier of the owner super-peer SPi.
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This construction protocol works also for network topologies that contain cycles.
Since hyper-spheres of any super-peer SPi are accompanied by a unique msgId, each
recipient super-peer SPk can perform duplicate elimination, in case SPi’s hyper-spheres
are also received from a different network path. Notice that the granularity of the routing
information stored at any super-peer is at the level of its neighbors O(DEGsp) and not at
the level of the network O(Nsp). Therefore, the constructed routing indices are scalable
with network size.

We now elaborate more on the internal structure of nodes in the routing M-Tree.
For internal nodes, the routing M-Tree entry is {(p, r(p)), D, T }, where (p, r(p)) is
the representative object p and its covering radius r(p), D is the distance to the parent
object and T is a reference to a subtree. For leaf nodes, the routing M-Tree entry is
{(p, r(p), SP (p)), D}, where (p, r(p), SP (p)) consists of the representative object p,
its covering radius r(p), and SP (p) is the neighbor super-peer responsible for the hyper-
sphere, whereas D is the distance to the parent object.

4 Metric-Based Similarity Search

Our framework creates routing M-Trees on each super-peer and supports efficient query
processing, in terms of local computation costs, communication costs and overall re-
sponse time. A query may be posed by any peer Pq and is propagated to the associated
super-peer SPq, which becomes responsible for local query processing and query rout-
ing, and finally returns the result set to Pq .

4.1 Super-Peer Local Query Processing

Given a range query R(q, r), query processing at SPi is performed by exploiting the
summary information stored in the super-peer M-Tree. The aim is to retrieve the subset
of local peers that need to be contacted. The peers that store data enclosed in the range
query R(q, r) have to be contacted, since these results are necessary to be retrieved and
reported back to SPq , in order to form the exact and complete result set. Therefore,
SPi uses its super-peer M-Tree to identify hyper-spheres of peers that intersect with the
query. Recall that the retrieved hyper-spheres contain the peer identifier of the owner
peer. Thus, the subset of peers that can contribute to the query result is determined
and the range query is forwarded to the corresponding peers. This enables efficient
similarity search over all data stored by peers associated to SPi, since the query is
posed only to peers having data that may appear in the result set, essentially forming
an effective peer selection mechanism at a super-peer. Each recipient peer processes the
query using its local M-Tree, in the traditional way of processing range queries in M-
Trees. Consequently, each peer reports its results to SPi, which in turn is responsible
for returning the results to SPq.

4.2 Query Routing

After having described the local query processing on each super-peer, we proceed to
present the details on query routing at super-peer level. Henceforth, we assume that each
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Fig. 1. Scalability with dimensionality for clustered dataset

super-peer that receives the query also performs local query processing, as described
above. Given a range query R(q, r), the querying super-peer SPq needs to selectively
propagate the query to a fraction of its neighboring super-peers and each intermediate
super-peer SPi that receives the query repeats the same process. The routing algorithm
on any super-peer SPi is based on its routing M-Tree. When a super-peer SPr receives
a range query R(q, r), SPr uses the routing M-Tree to efficiently retrieve all hyper-
spheres that have an overlap with the query. Then, the set of neighbor super-peers is
determined and the query is forwarded to them only. This forms the super-peer selection
mechanism that enables routing of queries at super-peer level. Afterwards, the relevant
data is collected and sent back to the neighboring super-peer from which the query was
received. Finally, SPq collects all results of its neighboring super-peers and sends the
result set back to the peer Pq that posed the query.

5 Experimental Evaluation

In order to evaluate the performance of our approach, we implemented a simulator pro-
totype in Java. For the P2P network topology, we used the GT-ITM topology generator1

to create well-connected random graphs of Nsp peers with a user-specified average con-
nectivity (DEGsp). We used synthetic data collections, in order to study the scalability
of our approach. The uniform and clustered datasets are generated as described in [3]
and they are horizontally partitioned evenly among the peers by keeping n/Np=1000
in all setups. Additionally, we employed a real data collection (VEC), which consists
of 1M 45-dimensional vectors of color image features. In all cases, we generate 100
queries uniformly distributed and we show the average values. For each query, a peer
initiator is randomly selected. Although different metric distance functions can be sup-
ported, in this set of experiments we used the Euclidean distance function. We measure
the: (i) number of messages, (ii) volume of transferred data, (iii) number of transferred
objects, (iv) maximum hop count, (v) number of contacted peers, (vi) number of con-
tacted super-peers, and (vii) response time.

Initially, we focus on the case of clustered dataset. We use a default setup of: Nsp=
200, Np=4000, DEGsp=4, n=4M, and the selectivity of range queries ranges from 50
to 200 objects. We study the effect of increasing dimensionality d to our approach. In

1 Available at: http://www.cc.gatech.edu/projects/gtitm/
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Fig. 2. Scalability for clustered and uniform dataset

Fig. 1(a), the number of messages required for searching increases when the dimen-
sionality increases. Then, in Fig. 1(b) and 1(c), we measure the number of contacted
peers and super-peers respectively. Although the number of super-peers that process
the query is between 120 and 150, the number of peers is much lower, ranging from 60
to 100 peers.

In the following, we study the scalability of our approach with respect to the network
parameters, by fixing d=8. For this purpose, we increase the number of super-peers Nsp

(Fig. 2(a)) and peers Np (Fig. 2(b)). We observe that the maximum hop count increases
only slightly, always remaining below 12, when the number of super-peers is increased
by a factor of 5. On the other hand, in Fig. 2(b), the increasing number of peers only
affects the number of contacted peers, however the increase is only marginal compared
to the network size.

In Fig. 2(c), we examine the case of uniform data. Clearly, this is a hard case for our
approach, as a query may in worst case have to contact all peers, in order to retrieve the
correct results. This actually occurs in our experiments, causing also a large number of
messages to be sent. We show the volume of transferred data in Fig. 2(c). Compared to
the case of the clustered dataset, the total volume transferred increases by a factor of
3-4. However, when the maximum hop count is measured, this value is small (equal to
6, for d=8-32), even smaller than in the case of clustered dataset, since the probability
of finding the results in smaller distance increases.

In addition, we evaluate our approach using the real dataset (VEC). We used a net-
work of 200 super-peers and 1000 peers, thus each peer stores 1000 data points. In
Fig. 3(a), the number of contacted peers and super-peers are depicted for increasing
query selectivity from 50 to 200 points. The results are comparable to the case of the
clustered dataset, but slightly worse, as the VEC dataset is not clustered. However, no-
tice that the absolute numbers are comparable to the results obtained using the synthetic
dataset, which is a strong argument in favor of the feasibility of our approach.

Finally, we study the comparative performance of the proposed framework to SIM-
PEER [3]. We performed a set of experiments using both approaches, assuming a mod-
est 4KB/sec as network transfer rate. In the case of the uniform dataset, our framework
outperforms SIMPEER in terms of response time, as depicted in Fig. 3(b). In contrast,
when a clustered dataset is used, SIMPEER is marginally better than our framework,
as shown in Fig. 3(c). For the clustered dataset, SIMPEER is able to accurately dis-
cover the underlying clusters in the data, resulting in better performance. When the
data distribution is uniform, our framework based on M-Trees is more efficient than
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Fig. 3. Real data and comparison to SIMPEER in terms of response time

SIMPEER, since the performance of our metric-based routing indices is not influenced
by the absence of a clustering structure in the data.

6 Conclusions

Similarity search in metric spaces has several applications, such as image retrieval. In
such applications that require similarity search in metric spaces, usually a server indexes
its data with a state-of-the-art centralized metric indexing technique, such as the M-
Tree. In this paper, we study the challenging problem of supporting efficient similarity
queries over distributed data in a P2P system. The experimental results show that our
approach performs efficiently in all cases, while the performance of our framework
scales with all network and dataset parameters.
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Abstract. More and more evidence indicates that flash storage is a po-
tential substitute for magnetic disk in the foreseeable future. Due to the
high-speed random reads, flash storage could improve the performance
of DBMS significantly in OLTP applications. However, previous research
has shown that small-to-moderate random overwrites on flash are par-
ticularly expensive, which implies that the conventional DBMS is not
ready to run on the flash storage. In this paper, we propose the design of
a variant of B+ tree for flash storage, namely the Update-Migration B+
tree. In the UM-B+ tree, small quantity of updates will be migrated,
rather than being executed directly, to its parent node in the form of
update records when a dirty node is evicted from main memory. Fur-
ther accesses to the child node will cause the update records stored in
the parent node to be executed when reading the child node from the
permanent storage (flash). We propose the detailed structure and opera-
tions of UM-B+ tree. We also discuss expanding the UM-B+ tree to the
transaction system based on the Aries/IM. Experiments confirm that
our proposed UM-B+ tree significantly reduces the random overwrites
of B+ tree in a typical OLTP workloads, therefore securing a significant
performance improvement on flash storage.

1 Introduction

In the past years, the continuous increase in the capacity of flash memory has
been driving flash storage devices to a wide spectrum of applications. This trend
is likely to continue in the next few years [1] [2]. The advantages of flash stor-
age include fast random-read, low energy consumption, shock resistance, and
silent working. These make the flash-type disk, also known as the solid state
disk (SSD), a promising alternative to the magnetic hard disk. As a natural
consequence, the database community has been considering the possibility of
building flash-based database management systems in recent years.
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When tackling flash storage, the most obvious issue to address is the expense
of overwrites, as an overwrite needs to erase a large consistent area on the flash
in the first place. While the erase operation is extremely slow (as shown in Table
1), the total number of erases on a flash chip determines its life expectancy as
well. Though some mapping techniques like Flash Translation Layer (FTL) have
been consolidated in flash storage devices to relieve this situation, recent studies
[3,4] have revealed that small-to-moderate random overwrites in a large area
would cause performance degradation and should be avoided.

Table 1. Operation Costs of Samsung K9XXG08UXM flash chip

Read Write Erase
25us 200us 1.5ms

Nevertheless, random overwrites are frequent operations in the transaction
processing workload of a conventional DBMS. In particular, considering a most
common index, the B+ tree, the updates to the index cause random overwrites
whenever a node is evicted from the memory buffer of the index. As a result, the
updates to a flash-based implementation of a conventional B+ tree are charac-
terized by a large number of slow random overwrites.
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Fig. 1. Overwrite statistics of TPC-C on Mysql

In this paper, we propose the design of a purely flash-based B+ tree indexing
scheme, namely the UM-B+ tree, for OLTP workloads. Our work is motivated by
the following observations from the conventional B+ tree: First, we observe that
most internal nodes are memory-resident and most updates to a B+ tree happen
at individual leaf nodes. Second, updates to the index has locality. Nodes tend to
be repetitively updated. To verify these two observations, we conduct an experi-
ment using the TPC-C benchmark on the MySql DBMS with innoDB engine.1

1 The scale of the data is 10 warehouses and the buffer size is 1/10 of the physical data.
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Figure 1.(a) indicates that 99.86% of the write operations to the B+ tree indexes
are on their leaf nodes, while Figure 1.(b) indicates that about 80% of the write
operations concentrate on 20% of the nodes. Third, as an obvious fact, a child node
is always located from the parent during the traversal of the B+ tree. This moti-
vates the idea of “saving” the updates on the leaf nodes to their ancestor nodes in
the tree. In the UM-B+ tree, each internal node provides some space for storing
the update records of its child nodes. When a child node is evicted from the main
memory buffer, we try to “migrate” the new updates on the child node to its parent
node. In contrast, when a child node is read into memory, these migrated updates
execute to the memory copy of the child node during the locating. In this way,
small number of updates are cached in the memory and commited to the flash-
resident node efficiently. The most desirable property of the UM-B+ tree is that
it has nearly the same topology as a conventional B+ tree and no additional main
memory data structures need to be employed. Therefore, all existing algorithms
with B+ tree such as SMO and concurrency control algorithms can be reused on
the UM-B+ tree at no extra cost.

The rest of the paper is organized as follows. Section 2 introduces the related
work about indexes in flash storage. We describe our UM-B+ tree structure in
Section 3 and 4.2 and discuss the high availability issues in Section 5. Section 6
presents our experimental results.

2 Related Work

The past years have witnessed a handful of studies on the indexes for flash
storage. For example, ISBF [6], BFTL [5] and RBFTL [7] all use a reservation
buffer to store recent updates and flush them into the flash storage in a batch.
The LA-tree [10] uses cascaded buffers instead of a central one according to
the tree structure and tune the buffer adaptively to get the best performance.
Unfortunately, the extra buffer(s) significantly increase the complexity of the
system, as we need to manage the updates in the buffers independently, and it
is especially difficult to do so in a highly concurrent environment. The in-page
logging(IPL) technique [3][9] divides an erase block to two parts – one page is
used to log the updates of the other pages. But this approach is not suitable for
tree structures as it manages the updates in a physically consistent scale. The
FD-tree proposed in [8] has evolved from the LSM tree[11]. It divides the tree
into two parts: a memory-resident small one to store new updates and a disk-
resident large one to hold persistent records. After the memory-resident tree
overflows, it is merged into the disk-resident one in a bulk process. The FD-tree
exploits the high-speed sequential operation on SSD. However, it is inflexible as,
for example, a merge operation may block all the other users until it completes.

Compared with the previous work, our approach has the following advantages:

– First, as the update records on a leaf node are saved in its ancestor, we do
not need to maintain any extra buffers. Saving update records in an ancestor
node has the performance benefit that in case a leaf node is to be accessed,
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its migrated update records must have already been accessed during the
top-down traversal of the B+ tree.

– Second, the UM-B+ tree is fully compliant with the B+ tree. This indicates
that the transactional protocol of B+ tree could be reused at trivial cost.
Therefore, high availability of the UM-B+ tree index can be guaranteed.

– Third, as many of the previous works partially optimizes for large mount
of updates on flash storage, our proposed UM-B+ tree could achieve good
performance in both update-intensive and search-intensive workloads. This
indicates that UM-B+ tree fits to typical OLTP workloads, in which many
read-only transactions and a few update transactions work concurrently.

3 Overview

In this section we shall give a brief overview to the proposed UM-B+ tree scheme.

3.1 Preliminaries

First we describe the preliminaries for the rest of this paper. Consider a con-
ventional B+ tree implemented for a flash storage, each internal node of the
tree contains index entries as an ordered list of < key, pointer > tuples. En-
tries in a subtree under pointer have key values within the range defined by
key and its subsequent key next key. A leaf node contains entries of a key and
its corresponding record id(rid). Two neighboring leaf nodes are connected by a
bi-direction pointer. There are two major access types. A point search locates a
unique leaf entry from the root node downwards, while a Range search visits the
consecutive items on the leaf nodes, via the connecters between them. Generally,
all the nodes of the B+ tree are persistent in the flash storage. Generally we can
assume the existence of a relatively small buffer in the main memory to store
the tree nodes. In addition, as the fan-out of the B+ tree is typically large, we
can make a reasonable assumption that all internal nodes can be loaded into the
main memory, though this is not a requirement for both the conventional B+
tree and our proposed UM-B+ tree.

3.2 How Update Migration Works

The structure of the UM-B+ tree is same as the standard B+ tree, except that
each node in the UM-B+ tree should allocate a part of its space for accommo-
dating “update records”. A leaf node needs to keep the update operations on
itself in its own data area, while an internal nodes need to keep those that are
migrated from its children. Once a leaf node is updated and then evicted from
the buffer, the updates migrate to its parent.

Figure 2 illustrates an example of how updates in UM-B+ tree work. Suppose
that leaf node A is read into the buffer and then inserted by an entry 8∗. An
update record Insert(8∗) will be saved in A. As Figure 2(b) illustrates, this
update record will migrate to A’s parent node I when A is evicted from the
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A B
7 9 10 107 108

A B

Insert 8
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10

A B
7 9 10 107 108

(a) A is read into memory and inserted 
with key 8, B is read into memory and 

deleted key 108.

108Insert

(b) after A&B are evicted from main 
memory, the updates migrate to the parent 

node I

Delete

Fig. 2. An example of update migration in a UM-B+ tree

buffer. Node A in the flash storage is an outdated version, which we call the
flash version. If node A is read into the memory buffer again, the update record
Insert(8∗) will return to it, restoring A to its latest version, namely the memory
version, containing entry 8∗. Intuitively, the restoring process is efficient as A
is always located via node I during the traversal. A similar update migration
process can be seen for leaf node B, where entry 108∗ is deleted and an update
record Delete(108∗) is added. It can be seen that the above update migration
saves two node overwrites into the flash storage, one for node A and the other
for node B.

4 The UM-B+ Tree

4.1 Node Structure

As mentioned in the previous section, updates on the nodes of UM-B+ tree are
recorded as update records(UR). There are two types of update records, namely
primary update records and migrated update records. A primary URprimary =<
UT, pos > contains the update type UT , and the position(index) pos of the
data entry the update occurs, while a migrated update record URmigrated =<
UT, pos, (entry) > contains the content of the entry being updated as well. The
leaf nodes contain primary URs only, while the internal nodes contain migrated
URs. When inserting/deleting an entry into/from a leaf node, a primary update
record is added to the node. When a primary update record is being migrated, a
migrated update record is created and added to the parent node. If the primary
update is an insertion, the content of the entry needs to be contained, as it would
be lost when the leaf node is evicted from the buffer.

In the UM-B+ tree, each node space is divided into two parts: the Entry Area
which stores the entries and the U -Area which stores the update records. In
each leaf node, the U -Area is only used to accommodate the primary URs of
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the “delta” updates between its flash version and memory version. We define an
upper bound τu as the maximum number of “delta” updates on a single leaf, so
that the size of U -Area on leaf nodes is fixed to 2 ∗ τu bytes, which consumes
small space. When the number of “delta” updates accumulates to be more than
τu, the node is overwritten into the flash storage when being evicted. In this
case we say a merge happens. We also define a lower bound τl as the minimum
number of “delta” updates. That is to say, if the number of “delta” updates on
a leaf node is less than τl, the node is not allowed to be merged.

L

7 8 9 10

I,2 D,4

L

I, 2, 8 D,4
Internal NodeLeaf Node

Entry Area

U-Area

Migrated Ur
Primary Ur

Fig. 3. Node Structure of UM-B+ tree

In an internal node, larger U -Area needs to be allocated to accommodate
the migrated URs from its children. To improve the space utilization, we adopt
an adaptive strategy here. Specifically, the Entry Area grows forwards while
the U -Area grows backwards, and the bound between them is tuned adaptively.
Initially, we reserved about 1/4 of the internal node for U -Area when populating
the tree. This will not increase the space consumption significantly as internal
nodes only comprise a very small part of the tree. When an internal node splits,
the new nodes will have a smaller Entry Area and a larger U -Area. Figure 3
illustrates the structure of one internal node and one leaf node.

4.2 Operations

We describe the operations of the UM-B+ tree in this subsection. For clearness,
we define three types of status for the nodes in buffer, which are Clean, Dirty
and Merged. A Clean node means the node is as same as the flash version. A
Dirty node means that the “delta” updates on the node is between 1 and τu,
while a Merged node means that the “delta” updates on the node are more than
τu. We abbreviate them to “C”, “D” and “M”.

Update. Update on UM-B+ tree is straightforward. Firstly we reach the proper
leaf node N via the locate routine. Then the update is executed on N and a
primary UR is inserted into its U -Area. If the U -Area overflows, then we mark
N as “M”. Otherwise, N is marked as “D”.
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Search. Search on UM-B+ tree includes range search and point search. We only
describe the former one for the point search could be seen as a special case of the
range search. A range search returns a series of entries whose key values satisfy
the specified range boundaries. Range search firstly locates the lower bound.
Then it traverses the entries on the leaves one by one until it reaches the upper
bound. When crossing to a new leaf N , we need to return the possible “delta”
updates if N is read from the flash storage. This could be done via the locate
routine. The pseudo-code of the RangeSearch is described in Algorithm 1.

Algorithm 1. RangeSearch(lowthreshold, upthreshold)

1: e,N ← locate(lowthreshold);
2: while e.key < upthreshold do
3: add e.recordid to Result;
4: if e is the last entry of N then
5: N ← next node of N ;
6: if N is read from flash storage then
7: e← first entry of N ; N ← Locate(e);
8: end if
9: e← first entry of N ;

10: else
11: e← next entry of N ;
12: end if
13: end while

The cost of crossing between the nodes is a little higher than in the standard
B+ tree, as we may need to access the ancestors. But in general cases the process
does not produce extra I/Os because the ancestors usually reside in the buffer.

Migrate. The migrate routine is triggered when a node N with status “D”
is evicted from the buffer. In most cases N is a leaf , then its primary URs
are transformed to the migrated type then migrate to parent node Np. If Np

overflows and there exists a child who migrates more than τl URs, then we
merge the child to release the U -Area. Otherwise Np splits.

If N is an internal node, the migrated URs also attempt to migrate to the
parent. The difference is that N is merged directly if there are no enough space.
The pseudo-code of migrate routine is described in Algorithm 2.

Locate. Given a key constraint, the locate routine starts from the root then
searches the proper path via the key comparison. On each node N , a binary
search is done in the Entry Area for locating a proper entry. If N is leaf, then
the entry is returned. If N is internal, then the child node is visited according to
the pointer of the entry. Before visiting a child node N ′, we need to return the
corresponding migrated URs to it. As an anti-process of migration, if N ′ is a leaf
node, the URs about N ′ are transformed into the primary type and executed
on N again. In this way, leaf N ′ is restored to the memory version.
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Algorithm 2. Migrate(N)

1: Np ← Fetch(N ’s parent);
2: move URs on N into the U -Area of Np, mark Np as ’D’;
3: if Np is overflow then
4: if N is internal node then
5: Return(URs, N), merge(N);
6: else
7: N ′ ← the child with most URs;
8: if the URs about N ′ is more than τl then
9: Return(UR, N ′), merge(N ′);

10: else
11: split(Np);
12: end if
13: end if
14: end if

Split. When an internal node splits in the UM-B+ tree, we move the rightmost
entries one by one into the new node, together with the relevant URs, if any.
Unlike B+ tree, we do not distribute the entries evenly but stop the process
when the new node is half-full. In this way, we cluster fewer volatile children
in one node and more stable ones in another. Because of the adaptive bound
between the Entry Area and U -Area, the possibility of further splits is reduced.

The split process of a leaf node is simple for we just need to distribute the
entries averagely. After the split, an entry about the new node is inserted into
the parent. All the reference nodes are mark as “M” when the split completes.

5 High Availability

In this section we expand the UM-B+ tree into the transaction system. Because
of its fully compliance with B+ tree, the mature protocols [12][13][14] [16] [18]
of the B+ tree could be transplanted to the UM-B+ tree at trivial cost. We will
describe how to adapt the Aries/IM method for our UM-B+ tree. Due to the
space limit, we only discuss the modifications on the UM-B+ tree. The details
of Aries/IM could be found in [14].

5.1 Concurrency Control

The mechanisms for concurrency control include the Latch and the Lock. The
lock scheme of Aries/IM could be transplanted directly because: (1) the entry
in the leaf node is same as the B+ tree, so that the rid -lock is available. (2)
whenever we latch a leaf node, it is the memory version and the entries in the
Entry Area are sorted by the key. Therefore, the next key lock scheme is available.

The latch-coupling logic in Aries/IM permits at most two nodes to be latched
simultaneously at any time. To avoid dead latch, parent node could be latched
while waiting for the latch of the child during the traversal, but the opposite
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case is forbidden. In UM-B+ tree, if we find some relevant migrated URs of the
child in the locate routine, the latch of the current node should be upgraded to
Exclusive before we latch the child. Then the URs could return safely. Addition-
ally, migration routine should release the leaf node before searching the parent
and re-latched it to examine whether it is still the tail of the LRU list. If not,
the buffer manager releases the parent and restarts from picking the new tail.

5.2 Recovery

In Aries [15], every node records the log sequence number (LSN) of the log
record that describes the most recent update to the node, which monotonically
increases over time. During recovery, by comparing the node LSN with the LSN
of a log record for that node, we can unambiguously determine whether the latest
version of the node contains that log record’s update. If not, the log needs to
redo. Compared with the standard B+ tree, the UM-B+ tree has a potential
danger for it migrates the updates outside the corresponding node. Because of
the “STEAL and NO FORCE” policy, these updates may be flushed into the
flash storage in other nodes. This will produce “lost” updates in the flash storage
if the database crashes.

t
Flash Storage

Main Memory

N1

N1
100

N2 L100

N1
150

N2 L100

L150

N3 L100

L150

N2 L100 N3 L100

L150

t1 t2 t3 t4 t5 t6 t7

Fig. 4. An example for crashing of UM-B+ tree

The Figure 4 illustrates an example of crash. At t1 the leaf node N1 is read
into buffer and an update occurs on it. The LSN of the corresponding log is
100. Then N1 is evicted and the UR migrate to the parent N2. At t2 N2 is
merged into the flash storage. At t3 N1 is read into buffer again(before that N2
must be read in and the UR return to N1, recovering N1 LSN to 100) and
another update with LSN 150 happens. At t4 N1 is evicted again and the two
URs migrate to N2. At t5 N2 splits and the two URs migrate to the new node
N3. Then N3 is merged at t6. Unfortunately the database crashes at t7. We can
see the flash version of N1 is still earlier than LSN 100, and there exists one
migrated UR(with LSN 100) in node N2 and two migrated URs(with LSN 150)
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in node N3. That is to say, the flash version of N1 is not the newest version,
because there are some newer updates “lost” in other nodes, which could cause
inconsistency after the system restarts.

We address this problem by modifying the migration and the recovery process.
Firstly, the migrate URs also contains the LSN of the correspond leaf node. That
is to say, the LSN of the leaf node migrates with the URs and returns to the node
when the URs execute again. Secondly, each migration (includes the migration in
an internal splitting) produces a special log, named migration log, which consists
of the original node id(ONid) and the goal node id(GNid). After the migration,
the LSN of the goal node is set to the LSN of the migration log.

If database crashes, the Aries protocol recovers the data via a 3-phrase pro-
cess: analysis, redo and undo. During the analysis phrase, we scan the log starting
from the record after last checkpoint and build a migration graph, which is built
from the migration logs. For each migration log, an directional edge from the
ONid to the GNid is added into the graph.

During the redo process, whenever a node N is read from flash storage, we
traverses the migration graph to check the nodes which are in the successors of
N . If there exists some migrated URs about N on them, then the one with the
newest(largest) LSN returns to N . The left migrated URs about N are erased,
then N is removed from the migration graph. We forbidden the migration during
the redo. Any modified nodes are merged into the flash storage when evicted. In
this way any node N could recover to the newest version correctly because:

1) In the flash storage, assume one node N ’s LSN is L1 and there exists some
migrated URs about N with LSN L2. If L1 < L2, then the URs with L2 must
consist of the “delta” updates starting from L1 to L2. This is an obvious con-
clusion because whenever N merges, it updates the flash version to the newest.

2) All “lost” updates could be traced from the migration graph. As mentioned
above, we set the LSN of the goal node to the LSN of the migration log after each
migration. Therefore, whenever the goal node is flushed into the flash storage,
the WAL(Write Ahead Log) protocol guarantees the corresponding migration
log to be flushed into the permanent storage first.

The undo process rollbacks all the updates which is done by an uncommitted
transaction. In Aries/IM undo is treated as normal process. Specifically an undo
action rollbacks the changes according to the log and produces a compensate
log. The undo process is totally logical. Therefore, the migration mechanism of
the UM-B+ tree is permitted and the whole system works as normal.

5.3 Checkpoint

To expedite the recovery, database executes checkpoint routine periodically to
flush the modified data into the permanent storage. Conventional checkpoint
flushes all the dirty nodes, which would produce large mount of random over-
writes in the flash storage. We propose an optimal checkpoint based on the
migration mechanism. The process could be described as follows:

1) Sort the nodes in the buffer according to (I )their levels in the tree, (II )
their key ranges in the level.
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2) Scan the nodes in the order. During the scan, the nodes with status “M”
are merged directly. The nodes with status “D” attempt to migrate the URs
upwards. An node N is merged only if : (I ) the parent of N could not accomodate
the URs of N , or (II ) N is internal node and the U -Area of N is over half-full.

Because we scan the nodes from bottom to root and in a unified direction for
each level, the updates in the leaves are merged in the form of migrated URs
in their ancestors as high as possible. Therefore, the checkpoint routine could
be completed in minimal I/Os. Figure 5 illustrates an example of checkpoint
routine.

D

D D D D D D D D

Fig. 5. Checkpoint routine of UM-B+ tree. The “D” nodes are scanned in the direction
from left to right and from bottom to top. After the migration, the 9 overwrites of “D”
nodes are clustered to 3 overwrites of the ancestors.

6 Experiments

In this section we evaluate the UM-B+ tree against the standard B+ tree, and
some other flash-oriented indices. For each scheme, we build a primary index
with two attributes with one integer(4 bytes) and one float(4 bytes). The default
node size of the all indexes is 4KB. The default τu is 16 and τl is 8. Initially
we populate about 100 million items into each index. In the main memory, we
preserve a buffer with the LRU policy. The default size of the buffer is 32MB.

We first evaluate the performance of the UM-B+ tree on a NAND flash chip
emulator, since we could not find a direct way to interface the flash chip. The
emulator is built on the DiskSim with SSD extension [17] and customized for the
Samsung’s K9XXG08UXM series NAND-flash part(see Table 1). Then we also
evaluate the performance of different indices on a enterprise Solid State Disk. The
workloads we used are synthetic, which consist of a sequence of updates and
searches. To weight the performance in different cases, we produce different work-
loads with a various ratio between Search Tasks and Update Tasks(STU). The
Update Tasks always consists of 60% insertions, 30% updates and 10% deletions.
The Search Task starts a range search in a scale between 1 to 60 keys. The default
number of the workload is 1M and the default STU is 200%. Our experiments are
conducted on a Dell PowerEdge R900 server running Windows Server 2003.
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6.1 On NAND Chip

Firstly we compare the performance of UM-B+ tree and standard B+ tree in the
NAND chip emulator. In Figure 6.(a), we can see the UM-B+ tree shows a better
response time and scalability than the standard B+ tree on various workloads
size. That’s because larger workload produces more overwrites, which will burden
the chip for more translations and reclamations. Figure 6.(b) indicates that B+
tree is not sensitive to the increment of the buffer when it is larger than a
threshold(32MB). Respectively, our UM-B+ tree performs better when the buffer
size increases. This is intuitively correct for more updates could be cached in the
buffer for the UM-B+ tree. Figure 6.(c) illustrates the performance on the various
STU, both B+ tree and UM-B+ tree show better performance when the ratio of
search comes up. But in any case, UM-B+ tree has a better performance than
standard B+ tree.

To further illustrate the effect of the migration mechanism, we tune the pa-
rameter τl of the UM-B+ tree. A larger τl means that we force more updates
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Table 2. Comparison: Random overwrites and Erase Operations of UM-B+ tree and
B+ tree

Random OverWrite Erase Operation
STU=50 STU=200 STU=1000 STU=50 STU=200 STU=1000

B+ tree 833163 425098 118226 83798 40512 7416
UM-B+ tree 328039 110413 19322 29299 6296 0

migrate, at the cost that more splits occur and more internal nodes are pro-
duced. In Figure 7.(a), we can see a larger τl only benefits in a low STU, for
the reason of that in a high STU, the mean response time is determined by the
reads of Search Tasks. This indicates the τl parameter of UM-B+ tree could be
tuned according to the I/O characteristics of the system.

Figure 7.(b) indicates the performance of UM-B+ tree in concurrent environ-
ment. In this experiment we distribute the tasks to different number of threads.
The result indicates that the mean response time of both B+ tree and UM-B+
tree remains while more threads execute concurrently. Figure 7.(c) illustrates the
performance of checkpoint routine. We can see that with the enlargement of the
buffer, the checkpoint of B+ tree is more expensive for more dirty nodes need
to be merged. In the UM-B+ tree, we cluster the updates so that is completes
in a much shorter time.

To summarize, when comparing the UM-B+ tree and the standard B+ tree on
the flash chip, the result indicates that UM-B+ tree shows better performance
for it reduces significant random overwrites. The Table 2 compares the number
of random overwrites and erase operation of flash chips between UM-B+ tree
and B+ tree. We can see that UM-B+ tree could gain performance improvement
as it reduces the random overwrites and erases significantly via the migration
mechanism.

6.2 On Raw SSD Device

We also evaluate the performance of our UM-B+ tree on an Intel-25 Extremely
SSD. For comparison, we conduct the queries on some flash-oriented indices.
In Table 3, we can see the UM-B+ tree outperforms in all the homogeneous
indices of B+ tree(includes standard B+ tree, BFTL and IPL). The FD-tree
shows comparable performance in our experiments. The reason is that FD-tree

Table 3. Mean Response Time(us) of Different Indices on SSD

STU=50 STU=100 STU=150 STU=200 STU=500 STU=1000
B+ tree 836 735 673 625 510 455
BFTL 494 633 891 1042 1011 1139
IPL 1790 2092 2314 2101 1917 1642

UM-B+ tree 476 390 303 261 244 231
FD-tree 190 244 289 343 369 386
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transforms random overwrites to sequential writes, which is extremely suitable
to the SSD. The disadvantage is that FD-tree is heterogeneous to the B+ tree.
Therefore, it is difficult to inherit the merits like efficient range search or high
concurrency control. We notice that the performance of FD-tree degrades when
the ratio of Search Task increases. Among all the indices, only the UM-B+ tree
is fully compliant with B+ tree, while the other ones are mostly optimized for
populating data, as they show poor performance in search-intensive scene.

7 Conclusion

In this paper we propose a variant of the B+ tree, named UM-B+ tree, for
flash storages. In UM-B+ tree, the small mount of the updates migrate from
leaves to their parents to reduce random overwrites. As the locates in the UM-
B+ tree are always from parent to child, the migrated updates return to the
leaves efficiently. Because the UM-B+ tree is fully compliant to the B+ tree
in the physical structure, we also discuss about expanding the UM-B+ tree
to the transaction system, based on the Aries/IM protocol. The experiments
demonstrate that UM-B+ tree is an efficient substitute of B+ tree in OLTP
workloads.
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Abstract. Compression in column-oriented databases has been proven
to offer both performance enhancements and reductions in storage con-
sumption. This is especially true for read access as compressed data
can directly be processed for query execution.Nevertheless, compression
happens to be disadvantageous when it comes to write access due to un-
avoidable re-compression: write-access requires significantly more data
to be read than involved in the particular operation, more tuples may
have to be modified depending on the compression algorithm, and table-
level locks have to be acquired instead of row-level locks as long as no
second version of the data is stored. As an effect the duration of a single
modification — both insert and update — limits both throughput and
response time significantly. In this paper, we propose to use an addi-
tional write-optimized buffer to maintain the delta that in conjunction
with the compressed main store represents the current state of the data.
This buffer facilitates an uncompressed, column-oriented data structure.
To address the mentioned disadvantages of data compression, we trade
write-performance for query-performance and memory consumption by
using the buffer as an intermediate storage for several modifications
which are then populated as a bulk in a merge operation. Hereby, the
overhead created by one single re-compression is shared among all recent
modifications. We evaluated our implementation inside SAP’s in mem-
ory column store. We then analyze the different parameters influencing
the merge process, and make a complexity analysis. Finally, we show
optimizations regarding resource consumption and merge duration.

1 Introduction

Nowadays, enterprise data management database systems are classified being
optimized either for online transaction processing (OLTP) or online analytical
processing (OLAP). In fact, enterprise applications today are primarily focused
on the day-to-day transaction processing needed to run the business while the
analytical processing necessary to understand and manage the business is added
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on after the fact. In contrast to this classification, single applications such as
Available-To-Promise (ATP) or Demand Planning exist, which cannot be exclu-
sively referred to one or the other workload category. These application initiate
a mixed workload in terms of that they process small sets of transactional data
at a time including write operations as well as complex, unpredictable mostly-
read queries on large sets of data. Having a mixed workload is nothing new -
the insight that it is originated by a single application is new. Given this and
the fact that databases are either build for OLTP or OLAP, it is evident that
there is no DBMS that adequately addresses the needed characteristics for these
complex enterprise applications. For example, within sales order processing sys-
tems, the decision of being able to deliver the product at the requested time
relies on the ATP check. The execution of this results in a confirmation for the
sales order containing information about the product quantity and the delivery
date. Consequently, the checking operation leads to a database request summing
up all available resources in the context of the specific product. Apparently,
materialized aggregates could be seen as one solution to tackle the expensive
operation of on-the-fly aggregation. However, they fail in processing real-time
order rescheduling due to incoming high priority orders leading to a reallocation
of all products. Considering this operation as essential part of the present ATP
application encompasses characteristics of analytical workloads with regards to
low selectivity and low projectivity as well as aggregation functionality is used
and read-only queries are executed. Along the afore mentioned check operation
the write operations to declare products as promised to customers work on fine-
granular transactional level. While looking at the characteristics of these write
operations it is obvious that they belong to the OLTP category. In contrast to
the analytic-style operations these write-queries are inherent of a high selectivity
and high projectivity. This simplified example of a complex enterprise applica-
tion shows workload characteristics, which match with those associated with
OLTP and OLAP. As a consequence, nowadays database management systems
cannot fulfill the requirements of specific enterprise applications since they are
optimized for one or the other category leading to a mismatch of enterprise ap-
plications regarding the underlying data management layer. To meet this issue,
enterprise applications have become increasingly complicated to make up for
shortcomings in the data management infrastructure.

Besides, enterprise applications have become more sophisticated, data set sizes
have increased, requirements on the freshness of input data have increased, and
the time allotted for completing business processes has been reduced. At the
same time hardware has evolved; for example the size of main memory has
been significantly increased and multi-core CPU’s allow calculation on-the-fly.
Column databases are a data management technology in which data is orga-
nized along columns, in contrast to conventional RDBMSs where it is organized
along rows. Column databases are particularly attractive for analytical queries
as described in [19] [3], which often require subsets of relations and aggregations
across columns. This is due to the fact that analytical applications are largely
attribute-focused rather than entity-focused [2], in the that sense only a small
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number of columns in a table might be of interest for a particular query. This al-
lows for a model where only the required columns have to be read while the rest
of the table can be ignored. This is in contrast to the row-oriented model, where
all columns of a table - even those that are not necessary for the result - must
be accessed due to their tuple-at-a-time processing paradigm. Reading only the
necessary columns exhibits a more cache-friendly I/O pattern, for both on-disk
and in-memory column store databases. In the case of an on-disk column store,
few disk seeks are needed to locate the page of a block that has the first field of
a particular column. From there, data can be read in large blocks. In the case
of an in-memory column store, sequentially laid out columns typically ensure
a good second-level cache hit ratio, since modern main memory controllers use
pre-fetching mechanisms which exploit spatial locality.

2 The Reason for Write-Optimized Storages

The most common light-weight compression technique for column stores is do-
main coding using a dictionary (see [3,19,12]) Using dictionary compression, fre-
quently appearing patterns and variable length symbols are replaced by smaller
fixed length symbols.

Depending on the data distribution this allows reduction of memory consump-
tion and on the other hand performance improvement for query execution. This
performance improvement comes with specific query plan operators that work
directly on compressed data and thus increase the available bandwidth regarding
to uncompressed data [21].

The consequence is that the performance of read operations is increased by
the cost of rebuilding the compression scheme as soon as a new value might
change the sort order of the used dictionary or breaks the currently used bit
encoding scheme.

Following this assumption, inserts and updates invoked by OLTP style appli-
cations cannot be executed in a timely manner since the re-compression might
delay each query more until a stable version of the data is reached, only valid
until the next bulk of modification operations arrives.

For transactional workloads it becomes unavoidable to find a solution to this
problem. A typical approach to this problem is to use a dedicated delta buffer for
write operations and later on move the data from the delta buffer to the main
storage [4,19]. While MonetDB X100 uses a chunk based approach for their
delta columns equal to the PAX approach, C-Store uses a LSM tree optimized
for disk access our approach proposes a memory only delta buffer with a disk
based delta log for transaction safety. Besides the delta buffer the point in time
and the way how the delta values are merged becomes important. Both of the
before mentioned approaches do not discuss this. Referring to the original use
cases of e.g. C-Store loading and updating delta values is typically done off-line.

To allow transactional workloads as described before and in the same system
allow analytic style queries loading, merging and querying must be performed
online.
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3 SAP BWA as Read Optimized Column Store

SAPs Netweaver Business Warehouse Accelerator (BWA) is a main memory
column-store database system. All relational tables are completely loaded into
memory and stored column-wise. In order to save RAM and to improve access
rates, the in-memory structure are highly compressed. This is achieved by dif-
ferent variants of Light Weight Compression (LWC) techniques like run-length
encoding or multiple versions of fixed-length encoding.

3.1 Data Representation

In SAP Netweaver BWA the default compression mechanism is dictionary com-
pression with bitwise encoding of columns. Here, all distinct values of a column
are extracted, sorted and inserted into a dictionary. The column itself keeps only
references to the dictionary, where each reference value is stored using as many
bits as needed for fixed length encoding. Each value inside the encoded column
is associated with an implicit row number — the document ID. By default all
columns are sorted based on the sort order of the key column.

In addition to the default mode, SAP BWA offers a sparse mode for each
table that allows to choose the best sort column based on statistical data and
sort all other depending on the first one.

Internally each column is represented using two vectors. The first vector —
the dictionary — is a compressed list of all distinct values stored in the columns.
The second vector represents the row value inside the column. As values bit
encoded keys from the value vector are used. This configuration shows that by
default two lightweight compression methods are applied - domain coding and
bit encoding.

When it comes to modification operations this compressed data representation
is not suitable for modifications as shown in the following cases:

1. Update without new value - the changed value is already in the dictionary,
replace the old value with the new value from the dictionary

2. Update with new value - the changed value is not in the dictionary, new
value may change the sort order of the dictionary and force more values
to be changed than only the selected one. In case the cardinality of the
distinct values reaches 2n+1 with n is the old cardinality of distinct values
the complete document vector must be rewritten.

3. Append without new value - append a new entry to the document using an
existing value id from the dictionary

4. Append with new value - append new value, with same complexity as for
Update with new value

5. Delete without value change - Since the offset of the document vector is the
implicit row number, a delete may force a complete lock of the table until
all readers finished their queries. In case of long running OLAP queries this
can decrease the performance of a write operation dramatically.

6. Delete with value change - Combined complexity of an Update with new value
and a Delete without value change.
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Fig. 1. Structure of Main and Delta Storage

Each of the operations has a different impact on the overall performance for
modification operations. To increase the speed for those operations SAP BWAof-
fers a delta buffer for modifications. Instead of using the same representation as
for the compressed main store, the delta buffer does not use a compressed sorted
list but a CBS+ Tree[16] to store the values. The CBS+ Tree allows high modi-
fication rates on the one hand and is optimized towards main memory systems.
All values stored in the value tree are not compressed but the document vec-
tor still applies bit encoding to save memory. Figure 1 shows the structure of a
sample attribute with a main storage and a delta buffer.

To conclude a relation stored in SAP BWAis a set of columns. Each column is
associated with a main storage column and if modifications exist a delta buffer
column. Furthermore it is required that all columns have the same length and
all inserts go directly to the delta buffer while updates are handled as a delete
operation with a proceeding insert operation on the same key. To make all oper-
ations immediately visible at runtime all operations have to be performed once
on the main store and once on the delta buffer of the requested attribute.

Since deletions cannot be performed immediately a valid row bit vector is
used to identify those rows that are no longer valid and must not be returned
during searches. Furthermore this bit vector is later used to identify those rows
that are not merged and possibly refer to values that are no longer needed.

4 The Merge Process

Merging delta and main index at some point in time is required to maintain the
performance of column-store in write intensive scenarios. The reasons for merging
are two-fold. On the one hand merging the delta store into the main relation
decreases the memory consumption since better compression techniques can be
applied. On the other hand merging the delta allows better search performance
due to the ordered value dictionary of the main store.

The main requirement of the merge process is that it runs in asynchronously,
has as less impact as possible on all other operations and does not affect the
transaction behavior. To achieve this goal the merge creates copies of the data
and only seldom acquires locks. During the merge, the process consumes addi-
tional resources (CPU and main memory).
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Fig. 2. Merge Process as Petri Net

4.1 Detailed Description of the Merge Algorithm

The merge phase can be separated into three phases - prepare merge, attribute
merge and commit merge. During the prepare merge phase the following actions
are executed. At first the table is locked for all queries and a new empty delta
buffer structure is created called delta 2. All updates and inserts will be sent
to this new delta structure since the original delta and the main structure are
merged. In addition it creates a copy of the current valid document ids to identify
the snapshot of valid documents at merge start time. As soon as those actions
are finished, the table lock is released.

Now for every attribute (and key attributes before all other attributes) the
following process is executed. Since each of the attributed is compressed using
a dictionary (see 3) at first the dictionary of the main and the delta store must
be merged to create a consistent view of all available values. Due to possible
changes in value ids a mapping table is created to map the value ids from the old
main store and the delta store to the new value ids from the merged dictionary.
Applying the valid document list, the mapping table and the value ids from the
main store the value ids from the original main vector are copied and secondly
the value ids from the delta vector. The valid document list is hereby used to
identify the rows that where removed from the table. Since either updates of
rows or deletion can lead to a pint where a value is no longer referenced the new
document vector is searched for unreferenced values which are than removed
from the mapping list and left out during creation of the new dictionary.

As a last step in the attribute merge phase the new attribute is written to a
secondary storage for durability reasons in case of failures. Optimizations when
writing this file are possible but left out of the discussion for future research.
When the attribute merge is finished for this attribute the next attribute merge
starts or phase three starts.
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In phase three the relation is committed. The commit phase starts with ac-
quiring an exclusive table lock. When the lock is acquired the original valid
document id list fetched at the beginning of the merge process is compared to
the current valid document id list to identify additional deletions during merge.
Rows that were deleted during the merge will be marked invalid using the valid-
bit-vector and will remain invisible until they are removed in the next merge.

As a next step the compressed binary representation of all attributes are
replaced by the new ones, the old table and delta 1 are unloaded from memory,
and delta 2 is renamed to delta 1. When the unload step is finished the commit
phase finishes and the merge process is finished making the new compressed
version of the table available.

Queries and Lock Granularity. During merge runtime all queries are an-
swered from the storages of the main, delta 1, and delta 2. The complete merge
process only works with copies of the data and thus is totally independent of the
original data. Since all new modifications are reflected in delta 2, main and delta
1 can be safely merged. During merge runtime only at two points in time exclu-
sive locking is required: first during the prepare phase when delta 2 is created
and the valid document id list is copied and second during the commit phase.

Failure Case and Recovery. Each phase during the merge can fail indepen-
dently. During the prepare phase critical situation is the creation of delta 2 and
the locking of delta 1. The entry of the prepare phase and the end are logged in
the delta log. Recovery is performed with erasing the eventual existing delta 2
and freeing the lock. Afterwards the delta merge process can be re-started.

If an failure occurs during the attribute merge phase (e.g. power failure) re-
covery can be performed by reloading the table plus delta 1 and delta 2. All files
stored on disk are erased and the merge process starts from the beginning.

In the commit phase the recovery is handled as described before for the other
phases. Since a table lock is acquired during the commit phase the merge process
can easily erase and unload all partial merge data and restart the process.

In addition restarting capabilities of main memory systems become very im-
portant. Figure 3 shows a comparison. In this experiment we compare the reload
time of the fully compressed main table and the tree structured uncompressed
delta representation. From the graphs we can derive that it is always beneficial
to perform the merge instead of delaying it.

4.2 Complexity Analysis of the Merge Algorithm

This section aims to identify the complexity of the different merge steps and to
identify all parameters that possibly influence the merge. The expected influence
will be validated in the next section. The goal of this analysis is to answer the
question when is the best possible point in time to merge the delta values into the
main document vector. As described earlier the merge of an attribute consists
out of the following stages:
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1. Create a value id mapping for all main and delta values

Simultaneously iterate once over both value vectors and create a global map-
ping of both value vectors.

O(|DictM |+ |DictD|)

The linear dependency for the delta values is achieved due to the linear
iteration costs for the CBS+ Tree.

2. Create the new document vector

Iterate over delta document vector to retrieve the highest document id; iter-
ate over the main document vector and copy the valid value ids to the new
main vector, iterate over the delta document vector and copy the values to
the new main vector.

O(2 · |DocD|+ |DocM |+ |BVvalid|)

3. Remove unreferenced values

Iterate over all documents in the new main vector to extract all referenced
values, then iterate over all referenced values and compare to the global
mapping of the original delta and main value vectors.

O(|Docnew M |+ |Dictnew M |)

4. Create the new dictionary

Creating the new dictionary is done in a similar way like merging the new
dictionary. It reuses the sorted list created during the mapping of the main
and delta values. Since this list is already sorted no additional for sorting
occur.

O(|DictM |+ |DictD|)
5. Adjust value ids

It is possible that due to changes of value ids from the remove unreferenced
values step, no longer used value ids are used. These must be adjusted and
set to the new values from the dictionary. In cooperation this step uses the
mapping from the first step and the new dictionary created one step before.

O(|Mvid|+ |Docnew M |)

Observation. The implementation of our merge process shows a very important
characteristic: All operations linearly depend on the size of the delta and main
storage. Even though the implementation of the value storage in for a delta
attribute is based on a tree representation the merge process benefits from the
linear iteration on all value items.

4.3 Evaluation

To verify the complexity of the given access patterns a test case has been devised
which varies the main arguments separately to show their contribution to the
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merge duration. The setup for the test case is as following: a single integer column
is created in SAP BWAwith 1M rows in the main document vector and 100k
rows in the delta document vector with one value in both the main and the delta
dictionary - thus all rows having the same identical value. In the following test
each of the parameters is varied over a specific range while the others remain at
their base value.

Document Vector Size. Varying main or delta document vector sizes results in a
linear increase of the merge duration - see figure 4. The observation proves that
main and delta document size have a linear contribution to the complexity of
the merge process.

Dictionary Size. Dictionary sizes have been varied from their base value of one
up to the maximum number of entries in the main or delta vector, so that the
value in the test column are 100% distinct entries. The results in Figure 4 show
an increase towards the fully distinct data set which validates the assumption of
a linear contribution to the merge time.
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Fig. 5. Impact on OLTP Queries on Low System Load

Merge Impact to Running Queries. Due to the implementation of the
merge, the impact on the rest of the system is determined by resource com-
petition and lock granularity. As described earlier locking is performed in the
beginning and in the end using an exclusive table lock.

To measure the impact regarding resource competition we created a workload
that contains queries from two different kinds — OLTP and OLAP. The workload
is based on real customer data taken from a SAP financials and accounting
system and issues the following queries:

1. Primary key select based on accounting year, customer id, accounting area,
accounting entry id and accounting line

2. Primary key select on configuration tables
3. Select the sum of all open item grouped by customer

From the area of reporting we extracted a query from the SAP Business Ware-
house. This query calculates all open items of one customer based on business
area, postal code and accounting area and groups by a due date in a grid of 0-29,
30-59, 60-90 and greater than 90 days.

The main table containing the accounting entry line items consists out of 260
million tuples with 300 columns with a 250GB disk size and a compressed size
of 20GB in memory. The system used for execution is a 8 core (3.0Ghz) Intel
Xeon 5450 blade with 32GB RAM and SuSe Linux Enterprise Edition.

Figure 5 shows the query execution time over a given time span basically
executed against a single table with a low system utilization. During the time
of merge the overall response time is slowed down by ≈ 6%. When running the
system in a high load scenario (see Figure 6) this degradation becomes almost
invisible.

We could show the same behavior for OLAP queries as well — see Figures 7
and 8. Our observation leads to the conclusion that as long as enough resources
are available the query execution is not affected by the merge process.

As a result we can construct two major cases where executing the merge
process may result in system failure. In our observation we used system loads up
to 600% by starting up to 6 server processes and querying them simultaneously.
Figure 9 shows the distribution of the load during our tests. Our assumption is
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Fig. 7. Impact on OLAP Queries on Low System Load

that as long as one CPU has enough free resources to perform the merge this
process will create big negative impact on the other running queries.

The other major obstacle is the memory consumption during the merge pro-
cess. Currently the complete new main storage is kept inside memory until the
merge is finished. In the last step when the merge process acquires an exclusive
table lock the old data is unloaded and freed. Until this point double the amount
of the main plus delta storage is required.

5 Optimizations and Future Work

Based on our implementation and evaluation the current merge process has a
great advantage: Due to its simplistic nature it is easy to calculate when it is
best to execute the merge and how long it will take. On the other hand this
does not take into account how applications are build and does not leverage
current hardware trends towards multi-core systems with more than 32 cores.
To address this issue we started to analyze customer systems to identify how
much data characteristics could help to improve the merge process.

Exemplarily we show two results from a customer system of the consumer
packaged goods industry and its main tables from the financials and accounting
system. Figure 10 shows the result from the distinct value analysis for one cal-
endar year of the accounting document entries table BKPF. The picture shows
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Fig. 10. Distinct Value Analysis for Accounting Document Entries

only the distinct values from the first 50 of 99 and only the first 10 attributes
have lots of distinct values. Based on source code analysis and interviews we saw
that the rest of the values typically is either a default value or a null value. In
addition most of the expected values are known in advance [14]. Here, the merge
process should leverage this knowledge.

The most common compression scheme used is domain coding, but typically
the database has no common interpretation of what the domain acutally is,
besides the datatype used. This becomes even worse since applications tend to
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Fig. 11. Dictionary Fill Level per Attribute over Time

use very generic datatypes to be as flexible or compatible as possible. To prove
our assumption we analyzed the total distinct values used by the application and
processed all change documents created by the system to arrange the dictionary
status in a timely manner — change documents are used by SAP applications
to record changes for legal reasons. Figure 11 shows the result of this analysis.
The result is that for many different attributes already after a few month it
is possible to define the complete dictionary without the need to recreate this
dictionary again during the merge.

6 Related Work

Pure vertical partitioning into a “column-store” has been a recent topic of in-
terest in the literature. Copeland and Khoshafian [7] introduced the concept of
a Decomposition Storage Model (DSM) as a complete vertical, attribute-wise
partitioned schema. This work has been the foundation for multiple commer-
cial and non-commercial column store implementations. Popular examples are
MonetDB/X100 [4], C-Store [19] or Sybase IQ [8]. Recent research has shown
their ability to outperform conventional databases in read-only OLAP scenarios
with low selectivity. SybaseIQ and C-store are pure disk based approaches to
a column-store implementation. Since updates must be propagated to multiple
files on disk, they are inappropriate for OLTP workloads, because updates and
inserts are spread across different disk locations. Data compression also lim-
its their applicability to OLTP scenarios with frequent updates. As described
in [4], MonetDB/X100 implements dedicated delta structures to improve the
performance of updates. The MonetDB/X100 storage manager treats vertical
fragments as immutable objects, using a separate list for deleted tuples and un-
compressed delta columns for appended data. A combination of both is used for
updates. In contrast to our research, the merge process it self is not considered
any further.

Another existing part of research focuses on mixed workloads based on con-
ventional RDBMSs. [5] [13] assume that certain queries will be longer running
than others and allocate resources so that class-based SLAs can be met. Our
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target applications require that all queries execute rapidly. [9] modifies a row
store to better support analytics, which favors the transactional workload. Our
approach modifies a column store to support transactions, which favors the an-
alytical workload.

[15] handles a mixed workload by placing a row store and a column store
side-by-side in the same system. One copy of the data is stored in row format
while the other is stored in column format. The row and column representations
are interleaved across the two database instances to better distribute the load as
queries are routed regarding their access pattern towards the optimal physical
data representation. Column compression and merging were not implemented,
however they should be present in a production system. The merge optimizations
we propose could be applied in that case to improve the performance of the
column store.

The authors of [1,20,6] describe how effective database compression based on
lightweight compression techniques by attribute-level can be and furthermore
be leveraged for query precessing in read-optimized application scenarios. Due
to recent improvements in CPU speed which have outpaced main memory and
disk access rates by orders of magnitude, the use of data compression techniques
are more and more attractive to improve the performance of database systems.
Those techniques are used in our research and lead to our concept of dividing the
storages since we focus on a mixed workload. Other work, such as [10] and [11]
study read optimized databases to improve the performance of database systems
in read-intensive environments.

Furthermore, there has been substantial research on delta-indexing [17,18].
The concept of maintaining differential files was particularly considered for very
large databases where both the delta and the main index where queried in order
to provide latest results. As in our scenario, in-place updates are too expensive
and thus collected and scheduled as a batch job.

7 Conclusion

In this paper we showed an implementation strategy for merging values from
a delta buffer that is optimized for modification operations into a compressed
read-optimized version. Furthermore we showed for each of the steps that the
participating data stores — main, delta and dictionary — have a linear contri-
bution to the overall merge costs.

We validated our concept with an implementation used in the read-optimized
database SAP BWA. In the end we showed potential improvements for the merge
process and how important it is to observe real world customer data to improve
this process.
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Abstract. In this paper, we present a theoretical foundation for query-
ing inductive databases, which can accommodate disparate mining tasks.
We present a data mining algebra including some essential operations for
manipulating data and patterns and illustrate the use of a fix-point oper-
ator in a logic-based mining language. We show that the mining algebra
has equivalent expressive power as the logic-based paradigm with a fix-
point operator.

1 Introduction

While knowledge discovery from large databases has gained great success and
popularity, there is conspicuously lack of a unifying theory and a generally ac-
cepted framework for data mining. The integration of data mining with the
underlying database systems has been formalised in the concept of inductive
databases which is a very active area in the past decade. The key ideas of in-
ductive database systems are that data and patterns (or models) are first class
citizen.

The one of crucial criteria for the promising success of inductive databases
is reasoning about query evaluation and optimisation. Currently, research on
inductive query languages has not led to significant commercial deployments
due to performance concern and practical limitations. By contrast, relational
database technology was based on algebraic and logical frameworks and then
followed on both theoretical and system fronts, leading to an extremely successful
technology and science. Therefore a theoretical framework that unifies different
data mining tasks as well as different data mining approaches is necessary and
would help the field and provide a basis for future research [1,2].
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In this article, we present an algebraic framework based on a complex value
data model. Compared to the model presented in [3,4], we believe that it is more
appropriate to adopt a complex value data model as data and mining results
are normally represented as complex values. Some natural and dominant data
mining computations can be expressed as compositions and/or combinations of
known mining tasks. For example, an analyst might find a collection of frequent
item-sets bought. He or she may further analyses these sets using a decision tree
to predict under what conditions customers are classified for credit rating and
such frequent co-purchases are made by this category of customers. This kind of
problems can be easily expressed as an expression by using the proposed data
mining algebra operators. The algebraic framework also provides a promising
approach for query optimisation.

Constraints play a central role in data mining and constraint-based data min-
ing is now a recognised research topic. The area of inductive databases, induc-
tive queries and constraint-based data mining has become a unifying theory.
Declarative query language acts an important role in the next generation of
Web database systems with data mining functionality.

One of important properties of declarative query languages is closure. The
result of a query is always a relation which can be available for further querying.
This closure property is also an essential feature of inductive query languages.

The inductive query languages proposed in the literature require users to
only provide high-level declarative queries specifying their mining goals. The
underlying inductive database systems need sophisticated optimiser with aim to
selecting suitable algorithms and query execution strategies in order to perform
mining tasks. Another tight-coupling approach using SQL implementation gives
unrealistic heavy-burden on the users to write complicated SQL queries. So it is
reasonable to explore alternative methods that make inductive databases realis-
able with current technology. In this paper, we also consider a logical framework
for querying inductive databases.

2 An Algebraic Framework for Data Mining

In this section, we present an algebraic framework for data mining. The frame-
work is based on a complex value data model.

2.1 A Data Mining Algebra

Let Ω = {R1, ..., Rn} be a signature, where Ri, 1 ≤ i ≤ n, are database relations.
The data mining algebra over Ω is denoted as DMA(Ω). A family of core opera-
tors of the algebra is presented as follows. Set operations: Union (∪), Cartesian
product (×), and difference (-) are binary set operations. Tuple operations:

Selection (σ) and projection (π) are defined in the natural manner. Power-

set: powerset(r) is a relation of sort {τ} where powerset(r) = {ν | ν ⊆ r}.
Tuple Creation: If A1, ..., An are distinct attributes, tup createA1,...,An(r1, ...,
rn) is of sort < A1 : τ1, ..., An : τn >, and tup createA1,...,An(r1, ..., rn) =
{< A1 : ν1, ..., An : νn >| ∀i(νi ∈ ri)}. Set Creation: set create(r) is of
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sort {τ}, and set create(r) = {r}. Tuple Destroy: If r is of sort < A : τ
′

>,
tup destroy(r) is a relation of sort τ

′
and tup destroy(r) = {ν |< A : ν >∈ r}.

Set Destroy:If τ = {τ ′}, then set destroy(r) is a relation of sort τ
′

and
set destroy(r) = ∪r = {w | ∃ν ∈ r, w ∈ ν}. Aggregation: The standard set of
aggregate functions SUM, COUNT, AVG, MIN, MAX are defined in the usual
manner. For example, if r is of sort < A : τ1, B : τ2 >, Gfunction<B>

<A> (r) is the
relation over < A, S >. Gfunction<B>

<A> (r) = {< a, s >| ∃ < a, v >∈ r∧s = Σ{t <
B >| t ∈ r, t < A, B >=< a, b >}, where Σ is one of the allowed aggregate
operator.

Definition 1. If r is a relation of l-tuples, then the append operator, Δδ(i1,...,ik)(r)
is a set of l + 1 tuples, k ≤ l, where δ is an arithmetic operator on the components
i1, ..., ik. The last component of each tuple is the value of δ(i1, ..., ik).

Example 1. Let the sort of a relation r be R : {< X : dom, Y : dom >}. A
value of this sort is {< X : 2, Y : 3 >, < X : 5, Y : 4 >}. Then ΔX+Y =Z(r) =
{< X : 2, Y : 3, Z : 5 >, < X : 5, Y : 4, Z : 9 >}.

Definition 2. [5] Let us consider two relations with the same sort {Item, Count}.
r �sub,k s = {t | ∃u ∈ r, v ∈ s such that u[Item] ⊆ v[Item] ∧∃t′ such that
(u[Item] ⊆ t

′ ⊆ v[Item] ∧ |t′ | = k), t =< t
′
, v[Count] >}

Here, we treat the result of r �sub,k s as multi-set meaning.

Example 2. Consider the sort {< Item : {dom}, Count : dom >} and two rela-
tions r = {< {a}, 0 >, < {b, f}, 0 >} and s = {< {a, b, c}, 3 >, < {b, c, f}, 4 >}
of that sort. The result of r �sub,2 s is {< {a, b}, 3 >, < {a, c}, 3 >, < {b, f},
4 >}.

Definition 3. Let X be a set. The map(f) operator applies a function f to every
member of the set X, i.e., map(f) : X → {f(x) | x ∈ X}.

2.2 Frequent Item-Set Computation

Given a database D = (Item, Support) and support threshold δ, the following
fix-point algorithm computes frequent item-set of D.

Let fk be a function which applies to a set T and results in the set of degree-k
subset of T . For any two sets S and s, s is said to be a degree-k subset of S if
s ⊂ S and |s| = k.
Algorithm Fix-point
Input: An object-relational database D and support threshold δ.
Output: L, the frequent item-sets in D.
Method:

begin

L1 := σSupport≥δ( ItemGsum(Support)map(f1)(D)))
for (k = 2; T 
= ∅; k + +) {
S := sub join(Lk−1, D)



Towards an Algebraic Framework for Querying Inductive Databases 309

T := σSupport≥δ( ItemGsum(Support)(S)
Lk := Lk−1 ∪ T }
return Lk;

end

procedure sub join
(T: frequent k-itemset; D: database)
for each itemset l1 ∈ T ,
for each itemset l2 ∈ D,
c = l1 �sub,k l2
if has infrequent subset (c, T)
then delete c else add c to S;
return S;

procedure has infrequent subset
(c: k-itemset, T: frequent (k-1)-
itemsets);
for each (k-1)-subset s of c
if s not ∈ T then return TRUE;
return FALSE;

2.3 Decision Tree Induction

In this subsection, we give an algebraic expression for constructing a decision
tree in DMA. The process is based on the well-known C4.5 algorithm [6] for
tree induction.

We assume that the algorithm is called with three parameters: D, attribute list,
and Attribute selection method. We refer to D as a data partition. Initially, it
is the complete set of training tuples and their associated class labels. The
parameter attribute list is a list of attributes describing the tuples, i.e., D =
(A1, A2, ..., An, Class). Attribute selection method specifies a heuristic procedure
for selecting the attribute that best discriminates the given tuples according
to class. The procedure employs the attribute selection measure - information
gain. The complete algebraic expression is formulated by Algorithm Gener-
ate decision tree as shown below.

The output of the algorithm will be a complex value relation T which holds
the set of inequalities on the edges from the root to one leaf, together with their
labels.
Algorithm: Generate decision tree
input

– Data partition, D, which is a set of training tuples and their associated class
labels;

– attribute list, the set of candidate attributes;
– Attribute selection method, a procedure to determine the splitting criterion.

Output: A complex value relation which holds the set of all inequalities on the
edges from the root to leaves together with their labels.
Method

1. T := {};
2. Split := {}
3. if Count(πClass(D)) = 1 then

4. T := T ∪ set create(tuple create(Split, πClass(D))).
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5. If attribute list = {} then

6. T := T ∪ πClassσCount=Max(GCount<R−Class>
Class )

7. apply Attribute selection method(D, attribute list) to find the best split-
ting attribute

8. Split := Split ∪ {splitting attribute}
9. if splitting attribute is discrete-valued and multi-way splits allowed then

10. attribute list← attribute list− splitting attribute;
11. for each outcome j of splitting criterion
12. Dj = σj(D)
13. if Dj = ∅ then

14. T := T ∪ πClassσCount=Max(GCount<R−Class>
Class )

15. else Generate decision tree(Dj , attribute list);
16. endfor

17. return T

The tree starts as an empty relation. If the tuples in D are all of the same class,
the resulting output relation contains only one class value. Note that steps 5 and
6 are terminating conditions. Otherwise, the algorithm calls Attribute selection
method to determine the splitting criterion. A branch is grown from the current
tuple for Dj for each of the outcomes of the splitting criterion.

Similarly, the procedure Attribute selection method(D, attribute list) can
also be specified as an algebraic expression in DMA.

Example 3. As described in Introduction, an analyst might find a collection of
frequent item-sets bought. He or she may further analyses these sets using a
decision tree to determine the circumstances (e.g., class for credit rating) under
which such frequent co-purchases are made by this category of customers.

This query is easily to be expressed in DMA. It is formulated as
Generate decision tree(Fix-point(D), (age, ...), Attribute selection method).

3 A Logical Framework for Data Mining

In this section, we give some basic data mining concepts based on logic. Induc-
tive database queries can be formalised in a higher order logic satisfying some
constraints.

Definition 4. Given an inductive database I and a pattern class P, a pattern
discovery task can be specified as a query q such that q(I) = {t ∈ P | I |= ϕ(t)},
where ϕ is a higher-order formula.

Definition 5. A constraint is a predicate on the powerset of the set of items I,
i.e., C : 2I %→ {true, false}. An itemset X satisfies a constraint C if C(X) is
true.

Definition 6. Let I be an instance of an inductive databases with a pattern class
P and a complex value relational schema R = (A1, ..., An). An association rule
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is an element of the set L = {A =⇒ B | A, B ∈ {A1, ..., An} such that < A =⇒
B >∈ q(I) if and only if freq(A∪B, r) ≥ s and freq(A∪B, r)/freq(A, r) ≥ c.
Where freq(X, r) is the frequency of X in the set of r, s is the support threshold
and c is the confidence threshold.

Definition 7. Given an inductive database I, an inductive clause is an expres-
sion of the form P (u) ← R(u1), ..., R(un), where n ≥ 1, Ri are relation names
and u, ui are free tuple of appropriate arity.

Example 4. Let a transaction relation be T = (ID, Items) and each item in
the transaction database has an attribute value (such as profit). The constraint
Cavg ≡ avg(S) ≥ 25 requires that for each item-set S, the average of the profits
of the items in S must be equal or greater than 25. The frequent pattern mining
task is to find all frequent item-sets such that the above constraint holds. We
express it as inductive clauses as follows.

freq pattern(support, < Items >) ← T (ID, Items),
support = freq < Items > /Count(T ),
support ≥ s

F pattern(Items, AV G) ← freq pattern(support, Items),
V alue(Item, value), item ∈ Items,
AV G = SUM(value)/SUM(Items)

Ans(Items) ← F pattern(Items, AV G), AV G ≥ 25

It is simple to specify Naive Bayesian classification by means of a deductive
database program. The detailed program can be found in [5].

We present a deductive program performing the partitioning-based clustering
task, as follows. P (Y, Ci) ← r(X), 1 ≤ i ≤ k, Yi = X ; Cluster(Y, Ci, mi) ←
P (Y, Ci), mi = mean{Y }Where mean is a function used to calculate the cluster
mean value; distance is a similarity function. The following two rules show the
clustering process. An operational semantics for the following datalog program
is fix-point semantics.

Example 5. The clustering process can be expressed as follows.

new cluster(X, C) ← r(X), Cluster(Y, C, m), Cluster(Y, C
′
, m

′
),

c 
= c
′
, distance(X, m) < distance(X, m

′
),

Cluster(X, C, m) ← new cluster(X, C), m = mean{new cluster.X}

Theorem 1. Any data mining queries expressible in DMA with while loop can
be specified as inductive clauses in Datalogcv,¬.

Proof Sketch. DMA is equivalent to CALCcv. A query is expressible in
Datalogcv,¬ with stratified negation if and only if it is expressible in complex
value calculus CALCcv. CALCcv is equivalent to CALCcv + fixpoint. So DMA
+ while loop is equivalent to CALCcv + fix-point. Any data mining queries
expressible in DMA with while loop can be specified as inductive clauses in
Datalogcv,¬.
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4 Query Optimisation Issue

An important step towards efficient query evaluation for inductive databases
is to identify a suitable algebra in which query plans can be formulated. The
algebraic framework presented in Section 2 provides a promising foundation for
query optimisation. However, there exist many challenges for optimisation issues.
For example, it is difficult to establish a cost model for mining operations; to
formally enumerate all the valid query plans for an inductive query and then
choose the optimal one is not straightforward.

We argue that if SQL would allow expressing our sub-join, �sub,k, in an in-
tuitive manner and algorithms implementing this operator were available in a
DBMS, this would greatly facilitate the processing of fix-point queries for fre-
quent itemset discovery.

A Datalog expression mapping to our fix-point operator has more intuitive
than SQL expressions. In our opinion, a fix-point operator is more appropriate
exploited in the deductive paradigm which is a promising approach for inductive
database systems.

We may improve performance by exploiting relational optimisation techniques,
for example, optimizing subset queries, index support, algebraic equivalences for
nested relational operators [7]. In the deductive paradigm, we may also apply prun-
ing techniques by using the ’anti-monotonicity’.

5 Conclusion

We have presented an algebraic framework for querying inductive databases.
The framework would be helpful for understanding querying aspect of inductive
databases.

We have also presented a logic programming inductive query language. The
results provide theoretical foundations for inductive database research and could
be useful for query language design in inductive database systems.
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Abstract. DRM systems involve multiple parties such as owner, distrib-
utors and consumers. The owner issues redistribution licenses to its dis-
tributors. Distributors in turn using their received redistribution licenses
can issue new redistribution licenses to other distributors and usage li-
censes to consumers. For rights violation detection, all newly generated
licenses must be validated against the redistribution license used to gen-
erate them. The validation becomes complex when there exist multiple
redistribution licenses for a media. In such cases, it requires evaluation of
an exponential number of validation equations with up to an exponential
number of summation terms. To overcome this, we propose a prefix tree
based method to do the validation efficiently. Experimental results show
that our proposed method can reduce the validation time significantly.

1 Introduction

Digital rights management(DRM)systems generally [4][5] involve multiple par-
ties such as owner, distributors and consumers. The owner gives the rights for
redistribution of contents to distributors by issuing redistribution license. The
distributors in turn use their received redistribution license to generate and issue
new different types of redistribution licenses to their sub-distributors and usage
licenses to consumers. A redistribution license allows a distributor to redistribute
the content as per the permissions and constraints [6] specified in it. Thus, as
part of the rights violation detection, it is necessary to validate these newly gen-
erated licenses against the received redistribution licenses with distributor. A
validation authority does the validation of all the newly generated licenses.

Both redistribution(LD) and usage licenses(LU) for a content K are of the
form: {K; P ; I1, I2, ..., IM ; A}, where P represents permissions (e.g. play, copy,
etc. [5]), Ii represents ith (1≤ i ≤M) instance based constraint and A represents
aggregate constraint. Instance based constraints in redistribution licenses are in
the form of ranges such as region allowed for distribution, etc. Instance based
constraints in usage licenses such as expiry date, region allowed etc. may be in
the form of a single value or range[5]. The range/value of an instance based
constraint in the further generated redistribution and usage licenses using a
redistribution license must be within the respective instance based constraint
range in the redistribution license [5]. Aggregate constraint decides the number
of counts that can be distributed or consumed using a redistribution or usage
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license respectively. The sum of counts in all the licenses generated using a
redistribution license must not exceed the aggregate constraint counts(A) in it.

For business flexibility, distributors may need to acquire multiple redistribu-
tion licenses for the same content[5]. In this case, if all instance based constraints’
ranges/values in an issued license are within the respective constraint range in
at least one redistribution license then the issued license is said to be instance
based validated[5]. The problem of aggregate validation becomes harder in case
a license can be instance based validated using more than one redistribution
licenses(say a set S). This is because the validation authority needs to select
a redistribution license from the set S for aggregate validation. Selecting a re-
distribution license randomly may cause potential loss to the distributors as
shown in Sec. 2. Thus, we propose a better aggregate validation approach using
validation equations in Sec. 2. But, the approach requires validation using ex-
ponential number of validation equations, containing up to exponential number
of summation terms. This necessitates an efficient validation mechanism. So,
we propose an efficient aggregate validation method using the prefix tree based
structure[1][2][3]. The experiments show that our approach reduces the valida-
tion time and memory requirement significantly. To the best of our knowledge,
the work presented in this paper is the first for the efficient aggregate licenses
validation in DRM.

Rest of this paper is organized as follows. Section 2 discusses problem defini-
tion. Section 3 describes our proposed validation method. Section 4 presents the
performance analysis. Finally, Section 5 concludes the paper.

2 Problem Definition

In case of multiple licenses, a newly generated license can be instance based
validated using more than one redistribution license. For aggregate validation,
selecting one redistribution license randomly out of multiple redistribution li-
censes may cause potential loss to the distributors as illustrated in example 1.

Example 1. Consider three redistribution licenses acquired by a distribu-
tor to distribute the play permissions according to two instance based con-
straints(validity period T , and region allowed R) and aggregate constraint A.
L1

D = {K; Play; I1
D : T = [10/03/09, 20/03/09], R = [X, Y ]; A1

D = 2000}
L2

D = {K; Play; I2
D : T = [15/03/09, 25/03/09], R = [X ]; A2

D = 1000}
L3

D = {K; Play; I3
D : T = [15/03/09, 30/03/09], R = [Y ]; A3

D = 3000}
Now, the distributor generates the usage license L1

U = {K; Play; I1
U : T =

[15/03/09, 19/03/09], R = [X ]; A1
U = 800}. L1

U can be instance based validated
using L1

D and L2
D[5]. Let the validation authority randomly picks L2

D for aggre-
gate validation then remaining counts in L2

D will be 200(i.e. 1000-800). Next, let
the distributor generates L2

U = {K; Play; I2
U : T = [21/03/09, 24/03/09], R =

[X ]; A2
U = 400}. L2

U can only be instance based validated using L2
D. The vali-

dation authority will now consider L2
U as invalid as L2

D now cannot be used to
generate more than remaining 200 counts. In this case, a better solution would
be to validate L1

U using L1
D, and L2

U using L2
D. This will result in both L1

U and



Efficient Aggregate Licenses Validation in DRM 315

L2
U as valid licenses. Thus, the challenge is to do the aggregate validation such

that the distributors can use their redistribution licenses in an intelligent way.
We present a method to do the aggregate validation using validation equations.

A Method for Aggregate Validation: Let a distributor has N received
redistribution licenses for a content and the set of redistribution licenses be
represented as SN = [L1

D, L2
D, ..., LN

D ]. Let SBr[S] denotes the rth subset of the
set S of redistribution licenses. Thus if a set S contains k received redistribution
licenses then r ≤ 2k − 1. An issued license is said to belong to a set S if it can
be instance based validated using all licenses in the set. E.g. L1

U in example 1
belongs to the set [L1

D, L2
D].

Let C[S] denotes the sum of permission counts in all previously issued licenses
that belongs to the set S of redistribution licenses. Let Ei[S] be the ith redis-
tribution license in the set S and A(x) be the aggregate count in the received
redistribution license x. For deriving the first equation, we use the fact that
the aggregate of the permission counts in all previously issued licenses must
not exceed the sum of the allowed permission counts in all the redistribution
licenses with the distributor. Further, each valid issued license belongs to only
one set of redistribution licenses out of the total 2N − 1 possible sets(due to N
redistribution licenses). Therefore, in equation form we can write it as:

2N−1∑
r=1

C[SBr[SN ]] ≤
N∑

i=1

A(Ei[SN ]) (1)

The LHS of equation 1 represents the sum of counts in the issued licenses that
belongs to the set formed by any possible combination of all N licenses(each
possible combination can be represented by a subset of the set SN ). The RHS
denotes the summation of maximum allowed permission counts in all the redis-
tribution licenses with the distributor(as SN is the set of all N licenses).

Although equation 1 can limit the counts issued in total using all the redis-
tribution licenses but it cannot prevent the violation of individual licenses or set
of licenses, which are proper subset of the set SN , as shown in example 2 below.

Example 2. Consider the redistribution licenses in example 1. The above
inequality ensures only the sum of all the play counts in the licenses issued must
be less than 6000 i.e. CPlay [L1

D] + CPlay [L2
D] + CPlay[L3

D] + CPlay[L1
D, L2

D] +
CPlay [L1

D, L3
D]+CPlay [L2

D, L3
D]+CPlay [L1

D, L2
D, L3

D] ≤ 6000. But, it may not be
able to prevent the violation due to issuing of excess counts for other combination
of licenses. Equation 1 can be satisfied even if aggregate of the counts generated
for play permission using only L1

Dbecomes more than 2000 i.e. CPlay [L1
D] > 2000,

or using only L1
D and L3

D becomes more than 5000 i.e. CPlay [L1
D]+CPlay[L3

D]+
CPlay [L1

D, L3
D] > 5000 , but both these conditions are invalid. Thus, if there are

N redistribution licenses then violation can happen in 2N − 2 ways(all proper
subsets of SN ). So, we require an inequality for each subset of SN . For rth subset
of set SN , SBr[SN ], the validation equation is given as:

2m−1∑
l=1

C[SBl[SBr[SN ]]] ≤
m∑

i=1

A(Ei[SBr[SN ]]) (2)



316 A. Sachan, S. Emmanuel, and M.S. Kankanhalli

where, m = |SBr[SN ]| is the cardinality of the set SBr[SN ]. Equation 2 can be
interpreted similar to equation 1 by replacing SN by SBr[SN ]. These inequalities
ensure that in case of violation at least one inequality will not be satisfied.

Requirement of Efficient Aggregate Validation: If a newly generated
license can be instance based validated using k number of redistribution licenses
then the set formed due to k licenses will be present in 2N − 2(N−k) validation
equations. Validation using such a large number of validation equations every
time a new license is issued is computationally intensive. So, instead of doing
validation online, we collect the logs of the sets of redistribution licenses(which
issued licenses belong) and permission counts in issued licenses. We refer each
entry corresponding to an issued license as a record. During the offline aggre-
gate validation firstly different set counts can be aggregated and secondly the
aggregated set counts can be applied to the validation equations. If M number
of records are present, the time complexities for the first and second step would
be O(M ∗2N) and O(3N ) respectively. The time complexities for both set counts
aggregation and validation may be quite high for practical purposes. Thus, an
efficient method is required to reduce the total validation time required.

3 Proposed Efficient Aggregate Validation Method

In this section, we present validation tree, a prefix tree based structure to do the
validation of validation equations(equations 1 and 2) efficiently. The proposed
structure and validation algorithm is based on the observation that validation
equation for a set S aggregates the set counts of all the sets that are subset of the
set S. The structure can compactly represent the log records for offline validation
and use properties of prefix tree structure to do the validation efficiently.

Generation of Validation Tree: Initially, a root node is created. The tree
is then expanded using the log records. Each node stores the following fields:
name of a redistribution license(L), a count value(C), and links to the child
nodes. The count value C determines the count associated with the set formed
by the redistribution license in the node and all its prefix nodes(nodes in the
path from the root node to current node). Redistribution licenses are indexed in
the order they were acquired by distributor i.e. if Lj

D is acquired before Lk
D then

j < k and a redistribution license can act as a prefix only to the redistribution
licenses having index greater than the index of redistribution license, as shown
in Fig. 1. Child nodes of a node are ordered in increasing order of their indexes.

Records Insertion: Let the set of redistribution licenses in the record that
needs to be inserted be given by:R=[r, R′]and the permission count value be
given by count, where, r is the first redistribution license and R′ is the set of
remaining redistribution licenses. Initially root node is allocated to T . Algorithm
Insert(T , R, count) is used to insert the records in the validation tree. Fig. 1
shows the validation tree designed based on the Alg. 1 for the records in Fig. 3.

Validation using Validation Tree: To do the validation efficiently, we use
the fact that if a set S1 is not a subset of another set S then any superset S2 of
S1 also cannot be a subset of the set S. Thus, in a prefix tree based structure, if
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Algorithm 1. Insert(T , R=[r, R′], count)
1. If T has a child T ′ such that T ′.L=r then no action is taken.
2. Else add a node T ′ such that T ′.L=r and T ′.C=0 as the child node of T .
3. If R′=null set then T ′.C= T ′.C+count. Else, call Insert(T ′, R′, count).

root

8:1
DL

4:2
DL

0:3
DL

21:5
DL13:3

DL

7:4
DL0:2

DL

0:3
DL

14:5
DL

Fig. 1. Generation of validation
tree

Serial Number Set of redistribution licenses Count
1 [L1

D] 8
2 [L1

D, L2
D] 4

3 [L2
D, L3

D, L5
D] 14

4 [L1
D, L3

D] 13
5 [L3

D, L5
D] 9

6 [L4
D] 7

7 [L3
D, L5

D] 12

Fig. 2. Table of log records

the set of redistribution licenses formed by the redistribution license at a node
N1 and all its prefix nodes is not a subset of a set S then any other node having
the node N1 as a prefix node cannot be a subset of the set S. Thus, we need
not to travel the child nodes of the node N1. Another fact we use is that a set
containing n licenses cannot be a subset of a set containing less than n licenses.

For N redistribution licenses, we can map each set of redistribution licenses
corresponding to a validation equation into an N bits bit-vector. The bits from
LSB to MSB correspond to a particular license with index from lower to higher.
If a redistribution license is present in a set then the bit corresponding to it is 1
else it is 0. E.g. If N=10 then the bit-vector for the set [L1

D, L3
D, L9

D, L10
D ] will

be 1100000101. So, if we consider bit-vectors in integer format then all possible
sets can be represented using the values from 1 to 2N − 1.

Algorithm 2. Validation(T )
Temporary Variables:Av=0, Cv=0
for i=1 to 2N − 1 do

licNumber=0.
for j=1 to N do

if (1<< (j − 1) AND i) �= 0
<<: left shift operator
then

Av=Av+ A(j).
licNumber=licNumber+1;

Call Cv=VaLHS(T , i, licNum).
if Cv ≤ Av then

Print(Valid Equation).
else

Print(Invalid Equation).

Algorithm 3. VaLHS (T ,B,licNum)
Subroutine: Process(T ,B,licNum) {
while (licNum > 0) do

foreach child of T do
Let the current child be T ′.
Temporary variables: i and j.
i=index of license in node T ′

j=1<<(i − 1).
if (B AND j �= 0) then

Cv=Cv+T ′.C.
licNum=licNum-1.
if (licNum > 1) then

Call Process(T ′, B, licNum).

} Return(Cv).

The validation tree is used to compute the LHS of the equations 1 and 2. RHS(let
A) is calculated directly using redistribution licenses E.g. the RHS(A) for the set
[L1

D,L3
D,L9

D,L10
D ] is given by: A=A(L1

D)+A(L3
D)+A(L9

D)+A(L10
D ). Let T repre-

sents the root node initially, and B represents the bit-vector for the set of
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redistribution licenses for validation equation. The algorithm Validation(T )
evokes the validation process for all possible validation equations. First, it calcu-
lates the RHS of each validation equation. Second, it calls VaLHS (T ,B,licNum)to
calculate the LHS. Finally, it compares the RHS and LHS to validate the equa-
tion. The algorithm VaLHS (T ,B,licNum) traverse the validation tree for the set
of redistribution license determined by the bit-vector B. licNum is the number
of redistribution licenses in the set corresponding to the current validation equa-
tion. For illustration, consider the validation using validation equation for the set
[L1

D,L2
D,L4

D] for validation tree in Fig. 1. B and licNum for this set will be 01011
and 3 respectively. Let Cv denotes the LHS of the current validation equation for
the set [L1

D, L2
D, L4

D], it is initialized to 0 for every validation equation. The al-
gorithm traverses the nodes root, root→ L1

D, root→ L2
D, root→ L4

D and root→
L1

D → L2
D. The final value of Cv for this case is 19.

4 Performance Analysis

We performed experiments on on Intel(R) core(2) 2.40 GHZ CPU with 2 GB
RAM. To perform the experiments, first we created a number of redistribution
licenses and issued licenses. The set of redistribution licenses to which each issued
license can be instance based validated along with the permission counts is saved
in the log records. For experiments, each redistribution license is assumed to
contain aggregate permission counts in between 5000 and 15000. Each issued
license is assumed to contain permission counts in between 10 and 30.

We evaluate our proposal against the direct approach and a modified ap-
proach. In the direct approach, we scan the log records to find the subsets for
the set corresponding to each validation equation and then aggregate their set
counts. Whereas, in modified approach, we preprocess the log records to first
aggregate the set counts for the sets containing the same redistribution licenses.
Since, in practice many issued licenses may belong to the same set of redistribu-
tion licenses therefore scanning the modified log records would take lesser time.
Table 1 summarizes the validation time performance. The experiments show that
our proposed algorithm enhances the performance at least by 500 times and 10
times as compared to the direct and modified approach respectively. The large
performance enhancement as compared to the direct method is mainly due the
compact data representation in validation tree. However, in modified approach,
the main reason for performance enhancement is the efficiency of our proposed
subset search algorithm in the validation tree. Thus, it can be concluded that the
validation tree gains efficiency both by compactly representing the log records
and efficiently searching the subsets. Fig. 3 compares the performance in terms
of memory requirement. The memory requirements for our approach is much
less as the records can be stored in a much compact form in the validation tree.

5 Conclusion

Rights violation detection is an important security issue in DRM systems. In this
paper, we presented a violation detection mechanism for distributors using the
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Table 1. Comparison of validation time required(in milliseconds)

n 1 2 3 4 5 6 7 8 9 10

Direct .02 .05 .23 .80 2.12 5.80 15 39.33 93 188
Modified 0 .00031 .00094 .0034 .0122 .04 .11 .30 .74 1.64
Proposed 0 .00016 .00031 .0011 .0035 .01 .03 .06 .14 .33
n 11 12 13 14 15 16 17 18 19 20

Direct 422 890 1953 4047 9078 21188 47906 108281 239953 524641
Modified 3.828 8.8 21.6 43.5 95 203 438 937 2063 4485
Proposed .687 1.44 3.07 6.4 17 31 47 110 250 500
n 21 22 23 24 25 26 27 28 29 30

Direct 1.2*106 2.6*106 5.4*106 1.2*107 2.6*107 5.6*107 1.3*108 2.9*108 6.1*108

Modified 9640 20922 43844 95640 195953 399281 840109 1761812 3810765 7648375
Proposed 1063 2219 4515 9563 19406 39422 79531 162938 328672 669360
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Fig. 3. Comparison of memory requirement

aggregate validation of licenses. However, large number of validation equations
make the task difficult. Thus, we proposed ’validation tree’, a prefix tree based
data structure to do the validation efficiently. The experiments show that valida-
tion tree performs better than the direct and a modified approach of validation
in terms of validation time and memory requirements.
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Abstract. The cloud-based applications are developed based on the loosely 
coupled, scale-out design, often accessing a key-value store. They work in  
parallel and asynchronously communicate between the nodes in the cloud, and 
between the nodes and its clients. By leveraging Service Oriented Architecture 
using Web or REST services, the queuing service and the service bus enable 
loosely coupled communications. Combined with this SOA, the object oriented 
technology, component oriented development and the relational data design can 
realize the scale-out design and the development of the cloud-based applica-
tions. However, the whole development procedure becomes so complicated. In 
this paper, we will show the development procedure and the analysis method of 
the cloud-based applications in a phased manner. 

Keywords: Cloud computing, scale-out design, key-value store, development 
method. 

1   Constraints of Developing the Cloud-Based Applications 

There are 4 typical constraints in the development of cloud-based applications which 
the mechanism of the cloud causes. 

1. Asynchronous communication 

To survive partial failures of the system, cloud-based applications do not work in 
synchronous communications which halt the overall system because of the lifetime 
synchronization among the transaction participants. While we need to decompose data 
or transactions for scalability, we should deal with the consistency between decom-
posed data or sub-transactions by using synchronous communications. However since 
we cannot practically use synchronous communications in view of partial failures, we 
need to weaken the consistency conditions of the applications. 

2. Constant availability 

The cloud-based applications should always accept update requests of data and at the 
same time cannot block the updates even while they read the same data for scalability 
reasons. This means the cloud-based applications may not read up-to-date data. 

3. CAP (Consistency, Availability, Partition tolerance) theorem 

The CAP theorem shows that a cloud can provide availability and partition tolerance by 
the sacrifice of consistency. Thus, we need the different way of obtaining consistency from 
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existing ACID (Atomicity, Consistency, Isolation, Durability) transactions. Eventual (not 
immediate) consistency is one way of such weaker consistency requirements. 

4. Key-value store 

Instead of on-premise mainstream RDBs, the basic data service of the cloud is a key-
value store. A key-value store requires different data design, transaction implementa-
tions, and data management. It scatters each row of the key-value store on each node 
in the cloud, and provides only a row-level ACID transaction without supporting a 
distributed transaction. This leads to the scale-out design. 

2   Development Procedure of the Cloud-Based Applications 

This is an overview of the development procedure of the cloud-based applications 
based on scale-out design with data partitioning. 

 

Fig. 1. The development procedure of the cloud-based applications based on the scale-out 
design with data partitioning 

1. Functional decomposition 

To avoid bottlenecks in the data layer by means of a key-value store, we need to de-
compose the functions of an application to decide what workload or transaction pat-
tern to de-normalize the data for the optimal data access if we adopt the scale-out 
design with data partitioning. 

2. Data architecture 

In parallel with 1, we will design the data architecture independent of the application 
requirements. In doing so, we should identify master and transaction data by category 
identification of concept. At this point, what matters most is to logically manage mas-
ter data in one place and transaction data should reference master data unidirection-
ally. This procedure is basically followed by a data-centric approach. 

3. Application architecture 

We should adopt the reference application architecture with asynchronous  
communications and maximizing transaction throughput while we make much of  
the availability and maintenance. To succeed at the scale-out design with data  
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partitioning, we will decompose master data, and replicate the part of master data to 
transaction data if necessary. Next we will de-normalize transaction data following the 
workloads of an application. Then, we will horizontally partition the de-normalized 
data into rows to deploy them onto the different nodes in the cloud since a key-value 
store puts the separate rows on different nodes to access them in parallel. For addi-
tional scalability, we will sometimes decompose one transaction into sub-transactions. 
On the other hand, we need to give consistency between the decomposed data, sub-
transactions considering the trade-off between scalability and consistency. 

4. Multi-paradigm design 

We will design an application on a component-oriented basis using the application ar-
chitecture constructed in 3 and adopt the multi-paradigm design for the change (vari-
ability) of application requirements. The multi-paradigm design is a flexible design 
methodology by choosing the most appropriate paradigm for a domain or a concern in 
the design phase or in the implementation phase. One example is to use the combination 
of the object oriented paradigm for the variability of data structures or logic implemen-
tations, the functional paradigm for the distributed batch processing, the component 
oriented paradigm for the deployment of change-sets of the artifacts, and the service 
oriented paradigm for providing the external reusable functions of an application. 

2.1   Analysis Method of the Cloud-Based Applications 

To derive the application architecture in 3 from the data architecture in 2, the follow-
ing analysis method will be effective. Here we will focus on the relationships of 
─ Data-data 
─ Data-transaction 
─ Transaction-transaction 

 

Fig. 2. A transaction here indicates the application requirements to specify the consis-
tency requirements 
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We think that we can model the consistency requirements of an application as the 
transactions of an application. A transaction, which does not mean an ACID transac-
tion here, indicates the application requirements on consistency. This is kind of a non-
functional requirement while a use case indicates functional requirements from busi-
ness viewpoint. The conventional object oriented analysis and design method only 
adopts a use case to define the application functional requirements. Though we need 
to specify the consistency requirements as the part of application requirements for the 
cloud-based applications because we must follow CAP theorem by which the cloud 
supports the scalability and availability in the sacrifice of the consistency, a use case 
does not specify the application requirements sufficiently in this sense. This is one of 
the differences in developing the cloud-based applications from developing usual 
applications using the object oriented method. This transaction, however, does not yet 
decide how to implement components and classes. So the transaction is more abstract 
than the implementation.  
 

The analysis follows the order indicated: 

1. Define the logical data from the conceptual models. 

2. Normalize the logical data by the functional dependencies. 

3. Independent of 1 and 2, define the transaction(s) from a use case. 

4. Identify CRUD (Create/Read/Update/Delete) operations of a transaction. 

5. De-normalize the normalized data defined in 2 based on the operations of the 
transaction. 

6. Divide the reference use cases (transactions) form the update ones. 

7. Specify the consistency requirement of the transaction, and estimate de-
normalized data in access frequency. 

8. Identify the concurrent, commutative conditions between transactions. 

9. Decide the responsibility of the classes implementing the transaction (in case of 
object-orientation). 

10. Define the component(s) implementing the transaction in terms of its mainte-
nance and deployment. 

11. Make the source code testable for TDD (Test Driven Development). 

For example, the e-commerce site of reviewing the movies has the movie titles, the 
review data, and the user data in 1. The use cases of the site are to add the user’s re-
view to the movie, to query the reviews of the particular movie and to query the re-
views of the particular user in 3. The site is mostly for queries. This characteristic 
workload requires the data to be the optimal design for queries. Thus, we should have 
both movie-review and user-review de-normalized data to improve two kinds of query 
use cases in 5. This can be done by duplicating the review data for the movie and the 
user. As the side effects, when adding the user’s review to the movie, we need to add 
the same review both to the movie-review and user-review data in 7. This will de-
grade the performance of add operations. However, this degradation is justified by the 
improvement of queries. This example shows that 3 kinds of relationships in Fig. 2 
are complexly intertwined. 
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The cloud-based applications cannot rely on immediate consistency due to CAP 
theorem. This implies that an application may not read up-to-date data even after it 
updates the same data. For this reason, it is preferable to divide the reference/read use 
cases from the update/write ones. This is also known as a “command query separa-
tion” design pattern. In the abstract, the separation of the fact from its recognition is 
one of the most important design philosophies in software. Similarly there are the 
separation of the expressions from the meaning, and the separation of the views from 
the content/model, which we can see in Model-View-Controller architecture style. In 
principle, the "write" use cases record the fact of events such as - order entry, cus-
tomer call, the price changed, and the payment. The "read" use cases reference the 
facts of the "read" use cases and recognize/judge the facts to make some decisions. 
For example, a decision maker takes an action for the order entry in the form of the 
sales report after batch processing of the daily orders. In most business cases, delayed 
business processes using batch processing, or following the business rules are al-
lowed. Thus, weaker consistency requirements on which eventual consistency and 
other consistency models impose do not prevent business applications from being 
used on the cloud. The problems are excessive expectation for reliability which an 
ACID transaction is supposed to give, and the lack of capability of treating weaker 
consistency models by the frameworks and development environments based on an 
ACID transaction. In comparison, eventual consistency tolerates partial failures well 
and improves the concurrent access capability since an ACID transaction blocks the 
concurrent transactions. 

On the other hand, for distributed transactions, we should devise application-level 
distributed update procedures instead assuming a key-value store does not support 
distributed transactions in terms of scalability and availability. One way of distributed 
update procedures is to take advantage of the unique key constraint provided by a 
key-value store. The unique key constraint enables us to insert a transaction request 
having the unique identifier only once. This is equivalent to the exact once semantic 
of the message exchange. And distributed update procedures are possible by updating 
distributed data among the transaction participants exactly once based on the inserted 
transaction requests instead of distributed transactions. More formal specification is 
available when we specify the update procedures by the protocol machine defined by 
state charts. 

2.2   Design Problems Regarding the Use Case 

The use cases of a cloud-based application are related with many design problems. 
Below are 5 big problems of them: 

1. The use cases decide the design of de-normalized and horizontally partitioned 
data. 

2. The use cases are classified into reference and update ones to enable eventual 
consistency. 

3. One use case is built by boundary and domain logical models. The boundary 
model provides a service interface and the domain model provides common core 
business logics. 
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4. One use case is executed on the front-end and back-end physical programming 
models. The front-end model plays roles of Web applications or Web services 
and the back-end model plays roles of other business logic executors in terms of 
the programming models which a particular cloud provides. These models are 
implementation-specific of the cloud. 

5. One use case is deployed on two transaction systems, one in the cloud, the other 
on-premise. 

1 and 2 are specified external to the system, and 3, 4 and 5 are specified internal to the 
system. 

2.3   Requirements of Consistency and Its Implementation 

The consistency requirement for which one transaction is responsible is specified by 
the consistency model. The consistency model covers the range of requirements that 
an application has. The spectrum of the consistency requirements forms a variety of 
consistency models from weak to strong requirement models. One of the consistency 
models is eventual consistency.  

The concurrency model, on the other hand, is a means of implementing consistency 
requirements, that is, consistency models. An ACID transaction is one kind of concur-
rency models. The other examples of concurrency models are transactional replica-
tion, queuing, and reader/writer lock. The concurrency model is chosen suitably by 
the design of application architecture to satisfy the consistency models that the cloud-
based applications require. 

The implementation of the concurrency models are illustrated by the examples 
from the concurrency control provided by data stores, for instance, a row-level ACID 
transaction by a key-value store, to a reader/writer lock design pattern inside the Web 
service implementation, and the queuing by which Web service requests are serialized 
at a Web service interface. And a cloud-based application client as the Web service 
consumer, runs the pipeline of functions which work concurrently and in parallel to 
consume the Web services provided by the cloud. This example is the hierarchy of the 
concurrency models in the cloud-based application architecture which affects the 
decision of an overall scalability design. 

3   Conclusion 

We face the complication of composing a lot of software technologies and develop-
ment practices in developing the cloud-based applications. Data-centric approach for 
data design, service orientation for domain and functional decomposition, object  
orientation for logic design, component orientation for maintenance and deployment, 
and use cases to drive the overall development process. In addition, we must consider 
functional paradigm for parallel executions and asynchronous communications, and 
multi-paradigm design for the variability of application requirements. Here among 
others, we should see asynchronism and inconsistency that global large-scale  
distributed systems inherently have. These natural “features” make synchronous 
communications and ACID transactions ideal assumptions to simplify the system 
design. The development of the cloud-based applications breaks these assumptions. 
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The development procedure in this paper is one of the realistic methods which do not 
assume these ideal situations. 
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Abstract. Web APIs are offered in many Web sites for Ajax and mashup,
but they have been developed independently since there is no reusable
database component matched to Web applications. In this paper, we pro-
pose WapDB, a novel database management system for rapid develop-
ment of Web applications. WapDB is designed on Atom, a set of Web API
standards, and provides several features required for Web applications, in-
cluding efficient access control, an easy extension mechanism, and search
and statistics capabilities. By introducing WapDB, developers are freed
from the need to implement these features as well as Web API process-
ing. In addition, the design totally follows the REST architectural style,
which gives uniformity and scalability to applications. We develop a proof-
of-concept application with WapDB, and find that it offers great cost ef-
fectiveness with no significant impact on performance; in our experiments,
the development cost is reduced to less than half with the overhead (in use)
of just a few msec in response times. WapDB is being used to develop new
services in NTT Communications.

1 Introduction

Web APIs are a set of interfaces designed to support interoperable machine-to-
machine interaction over HTTP. They have been developed for Ajax as well as
mashup-based Web applications. Ajax improves the user’s perception of inter-
activity by enabling clients (typically, JavaScript codes) to retrieve data from a
server’s API without blocking the user’s interaction. Mashup-based applications
combine data retrieved from multiple Web APIs to create a new service. Mashup
has become popular in the last few years by virtue of its rapid integration.

In the early 2000’s, developers had to design their own Web APIs. These
APIs permitted similar CRUD operations against Web resources, but they dif-
fered from each other because of the lack of standards. In the middle of the
2000’s, IETF released a set of standards called Atom [1,2], which offers a unified
approach to Web APIs for the CRUD operations. Recently, several Web APIs
have been designed around Atom.

Unfortunately, developers are still forced to develop their own data store.
Some data stores equipped with Atom have been developed (e.g. mod atom [3]
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and AtomServer [4]), but they provide neither efficient access control nor easy
extension methods. The lack of access control yields inefficient filtering of outside
data stores against search results, and the lack of an extension method prevents
developers from adding extra functionalities. As a result, Atom stores are rarely
used, thereby increasing the development cost of applications with Web APIs.
We believe that this continued reinvention of the wheel should (and can) be
avoided.

In this paper, we propose a novel database management system called WapDB
for the rapid development of Web applications with APIs. Since applications are
allowed to interact with WapDB directly via a Web API (an extended Atom pro-
tocol), there is no need to translate the API into SQL; developers are released
from the need to re-implement the API processes. Moreover, WapDB has the fea-
tures essential for Web application development including an efficient access con-
trol model, an easy extension mechanism, and search and statistics capabilities. It
is designed following the REST style [5], which gives uniformity and scalability to
applications. We implement this new database management system and develop a
proof-of-concept application, a photo-sharing service, with it. Experiments reveal
that it offers great cost effectiveness with no significant impact on performance.

The design concept of WapDB is largely oriented towards applications like
social networking and photo-sharing services, since they often offer Web APIs.
We, however, believe that it will be adopted by a wide variety of other services
because of its generality. We focus on applications in which data is accessed
mostly through Web APIs. Such an architecture brings design simplicity as well
as better interactivity [6].

2 Background

2.1 Web Application Architectures

Figure 1(a) depicts an example of traditional Web sites that follow the multi-tier
architecture. Client requests are processed by a logical tier component (e.g. an
application server), which makes responses by retrieving resources from a data
tier component (e.g. a RDBMS). While the logic tier component implements its
own business logic that depends on service, the data tier component provides
common CRUD operations through well-defined interfaces (e.g. SQL). The data
tier component can be reused, thereby reducing the development cost.

Web applications that provide APIs have a different architecture, as shown
in Fig. 1(b). While the whole server-side works as a data tier, business logic is
moved to the client-side. Clients (typically, JavaScript codes running on a Web
browser) are allowed to dynamically update pages by requesting for resources
through the API. Unfortunately, application servers are not reusable despite
their similarity.

2.2 Atom Format and Protocol

Atom is often called a RESTful Web API, since it follows the REpresentational
State Transfer (REST) architectural style [5]. In RESTful APIs, operations are
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(a) Traditional Web sites

(b) Web API applications
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(c) Web API applications with WAPDB

Fig. 1. Examples of Web site architectures. (a) The traditional architecture places
business logic in the server-side logic tier. (b) The architecture for Web API applications
moves business logic to the client-side, and the application server handles access control
and API processing. (c) The architecture of WapDB (discussed in 4) makes access
control and API processing reusable, thereby reducing the development cost for the
application server.

simply specified by pairs of an HTTP method and a URI. Servers are not allowed
to keep any state for clients for parallel processing. RESTful Web APIs have been
gaining popularity because of their simplicity, interoperability, and scalability.

Atom is the only RESTful standard for which a protocol as well as a format
has been published. The CRUD protocol is called Atom Publishing Protocol
(AtomPub) [2], and the format is referred to as Atom XML [1]. Atom is highly
extensible, because it is designed as a basic instruction set for building other Web
APIs; its extensions include Google Data APIs (GData) and Windows Azure
REST API. Figure 2(a) presents the abstract resource model in Atom; data
called members are organized in containers called collections. They are linked as
shown in Fig. 2(b); the service document has links to collection feeds, which link
to members in the same collection. For member creation, only a media resource
is transferred from a client to the server, which generates the associated media
link entry automatically. It is not allowed to create, update, or delete multiple
members at a time.

3 Requirements

Before presenting the requirements for WapDB, we briefly discuss the data
model and ACID properties in the REST style. Web resources follow a hier-
archical model, not the relational model, as Atom follows a fixed hierarchical
model (i.e. collection and member). Atomicity (A of ACID) is limited to trans-
actions of a single operation, because RESTful servers are not allowed to keep
state between operations.

The following are the requirements faced by WapDB.
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(a) Abstract model (b) Link structure
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Data
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Collection
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Fig. 2. Resource model in Atom. (a) Members are organized in collections in the ab-
stract resource model. (b) The service document links to collection feeds, which link
to members in the same collection. Each member consists of a media resource (data
itself) and a media link entry (metadata written in Atom XML), as depicted in the
left-side collection. If the data is a text resource like HTML, it can be embedded in a
content element in Atom XML, as shown in the right-side collection.

Reusability. Improving this property is the main force motivating this paper,
since it reduces the development cost. As shown in Fig. 1, WapDB is required
to offer Web API processing and access control mechanisms. In order to reuse
WapDB in actual services, their own requirements such as advertising, search,
and statistics, are allowed to be incorporated.

Efficient access control. WapDB cannot be used for account management
because of the limitations placed on transactions. This implies that user ac-
counts are managed in a traditional RDBMS, while Web resources are stored
in WapDB. Since access control requires account information as well as Web
resources, distributed join operations are inevitable between the RDBMS and
WapDB. Efficient join operations need a query execution plan that minimizes
communication costs (e.g. traffic and round trips) [7, Chap. 7–9]. In addition, the
access control model should take advantage of user relationships (e.g. friends).

Easy extension. WapDB is required to provide an easy function extension
mechanism. Extension should be possible without source code. Moreover, no
restrictions should be placed on the programming languages used to develop
extensions. In this paper, we assume that WapDB would be extended mainly for
resource modifications in CRUD operations, such as advertising and metadata
addition.

Search and statistics. Search and statistics are essential functions in most Web
applications. They should be built-in since they require additional indexes and
tables, even though WapDB should have an extension mechanism. Furthermore,
it is preferable that they be simple and suit Web resources.
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Fig. 3. Design of WapDB. (a) WapDB consists of a controller that handles access
control and API processing, and a full-text index and storage that together manage
Web resources. (b) Our access control model, which efficiently executes distributed
join operations; Joe sets “friends” visibility to his resources, which allows Kate (Joe’s
friend) to access them in this example. (c) Trigger-like extension mechanism, in which
the posted resource is transferred to the action server that provides extensions if the
request matches the corresponding event.

4 Design

4.1 Architecture for Reusability

WapDB prevents application servers from handling Web APIs, thereby reduc-
ing the development cost. As shown in Fig. 1(c), WapDB is placed behind
the application server. Upon receiving a request for Web resources in WapDB,
the application server authenticates the request if needed, and forwards it to
WapDB with additional headers for access control as described in Sect. 4.2.

Figure 3(a) shows the configuration of WapDB. The controller is an HTTP
server that executes access control and API processing. The full-text index (a
search engine) and storage are used to manage Web resources. They can be a
single component or distributed among multiple machines (fragmentation of the
index and/or storage is beyond the scope of this paper). For a write query, the



332 T. Inoue et al.

(1)

WAPDBApp. server

R’ =result = R’ R’

user friend ... key uri friend body
joe {kate}

kate {joe,meg,tom}

1 /photo/joe/son.jpg joe

...

...

User table @ RDBMS Resource table @ WAPDB

friend user=kate

(2)

R’’ = key,friend

...

R’’

R’’’ = friend user=kate R’’’

result = R

key

keyresult

(3)
U’ = Π user=katefriend

U’

result
result = friend

σ: selection operator

Π: projection operator

: join operator

U: user table (relation)

R: resource table (relation)σ U

σ UR’’

σ

R’’’

σ U
U’

q: search query

Π

q R

q R

σ

Π

σq R

Fig. 4. Three possible execution plans of distributed join operations for access control
in the example of Kate’s finding her friends’ resources. The operations are managed
by the application server between the user table in the RDBMS and the resource table
in WapDB (the tables are not normalized due to space limitations). (1)st plan creates
excessive traffic R’. (2)nd plan requires an extra round trip. (3)rd plan reduces the
traffic and requires no extra round trip.

controller updates the index and saves the posted resource into the storage. For
a search query, the controller searches the index and retrieves the corresponding
resources from the storage.

This architecture (Fig. 1(c) with Fig. 3(a)) degrades latency, since messages
must pass through more machines. The impact of this is evaluated in the exper-
iments in Sect. 5.

4.2 Efficient Access Control Model

Assuming that users are allowed to access the resources of their friends, we first
discuss a query execution plan for distributed join operations. Account informa-
tion is managed in a RDBMS, while Web resources are stored in WapDB. A
write query poses no significant difficulty, since it involves just a single resource.
On the other hand, a search query can involve a large amount of resources, and
so an efficient plan is imperative for minimizing the cost of the distributed join
operation. Figure 4 shows three possible plans.

1. The first plan is sending the entire set of matched resources to the application
server from WapDB, and filtering them at the server. Unfortunately, this
creates excessive traffic, R’, between the server and WapDB.

2. The second plan utilizes semi-join; it returns only the primary key and friend
columns; filtering is done at the server followed by retrieving the body of the
desired resources from WapDB. This plan reduces the traffic unlike the first
plan, but does require an extra round trip.
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3. The third plan is sending user’s account information (e.g. friend list) to
WapDB and filtering resources in the search process. The account informa-
tion, U’, is much smaller than search results, R’, and no extra round trip is
required. Moreover, complicated joins do not need to be implemented in the
application server.

We choose the third plan, since it yields low communication cost for most queries.
The existing Atom stores, such as mod atom and AtomServer, cannot execute
our plan since it requires the join operation shown in Fig. 4(3).

Next, we discuss the detailed behavior of our access control model in Fig.
3(b). In the model, a user has the privilege of setting the visibility of all his/her
resources. The visibility has a three-grade scale, “only me”, “friends”, or “ev-
eryone”. The visibility is stored in the RDBMS with account information. For a
write query, the application server authenticates the query, and forwards it with
the X-WapDB-User header containing the authenticated user name. WapDB
finally stores the resource into the resource table; the friend column contains
the reserved term indicating “everyone”, otherwise the user name. For a search
query, the server authenticates the query, and forwards it with the X-WapDB-
User and the X-WapDB-Friends headers. The latter includes the user’s friends
whose visibility is “friends”. Finally, WapDB executes a search over resources
whose friend column contains the user name, one of his/her friends, or the re-
served term for “everyone”, by adding a filtering predicate to the original query
(friend IN (...) in Fig. 3(b)).

Our model follows the REST style, since it introduces no state management.

4.3 Trigger-Like Easy Extension

WapDB provides easy extension through a trigger-like mechanism. Triggers are
commonly supported in RDBMSs; SQL actions are executed in response to cer-
tain events if given conditions are met. They are often used to log changes and
execute business rules. Since WapDB follows the REST style, our triggers are
provided in the RESTful way; events are specified by a pair of HTTP method
and URI, and actions are implemented as HTTP servers. For simplicity, con-
ditions are not specified. Triggers of WapDB are row triggers, not statement
triggers, since it is not allowed to edit multiple resources (rows) at a time.

Figure 3(c) is an example of trigger processing upon receipt of a request for
creating a new resource. WapDB controller evaluates the posted resource, and
generates an associated media link entry if needed. The resources are forwarded
to all action servers whose events are matched to the request. The action servers
process the resources, which are returned to the controller. The controller finally
saves the returned resources into the index and storage.

Since WapDB and action servers are loosely coupled through HTTP, the
programming languages used are not restricted. Trigger overheads, extra round-
trips and other XML parsing operations, are evaluated in the experiments.
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Table 1. Key query parameters in GData

Name Description
q Full-text query string.
/-/<category> Category filter.
author Entry author.
updated-min, updated-max Bounds on the entry update date.
start-index 1-based index of the first result to be retrieved.
max-results Maximum number of results to be retrieved.

4.4 Search Queries and Frequency Distribution

WapDB uses the GData query model because it has a proven track record,
has been operational for several years in Google, as well as being simple and
Atom-friendly. Table 1 presents some of the GData query parameters (they are
expressed as HTTP URIs). Clients are allowed to select resources with full-text
search and range queries for key Atom elements. Results are sorted in descending
order of last modified time. If the number of results per page is limited, a link
to the next page is given with the start-index parameter in the results.

WapDB also provides frequency distribution of categories for every collection.
Frequency Distribution is a basic statistic; it is often used to create rankings and
tag clouds. The distributions are shown in the service document.

5 Experiments

5.1 Implementation

We implemented a prototype of WapDB on the LAMP (Linux, Apache, MySQL,
Perl) stack with the search engine named infobee/evangelist [8]. MySQL was used
as the storage engine. We also developed a proof-of-concept application, a photo-
sharing service (Fig. 5(a)). WapDB manages photos (media resources) and their
metadata (media link entries). Two triggers are fired on creating and updating
resources. One is for advertising; it inserts an ad matched to the photo’s category
into the media link entry. The other trigger extracts the location from the photo’s
Exif data, and adds it to the associated media link entry. The application works
well with the Atom client named Windows Live Writer.

The server-side consists of three machines; each of them runs an application
server with the RDBMS, three components of WapDB, and two action servers.
All machines have a quad-core processor (Intel Xeon 2.13 GHz), and are con-
nected by Gigabit Ethernet.

5.2 Evaluation

We developed the application with and without WapDB, which are based on
architectures of Fig. 1(c) and Fig. 1(b), to evaluate the cost effectiveness and per-
formance overhead of our proposal. Figure 5(b) shows the lines of code needed to
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Fig. 5. Experimental results. (a) An image of the proof-of-concept application. Photos
and tag cloud are drawn by Ajax through Web API. An advertisement matched to
the photo categories and the location at which the photo was taken, are added by
triggers. (b) Lines of code for the proof-of-concept application, developed with and
without WapDB. (c) Response time in the application with and without WapDB (1st,
50th, and 99th percentiles are plotted). (c-1) Response time for resource creation. (c-2)
Response time for a category query.

create the application. The number of lines was reduced to less than half by intro-
ducing WapDB in our experiments. This is mainly because WapDB eliminates
the need to implement Atom processing, access control, search, and statistics. We
implemented only business logic at the client, account management and header
manipulations for access control at the application server. Actual development
period was reduced by roughly half. We found no difficulty in developing the
action servers thanks to recent advances in Web application frameworks (e.g.
Ruby on Rails and Catalyst); it required only 168 lines of code.

Next, we observed the response time for evaluating performance overhead. The
response time was measured at the client for creating a resource and searching
for the resources of a specified category (i.e. /-/<category> in Table 1). While
the posted resources were photos with average size of 120 KB, the associated
media link entries were 4.0 KB in size on average. The client received top 10
entries at most for each category query. We repeated the measurements 1000
times and determined the 1st, 50th, and 99th percentiles.

In addition to implementing the application twice (i.e. with/without WapDB),
we introduced another implementation named WapDB* in order to distinguish
between the overhead of the new architecture and that of triggers. In this im-
plementation, the application was developed with WapDB based on the archi-
tecture of Fig. 1(c), but triggers were not used (advertising and Exif extractor
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were implemented in the application server). For resource creation, new architec-
ture overhead is the difference between response time of “without WapDB” and
that of “with WapDB*”, while trigger overhead is the difference between “with
WapDB*” and “with WapDB”. In terms of searching, new architecture overhead
is the difference between “without WapDB” and “with WapDB”.

Figure 5(c) depicts the response time for each implementation. The figure
shows that the overhead of WapDB is not significant; on average, new archi-
tecture overhead is 7.5 and 6.7 msec for creation and search, respectively, while
trigger overhead is 22.0 msec. The impact of searching can be considered even
smaller in practice, because some results would be retrieved from cache servers.
Although trigger overhead is slightly larger, it does not matter because write
queries are much less common than read ones.

6 Conclusions

This paper introduced WapDB, a novel database management system with Web
APIs for the rapid development of Web applications. We designed WapDB as a
highly reusable database component for reducing the development cost. WapDB
removes from developers the need to reinvent Web API processes. In addition,
WapDB provides common features in Web applications, such as efficient ac-
cess control, an extension mechanism, and search and statistics capabilities. We
developed a photo-sharing service by using WapDB. Experiments revealed the
great cost effectiveness provided by WapDB; the number of lines was reduced
to less than half. In addition, the performance overhead was no more than ten
msec for searching, and several tens of msec for creating a resource even if trig-
gers were used. We are currently developing new services with WapDB at NTT
Communications. Finally, we would like to thank Dr. Onizuka, Mr. Okabe, and
Mr. Sawamura for their kind support.
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Abstract. In today’s dynamic IT environment with increased global competi-
tion, enterprises must achieve greater business agility and decrease the TCO 
(Total Cost of Ownership) of their system for service. As the need for innova-
tive software circulation process emerges, SaaS (Software as a Service) is in-
troduced for integrating software service framework. But most of current ASP 
(Application Service Provider) Players have difficulties to migrate their systems 
to SaaS Platform for the lack of maturity model and process. In this paper, we 
have surveyed several cases of SaaS service, and we identified the common key 
functions of SaaS service. We contend that the practical maturity model is a key 
enabler for achieving migration to innovative SaaS service platform. To assist 
in building our SaaS maturity model, we defined two important axes of maturity 
model and introduced the detailed components of each phase with the reference 
architecture which contains the essential activities according to the common 
functions of SaaS service.  

Keywords: SaaS Service, ASP, Maturity Model, Software Business. 

1   Introduction 

The economical, social, and technological development in the computing environment 
triggers big changes in the software business. The emergence of Web and its infra-
structure has become an integral part of enterprise computing and continues to give 
both new opportunities and challenges to the software providing vendors. Intuitively, 
the development of IT technology and business environment gives a significant influ-
ence on software business as well as software itself. Traditional business paradigm on 
software is evolved due to the rapid change of IT technology, and it also brings the 
change of the type of service and technology. This paradigm shift in software busi-
ness is categorized into four key parts of core service component such as data, system, 
service, and business. 

The emerging of SaaS is one of the results which are derived by paradigm shift. 
Based on the changes of software business environment, a number of current ASP 
players have tried to advance to new paradigm with SaaS service component.  
However, there are still some challenging issues due to the lack of adequate growth 
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strategy and proper guideline for adapting the characteristics of SaaS service in their 
current service model. In this respect, we believe that a SaaS service architecture  
based on a general SaaS maturity model is an enabler of a myriad of current ASP 
players who want to adapt the concept of SaaS service. 

In this paper, we survey several cases of current SaaS service, and identify the 
common key functions of SaaS service to build successful SaaS service from their 
service model. Second, we define our general SaaS maturity model and the detailed 
components of each phase of our model with two important axes. Finally, we propose 
the SaaS service architecture which contains the essential activities according to the 
common functions of SaaS service. 

2   Related Work 

It’s a common experience among software companies today with increasing cost 
pressure, high customer expectation, and global competition all placing new demands 
on development and delivery processes. SaaS is a software delivery model where 
instead of purchasing the software and implementing, users can rent the software on a 
monthly cost-per-user or usage basis and can scale up or down as needed [1]. There 
are some representative SaaS vendors including Microsoft, Google, Salesforce.com, 
and Amazon which provide successful service cases. They have different strategies to 
catch up the paradigm shift toward SaaS respectively. 

However, nowadays, it seems that software vendors have reached a consensus that 
SaaS model can be achieved in an incremental way. Several research groups have 
reported characteristics and maturity model for SaaS service platform. Microsoft 
characterizes configurability, multi-tenancy, scalability as key criteria of SaaS matur-
ity model [2]. Forrester group also presented 6 levels of maturity model from tradi-
tional ASP to SaaS service model [3]. In addition, SaaS has been intensively studied 
with the academic point of view. A number of academic researchers have analyzed 
principal aspects of SaaS model, and also, have reported several features and advan-
tages with both customer’s and enterprise’s perspectives [4-6]. Actually, SaaS is a 
complex business model which has many role players such as customer, developer, 
vendors, and so on. Therefore, some researches argued processes and interactions 
between them [7-8], and also, some researchers introduced lesson learned of imple-
menting SaaS [9-11]. There also have been discussions about the maturity of SaaS 
model [12]. 

The rest of this paper is organized as follow. In section 3, we examine current SaaS 
service cases and identify common features of SaaS service according to the research 
methodology to find out key enablers for SaaS service model. In section 4, current 
SaaS maturity models are introduced and compared with our maturity model. A detail 
activities and architecture based on the maturity model is presented in section 5, and 
finally we draw our conclusion in section 6. 

2.1   Research Methodology 

Our research methodology consists of three steps - Deriving SaaS Service Functions, 
Defining SaaS Maturity Model, and Establishing SaaS Service Architecture. 
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Generally SaaS service consists of core functions which represent the properties of 
SaaS service. In this phase, we derived some common key functions of SaaS service 
through the survey of several cases of SaaS vendors. Moreover, we have analyzed the 
current maturity model for SaaS service such as Microsoft’s and Forrester’s model. 
Considering these approaches, we defined the important axis and our maturity model 
based on these axes according to the incremental development phase. The last step is 
establishing SaaS Service Architecture according to maturity model. In order to make 
practical methodology to build SaaS Service, we categorized the technical activities 
which constitute the role of each layer on the maturity levels. 

3   An Analysis of SaaS Service 

Since definition of SaaS is shown as various meanings according to researchers, we 
adapted the meaning of SaaS service through the Gartner Group as follows: “software 
that is owned, delivered and managed remotely by one or more providers. The pro-
vider delivers an application based on a single set of common code and data defini-
tions, which are consumed in a one-to-many model by all contracted customers, at 
anytime on a pay-for-use basis, or as a subscription based on usage metrics.” [8]. In 
other words, SaaS is a service-oriented framework with high deployment efficiency 
and supportable platform where ASP focused on architecture-oriented solutions with 
low deployment efficiency relatively. In this section, we discuss several cases of cur-
rent large SaaS vendors which have their own characteristics of functionalities of 
SaaS service, and derive the essential common functions to build successful SaaS 
service. 

3.1   Case Study: In Case of Current SaaS Service Vendors 

Nowadays, the marketplace of SaaS service is mostly lead by international large soft-
ware vendors and traditional solution provider for enterprise. We selected four major 
vendors as the successful cases of current SaaS service and surveyed the characteris-
tics based on our conceptual SaaS service characteristics. Table 1 shows a summa-
rized result of present condition of four SaaS service vendors. 

3.1.1   Amazon: Service Infrastructure 
Amazon provides SaaS service in terms of Amazon Web Services. It mainly focus on 
providing computing resources to users rather than a separated web-based application 
so that it gives customers various business application on their service infrastructure 
that is based on cloud computing paradigm. The goal of Amazon’s SaaS service can 
be summarized by these terms: Cost-effective, Dependable, Flexible, and 
Comprehensive. In order to achieve the goals of Amazon Web Services, they settled 
various service types from business infrastructure to Web search and on-demand 
workforce. A distinct characteristic of Amazon Web Service is to give the opportunity 
to ISVs (Independent Software Provider), where the main targeted user of other 
vendors is end-users themselves who use the applications on the SaaS framework. 
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3.1.2   Salesforce.com: Platform as a Service  
The SaaS service of Salesforce.com can be summarized as Force.com platform. It is a 
multi-tenant on-demand business platform which consists of service component and 
process. The biggest difference of the strategic directions of salesforce.com is to be a 
solution provider to enterprise with multi-tenant support platform. The whole service 
process of Force.com service aimed to achieving the next level of current SaaS, which 
is called PaaS (Platform as a Service). It means that PaaS should be able to provide 
the tools for developing on-demand applications easily on the Web-based infrastruc-
ture as well as using and distributing the solutions. 
 
3.1.3   Microsoft: Software+Service 
The main target users of Microsoft are customers who have used Microsoft’s package 
software such as Windows and Microsoft Office. They try to add the service strategy 
based on the web to existing software in comparison with the other vendors who pro-
vide their service through network by using Web browser. This strategy is called 
Software+Service. The strategic directions of Microsoft are categorized into four 
parts: Unified Experience, Server and Cloud, Tightly Coupled System, and Multiple 
Business Model. By adapting these strategies, Microsoft tries to get flexibility and 
availability on service process from building service with software to software  
distribution. 

3.1.4   Google: Service on the Web 
Google provide SaaS service as the set of Google application named GoogleApps. It 
provides communicate and connect service through Web browser, and they are inter-
linked by collaboration process of Google Application such as Google Docs and 
Google Sites. In order to use their infrastructure and ability to search on the Web, 
Google tries to organize user’s service via Web application development environment 
named Google Apps Engine. Most of Google SaaS service is supposed in the form of 
distributed APIs to guarantee effectiveness, flexibility, and easiness of application 
usage. 

Table 1.  Summarization of SaaS Service Vendors 

Vendor Service Description Business Model Origin Strategy 

Amazon 
Computing 

Resource Providing 
Amazon 

Web Services 
Web Service 

Service 
Infrastructure 

Salesforce Web-based CRM Force.com 
Web service / 

CRM 
Platform 

as a Service 

Microsoft 
Personal / 

 Office Tools 
Microsoft 

Office Live 
Package  
Software 

Software 
+Service 

Google Web Office Tools Google Apps 
Web-based 

Service 
Service 

on the Web 

3.2   Common Functions of SaaS Service 

By surveying representative cases of current SaaS service, the common functions are 
established which could be used for building standardized SaaS platform. We classi-
fied each function into technical and business functions as follows. 
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Table 2.  The Common Functions of SaaS Service 

 
3.2.1   Technical Functions 
It means a set of functions which are related to technical issues of SaaS service such 
as database management, configurable user interface and business workflow, and 
integration technology. We expand the concept of the feature in their maturity level 
with Standard Support, Integration, and Security based on the features of Microsoft’s 
maturity model such as Multi-Tenant Support, Configuration, and Scalability. 
 
3.2.2   Business Functions 
Business function is another important issue because software vendors should provide 
proper business model to customers and guarantee the continuity of business activity 
on their service platform with performance.  We divide the business functions into 
four categories such as Market, Scalability, Development, and Communication area. 
Each category also contains list of detailed functions, which can support availability 
of core business competency.  

4   SaaS Maturity Model 

The strategic positioning of current SaaS services are promoted in different ways 
according to platform openness to partnership and their original service type such as 
packaged software or Web-based service. Nevertheless, current maturity models have 
not been able to present concrete procedures due to ambiguous definition of maturity 
levels. In this section, we introduce two maturity models from Microsoft and Forres-
ter research group as examples of current maturity model for SaaS service. 

Business Function 
Open Marketplace 
Application Selling 

Business Model 
SLA Adaptation 

 and Support 

Market 

Service Billing Policy 
Guaranteed Performance 

Scalability Monitoring Tools for 
Availability and Performance 

Development Toolkit 
Providing 

Application 
Release Process Development 

Integrated Development 
Platform 

Supporting Community 
for Users Communica-

tion 
Partnership Policy 

Technical Function 
Shared Database and Service 

Predefined Database Extension 
Multi-tenant

Support 
Distributed Database Schema 

User Interface 
Workflow and Business Rule 

Customizable Data Model 
Configuration

Metadata Set 
Scaling The Application Scalability 

Scaling The Data 
Standard Business Data Model 

Business Standard Platform 
Standard 
Support Standard Development API Set

Mash-up API 
Web Service 

Service Connector 
Integration 

Multi-Platform Support 
Authentication 
Authorization 
Security Proof 

Security 

Tailored Security Policy 
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Microsoft’s maturity model is a sort of incremental development model through in-
tegration between functional features of SaaS. There are four level of maturity level 
such as Ad hoc/custom, Configurable, Multi-Tenant, and Scalable. Ad hoc level 
represents traditional ASP model with customizing to each individual users. At con-
figurable level, users do not need to modify the application in the code level where 
multi-tenant architecture and tenant load balancer support the adaptation of various 
customers’ requirements. Despite of the well-defined incremental structure, it is still 
ambiguous to measure ASP vendors’ availability due to the lack of detailed concepts. 

Forrester’s model is similar to Microsoft’s maturity model, but it contains six de-
grees of incremental development. At level 0 and 1, it can be mapped into current 
ASP players who handle their business manually with single or similar application to 
multi clients. At level 2 and 3, it can be called SaaS service because most of the ven-
dors provide configured solutions with multi-tenant environment via packaged or 
Web-based distributed application. Level 5 and 6 contains custom extensions and 
dynamic composition so that service provider can compose user-specific applications 
with custom extensions in a multi-tenant environment. However, it also does not 
suggest the detailed incremental process of evaluation. 

4.1   The Axis of Maturity Model 

We decide the axis of maturity model as the core criteria for measuring the degrees of 
evaluation; service component axis and maturity level axis. We defined the service 
component as the core features of structuring software business, where each compo-
nent corresponds to higher or lower layers of components. Moreover, we categorized 
our maturity levels which stand for the current situation of availability for ensuring 
SaaS service into four levels. In general, each level represents the fundamental foun-
dation which is needed to evolve to next level in the model. Fig. 1 shows the sum-
mary of our service component and maturity level axis. 

 
Fig. 1. The two axes of maturity model: Service Component and Maturity Level 

4.2   Maturity Model 

Combining with two axes we discussed above, we build a general SaaS maturity 
model in Fig. 2 as a set of keywords that represent the core requirements. In detail, the 
components on the maturity model have technical activities which consist of the 
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structure of service component. The following sections describe the concrete figures 
which are mainly discussed as essential component of our SaaS maturity model. 
 
4.2.1   Ad Hoc Level 
Ad hoc level is similar to current Ad hoc system with simple ASP business model. In 
this level, most of ASP players are concentrating on dedicated database and schema in 
data layer and schema without respect to content sharing and multi-tenant environ-
ment. System layer also consist of Ad hoc multi instances which use different applica-
tions by users. The service layer has separated system integration on Web interface 
mainly, where the detailed functions of the services are materialized by various re-
quirements of customers. Finally, the business process such as SLA on Ad hoc level 
mostly depends on the simple contraction that reflects the necessity of separated users 
without any concrete policies. Many service providers have failed to find the proper 
ways to build SaaS service model and still have stayed in this level. 

 
4.2.2   Standardization Level 
Standardization level aims to provide shared service with the discrete instances of 
user’s application and configurability. We define other features of data and business 
layer as sharing contents and standardized service policy. In this phase, customers use 
shared and publicized database with dedicated data schema. System layer support 
configurable single instance and single tenant so that users build their service model 
within predefined instance that is given by service provider. With respect to custom-
ize applications, service layer also has configurable options in service software. In 
addition, the standardized methods are needed in the last business level of our matur-
ity model. Despite of the conspicuous features which show the typical characteristics 
of SaaS service, it still does not support multi-tenant environment, one of the most 
important issues of SaaS platform. 

 
4.2.3   Integration Level 
The third level of our model is integration. It contains the entire feature of former two 
levels while it focuses on actualizing multi-tenant environment. In other words,  
database schema is shared as well as database itself in the data layer in order to ac-
commodate multi tenant simultaneously. In the system layer, multi tenant supporting 
platform is provided with single instance. It means that user’s systems should use 
predefined common instance with simple configurable options where the various user 
functions are achieved by service combination such as Web service and mash-up. 
Lastly, business layer focuses on realizing measurable SLA adaptation with standard-
ized scheme. In general, most of current SaaS vendors concentrate their ability to 
build multi tenant service process with service connection as the key factors of  
successful SaaS service we described above. 

4.2.4   Virtualization Level 
We believe that the ideal approach to reach real SaaS service is virtualization. For 
achieving virtualization on the data layer, entire database and its schema should be 
constructed upon distributed computing power such as cloud computing. It aims  
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to realize optimized multi-tenant environment through well-defined set of metadata. 
In the system layer, the system space is transformed into virtual concept with  
load-balancing system. With the measurement of a quantity of service used, service 
providers can allocate the computing power dynamically to the users’ systems on the 
virtual space. Similar to integration level, a set of function is given by interlinked 
service combination whereas business process covers the requirements of users in-
stead of customization in code levels. It is generally considered that the service archi-
tecture on full-SOA can achieve the goals of service layer on virtualization level. 
Finally, business layer on this level is represented by optimized SLA adaptation. Ser-
vice provider can use flexible and dynamic methods for measuring the amount of 
service used so that they ensure the optimization of SLA policy to their customers. In 
conclusion, virtualization level mainly focuses on maximization of practical use of 
resources via service modulation and encapsulation. 

 

Fig. 2. General SaaS Maturity Model 

5   SaaS Service Architecture 

Considering the gap between the ideal figure of SaaS service and general business 
model of ASP players, referenceable SaaS service architecture is able to help service 
providers decide the service model and its development process in practical ways. We 
will present our SaaS service architecture roughly in terms of general service process 
and the major activities of SaaS service.  

5.1   Major Activities of Maturity Model 

Assuming the role of SaaS maturity model, the abstract definition of each level is 
converted into technical activities with hierarchical structure which constitute the 
structure of service architecture. As the same ways, second level activities can be 
described with lower level activities. Table 3 summarizes a part of the major activities 
on our maturity model. 
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Table 3. A Part of Major Activities on SaaS Maturity Model 

 Data System 

Virtualization 
Metadata Management 
Data Structure Optimization 

System Provisioning 
Resource Optimization 

Integration 
Data Structure Management 
Data Model Management 

Resource Management 
Resource Measurement 

Standardization 
Database Performance Management 
Database Security Management 

System Composition Management 

 Service Business 

Virtualization 
Service Optimization 
On-Demand based Business Process 

SLA KPI Optimization 

Integration 
Standard Service Distribution 
Service Reuse Measurement 

SLA KPI Measurement 

Standardization 
Software Quality Management 
User Requirement Management 

Standard SLA template production 

5.2   Reference Architecture 

Based on the service activities described above, we design SaaS service architecture 
and its service process. Our service architecture is a middleware between service 
users and service vendors, where the SaaS service platform in the architecture consist 
of three parts such as data, system, and service. Each part of service platform guaran-
tees the core competencies of SaaS service. Fig. 3 describes a big picture of SaaS 
service architecture with the flow of business process.  

 

Fig. 3. SaaS service architecture 

6   Conclusion and Future Work 

This paper reviewed the SaaS service model and offered a practical SaaS maturity 
model and the service architecture with core functionalities of SaaS service. From our 
analysis described in previous sections, we concluded that the challenging issues of 
migrating current ASP service to SaaS can be solved incrementally by adapting the 
concept of our maturity model with two important axes. 

Our maturity model only considers 2-dimension axes such as service component 
and maturity level. We believe that expanding the maturity model with n-dimension 
axes according to the organizations or characteristics of enterprise can contribute for 
designing future SaaS platform. In addition, we also aim at implementing real SaaS 
service platform with our maturity model and architecture with service process. 
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It is essential for enterprises to provide a strong and steady vision of SaaS service. 
However, existing approaches are still too general to design the detailed business 
process. We believe that the maturity model should give a concrete way of construct-
ing a strategy to build practical SaaS service. Based on this research, we will begin 
organizing the nature of SaaS service and refining our maturity model with core com-
petencies and more detailed requirements considering the current situation of industry 
as a whole. We also expect that our research will contribute to spread the concept of 
SaaS service within the service architecture as well as unique strategies within some 
practical semantic technology in the near future. 
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Abstract. We introduce CAMEL, a lazy view maintenance system for
social networking applications on a database server with a distributed
memory cache. System administrators can control the throughput of the
system by tuning the level of freshness of materialized views. CAMEL
employs the existing view maintenance techniques of incremental main-
tenance, lazy maintenance, and control table. In addition, CAMEL op-
timizes view maintenance performance by pushing the top-k operation
down to before join operations and by constructing a reverse index. We
evaluate CAMEL using real data from a mini-blog service. The results
show that CAMEL is 6.13 and 11.2 times faster than the method of eager
view maintenance while keeping the freshness of materialized views at
66.2% and 38.0%, respectively.

1 Introduction

Many social networking websites have been emerged and they are becoming
very popular on the Internet, such as MySpace, Facebook, and Twitter. Accord-
ing to article [1], MySpace became the most popular social networking site in
the United States in June 2006 and was the destination of 4.46% of US visits.
Facebook is also a popular social networking website and there are more than
250 million active users in 2009 [2]. Twitter has 200 thousand active users per
week [3]. Those social networking websites not only share some common features
with web applications but also have additional features that are typical to social
network applications.

First, we consider the common features of web applications: 1) high read
throughput is required, and 2) durability is necessary. To obtain high read
throughput, a distributed memory cache is widely used for web applications. A
distributed memory cache is installed on multiple machines and they are placed
between the application server and the database server. The distributed memory
cache achieves high read throughput by caching frequently accessed data on the
database server; applications can access the cached data without accessing the
database server. Durability is achieved by sending write operations directly to
the database server, at the same time cached data is invalidated by the write
operations to ensure rigid consistency. However, if we consider the features of
social networking applications, the above approach to distributed memory is
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not effective. The features of social networking applications are: 3) high write
(append) throughput is required, and 4) eventual consistency is enough, rigid
consistency is not required, since it is acceptable for users to read data with
certain level of staleness. Indeed, according to Facebook statistics [2], more than
1 billion pieces of content (web links, news stories, blog posts, notes, photos,
etc.) are shared each week. Speculation about Twitter [3] shows that there are 3
million new messages per day. Therefore, those systems must provide high write
throughput. The high write throughput invalidates the cache so frequently that
cache effectiveness decreases. Fig.11 shows a result of preliminary experiment
that examined how cache hit rate is affected by the write/read ratio of query
workload. Cache hit rate is decreased to around 60% when the ratio is 1 and
this raises the number of accesses to database server by a factor four compared
to the case when the cache hit rate is 90% (write/read ratio is 0.05).
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Fig. 1. Cache hit rate

Against this problem, we propose
CAMEL, a view maintenance system
that efficiently maintains materialized
views stored in distributed memory
cache, given that users accept cer-
tain level of staleness of views, there-
fore staleness of query results. There
is a tradeoff between the staleness or
freshness of materialized views and
write/read throughput of the system;
if users need more fresh data to be
returned, the throughput decreases.
Therefore, CAMEL provides system administrators a function to set the level
of freshness of materialized views. We focus on social networking applications
in which each user appends a new message and reads the latest k messages of
his/her friends. This query is expressed with joining message table and friend
table so as to locate all messages of the user’s friends and then perform the top-k
operation over the located messages sorted by publication date.

CAMEL consists of three major techniques as follows. First, as described
above, it provides system administrators a function to set the level of freshness
of materialized views, so that he/she can control the throughput of the system.
As long as freshness is being satisfied, CAMEL lazily maintains views stored in
distributed memory cache, so the the overhead of view maintenance is reduced
by packing multiple maintenance tasks into one task. Second, we employ incre-
mental view maintenance [4] for efficient cache maintenance, since the views for
the above query are in the equivalent class of select-projection-join(-sort) views.
There are two types of update operations that trigger the incremental view main-
tenance, 1) update of base tables of the views, such as an user appends a new
message or a new friend, and 2) update of control table of views [5]. A control
table is a table that controls which records of the views should be dynamically
materialized. Cache replacement policies are used for the dynamic update of the

1 Fig.1 used the mixed workload of message posting and friend timeline in Section 4.
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control tables for keeping the cache hit rate high. According to [5], we could get
90% of the benefit of the materialized view by materializing only 0.5% of the
rows and this reduces both the overhead of view maintenance and storage space.
Third, CAMEL improves view maintenance performance by pushing the top-k
operation down to before join operations and by constructing a reverse index.
A reverse index is an index that improves the performance of view maintenance
whose plan is executed in reverse join order of the view/query processing.

We evaluated CAMEL using real data from a mini-blog service. The results
show that CAMEL is 6.13 and 11.2 times faster than the method of eager view
maintenance while keeping the freshness values of materialized views at 66.2%
and 38.0%, respectively.

2 Preliminary

Incremental view maintenance: Incremental maintenance for views in select-
projection-join class is based on the differentiation step [4]. Consider the follow-
ing example of a join operation among two tables. Let ΔR, ΔS be inserted
records for base tables R,S and R′,S′ be the after images of R,S to which
ΔR, ΔS have been applied, respectively. The following equation can be obtained
by applying the differentiation step:

R′ �� S′ = R �� S ∪R �� ΔS ∪ΔR �� S ∪ΔR �� ΔS (1)
= R �� S ∪R′ �� ΔS ∪ΔR �� S′ −ΔR �� ΔS (2)

= R �� S ∪R′ �� ΔS ∪ΔR �� S′ ∪ΔR �� ΔS (3)

Since the first term, R �� S, in Equation (1) or (2) is assumed to be materialized
already, the reminder part of the equation needs to be processed for incremental
view maintenance. Except for the first term, notice that Equation (1) refers only
to the before images of the tables, whereas (2) refers only to the after images of
the tables. We will return to these equations in Section 3.3.

State bug problem: Either equation is applicable to eager view maintenance,
however Equation (1) is not applicable to lazy view maintenance. Since views are
maintained lazily, update operations are made to the base tables, so the before
images of the two tables, R,S, do not exist anymore. The state bug problem [6],
which produces an incorrect result, is caused by applying the equation of before
images to the after images of tables as Equation (3) shows.

3 CAMEL

3.1 Architecture

Fig.2 depicts a system architecture on which CAMEL is implemented. It con-
sists of an application server, a distributed memory cache running on multiple
machines, and a database server. The view maintenance algorithm, CAMEL, is
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Fig. 2. System Architecture

implemented by stored procedures with user-defined functions working on top
of the database server.

A query is processed as follows. It is submitted from the application server
to a certain partition of the distributed memory cache that may store the corre-
sponding materialized view of the query. The partition is located by hashing the
record key used in the WHERE clause in the query. If the materialized view is
stored there, the query is processed without accessing the database server. Oth-
erwise, the query is sent to the database server and the result is returned and is
copied in the memory cache. The materialized view is lazily and incrementally
maintained for the update of the base tables or control table (See 3.3 for details).

3.2 Application

In typical social networking applications, each user uploads messages and shares
them with his/her friends. friend timeline denotes the user’s view that lists the
latest k (10 or 20 in general) messages of his/her friends. friend timeline is
usually shown in the top page of every user in social networking applications, so
it requires high throughput and fast response time. In terms of schema design,
there need two tables, 1) message(id, user, date, body) table to store users’
messages, and 2) friend(user, friend) table to store friend relation of users:
friend is a friend of user’s. The friend timeline of user u is expressed in relational
algebra as follows:

timeline(u) = topkdate(πfriend(σuser=u(friend)) ��friend=user message) (4)

where topkatr(R) is an unary operation and the result is defined as first k records
sorted in descending order by attribute atr in relation R. For efficient processing
of the above query, we materialize the result of the above view (query) only for
users that are in relation hotspot(hotuser), which is a control table. The idea
of the control table [5] is that we can reduce the overhead of view maintenance
and the storage space by materializing only frequent view records referred from
queries. The view is defined by letting user u in the above query be any record
in hotspot as follows:

∀u ∈ hotspot.timeline(u). (5)
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The distributed memory cache partitions the materialized view by the partition
key obtained by hashing the record key in the view. In the above view definition,
hotuser attribute of hotspot table is used as the input to the hash function.

The features of social networking applications are 1) users frequently append
messages, 2) most users have around 100 friends on average2, and 3) users accept
a certain level of data staleness; we assume that they do not care so much if the
delay in updating their friends’ messages is around several minutes, because
social networking applications are not real-time applications.

3.3 Technical Advantages

Incremental view maintenance: Since the top-k operation can be interpreted
as a combination of sort and selection operations, the view defined above is in the
class of select-projection-join(-sort) views. Thus, it can be incrementally main-
tained by existing techniques [4], which is more efficient than being maintained
from scratch. There are two types of update operations that trigger incremental
view maintenance, 1) update of base tables of views, such as a user appending a
new message or a new friend, and 2) update of control table of views. We explain
how CAMEL incrementally maintains views with reference to Alg.1, which is the
pseudo-code of incremental view maintenance of CAMEL.

First, we investigate the maintenance of base tables. As an example, the in-
cremental maintenance of 100 message appends is dramatically more efficient
than the full maintenance of the message table which may contain one million
records (See the real data size in Section 4). Let Δmessage be the appended
messages. The friend timeline view is incrementally maintained according to the
following equation obtained by applying the differentiation step [4]:

topkdate(πfriend(σuser=u(friend)) ��friend=user message ∪Δmessage) =
topkdate(topkdate(πfriend(σuser=u(friend)) ��friend=user message) ∪

topkdate(πfriend(σuser=u(friend)) ��friend=user Δmessage)) (6)

Note the out-most topkdate operation on the right hand in Equation (6) is required,
since its parameter is a union of two ordered sets. When u is not in the control table
hotuser, the corresponding view of u is not being materialized, so there is no need
of view maintenance. Otherwise, topkdate(πfriend(σuser=u(friend)) ��friend=user

message) is being materialized, so CAMEL maintains the view. Logically,
CAMEL has to incrementally maintain friend timeline view for each user in ho-

tuser, as described in Equation (5). However, the optimum plan of incremental
view maintenance is not always the same plan with view processing. CAMEL
chooses an optimum execution plan as follows. According to Equation (5), which
corresponds to joining hotspot with timeline(u) that includes joining friend

and message, CAMEL has to join three tables, hotspot, friend, Δmessage

and the order of joining those tables strongly impacts its performance. CAMEL
relies on the query optimizer of the database server to choose the optimum

2 80 friends in Twitter [7] and about 150 social relationships in real world [8].
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Algorithm 1. Incremental View Maintenance
Require: updated records ΔR, target table R
Ensure: updated target table R′ and distributed memory cache
1: if (R is message table) then
2: R′ = R ∪ΔR;
3: submit query in Fig.3;
4: for all value u ∈ hotspot.hotuser do
5: locate partition in the query result by u;
6: send the partition to the corresponding memory cache located by hash(u);
7: append the partition to the cached data specified by u, and then apply topkdate

operation to the cached data;
8: end for
9: else if (R is friend table) then

10: {Do incremental view maintenance in similar way when R is message table}
11: else {R is control table}
12: if ΔR is a type of insert then
13: R′ = R ∪ΔR;
14: for all u ∈ ΔR do
15: submit query of timeline(u) defined in Equation (4);
16: send the query result to the corresponding memory cache located by

hash(u);
17: copy the query result as cached data of u;
18: end for
19: else {ΔR is a type of eviction}
20: {Only this part is triggered from the distributed memory cache when ΔR has

already been evicted from the cache}
21: R′ = R - ΔR;
22: end if
23: end if

plan by submitting an SQL query, see Fig3. The view maintenance works as
follows (lines 3-7 in Alg.1): 1) submit query in Fig.3 and obtain the query
result partitioned by each value of hotspot.hotuser, 2) send each partition

SELECT hotspot.hotuser,Δmessage.*
FROM hotspot, friend, Δmessage

WHERE hotspot.hotuser=friend.user

AND friend.friend=Δmessage.user

GROUP BY hotspot.hotuser;

Fig. 3. View maintenance query

to the corresponding memory
cache located by hashing the
corresponding value of
hotspot.hotuser, and 3) at the
memory cache, append the spec-
ified partition to the cached data
located by hotspot.hotuser, and
then apply topkdate operation to
the cached data. In addition, the

third step is simplified to append the query result to the head of the cached data
without topkdate operation, since the date of any record in Δmessage is newer
than that stored in the memory cache.

Second, the materialized view is maintained by not only the update of the
base tables, but also the update of the control table, hotspot, that are updated
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according to cache replacement policies. Notice that record eviction is triggered
by the distributed memory cache, whereas record insertion to the control table
is triggered by the database server. When a query of timeline(u) is processed,
CAMEL inserts u into hotspot table and the query result is copied in the dis-
tributed memory cache (lines 14-18 in Alg.1). For record eviction, CAMEL relies
on a cache replacement policy of distributed memory cache. In CAMEL, the dis-
tributed memory cache notifies the evicted records to the database server, so that
CAMEL can determine which update of base tables may affect the materialized
views (lines 20-21 in Alg.1).
Lazy view maintenance: We introduce a function to configure the level of
freshness of materialized views, so that system administrators can control the
throughput of the system. By lazily maintaining views as long as freshness is
being satisfied, CAMEL reduces the overhead of view maintenance by packing
multiple maintenance tasks (for example, 100 message appends) into one task.
This reduces the number of database accesses needed for maintenance, the num-
ber of communications between the database server and the distributed memory
cache, and the number of view maintenance operations on the distributed mem-
ory cache. However, lazy view maintenance approaches can suffer from the state
bug problem as described in Section 2. In general, lazy view maintenance must
use Equation (2) to avoid triggering the state bug. CAMEL creates for each
updatable table a differential table [9,6] storing updated records of base tables
that are not propagated to the materialized views. CAMEL periodically propa-
gates the updated records stored in the differential tables as indicated by either
time constraint or space constraint of the differential tables.
Optimization: CAMEL introduces two optimizations: pushing down the top-k
operation and creating reverse index.

The inefficiency of the query processing of timeline(u) is due to the fact that
it must join all the messages of the friends of user u, although most of them
are not needed in the query result. CAMEL optimizes this process by pushing
the top-k operation down to inside the join operation according to the following
equation:

topkdate(πfriend(σuser=u(friend)) ��friend=user message) =

topkdate(
⋃

f∈πfriend(σuser=u(friend))

topkdate(σf=user(message))) (7)

Intuitively, Equation (7) indicates that the top-k messages of all friends of user
u are obtained by 1) extract top-k messages of each friend of user u, 2) make
union of the extracted messages of all friends, and 3) extract top-k messages of
the obtained messages. It is also possible to omit the outer top-k operation by
using sorted-merge join, since it keeps the order of the records.

Remember that the optimum plan of incremental view maintenance is not
always the same as the plan for view/query processing. As an example, there are
multiple plans for SQL query in Fig.3: 1st plan is joining friend and Δmessage

first, and then joining the result with hotspot, and 2nd plan is joining three
tables in reverse order, joining hotspot and friend first, and then joining the
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result with Δmessage. The number of records in hotspot or Δmessage is
assumed to be less than that in friend. Then, for the 1st plan, an index should
be constructed on friend.friend, whereas for the 2nd plan, an index should
be constructed on friend.user. Not only do we build the latter index, which
is already built for view/query processing, but also the former index, namely
reverse index, to improve view maintenance performance.

3.4 Handling Failure of Distributed Memory Cache

Some machine that consists the distributed memory cache may fail due to system
failure or power supply failure. In such case, an inconsistency occurs between
control tables and cached data in the distributed memory cache: although the
control tables store records, there are no corresponding materialized views in the
distributed memory cache. There are two approaches to fix this inconsistency:
to immediately detect the restart of the partition and re-build the correspond-
ing materialized views, or to detect the inconsistency afterward when CAMEL
maintains the materialized views and finds the cache lost.

4 Experiments

We made experiments to evaluate the efficiency of lazy view maintenance and
tradeoff between system throughput and freshness of views. We omit the use of
the control table in the experiments, since its effectiveness has been validated
in [5]. This simplifies query and view maintenance processing, however the tech-
niques described in Section 3 still have a valid impact on view maintenance.

Setting: Our execution environment consisted of a single database server
(MySQL 5.0) on Xeon X5355(2.66GHz) with 16GB RAM, ten sets of distributed
memory cache servers (memcached 1.2.6) on Celeron 430(1.8GHz) with 2GB
RAM, and a single application server (memcached client, libmemcached 0.23
running on ruby 1.8.5) on Xeon X5470(3.33GHz) with 32GB RAM. Linux 2.6.18
was run on all 12 computers. Each distributed memory cache server was config-
ured to have 1GB cache pool.

Data and Workload: We used real data from a mini-blog service, Goo home
(http://home.goo.ne.jp), posted from May to November 2008 with the schema
definition described in Section 3.2. The number of records of friend, message

were 70.8K(thousand), 1128K, respectively. We stored all records in friend ta-
ble and first 1000K records in message table. They were MyISAM tables. We
constructed a message posting workload by using the reminding 128K message
records. We used different sizes of Δmessage from 1 to 100K records, to vali-
date the effectiveness of lazy view maintenance. For another workload of friend
timeline processing, we generated a synthetic workload by assuming that a user
who posts more messages or has more friends reads the friend timeline view more
frequently according to a Zipf distribution.
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(a) Comparisons of three algorithms
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(b) Micro-benchmark for lazy maintenance
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Fig. 4. Performance of Lazy view maintenance

Results: (a) Fig.4 shows the system throughputs of message posting workload
by comparing three algorithms, cache invalidation, eager view maintenance, and
lazy view maintenance. Cache invalidation, which is a typical usage of distributed
memory cache, invalidates the records of the view that are affected by the update
of the base tables. Eager view maintenance maintains materialized views syn-
chronized with every record update in the base tables, whereas lazy view main-
tenance asynchronously maintains materialized views for every Δmessage-size
update. The X-axis value is the size of Δmessage for lazy view maintenance.
The throughputs of the other two methods are fixed against the X-axis, since
both are triggered by each record update of message table, so their throughputs
are independent of the size of Δmessage. It is interesting to observe that cache
invalidation is as expensive as eager view maintenance, because not only eager
view maintenance, but cache invalidation also requires query processing of Fig.3
to locate the materialized records in the view affected by the update of the base
tables. We also observe that lazy view maintenance improves the throughput of
message posting workload. As the size of Δmessage increases, the through-
put is improved more, because the overhead of view maintenance is reduced by
packing Δmessage-size maintenance tasks into one task. For example, lazy view
maintenance by CAMEL is 6.13 and 11.2 times faster than the other two when
Δmessage size is 100 and 1000, respectively.

(b) Fig.4, which uses the same scale as (a) Fig.4 in X- and Y-axis, shows
the result of a micro-benchmark of lazy view maintenance. stored procedure

invocation in (b) Fig.4 indicates the throughput of lazy view maintenance only
with the invocation of stored procedures, i.e., without SQL processing and view
maintenance on the distributed memory cache. stored procedure invocation

+ SQL processing indicates the throughput with the invocation of stored pro-
cedures plus SQL processing, but without view maintenance. Compared with
the performance of full lazy view maintenance in (a) Fig.4, we found that
view maintenance on the distributed memory cache is the major bottleneck in
performance.
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Fig. 5. Freshness of views

Finally, Fig.5 depicts how the fresh-
ness of views varies when laziness of
views increases, while the write/read
ratio of the mixed workload of mes-
sage posting and friend timeline is
fixed to 1. The freshness of views is
defined as the ratio of the number of
the queries with fresh (not stale) re-
sults to the number of all queries. As
expected, freshness of views decreases
as laziness of views increases. For ex-
ample, freshness of views are 66.2%
and 38.0% when Δmessage size is
100 and 1000, respectively. By taking the result in (a) Fig.4 into account, we
conclude that lazy view maintenance by CAMEL is 6.13 and 11.2 times faster
than the method of eager view maintenance while keeping the freshness of ma-
terialized views at 66.2% and 38.0%, respectively.

5 Related Work

There are a number of related studies on incremental maintenance for materi-
alized views: [4] examines the view maintenance problem by categorizing main-
tenance techniques from three viewpoints: expressiveness of view definition lan-
guage, amount of available information, and type of modification.

Control table is introduced in [5] to control which records of views should be
dynamically materialized. Cache replacement policies (LRU, LRU-k, 2Q [10])
are used for the dynamic update policies of the control tables.

The state bug problem was pointed out by [6]. As we described in Section 2, it
is caused by applying equations of before table images to the after table images,
since only after images are available in case of lazy view maintenance. The ap-
proach illustrated in [9] solves this problem by keeping the base tables unchanged
by update operations. Instead, it uses an optimized hypothetical relation [11] to
store the updated records of base tables. One problem with this approach is
that it slows down the processing of all queries over base tables. Deferred or
asynchronous view maintenance was proposed in [6][12] but the focus was on
minimizing view downtime. Both of them avoid the state bug problem by using
compensation. Intuitively, compensation enables us to obtain the before image
of base tables from the after image by applying base log in a reverse way, such as
R = R′ - ΔR. The lazy maintenance proposed in [13] achieves efficient mainte-
nance while ensuring that queries see only up-to-date views. It avoids the state
bug by introducing row versioning, so both before and after images are available.
[14] also uses multi-versioning to reduce contention between view maintenance
and read operations. A deferred view maintenance for data cloud [15] proposes
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two types of materialized views: remote and local view tables. Remote view table
is separated from the base tables, whereas local view table stores view records on
the same server as the corresponding base records. For incremental maintenance
of remote views, [15] uses a log that contains both before and after values of the
records.

6 Conclusion

We developed CAMEL, a lazy view maintenance system for social network-
ing applications on a database server interacting with a distributed memory
cache. We evaluated CAMEL using real data from a mini-blog service to show
that CAMEL is 6.13 and 11.2 times faster than the method of eager view
maintenance while keeping 66.2% and 38.0% of freshness of materialized views,
respectively.

We expect that social networking applications will expand rapidly in size
and type. One interesting application is nearmiss (http://twitter.com/nearmiss)
on Twitter, which inputs the user’s GPS data and notifies other users who
are close to him/her geographically. This example leads to an open problem:
social networking engines can act as a framework on which different applica-
tions with different priority levels are run. This feature is similar to the multi-
tenant function of data cloud and so the social networking engine must schedule
those different applications properly, if the system as a whole is to achieve high
throughput.
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Abstract. Recent advances in satellite tracking technologies can provide huge 
amount of data for biologists to understand continuous long movement patterns 
of wild bird species. In particular, highly correlated habitat areas are of great 
biological interests. Biologists can use this information to strive potential ways 
for controlling highly pathogenic avian influenza. We convert these biological 
problems into graph mining problems. Traditional models for frequent graph 
mining assign each vertex label with equal weight. However, the weight differ-
ence between vertexes can make strong impact on decision making by biolo-
gists. In this paper, by considering different weights of individual vertex in the 
graph, we develop a new algorithm, Helen, which focuses on identifying cli-
ques with high weights. We introduce “graph-weighted support framework” to 
reduce clique candidates, and then filter out the low weighted cliques. We eva-
luate our algorithm on real life birds’ migration data sets, and show that graph 
mining can be very helpful for ecologists to discover unanticipated bird migra-
tion relationships. 

Keywords: Graph Mining, Birds Migration, Birds Flues H5N1, Scientific data, 
Qinghai Lake. 

1   Introduction 

The Asian outbreak of highly pathogenic avian influenza H5N1disease in poultry in 
2003, 2004 and 2009 was unprecedented in its geographical extent. Its transmission to 
human beings showed an ominous sign of life-threatening infection [1]. Research 
findings indicate that the domestic ducks in southern China played critic role in virus 
reproduction and maintenance [9]. The major question is arising to understand the 
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highly correlated species’ habitat. It is critical for us to find the roots of the answers, 
such as: how the wild life and domestic poultry intersect together to translate virus to 
related places? How is the possibility of H5N1 that spilled over from the poultry sec-
tor into some wild bird species among habitats? 

Clique is the most coherent and dense substructure among all kinds of subgraphs 
based on the assumption that there is at most one edge between any two vertices [3]. 
Discovering cliques from graph transaction database can provide insights about the 
underlying structure or relationships among different objects in graph transaction [5]. 
Meanwhile, researchers found that group of birds tended to move in ways that resem-
bled weighted graphs, especially when a flock was active during their migration.  For 
this matter, graph mining from birds’ migration data does bring some aspiration for 
answering biological problem. 

Traditional frequent cliques mining reflect information about the frequency of 
the presence or absence of a specified vertex label. However, in many cases it is 
possible that frequent cliques only contribute to a small portion of the overall 
“profit”, whereas non-frequent cliques produce a large portion of the “profit”. 
“Profit” could be defined as the object interest in different ways. In our study, bi-
ologists need to know active area of the birds by looking at the weights of the habi-
tat combinations in order to consider the possibility of the bird interaction virus 
with poultry sector. The weight can be deemed as bird migration time on one habi-
tat or density of bird satellite tracking location points. For instance, a clique, C1, 
may be a frequent subgraph with frequency 60%, contributing 1% of the whole bird 
migration time. Another clique,C2, may be a non-frequent clique with frequency 
8%, contributing 20% of the whole migration time. Empirical experience from other 
ecological studies [10, 11] suggests that clique C2 would be much interest to biolo-
gists to track the bird flues transferring.  

In this work, this new approach called Helen (it stands for High wEighted cLosed 
cliquE miNing) was proposed to mine high weighted closed clique from graph trans-
action databases. We first introduce graph-weighted support framework which adopts 
“downward close closure” to reduce the clique candidate sets. And then we prune the 
overestimated weighted cliques. The main contributions of our work are summarized 
as follows: (1) Convert the biological research problem associated with bird flues 
translation way into graph mining problem, (2) Present new birds’ migration clique 
mining mode to find highly correlated habitat areas. (3) Provide important and hided 
clues about the relationship of bird migration and H5N1 according to the results of 
our experiment. 

The rest of this paper is organized as follows. Section 2 overviews the related 
work. Section 3 points out the desired results in which biologists interested and the 
practical challenges, then we introduce the preliminary concepts for discussion. Sec-
tion 4 proposes the birds’ migration clique mining model to find frequent and high 
weighted closed clique. Section 5 presents the experiment results and discuss the 
results for biological research ways. Finally, we summarize our works and point out 
the future research direction in the section 6. 

2   Related Works 

The applications of satellite tracking to bird migration studies have enabled consider-
able progress to be made with regard to elucidating the migration routes and stay sites 
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of various migratory bird species, with important implications, for example, for con-
servation [11]. Our previous works [2] use clustering and association rules to discover 
bird migration habitats, site connectedness and migration routes. However, Biologists 
found that bird migration routes in small range of area usually are graph patterns 
rather than simple sequence.  

In the previous published literature, we are unable to find any work on discovering 
weighted cliques from graph database, however, lots of works deal with mining the 
frequent clique and quasi-clique from multiple graphs. Pei et al. [5] proposed an algo-
rithm called Crochet to mine cross quasi-cliques from a set of graphs. Later, Wang et 
al. [3] studied the problem of mining frequent closed cliques from graph databases. 
We adopt their clique enumeration and pruning idea to find frequent clique (in the 
section 4), and extend this by using the graph-weighted and rechecking to get high 
weighted closed cliques (see section 4.2). Later, Zeng et al. [4] studied a more general 
problem formulation, that is, mining frequent closed quasi-cliques from graph data-
bases, and proposed an efficient algorithm called Cocain to solve the problem. 

Meanwhile, an effort was done on assessing weighted association rules mining in 
the last decade using either the average weight value of the items comprising this 
itemset, or utilizing weighted framework to evaluate the weighed association rules 
[7]. Presumably the most relevant work to our current study was done by Liu [6], this 
paper proposed two phase algorithm to deal with “utility mining” problem. We use 
their two phase principle, but instead of using utility principle we use weighted-
support framework which is easier for interpretation (see section 3.2) 

3   Problem Formulation 

3.1   Desired Results and Challenges 

Supposed in the Figure 1(a), migration routes of birds can be regarded as one kind of 
graph, where habitat can be deemed as vertex nodes and the migration routes can be 
treated as edges. And birds’ migration routes can be made of one graph database. Ana-
lyzing cliques from this graph database would give important knowledge about the 
possibility of birds spillover H5N1 among habitats in the same clique. There are two 
kinds of cliques that we hope to discover: frequent clique and high weighted clique.  

Frequent Clique mining is such a process: given a graph transaction database D and 
a minimum support threshold min_sup, identify the complete set of cliques in D that 
are both frequent and closed. Several frequent cliques mining methods [3, 4, 5] could 
be deployed to solve frequent clique mining.   

In some scenarios, high weighted cliques can provide useful information if we pay 
attention to the graph vertex weight. For example, in Figure 1 (a) and its related table 
Figure 1(b), several factors such as the number of migration points or the time spending 
on a particular habitat can be deemed as weight. If we dismiss this kind of information 
which would influence biologists to judge the possibility of birds transfer avian virus to 
domestic ducks or other birds [9], the mining results would not be “interest”.  

3.2   Problem Definition  

We start with the introduction of a set of terms that leads to the formal definition of 
high weighted cliques mining problem. The same terms are given in [3,4,5]. 
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      (a) Birds Migration illustration                 (b) Weight of Migration Habitats 

 Time
(Day)

Location 
point 

Habitat1 10 4000 

Habitat2 30 6000 

Habitat3 61 9000 

Habitat4 21 4800 

Habitat5 5 2000 

 

Fig. 1. Bird migration Space defined by Longitude and Latitude in the left. Point with different 
color and lines stand for tracked bird’s migration coordinates and migration routes, separately. 
In the right table is birds’ active information associate with their migration habitat. 

Notations Description 
 V : V = {v1; v2;…; vk}, the set of vertices 
 E: E V V⊆ × , the set of edges 
 L:  the set of vertex labels 
 F : F :V⇒L, the mapping function from labels to vertices. 
 G:  G = (V;E; L; F), an undirected vertex-labeled graph 
 |G| : |G| = |V|, the cardinality of G 
 G(S): G(S): the induced subgraph on S from G, S ⊆ V (G) 

 

In this paper, we consider simple graph only, which does not contain self-loops, 
multi-edges, and edge labels. A clique is a fully connected graph and each pair of 
vertices in V there exist an edge in E. The size of a clique is defined by the number of 
vertices it contains, i.e.,|V|. A clique with n vertices is called an n-clique and the 
number of edges in the n-clique is n*(n-1)/2. For instance, given the graph database in 
Figure 2 and min_support=2, frequent 3-clique G1 and 4-clique G2 are illustrated at 
the right side. We use canonical code to present each clique, canonical code represen-
tation is defined as the minimum string among all its possible strings such as [3]. For 
example, Graph 3 in Figure 2(b) is a clique with 4 vertexes, the canonical form CF is 
represented as the string “ABDE”, which is the smallest string with the combination 
of four letters “A”, “B”, “D” and “E”. In the rest of paper, clique will be mentioned 
by their canonical form directly. Depend on the canonical form of clique; the sub-
clique relationship can be changed to subsequence relationship. If clique C1 and C2 
with canonical form CF1 and CF2 respectively, C1 ⊆  C2 iff CF1 is a sub string of CF2. 

Frequent clique mining has been introduced in [3,4]. In the rest of paper, weights 
for the graphs vertex are considered, and high weighted clique mining are discussed 
mainly. Before discussion, some important definitions are given below. 

 

DEFINITION 2.1 (Vertex weighted): The weight value w(L) means the significance 
for certain vertex label L. A graph is a set of weighted labels, each of which may  
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appear in multiple graphs with same weight. For instance, in the Table 2, weight of 
the graph vertex in the Figure 2 are described: w(A)=7 , w(B)=6 ...                             □ 

 

DEFINITION 2.2 (Weighted graph): Gw = (V;E; L; F;W), an undirected vertex-
labeled Weighted graph. The weighted graph is only considered with the weighted for 
the vertices label.                                                                                                            □ 

 
DEFINITION 2.3 (Weight of graph): Weight (Gw) is the one graph weight. It could 
be sum up weight of all vertex labels in one graph simply. 

| |

1

Weight(G) =
V

i
i

w
=
∑                                                      (1)  

Where the |V| is the number of vertex label, the wi is the vertex weight. For example, 
in the Figure 2 (a) and related weight Table 1:  
Weight(G1)={w(A)+w(B)+w(C)+w(D)+w(E)}=(7+6+2+14+20)=49 

 
DEFINITION 2.4 (High Weighted Clique): The high weighted clique can be de-
fined as the sum of the weight of the graph and the weight of the fraction of transac-
tions that the graph occurs in. Thus, one clique is high weighted clique if: 

| |

1

( )

WSP( )
( )

iC G

D

i
i

Weight C

C
Weight G
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=

= >
∑

∑
                                           

 (2) 

Where the Weight (G) and Weight(C) is the weight of one graph defined in the DE-
FINITION 2.3. |D| is the number of graphs in one graph database. ε  is viewed as 
user’s interest. In addition, one clique C is a High Weighted Closed Clique 
(HWCC): If there does not exist another clique C’ such that C ⊆  C’, WSP(C’)= 
WSP(C) and WSP(C)> ε .                                                                                             □ 

        
(a) An example of graph database D              (b) Two frequent k-clique from D  

Fig. 2. A graph database and parts of its sub graph  

Table 1. The weight table for each vertical label in the Figure 2 (a) 

Label A B C D E 
Weight 7 6 2 14 20 
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Problem Statement: Given one Graph database D and the related vertex weighted 
table WT, weighted clique mining is to find all high weighted closed clique. For 

example, in Figure 2 and Table 1, WSP(Clique 1)= WSP(ABC) = (15 × 2) / (49 + 

29 + 47 + 43) = 0.17, WSP(Clique 2)=WSP(ABDE) = (47 × 2) / (49 + 29 + 47 + 

43) = 0.55. If ε =0.5, clique(ABC) is a low weighted clique and should not be  
considered. 
 
The graph database in the Figure 2(a), and graph database related weighted table 
(Table 1) will be our running examples in the rest of our paper.  

4   Birds Migration Closed Clique Mining Model  

We utilized a data mining framework to discover the frequent and high weighted 
cliques as in the Figure.3. A clustering algorithm in [2] is developed in this system to 
find sub-areas with a dense location points relative to the entire area. Then we 
adopted clique mining to discover the frequent and high weighted clique between the 
discovered habitats. Because of space limitation, details of frequent closed clique 
mining approach CLAN can be reached from paper [3].  

 

Fig. 3. System Framework of Cliques Mining Toward Birds Migration 

4.1   HELEN: High Weighted Closed Cliques Mining  

Motivated by discovering high weighted cliques from birds’ migration graph, we 
intend to extend traditional frequent graph mining method to meet our requirements. 
However, the "downward closure property" in Apriori-based approach cannot apply 
to the weighted clique mining directly due to weight bias support. Considering the 
challenges, “high graph-weighted” that owns downward closure property is deployed 
to reduce clique candidates. In the second place, rechecking is explored to filter out 
the high graph-weighted cliques that are indeed low high weighted clique. This  
approach was called HELEN. 
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4.1.1   High Graph-Weighted Support Framework to Prune Candidates 
DEFINITION 4.1. Graph-Weighted Clique: The graph-weighted of a clique C, 
denoted as tw(C), is the sum of the graph weight of all the graph that C embedded in:: 

tw( ) Weight( )
w

w
C G D

C G
⊆ ⊆

= ∑  

For example clique(ABC) in Figure 2, tw(clique ABC) 
=(W(G1)+W(G2))=(49+29)=78.  
 

DEFINITION 4.2. High Graph-Weighted Clique: For a given clique C, C is a high 
graph-weighted supported clique if 

| |

1

={tw( (C)/ ( ))} '
D

i
i

WeigGWSP( hC t G) ε
=

>∑ , 

Theorem 1. The graph-weighted Downward Closure Property indicates that when 
K-1 Clique is not high graph-weighted significant clique, the K clique can never be 
the high graph-weighted significant clique as well. In the process of enumerating 
clique, only high graph-weighted (K-1)-clique can be added as the candidates to  
extend K-clique. 
 

Proof:  Let T(K) be the collection of the graph transactions containing K-Clique and 
T(K-1) be the collection of transactions containing (K-1)-Clique. Although (K-
1)Clique ⊆ K-Clique, the graph support K-clique will decrease as the K increasing, 
thus the T(K-1) is a superset of T(K). 

( 1) ( )

(( 1) ) ( ) (( ) ) ( )
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Then: 
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Theorem 2. Let HGWCC be the collection of all high graph-weighted closed cliques 
in a transaction database D, and HWCC be the collection of high weighted closed 

cliques in D. if 'ε ε= , HWCC HGWCC⊆  
Proof 

HWCCC∀ ⊆ ,if C is a high weighted clique, and HGWCCC ⊆  

| | | |
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Thus, C is high graph-weighted clique and HGWCCC ⊆ . 
To illustrated the process of clique enumeration: one lattice in the Figure.4 is built 

from the graph database in our running example (in section 3.2).The sub-clique rela-
tionship between two cliques can be represented by their canonical forms and they 
can be conceptually organized into lattice like structure in depth search first order. 
Each box represents one clique and its canonical form, edge between two boxes  
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Fig. 4. Clique traverse-lattice tree related to the example in section 3.2. Canonical form boxes 
covered by circle (solid and dashed) are high graph-weighted closed cliques when Weighted 
Supportε  is 0.5. Gray-shaded boxes denote the search space. The number in the middle and 
bottom of canonical box is occurrence and graph-weighted support, separately. Clique with 
solid circle are the high weighted cliques after pruned. 

 

means the sub-clique relationship. One such example in the lattice tree is one of cli-
ques: ABE. It is supported by graph 1 and 3, and its frequent support is 2. Its graph-
weighted support is (49+47)/(49+29+47+43)=0.82.  

4.1.2   Rechecking Procedure  
From phase 1 one have generated a set of High Graph-Weighted Closed Clique 
(HGWCC), but it may contain some false-positive results, we call such sub-clique 
Pseudo High Weighted Closed Clique (PHWCC). We calculate its Weighted Sup-
port for each HGWCC. If it is a PHWCC, it should be pruned, otherwise it is kept. 
For example, in the Figure.4 Clique(AB) with graph-weighted support 0.74 should be 
pruned, because its weighted support is 0.29 and is lower to ε=0.5. What is more, in 
order to reduce the computation cost, the weight of the entire graph and the result 
clique should be calculated beforehand and stored in a data structure. Since the num-
ber of graph and result clique is not huge, and the weight of each graph or clique is 
represented as a single value, the space cost is not high.  

5   Experiments 

In this section, we present empirical results. At first, the real application of birds’ 
migration database is introduced. The birds migration location data sets are converted 
into a graph database contain 59 graphs. On average, there are 314 edges and 37 ver-
tices in each graph. The maxim one is the one graph from bar headed goose data sets, 
which owns 540 edges and 67 vertices. Moreover the algorithm CLAN and HELEN is 
discussed how to discover some highly related birds’ migration habitats, and present 
some empirical results in the section 5.1. In addition, we would evaluate the HELN 
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algorithm's efficiency and scalability (see section 5.2). Finally, we discuss the rela-
tionship between highly closed birds’ migration habitats with H5N1 incidents in 5.3. 
The experiments are preformed on a 1.83 GHZ Inter(R) core(TM) CPU with 2G 
memory and Windows XP platform. The program is implemented in Java. All of our 
results are embedded into the Google Map. 

5.1   Frequent and High Weighted Closed Cliques from Birds Migration 
Network 

Table 2 shows the number of HGWCC and HWCC. As the decrease in the closed 
large clique would bring an increase on the small closed cliques for compensate, the 
total amounts of high weighted closed clique will not change totally as a result. In 
order to evaluate if the high weighted mining results is useful to the biologist re-
search, we compare the high weighted cliques with the frequent cliques mined by 
traditional methods. We do observe a number of interesting cliques. For example, a 
clique in Fig.6(a) is a not frequent item (its frequent is 3), however, its contribution 
the total time of birds spring migration is more than 5.2%. 

Table 2.  Experiment summary of birds’ migration data 

Minimum 
Weighted support 
Threshold   

Run Times 
(Seconds) 

#Candidates 
Cliques  
(Size>2)  

#High  
Graph-weighted 
closed clique 

#High  
Weighted closed 
clique 

0.5 20 27 15 8 

0.4 50 56 34 14 

0.3 109 94 53 31 
0.2 172 122 79 44 

0.1 694 145 91 70 

5.2   Efficiency and Scalability Test of HELEN 

To evaluate the efficiency of the algorithm, the proposed algorithm HELEN was 
compared with CLAN. The desired results sets of HELEN and CLAN are different, 
and their performance is not suitable for comparable. However, our purpose here is 
show that our algorithm could handle high weighted graph mining problem without 
increase time consuming greatly. At first, we compare two algorithms with birds’ 
migration data sets. Figure.5(a) shows the runtime of our algorithm by varying the 
weighted support threshold from 0.1 to 0.5. The results illustrated that since the num-
ber of candidate cliques decreases as the minimum weighted support increases, the 
execution time decreases, correspondingly. Time cost of rechecking would not in-
crease greatly comparing to CLAN since we have saved parts of results before (see 
section 4.1.2). We also evaluate HELEN’s scalability using several real databases in 
terms of the base size. In Figure.5(b) we replicated the birds’ migration graphs from 2 
to 16 times. It is evident that HELEN shows a linear scalability in runtime against the 
number of graphs in the database. 
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(a) Efficiency                                       (b) Scalability  

Fig. 5. Efficiency and Scalability Test of HELEN 

5.3   Waterbirds Movements in Relation to High Related Habitats and H5N1 
Outbreaks 

Information about H5N1 outbreaks were obtained from the Ministry of Agriculture of 
the People’s Republic of China Database and OIE Database for the period 16 Febru-
ary 2004–18 May 2009. From our experiment results in the Figure 6, the correlation 
between birds’ migration action and the timing of H5N1 incidents in waterbirds re-
gion around Lasha, China was very high. This place is one of the most important 
areas for waterbirds to overwinter, and with high density of population and poultry. 
The high weighted clique in the Figure 6 means that waterbirds incline to stay those 
habitats in a longer time, since both of cliques have high weighted support 5.2% and 
 

 

  
(a) One clique with frequent 3 and the Weighted 
support is 5.2% 

(b) One clique with frequent 2 and the Weighted 
support is 3.1% 

Fig. 6. High Weighted Cliques related to Birds Migration Habitats and H5N1 outbreak loca-
tions including wild and domestic birds. Circle in blue (habitats), line in red (migration routes), 
and diamond circle (H5N1 once outbreak location). Vertex weight is time of birds’ spring 
migration, which lasts from 2008 Oct 10th to 2008 Nov 21th. 
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3.1%. For this matter, we can see that H5N1 outbreaks involving waterbirds occurred 
during winter, when the potential for interaction with poultry and probability of direct 
transmission from poultry to migratory waterbirds was predicted to be highest. The highly 
closed habitats also could be consider follow: waterbirds are directly infected from poultry 
(i.e., spillover), and they may be responsible for local movement of virus regionally, fol-
lowed by the potential to transmit virus back to poultry (i.e., spillback)[10,11].  

6   Conclusion 

In this paper, we suggest to explore the field by using the location data information as 
a supplement data mining process which can provide an alternative approach for tra-
ditional bird telemetry data analysis: visual observation from the location points. In 
order to discover high weighted cliques, we develop new algorithm HELEN. Our 
experiment shows that frequent and high weighted clique mining do provide an effec-
tive assistance for biologists to discover new correlated relationship between habitats. 
In the future, we plan to extend our current work to address several unresolved issues. 
Specifically, we intend to extend the techniques proposed in this paper to mine high 
weighted closed quasi-cliques.  

References 

1. Liu, J., et al.: Highly pathogenic H5N1 influenza virus infection in migratory birds. Sci-
ence 309, 1206 (2005) 

2. Tang, M., Zhou, Y., Cui, P., Wang, W., Li, J., Zhang, H., Hou, Y., Yan, B.: Discovery of 
Migration Habitats and Routes of Wild Bird Species by Clustering and Association Analy-
sis. In: Huang, R., Yang, Q., Pei, J., Gama, J., Meng, X., Li, X. (eds.) ADMA2009. LNCS, 
vol. 5678, pp. 288–301. Springer, Heidelberg (2009) 

3. Wang, J., Zeng, Z., Zhou, L.: CLAN: An Algorithm for Mining Closed Cliques From 
Large Dense Graph Databases. In: ICDE 2006 (2006) 

4. Zeng, Z., Wang, J., Zhou, L., Karypis, G.: Coherent closed quasi-clique discovery from 
large dense graph databases. In: SIGKDD 2006 (2006) 

5. Pei, J., et al.: Mining Cross-graph Quasi-cliques in Gene Expression and Protein Interac-
tion Data. In: ICDE 2005 (2005) 

6. Ying, L., Liao, Choudhary, A.: A Fast High Utility Itemsets Mining Algorithm. In: UBDM 
2005 (2005) 

7. Tao, F., et al.: Weighted Association Rule Mining using Weighted Support and Signifi-
cance Framework. In: SIGKDD 2003 (2003) 

8. Agrawal, R., Srikant, R.: Fast Algorithms for Mining Association Rules. In: Proc. of the 
20th VLDB Conference (1994) 

9. Li, et al.: Numbers and distribution of waterbirds and wetlands in the Asia-Pacific region: 
results of the Asian Waterbird Census Wetlands International (2007) 

10. Newman, S.H., Iverson, S.A., et al.: Migration of Whooper Swans and Outbreaks of High-
ly Pathogenic Avian Influenza H5N1 Virus in Eastern Asia. PLos ONE 4(5) (May 2009) 

11. Sturm-Ramirez, K.M., Hulse-Post, D.J., Govorkova, E.A., Humberd, J., Seiler, P., et al.: 
Are ducks contributing to the endemicity of highly pathogenic H5N1influenza virus in 
Asia? J. Virol. 79, 11269–11279 (2005) 

 



H. Kitagawa et al. (Eds.): DASFAA 2010, Part II, LNCS 5982, pp. 370–379, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

Performance Improvement of OpenJPA by Query 
Dependency Analysis 

Miki Enoki, Yosuke Ozawa, and Tamiya Onodera 

IBM Research – Tokyo, Japan 
{enomiki,ozawaysk,tonodera}@jp.ibm.com  

Abstract. OpenJPA is an implementation of the Java persistence API (JPA) for 
Apache, with a caching layer for databases queries to share cached objects 
among multiple client sessions. This is a critical component for high perform-
ance, since the caching layer can handle many database requests. However the 
performance is limited when an application includes write transactions, because 
the current OpenJPA cache invalidation mechanism is course-grained and this 
results in a low cache hit rate. We have implemented two kinds of finer-grained 
invalidation mechanisms by using query dependency analysis and integrated 
them into OpenJPA. In our experiments with TPC-W, the OpenJPA with the 
finer-grained invalidation mechanisms outperformed the current OpenJPA. In 
addition, we created many more mixes TPC-W, and found that the finer mecha-
nism is not necessarily the better, that is, the best mechanism varies depending 
on the mixes. 

Keywords: EJB3.0, JPA, OpenJPA, Query dependency analysis, Cache  
invalidation. 

1   Introduction 

Enterprise JavaBeans (EJB) [1] is the server-side component architecture for compo-
nent-based distributed applications using Java. EJB is extensively used for application 
development since it permits the secure and portable handling of persistent data in the 
form of distributed objects. The EJB 3.0 specification of 2006 made it easier to de-
velop applications by replacing many of the complicated techniques used in EJB 2.1. 
The Java Persistence API (JPA) that was defined as a part of the EJB 3.0 specification 
standardizes the Object-Relational (O/R) mapping to enhance the capabilities of EJB. 
JPA simplifies the difficult task of using object-oriented programming with a rela-
tional database by replacing direct persistence-related database accesses with high-
level object handling functions. In addition, JPA provides the Java Persistence Query 
Language (JPQL) which is an SQL-like language to retrieve and manipulate data. 

There are several JPA implementations such as Apache OpenJPA [3], Hibernate 
[4], and TopLink Essentials [5]. Each of them has a caching layer for database que-
ries. For example, OpenJPA has two types of cache, a DataCache and a QueryCache. 
The DataCache stores entities loaded from a database and each instance corresponds 
to a tuple in a table. The QueryCache stores lists of the object ids returned by queries. 
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However the performance of a cache is limited when an application includes write 
transactions, because the current OpenJPA cache invalidation mechanism is course-
grained and this results in a low cache hit rate. 

In this paper, we introduce two invalidation mechanisms that use query depend-
ency analysis for finer-grained invalidations in the OpenJPA caching layer and evalu-
ate their effectiveness on TPC-W benchmark. The contributions of our paper are as 
follows. 

• Implementation of two finer-grained invalidation mechanisms for OpenJPA.  
We implemented two invalidation mechanisms, column-based and value-based, 
and integrated them into OpenJPA. 

• Evaluation with an industry standard benchmark. We empirically studied the ef-
fectiveness of the invalidation mechanisms with TPC-W, and found that the 
fine-grained mechanisms perform better in all the three mixes (scenarios) than 
the original mechanism. In addition, we created many more mixes TPC-W, and 
found that the finer mechanism is not necessarily the better, that is, the best 
mechanism varies depending on the mixes. 

 
The outline of the rest of this paper is as follows. Section 2 describes the cache 
mechanism of OpenJPA. Section 3 provides explanations of query dependency analy-
sis for our two new invalidation mechanisms. Section 4 presents our experimental 
environment and performance evaluations. Related work is presented in Section 5. 
Section 6 concludes the paper. 

2   Apache OpenJPA and Cache Mechanism 

OpenJPA is one of the implementations of JPA by Apache Software Foundation [3]. 
OpenJPA also provides a caching layer to store the results of queries from a database 
on the application server side [2]. This caching layer is designed to significantly in-
crease performance while remaining in full compliance with JPA standard. In this 
section, we describe the cache mechanism of OpenJPA in detail. 

2.1   DataCache and QueryCache 

A table of a database corresponds to a Java class called an entity in OpenJPA. The 
client program processes select, update, insert, and delete operations through entity 
objects. A row of data in a table can also correspond to an instance of an entity. The 
OpenJPA caching layer consists of two key-value stores.  

The first store is called DataCache, which stores data loaded from the database. 
The key for DataCache is an entity id (primary key of the table) and the value is the 
entity instance. The second store is called QueryCache, which stores the results of 
queries. Each key for QueryCache is the combination of a JPQL statement and its 
instantiated parameters. The value is the list of entity ids returned as the result of 
that query. 
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Figure 1 shows the relationships between the OpenJPA caches and a database. 
When a select query is issued, OpenJPA checks for cached query results in Query-
Cache before retrieving the data from the database. If cached results are found, the 
entity ids in the QueryCache are looked up, and that data is returned from DataCache 
instead of accessing the database. Otherwise, the query is executed against the data-
base, and the response data is loaded into the cache. 

 
OpenJPA cache

DB

QueryCache

DataCache

10AU3
………

35JN2
20AA1

stock…titlei_id

10AU3
………

35JN2
20AA1

stock…titlei_id

……

ken2

joey1

…namea_id

……

ken2

joey1

…namea_id

 

Fig. 1. DataCache and QueryCache 

2.2   QueryCache Invalidation Mechanism: Table-Based Invalidation  

When an update request is issued, OpenJPA has to maintain consistency with the data 
in the database. OpenJPA has two update mechanisms: update through entity and 
update by JPQL. Update through entity means using JPA method for update. When 
the field data of an entity is modified by JPA method, the corresponded data in the 
database is updated transparently. Update by JPQL means using JPQL for update. In 
both cases, OpenJPA invalidates all cache entries which are related to the updated 
table in QueryCache. That is, the invalidation is table-based. 
 

1. Execute the query
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Application
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SET 
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0. Update target 
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CacheManager

 

Fig. 2. Table-based invalidation 

 

Figure 2 illustrates how the table-based invalidation works. This example shows up-
dating the quantity of stock in the entity with id = 2 in the ITEM table. When the entity 
is updated, OpenJPA invalidates all entries related to ItemEntity in QueryCache. As 
expected, the table-based invalidation results in low cache hit rates. 



 Performance Improvement of OpenJPA by Query Dependency Analysis 373 

3   Query Dependency Analysis for Finer-Grained Cache 
Invalidation 

We now present two finer-grained invalidation mechanisms, column-based and value-
based. We employed query dependency analysis to enable their mechanisms. 

3.1   Column-Based Invalidation 

In column-based invalidation, the dependencies of the select and update queries are 
determined by the column-level analysis of queries. Each column of select queries is 
checked to see if it is affected by any update queries. 

Figure 3 shows an example of column-based invalidation. The update query U1 
modifies the number in the stock column of entities for which the subject matches the 
parameter of executed query. Select query Q1 retrieves the i_id, title and stock data 
from the ITEM table, while Q2 gets the title and price from the ITEM table. Through 
query dependency analysis, we can determine that U1 affects only Q1 because Q1 
selects the same column as U1 and only need to invalidate the cache entries for 
Q1.Then Q1 is put into an invalidation candidates group associated with U1 and this 
group is used for the invalidation of U1 at runtime. 

 
U1 UPDATE ItemEntity SET stock = ?  WHERE subject = ?  

Q1 SELECT i_id, title, stock FROM ItemEntity WHERE subject = ?
Q2 SELECT title, price FROM ItemEntity WHERE i_id = ?

QueryCache

Q1 cache

Q2 cache

depends

Invalidation
candidates

 

Fig. 3. Column-based invalidation 

3.2   Value-Based Invalidation 

In value-based invalidation, the dependencies of the select and update queries are 
determined by a value-level analysis of queries. This means that the parameters of the 
update queries are checked to determine whether or not they affect each cached re-
sults at runtime. 
    Figure 4 shows an example of value-based invalidation. At execution time for the 
queries, we can obtain the values of the parameters of each query. For example, the 
U1 can issue a query with the value “SPORTS”, and only the entries which are 
cached with the parameter value of “SPORTS” will be invalidated. 
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U1 UPDATE ItemEntity SET stock = 10 WHERE subject = ‘SPORTS’

Q1 SELECT i_id, title, stock FROM ItemEntity WHERE subject = ?
Q2 SELECT title, price FROM ItemEntity WHERE i_id = ?

QueryCache

Q1 cache

Q2 cache

Invalidation
candidates

 

Fig. 4. Value-based invalidation 

3.3   Procedure for Column-Based and Value-Based Invalidation 

Figure 5 represents the procedure for column-based and value-based invalidation. 
When an update query is issued, its dependency with cache entries in QueryCache 

is checked. In case of value-based invalidation, it is additionally analyzed in query 
parameter level. Our query dependency analysis is based on query-update independ-
ent analysis [16]. 

 
 

1. invalidate_QueryCache(updateQuery)
2. //iterate until all query pattern in QueryCache are checked
3. while(selectQueries.hasNext()){  
4. selectQuery = selectQueries.getNext();
5. //check dependency by the column-level analysis
6. isdepend = doColumnBasedDependencyAnalysis (updateQuery, selectQuery);
7. if(isdepend){
8. //add keys to list for invalidation
9. invalidationList.add(getQueryKeys(selectQuery));
10. }
11. }
12. //invalidate only cache entries related in update Query
13. if(column_based_invalidation){
14. invalidate(invalidationList); 
15. }else if(value_based_invalidation){
16. //vlue-level analysis
17. while(invalidationList.hasNext()){
18. selectQuery = invalidationList.getNext();
19. //check dependency by the value-level analysis
20. isdepend = doValueBasedDependencyAnalysis(updateQuery,uValues,selectQuery,sValues);
21. if(isdepend){
22. valueBasedInvalidationList.add(getQueryKeys(selectQuery));
23. } 
24. invalidate(valueBasedInvalidationList);
25. }
26. }

 

Fig. 5. Procedure of column-based and value-based invalidation 
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3.4   Usage with OpenJPA 

There are two ways to update in OpenJPA as described in Section 2.2, update through 
entity and update by JPQL. Hence, we have to apply query dependency analysis re-
gardless of how the update request is issued. This process is illustrated in Figure 6. 
First, the update query is executed using both update methods, and then extract the 
information to apply query dependency analysis for column-based or value-based 
invalidation. Next, query dependency analysis module analyzes their dependency, and 
generates the invalidation candidates.  
 

Update through
entity

Update by JPQL

Query
Extraction

Query Dependency
Analysis

Invalidation 
Candidate
Elicitation

 

Fig. 6. Query dependency analysis in OpenJPA 

3.5   Invalidation Cost Models 

Ideally, when any update query issued, only the affected data in cache should be in-
validated so as to keep high cache hit rate. However, strict cache maintenance some-
times brings overhead, thus the finer mechanisms may not necessarily get the better 
performance. 

To calculate the invalidation cost at runtime, the cost has two components, the cost 
of removing cache entries Cr and the cost of analyzing query dependencies Ca to spec-
ify the cache entries to be invalidated. Therefore the total invalidation cost is defined 
as Ci = Cr + Ca. The values Ip, Iq and Ir are the numbers of cache entries to be invali-
dated in table-based, column-based, and value-based invalidation, respectively.  R is 
the cost of removing one cache entry. The cost of value-based query dependency 
analysis is defined as Qv. 

:basedTable− ,RIC pr ×= 0=aC :basedColumn− ,RIC qr ×= 0=aC :basedValue− ,RIC rr ×= Vqa QIC ×=  

Ca is estimated as zero for the table-based and column-based invalidations since the 
dependency analysis can be done off-line if we can collect all of the query templates 
in advance. Also these analyses only have to be conducted for the first time for each 
query templates, even if we cannot collect all of the query templates. In contrast, we 
have to use on-line analysis for the value-based invalidation since the query parame-
ters are determined only at runtime. The key challenge in efficient maintenance of 
cache consistency is to determine an appropriate cache invalidation mechanism for 
each application. 

4   Performance Evaluation 

In this section, we evaluate the performance of three cache invalidation mechanisms, 
table-based invalidation (as in the original OpenJPA), column-based invalidation and 
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value-based invalidation. This section evaluates of the performance on various cache 
invalidation mechanisms with the TPC-W workload. 

4.1   TPC-W 

The TPC-W benchmark is defined by Transaction Processing Council[12]. It is a 
transactional web benchmark designed for evaluating e-commerce systems. In TPC-
W, web interactions can be classified as either “Browse” or “Order” interactions. 
TPC-W provides three mixes that have different rate of Browse and Order web inter-
actions, the Browsing mix consists of 95% and 5%, the Shopping mix does 80% and 
20%, and the Ordering mix does 50% and 50% respectively. The Browsing mix has a 
high percentage of read-only interactions, whereas the ordering mix has a high per-
centage of database modifications (insert, update and delete). 

The maximum throughput in TPC-W is defined as the maximum number of web 
interactions per second (WIPS) sustained over a measurement period while respond-
ing to 90% of each type of interaction within given response time thresholds. We used 
the TPC-W java implementation [11] and set the number of items to 100K and the 
number of customers to 2.8 million.  

4.2   Evaluation Platform 

Our environment for this evaluation consists of three servers, a 64-bit Dual-Core 
AMD Opteron 2218 x2 with 4 GB RAM and Linux 4.2 for the client server, two 64-
bit Dual-Core AMD Opteron 2222 x2 with 8GB RAM and Linux 4.2 for the applica-
tion server and the database server. We installed DB2 UDB v9.129 as the database 
server and WebSphere Application Server v7.0 as the application server. We used 
OpenJPA v1.2.0 and WebSphere eXtreme Scale as the cache pug-in. No matter what 
cache plug-in of OpenJPA is used, the invalidation mechanism isn’t different since its 
methods are defined by OpenJPA. The client server sends requests using EBs (Emu-
lated Browsers). In this experiment, we modified the data access part of the TPC-W 
application to use OpenJPA. 

4.3   The Performance Comparison of Each Cache Invalidation  

We compared the OpenJPA cache invalidation performance using TPC-W for four 
approaches: (1) NoCache: OpenJPA with no cache, (2) Base: the original OpenJPA 
cache with table-based invalidation, (3) OpenJPA with a cache using column-based 
invalidation, and (4) OpenJPA with a cache using value-based invalidation. Figure 7 
shows the maximum throughput of TPC-W for each approach with each mix and 
Table 1 represents the cache hit rate for QueryCache. 

The throughput of the column-based and value-based invalidation mechanisms is 
better than Base for all mixes. The value-based invalidation has about two times bet-
ter throughput than NoCache and the cache hit rate for the QueryCache was increased 
to 92% for the Browsing mix. However, the throughputs of the cache topologies de-
creased as the ratio of the orders increased. It seems that cache invalidation cost 
harms caching effectiveness. The performance differences between column-based 
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invalidation and value-based invalidation also decreased even though the cache hit 
rates of value-based invalidation remained high. 

 

Fig. 7. Performance comparison in TPC-W 

Table 1. Cache hit rate of QueryCache and DataCache 

 Browsing mix Shopping mix Ordering mix 
 Base Column Value Base Column Value Base Column Value 

QueryCache 17%  24% 92% 8% 14% 82% 4% 21% 71% 

 
 

The CPU utilization of the database server reached more than 90% while the appli-
cation server remained under 30% in the NoCache test, while the cache-using topolo-
gies kept the database server below 50% while the application server was above 90% 
for all of the mixes. This indicates that NoCache causes the database server to become 
the bottleneck. In contrast, the cache maintenance costs affect the application server 
performance. However, since the cache topologies greatly reduce the load on the 
database, the throughput can be increased by scaling out the application servers. 

In the next experiment, we evaluated the advantages of the cache topologies by 
modifying the ratios of Browse and Order between the Browsing mix and Ordering 
mix ratios. The results are shown in Figure 8. The x-axis represents the ratio of 
Browse and Order and the y-axis is the relative value of the three cache invalidation 
mechanisms based on NoCache. The value 1 on the y-axis shows the performance of 
NoCache for each ratio of Browse and Order. 

From these experiments, we see that whereas the performance of base falls below 
NoCache at the ratio of orders 10%, column-based and value-based invalidation can 
keep the effect of cache to the ratio of orders 25%. 

The performance of column-based and value-based invalidation are almost the 
same at the ratio of orders is about 20%, and the performance of column-based invali-
dation is marginally better than value-based invalidation. This is because the cost of 
value-based invalidation is the largest of the three mechanisms, as described in Sec-
tion 3.5. We found that the most suitable cache invalidation mechanisms depend on 
the ratio of update queries, which reflects the characteristics of each application. 
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Fig. 8. Performance comparison of each cache invalidation 

5   Related Work 

There has been previous work on the performance of various early versions of EJB. 
Paul et al. [6] explored the impact on performance of three commit options which are 
defined in the EJB 1.1 specification. Emmanuel et al. [7] experimented with several 
EJB 2.0 implementations by using different application implementation methods, 
container designs and communication layers. Avraham et al. [8] compared the per-
formance among JDBC direct using application, the EJB application with and without 
a cache enabled. In these experiments, the EJB application with the cache showed the 
advantage of scale out. For EJB 3.0, Ben et al. [9] presented a prototype Java com-
piler with query extraction so as to optimize the amount of data loaded in each select 
query. Zachary et al. [10] added JPQL type checking since the JPQL queries are not 
analyzed in compilation. 

Much previous work about database query caching exists. For example, DBCache 
[14] caches only the data which is frequently retrieved. DBProxy [15] caches the data 
as a materialized view. These cache storing techniques are different with which of 
OpenJPA. OpenJPA stores all query results and data respectively, hence we uniquely 
defined cache maintenance mechanism. Ferdinand[13] stores database query cache 
and use offline analysis of queries and updates to know the dependency for making 
fewer multicast groups for update notification. Our work is different from their focus. 
We evaluated the effectiveness of some cache invalidation mechanism. 

6   Conclusions and Future Work 

OpenJPA is an implementation of the Java persistence API (JPA), with a caching 
layer for databases queries. However, the performance is limited because of the cur-
rent course-grained OpenJPA cache invalidation mechanism. 

To improve the cache hit rates for high performance, we created two kinds of finer 
grained invalidation mechanisms by using query dependency analysis, column-based 
and value-based invalidation. In our experiments with TPC-W, these new invalidation 
mechanisms outperformed the current OpenJPA. In addition, we created many more 
mixes TPC-W, and found that the finer mechanism is not necessarily the better, that 
is, the best mechanism varies depending on the mixes. 

Since the current OpenJPA implementation for cache maintenance is based on eager 
maintenance, we focused on improving the eager model. However, lazy maintenance is 
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also used in many scenarios. In our future research we may compare the performance 
including lazy maintenance approaches. In the future, we generalize how to determine 
the suitable invalidation mechanism depending on each application characteristic, and 
create and apply more various grained invalidation mechanism to each query. We also 
add application servers for scale out to get better performance. 
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Abstract. In this paper, we study the problem of filtering and querying
massive XML data against a large set of XPath patterns in Univariate
XPath. Based on an efficient matching engine XSIGMA for linear XPath
patterns with Boolean expression over keywords and a twig evaluator over
event streams, we propose an XPath filtering/querying engine Chimera,
which runs fast and stably for any XPath patterns without heavy pre- pro-
cessing techniques for queried data often used by existing native XMLDBs
and RDBs. Chimera also runsmuch faster than those engines against thou-
sands of XPath patterns. We implemented Chimera and showed its effec-
tiveness by several experiments on artificial and real datasets.

1 Introduction

In the present age called the Info-plosion era, efficient processing for massive
XML data has been more important. Thus, there have been increasing demands
for efficient processing engines for standard XML querying languages such as
XPath [7], XQuery [4], and XSLT [6].

Existing XML querying engines are mainly divided into the following two
categories: (i) Stored data processing, and (ii) Stream processing. For stored data
processing, there are various commercial engines such as native XMLDB engines
and RDB engines with features for processing XML. Those engines enable us
to achieve higher performance for a tuned set of queries by using indices and
normalizing queried data. However, the burden of developing large and complex
systems with those engines has been increasing due to the large computational
and human costs for the heavy pre-processing that is required, as described
above. Furthermore, the response time of those engines strongly depends on the
characteristics and amount of input queries. For example, response time becomes
much worse when there are queries with many wildcards or when a number of
queries are input at once. Therefore, it is difficult to achieve fast and stable
performance for any input set of queries with those engines.

Stream processing technologies for XML data such as XML filtering [2,8,9,10]
and stream XML querying [5,11,13] have been widely studied and a lot of pro-
totyping systems have been proposed since around 2000. Most of those studies
achieved scalable performance against both data and query sizes to filter or to

H. Kitagawa et al. (Eds.): DASFAA 2010, Part II, LNCS 5982, pp. 380–391, 2010.
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query infinite XML streams continuously, while they restrict classes of queries
for fast and light-weight stream processing.

The purpose of this study is to develop an XPath querying engine that works
quickly and stably for massive XML datasets stored and multiple queries in-
put with light-weight pre-processing of data, instead of requiring heavy pre-
processing and human operations like traditional stored data processing engines.

In this paper, we consider stream-oriented filtering and querying methods
for stored large XML data and propose a fast and scalable querying engine
Chimera against a large set of XPath patterns included in Univariate XPath [3,9].
Chimera’s core engine, named XSIGMA, filters thousands of primitive XPath
patterns efficiently by a light-weight pre-processing technique for XML data [10]
and a DFA detecting together both occurrences of paths and keywords. Chimera
also includes evaluating engines for output event streams from XSIGMA. By
adopting such a stream-oriented architecture, Chimera achieves a fast and stable
performance against a large set of XPath patterns, in contrast with traditional
processing engines for stored XML data.

We show the effectiveness of Chimera by comparing it with several stream
XPath filtering/querying engines and a commercial RDB engine. The experi-
mental results show that Chimera runs fast and stably for any XPath patterns
without the need for heavy pre-processing techniques often used by existing na-
tive XMLDBs and RDBs. Furthermore, Chimera runs much faster than those
engines against thousands of XPath patterns.

1.1 Related Work

Several XPath streaming engines have been proposed. Yfilter [8] builds an NFA
for the queries by merging common prefixes of the query paths. XMLTK [2]
adopted the Lazy-DFA technique that converts the NFA for the queries into a
DFA lazily. TwigList [13] constructs tree-like structures for matching a twig pat-
tern from XML streams. SPEX [11] processes regular path expressions including
reverse axes [12]. The most related research is XAXEN [10], which is a stream-
oriented XML filtering engine using a light-weight pre-processing technique for
XML data.

1.2 Organization

This paper is organized as follows. In Section 2, we prepare basic notions and
definitions. In Section 3, we present the architecture of Chimera. In Section 4,
we report results from experiments on artificial and real datasets, and finally,
we conclude this paper in Section 5.

2 Preliminaries

2.1 XML Trees and Pathtrie

First, we define a model of XML data. Let Σ be an alphabet and Σ∗ denote the
set of strings over Σ. Let T be a set of tagnames . Then, an XML tree T is an



382 T. Asai et al.

XML Data D
<shop>

<floor>

<item>

<id>1</id>

<name>pen</name>

</item>

<category>

<name>stationery</name>

</category>

</floor>

<floor>

<item>

<id>2</id>

<name>cup</name>

</item>

<category>
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</category>
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</shop>

shop

floor

id

item category

name name

1

pen stationery

floor

id

item category

name name

2

cup tableware

XML Tree T
1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

19

18

Fig. 1. XML data D and its tree repre-
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Fig. 2. Pathtrie PTD and BML data B
for the XML data D

ordered tree such that the interior nodes, called the element nodes , are labeled
by tagnames in T and the leaves, called the text nodes , are labeled by strings in
Σ∗. Fig. 1 shows an XML data D and its tree representation T , where the circles
and the squares represent element and text nodes, respectively. The strings in
element and text nodes in T represent tagnames and text values, respectively.
The numbers adjacent to nodes of T mean their IDs.

Let T be an XML tree. Then, VT and ET denote the node set and the edge
set of T , respectively. Let k ≥ 0 be a non-negative integer. Then, a path p =
(v0, . . . , vk) ∈ V ∗

T in D is defined as a sequence from the root r = v0 to an
element node vk, where (vi, vi+1) ∈ ET holds for every i = 0, . . . , k − 1. Let
p = (v0, . . . , vk) be a path in T and tag(p) = (tag(v0), . . . , tag(vk)) ∈ T ∗ be
the sequence of tagnames associated with each node vi. Let D be an XML data
and T be its tree representation. Then, the pathtrie [10] PTD for D is defined
as a trie with alphabet T representing the set of tagname sequences for all
the paths in T . We associate each node in PTD with a non-negative integer
k = 0, 1, . . . , |PTD| − 1 called a path ID , where |PTD| is the size of PTD. The
figure on the left in Fig. 2 shows the pathtrie for the XML data D in Fig. 1,
where the strings associated with the edges mean tagnames and numbers in the
circular nodes mean path IDs.

2.2 Fragment of XPath Patterns

The fragment of XPath that Chimera supports is Univariate XPath [3,9], the
grammar of which is shown in Fig. 3. In what follows, XPath patterns mean any
strings generated by the grammar. If an XPath pattern has no predicates, we
call it a linear XPath pattern (or linear path for short).

An XPath pattern specifies a query tree Q to navigate an XML tree T . Now,
we will give a definition of query trees and their occurrences in XML trees. A
query tree Q is an unordered tree with a special node Out, called the output
node, such that the interior nodes are labeled by tagnames in T , the leaves are
labeled by Boolean expression over strings in Σ∗, and the edges are labeled by
‘/’ (child) or ‘//’ (descendant).
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Path := Step Path Step

Step := Axis NodeTest | Axis NodeTest ‘[’ Predicate ‘]’

Axis := ‘/’ | ‘//’

NodeTest := Tagname | ‘*’

Predicate := Path | Contains(Path, String) | Path CompOp Constant

| Predicate ‘and’ Predicate | Predicate ‘or’ Predicate | ‘not’

Predicate

CompOp := ‘=’ | ‘!=’ | ‘>’ | ‘>=’ | ‘<’ | ‘<=’

Fig. 3. Univariate XPath

For an XML tree T and a query tree Q, we say that Q occurs in T if there
exists a matching function ϕ : VT → VQ satisfying the following conditions for
any v, v1, v2 ∈ VQ:

– (ϕ(v1), ϕ(v2)) ∈ ET holds if the edge-label of (v1, v2) ∈ EQ is ‘/’ and
(ϕ(v1), ϕ(v2)) ∈ E+

T holds if the edge-label of (v1, v2) ∈ EQ is ‘//’
– labelQ(v) = labelT (ϕ(v)) holds for every internal node v ∈ VQ

– labelQ(v) matches labelT (ϕ(v)) in the sense of string pattern matching for
every leaf v ∈ VQ

where labelQ(v) and labelT (w) denote the node-labels assigned to v ∈ VQ and
w ∈ VT , respectively. An occurrence of Q in T is defined as a node ϕ(Out) ∈ VT

such that Out ∈ VQ is the output node of Q and ϕ is a matching function from
Q in T . If v ∈ VT is an occurrence of Q in T , we say that Q occurs at v ∈ VT .
We denote by Occ(Q, T ) ⊆ VT the set of all occurrences of Q in T .

2.3 Problem Statement

We give a formal definition of two basic problems we address in this paper as
follows:

Definition 1 (XPath filtering problem). For a given XML data D and a
given set X = {x1, . . . , xm} of XPath patterns, return the set Occ(X, T ) :=
Occ(x1, T ) ∪ · · · ∪Occ(xm, T ) ⊆ VT , where T is the tree representation of D.

Definition 2 (XPath querying problem). For a given XML data D and a
given set X = {x1, . . . , xm} of XPath patterns, return each set Occ(xi, T ) ⊆ VT

for every i = 1, . . . , m, where T is the tree representation of D.

3 Architecture

3.1 Overview of Chimera

In Fig. 4, we show the architecture of Chimera. Given a set X = {x1, . . . , xm}
of XPath patterns, Chimera first decomposes them into a set of primitive pat-
terns described in Section 3.3. The most significant component in the system is
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A set of XPath patterns X={x1,...,xm}

Decomposing X to the 
set of primitive patterns 
P={p1,...,pn}

ConstructDFA

DetectOcc
XSIGMA

Input:

Output: Answer sets Occ(xi, D) for every xi ∈ X

Pathtrie PTD

BML data B

XML data D
Import

Lazy Filter

Twig Evaluator

Lazy Filter

Twig Evaluator

Lazy Filter

Twig Evaluator

Occurrence event streams for P

Fig. 4. Architecture of Chimera
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Fig. 5. DFA for matching primitive
patterns, where each Mj is an AC
machine for matching string expres-
sions under π of path ID j. (Back-
ward transitions are omitted to dis-
play)

XSIGMA, which is a fast matching engine for primitive patterns described in
Section 3.4. XSIGMA generates occurrence event streams for all primitive pat-
terns in P . To achieve faster matching by XSIGMA, we assume that the input
XML data is transformed into its binary representation called BML data de-
scribed in Section 3.2. Finally, Chimera applies Lazy Filter and Twig Evaluator
described in Section 3.5 to the event streams for evaluating all XPath patterns
in X . In Chimera, the last evaluating processes can be executed in parallel.

3.2 Binary Transformation of XML Data

For a given XML data D and its pathtrie PTD, Chimera transforms D into its
binary representation B [10], called BML data for D, as follows. All occurrences
of start tags and end tags in D are, respectively, replaced with ‘[’ and ‘]’ followed
by their corresponding path IDs i ∈ {0, 1, . . . , |PTD| − 1}. We assume that ‘[’
and ‘]’ are reserved characters not included in Σ. This transformation process
takes O(|D| · log |T |) time [10], where |T | is the number of distinct tagnames in
D. The BML data B transformed from the XML data D of Fig. 1 is shown on
the right of Fig. 2, where the path IDs are given by the pathtrie PTD displayed
on the left.

3.3 Decomposing XPath Patterns

Let π be a linear XPath pattern not including descendant axes (//) and expr be
a Boolean expression over keywords in Σ∗. Then, primitive patterns are denoted
as p = π{expr}, which means that p occurs at v ∈ VD if and only if π occurs at
v and expr is evaluated to be true under v. For a primitive pattern p = π{expr},
expr is called the string expression under π.

In the Chimera system, each input XPath pattern xi is decomposed into a
set of primitive patterns. The decomposition procedure is rather straightfor-
ward: It first replaces the descendant axes (//) in xi with their possible tagname
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sequences with consulting the pathtrie, and then decomposes the resulting tree-
shaped patterns into their paths.

Now, we show small examples of pattern decomposition. Suppose that we have
the following XPath patterns for the XML data D in Fig. 1:

x1: /shop/floor//name[./ = "pen"]
x2: /shop/floor/item[name = "cup"]/ID

Then, x1 is decomposed into p11 = /shop/floor/item/name{”pen”} and p12 =
/shop/floor/category/name{”pen”}by the pathtrie PT in Fig. 2. Also, x2 is de-
composed intop21=/shop/floor/item{ε},p22=/shop/floor/item/name{”cup”},
and p23 = /shop/floor/item/ID{ε}.

3.4 XSIGMA: The Core Engine

Let D be an XML data and B be its binary representation. For a given set
P = {p1, . . . , pn} of primitive patterns and the pathtrie PTD, XSIGMA first
constructs a DFA M for matching the primitive patterns in P . Then, XSIGMA
scans B from left to right to find all occurrences of the input primitive pat-
terns and returns sequences Occ(p1), . . . , Occ(pn) of occurrence events for every
primitive pattern in P . We also call Occ(pi) an event stream for pi for every
i = 1, . . . , n.

In Fig. 6, we show the algorithm ConstructDFA. The algorithm builds a
machine M for matching all primitive patterns in P , consisting of Aho-Corasick’s
pattern matching machines [1] (AC machines, for short) Mπ for matching all
string expressions under π. Fig. 5 shows a machine M , where the circles and the
arrows represent states and transitions, respectively. Moreover, Mj represents
an AC machine for matching all string expressions under π where j is π’s path
ID, for every j = 1, . . . , |PTD|−1. Note that ch(j) denotes the set of child nodes
of j in the pathtrie PTD.

Then, we show the algorithm DetectOcc in Fig. 7. Receiving a BML data
B and a DFA M constructed by ConstructDFA, the algorithm scans B by
one character and make a transition in M . If the algorithm detects an occur-
rence of a primitive pattern pi ∈ P , then immediately it generates an occur-
rence event for pi. After finishing scanning B, the generation of event streams
Occ(p1), . . . , Occ(pn) is complete. As the result, DetectOcc finds all occur-
rences of every primitive pattern in P in O(|B| + ||Occ||) time while it uses
O(|PTD| · ||Str||) space in the worst case, where ||Occ|| is the total size of the
event streams and ||Str|| is the total length of strings included in P .

3.5 Evaluation for XPath Patterns

In this subsection, we describe the last two modules of Chimera, namely, Twig
Evaluator and Lazy Filter. Twig Evaluator constructs tree structures like
TwigList [13] from the event streams Occ(p1), . . . , Occ(pn) for evaluating ev-
ery input XPath pattern in X . Twig Evaluator runs in O(c · ||Occ||) time, where
c = maxxi∈X |xi| and ||Occ|| denotes the total size of the event streams. There-
fore, Twig Evaluator will be a bottleneck of Chimera when ||Occ|| is quite large.
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Algorithm ConstructDFA:
Input: A set P = {p1, . . . , pn} of primitive patterns and a pathtrie PT .
Output: A DFA M .
1. For every linear path π in PT , build an AC machine Mπ for matching all string

expressions under π in P .
2. Connect all machines Mπ as displayed in Fig. 5 and let M be the resultant machine.
3. Return M .

Fig. 6. An algorithm for constructing a DFA

Algorithm DetectOcc:
Input: A BML data B and a DFA M constructed by ConstructDFA.
Output: An event stream Occ.
1. Set i := 0 and s be the initial state of M .
2. While B[i] �= EOF, do the followings: /* scanning by one character */

– s := goto(s,B[i]). /* making a transition */

– If an occurrence of pi ∈ P is found, then return an occurrence event for pi.
– i := i + 1.

Fig. 7. An algorithm for finding occurrences of primitive patterns

To overcome this difficulty, we have devised Lazy Filter, which is a fast and
light-weight filtering module for event streams, and arranged it in front of Twig
Evaluator. Lazy Filter recognizes and removes such events in advance to be ob-
viously evaluated as false in Twig Evaluator by checking lazy logical conditions.
For example, suppose that we have the pattern /A1[B1]/ . . . /An[Bn]. Then, Lazy
Filter evaluates the logical condition B1 ∧ . . . ∧ Bn on the event streams. If the
condition is false, the corresponding events are removed. A complex twig pattern
tends to cause large event streams since the number of decomposed primitive
patterns becomes large and they match data frequently. Thus, Lazy Filter plays
an important role in Chimera for achieving fast and stable performance.

4 Experimental Results

In this section, we will present experimental results on artificial and real datasets
to evaluate the performance of Chimera. We implemented the prototyping sys-
tem in C. The experiments were run on a PC (Intel 2.66GHz dual core, CentOS
5.2) with 4GB of main memory. In Table 1, we show datasets prepared for the
experiments. The data XMark1, XMark5, and XMark10 are randomly generated
by xmlgen1 with scaling factors 1, 5, and 10, respectively. The data dblp2 is bib-
liographic information on major computer science. We also randomly generated

1 http://monetdb.cwi.nl/xml/downloads.html
2 http://www.cs.washington.edu/research/xmldatasets/www/repository.html#dblp
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Table 1. Datasets for the experiments

XMark1 XMark5 XMark10 dblp
Data size (MB) 111 558 1,118 128
BML size (MB) 120 603 1,208 129
# tagnames 74 74 74 35
# pathtrie nodes 515 515 515 126
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Fig. 8. Running time comparison for filtering single primitive patterns

test sets of XPath patterns by using pathgenerator3 with DTDs of XMark and
dblp.

In what follows, we assume that a wildcard means // or *, and that patterns
with wildcards (c%) mean that their occurrence probabilities of // and * are
both c% (0 ≤ c ≤ 100). We call patterns with wildcards (0%) as patterns with-
out wildcards . We also define simple patterns and complex patterns as XPath
patterns with at most one predicate and ones with more than two predicates,
respectively.

4.1 Comparing XSIGMA with Other XML Filtering Engines

First, we compared the performance of XSIGMA with those of yfilter [8] and
XMLTK [2] in filtering a single primitive pattern. Fig. 8 shows the running
times of those engines over XMark1 data for 30 primitive patterns with/without
wildcards. XSIGMA runs about 3.4 times faster than XMLTK and about 70
times faster than yfilter.

Then, we studied performance of XSIGMA for filtering a set of primitive
patterns. In Fig. 9 and 10, we show the running time and the memory us-
age of XSIGMA, yfilter, and XMLTK against sets of primitive patterns of size
1, 10, . . . , 10000. From the results, XSIGMA runs faster than yfilter and XMLTK
against large sets of primitive patterns while it uses more computing space than
XMLTK. This tradeoff between XSIGMA and XMLTK comes from the difference
of their strategies for matching primitive patterns using DFA. XSIGMA adopts

3 http://yfilter.cs.berkeley.edu/code release.htm
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Table 2. Import time comparison

Running time (sec) XMark1 XMark5 XMark10 dblp
Chimera 4 23 43 8
DB2 30 732 932 40
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Fig. 11. Running time comparison for querying single XPath patterns on XMark
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the DFA matching primitive patterns directly for faster processing and XMLTK
adopts the Lazy-DFA technique for using less memory.

4.2 Comparing Chimera with Other XPath Querying Engines and

a Commercial RDB

We also compared Chimera to yfilter, SPEX [11], and IBM’s DB2 (Enterprise
Server Edition Version 9.7). Note that XMLTK does not allow both simple and
complex patterns completely. Table 2 compares the import time of Chimera and
DB2, where the import time of Chimera we measured is the time for pathtrie
construction and binary XML data transformation. Chimera is 5-30 times faster
than DB2.

Then, we executed performance comparison for querying the four kinds of
single XPath patterns, which are (a) simple patterns without wildcards, (b)
simple patterns with wildcards, (c) complex patterns without wildcards, and
(d) complex patterns with wildcards. Fig. 11 and 12 show the results against
each kind of single patterns on XMark1 and dblp, respectively. From the results,
Chimera runs fast and stably against each kind of patterns. DB2 also runs fast
while its performance sometimes becomes worse especially in case of querying a
pattern with wildcards. This shows the potential of stream-oriented processing
for large XML data stored.

Finally, we examined the scalability of Chimera. In Fig. 13, we show the
running time of Chimera, yfilter, and DB2 for querying a set of patterns of
sizes 100, 1000, . . . , 5000 on XMark1 and dblp data. In Fig. 14, we also show the
running time of Chimera on XMark1, XMark5, and XMark10 data against a set

(a) Simple patterns without wildcards (b) Simple patterns with wildcards (50%)

(c) Complex patterns without wildcards (d) Complex patterns with wildcards (50%)

Fig. 12. Running time comparison for querying single XPath patterns on dblp
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(a) XMark1 (b) dblp

Fig. 13. Running time comparison for querying a
set of XPath patterns
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Fig. 14. Scalability of Chimera

of patterns of sizes 10, 100, 1000, 2000.The pattern sets used in those experiments
include both simple and complex patterns with wildcards (1%). From the results,
we can conclude that Chimera runs fast in real time and scales against the size
of both data and patterns.

5 Conclusion

In this paper, we proposed an XPath filtering/querying engine Chimera. Based
on an efficient matching engine XSIGMA for primitive patterns and a twig evalu-
ator over event streams, Chimera runs fast and stably against a large set of XPath
patterns in Univariate XPath. The experimental results show that Chimera runs
fast and stably for any XPath patterns and scales against thousands of XPath
patterns without the need for any heavy pre-processing techniques.
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Abstract. The Internet and the World Wide Web democratized the means to 
publish and share corporate and personal data. Many anecdotes occurred over 
the last decades that well illustrate the danger for privacy and confidentiality. 
The advent of Cloud computing infrastructures is likely, if successful, to further 
encourage this trend. The analysis, diagnosis and prevention of privacy risk 
within a Cloud computing infrastructure are therefore important services to 
provide to users. In recent years, several algorithms such as K-anonymity, L-
diversity and Anatomy, have been proposed to address the issue of data ano-
nymization and diversification. They transform original data sets into modified 
data sets ensuring some privacy while minimizing the information loss incurred 
during the transformation. Shared and published data can remain meaningful 
without jeopardizing privacy.  

We propose an integrated collection of privacy management services to-
gether with an interface to orchestrate their execution and assess their evalua-
tion. The system consists of Web services and Cloud architecture. Cloud users 
can explore and apply privacy management services as Cloud services. This 
proposal is a first but significant step towards the general concept of a Cloud of 
data services and data transformation processes for data privacy, anonymity, se-
curity, quality, mining, management, publishing and sharing of data. 

Keywords: web services, data privacy, anonymization, online database tools, 
data quality, cloud services. 

1   Introduction 

Organizations are producing larger and larger amounts of electronic information. It is 
often a necessity --for various reasons related to business and marketing practices -- to 
share and publish data.  These organizations need however to make sure that sensitive 
information is not disclosed. They need to often resort to ad hoc transformations with 
little guarantee of privacy. In [3] such risk has been strikingly illustrated: the medical 
                                                           
* This project is partially supported by a university research grant R-252-000-328-112 and 

SERC Grant 0421120028. 
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record of the governor of Massachusetts has been identified among publicly available 
medical data. 

The problem is further exacerbated by the heterogeneity of hardware, software and 
data. Cloud computing among its various objectives also aims at offering to users a 
flexible solution to the problem of interoperability by providing a unique integration 
platform: the Cloud itself. 

The system we propose to demonstrate, PASS, advocates the concept of a Cloud 
and service oriented solution for the management of data privacy. It consists of a (i) 
web based user interface for the analysis, diagnosis [2] and elimination of the privacy 
risk and the exploration of the possible solutions, and (ii)  web services for the reali-
zation of an integrated solution. 

PASS offers a range of data anonymization and diversification algorithms in a one 
stop integrated environment together with all the utility services to sample, test, up-
load, process and save data to be published. 

2   Designing Data Processes 

Processing in PASS is organized in projects. Each project is a collection of objects: 
datasets (imported data, remote data sources and results) and processes that apply to 
the data. Objects can be shared among several projects. 

The processes can be simple (the application of a single algorithm) or complex (a 
workflow). Processes can be executed stepwise in order to allow exploration and  
debugging. 

Consider this as a simple usage scenario. A user registers the connection to her re-
mote database. She creates the process for investigating the anonymization of her data. 
She creates a new process to do so. She decides to import a sample of the data using the 
sampling service. She wants to try the Anatomy Algorithm on her sample dataset. She 
specifies the schema and the sensitive attributes. She can customize the ontology for 
non numeric attributes generalization. Once the process is designed, she can execute it. 
The results are represented as two new Datasets in the current project folder. 

The user can further check whether the output is a 3-Anonymized dataset or de-
cide to change the process parameters and run it again. Once satisfied, she can run the 
same process on her entire data set and export the results as an XML document to her 
DB2 Server. 

3   System Architecture 

The main design goal of PASS is to make the data processing as flexible and simple 
as possible while providing efficiency. PASS consists of three main groups of Ser-
vices: data services, user services and control services (see Fig 1). For implementation 
purposes, we used Microsoft .Net Framework, together with WCF (Windows Com-
munication Foundation) [9] which supports both synchronous and asynchronous 
communications. Services can be invoked through different standards and protocols 
such as SOAP and REST.  
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Data services can be used for various data processing jobs such as anonymization, 
privatization and sampling methods.  

User services offer authentication, authorization and accounting together with 
VPN, SSH or SSL connections. 

Control services are responsible for system stability, accessibility and extendibil-
ity. For instance, they allow tracing and monitoring, and the control of resources or 
running processes. 

 
Fig. 1. Privacy & Anonymization as a Service (PASS) 

Web services can be used interactively through an interface or programmatically 
to develop new applications in a variety of environment and on diverse platforms. 

The interactive interface is a Web-based platform. It follows the design concept of 
a cross browser WebOS based on Web 2.0 standards. PASS users recognize a familiar 
and flexible working environment similar to a process oriented virtual desktop.  We 
used several clients and server side techniques and libraries such as Ajax [8], JQuery 
[6] and JSON [7]. 

The current implementation proposes the following anonymization services: k-
Anonymization [3], Anatomy [5], Anonymizing sequential releases [4] and Entropy 
L-Diversity [1]. 

3.1   Connectivity 

In PASS there are several ways to initialize the datasets, which can be  from local 
CSV files, local relational tables stored in the local database (populated manually for 
testing or with imported data) to remote data sources (external database servers, web 
services, streams or cloud datasets). The standard protocols of PASS (reference) allow 
connectivity to a large variety of local and remote sources and formats. 
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Similarly, PASS services are easily added as they are integrated using a standard 
web service interface. Although they are local to the PASS server in the current archi-
tecture and implementation, the design and implementation cater for both distributed 
and remote services. 

4   Conclusion  

The system  we propose to demonstrate is a proof of concept for a Cloud-based and 
service oriented approach to not only data privacy diagnosis and protection in 
particular but also to a workflow-oriented approach to the management of data in the 
cloud. It is made possible by the convergence of many technologies and standards: 
Web services, business process description and execution languages, Web 2.0 
technologies. The system is easily demonstrated thanks to a simple yet complete 
Web-based interface. 
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Abstract. Many outlier detection methods do not merely provide the
decision for a single data object being or not being an outlier. Instead,
many approaches give an “outlier score” or “outlier factor” indicating
“how much” the respective data object is an outlier. Such outlier scores
differ widely in their range, contrast, and expressiveness between different
outlier models. Even for one and the same outlier model, the same score
can indicate a different degree of “outlierness” in different data sets or
regions of different characteristics in one data set. Here, we demonstrate
a visualization tool based on a unification of outlier scores that allows to
compare and evaluate outlier scores visually even for high dimensional
data.

1 Introduction

Finding outliers that do not fit well to the general data distribution is very
important in many practical applications, including e.g. credit card abuse de-
tection in financial transactions data, the identification of measurement errors
in scientific data, or the analysis of sports statistics data. Outlier detection can
be seen as not merely interested in removing noise but also in finding interest-
ing database objects deviating in their behavior considerably from the majority
and, as such, providing new insights. Indeed, both aspects of outlier detection
are like two sides of a medal as one person’s noise may be another person’s sig-
nal. The application scenarios given above highlight both interests in outliers,
as measurement errors in scientific data should possibly just be removed while
a case of credit card abuse is the solely interesting fact among a wealth of usual
data. As different as the questions that should be answered by outlier detection
methods, as different are the approaches to the problem of identifying outliers.
Aside from different properties of outlier detection methods, i.e., global vs. local,
scoring vs. labeling, supervised vs. unsupervised, there is a huge variety of intu-
itions or techniques for how to decide on the “outlierness” of a database object.
Examples of such intuitions are the original statistical approach [4], the distance
based notion of outlierness [6,12,3,11], the density based approach [5,10] along
with various adaptations to different scenarios [13,8,7], or the angle-based defi-
nition of outliers [9]. Since many approaches providing outlier scores are based
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on quite different assumptions, intuitions, and models, they naturally also differ
substantially in the scaling, range, and meaning of values. In some cases, high
values of an outlier score mean, the corresponding database object is not at all
an outlier, in other cases, a higher value indicates more “outlierness”. In some
cases, the minimum occurring outlier score is around 1, indicating that the cor-
responding database object perfectly fits to the data distribution, in other cases,
1 is the maximum value, indicating the database object is an outlier as much
as possible. For many methods, the scaling of occurring values of the outlier
score even differs within the same method from data set to data set, i.e., outlier
score x in one data set means, we have an outlier, in another data set the very
same score x is not extraordinary at all. In many cases, even within one and
the same data set, the identical outlier score x for two different database objects
can denote substantially different degrees of outlierness, depending on different
local data distributions around the two objects. Hence a major problem for any
user not very acquainted with the outlier detection method in question is how
to interpret the “factor” provided in order to decide whether or not the data
object actually is an outlier and how to compare the outlier score provided by
one outlier model to the outlier score provided by another model. Furthermore,
since different models are based on different assumptions and intuitions, they are
differently well suited for different data sets. Their results, however, are in many
cases very difficult to compare. Aside from the scaling issue, opposite decisions
on the outlierness of single objects may be equally meaningful since there is no
generally valid definition of what constitutes an outlier in the first place. For dif-
ferent application scenarios, a different selection of outlier detection approaches
may be meaningful.

2 Demonstration

Here, we present a visualization tool that is able to visualize high dimensional
data sets in 2D projections and mark the outlier score assigned by different
methods to each object. The contrast of the outlier scores within one data set
can also be visualized. In our framework, we implemented a range of different
outlier detection models (examples have been given above) in a way that allows
to freely combine the outlier detection method with different distance measures,
where applicable, and therefore, e.g., to apply one implementation to different
data types or to learn about the impact of the chosen distance function. Aside
from standard distance functions like Lp norms or the cosine distance, there are
also distance functions available specialized e.g. on time series data. Further-
more, the outlier detection algorithm can be backed by various index-structures
provided by the framework. In Figure 1(a), a 4-dimensional data set is visual-
ized in thumbnails for all axis-parallel two-dimensional projections. The color of
each bubble shows the color of the corresponding cluster or noise. The data set
consists of six clusters (colors red, blue, green, orange, cyan, and magenta), and
some outliers (dark red). The top row shows stacked histograms of the distribu-
tion of values for each of the four dimensions, colored according to the respective
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(a) Thumbnails of LoOP [7] scores for all 2-d pro-
jections (top row: one-dimensional distributions) of a
4-dimensional data set.

(b) 2-d projections with
Reference Point Outlier [11]
(top) and LDOF [13] (bot-
tom) scores annotated.

Fig. 1. Some visualization features

cluster. Figure 1(b) shows the visualization of the outlier scores of two different
methods for one data set in the same selected two-dimensional projection in
detail. This visualization can be saved in various filetypes such as JPEG, PNG,
EPS, PDF, or SVG. The latter is the original internal representation. Hence, the
tool also allows for scale free zoom-in or zoom-out to inspect a specific region
of the data set in more detail. The radius of a bubble reflects the magnitude
of the corresponding outlier factor. This visualization requires a (non-trivial)
scaling of the outlier scores for all available methods into a comparable range.
We chose the range [0, 1] which is provided already by some methods and can
be thought of reflecting the probability of being an outlier. For all methods
implemented within our framework and scaling differently, we provide adapters
for the desired comparative scaling. This architecture is easily extendable for
incorporation of new or different outlier detection methods. To assess how re-
markable a specific outlier score is in a given data set, our tool also shows the
contrast of outlier scores assigned by a specific model for a complete data set.
If there is a low contrast of outlier scores, it is clear that the decision to select
the top k outliers is rather arbitrary. Instead one could equally well select the
top k − 5 or top k + 7 data objects as outliers. On the other hand, if there is
a clear separation between top scores and lower scores, the user gets a valuable
information on a possibly meaningful cut-off outlier score to define “real” out-
liers. Nevertheless, aside from the comparison of the absolute values of outlier
scores, many approaches just aim at a concise ranking as only the top-k outliers
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are interesting. Hence, it is also possible to visualize just the top-k outliers (as
shown in Figure 1(b), top, for the reference point approach [11], where also the
chosen reference points are shown in red).

3 Conclusion

In summary, the contributions of the demonstrated software are (i) the possible
application of a unifying scaling on arbitrary outlier scores; (ii) an intuitive
visualization of (top-k) outlier scores on data of real vector spaces of arbitrary
dimensionality; (iii) an illustration of the contrast of the outlier scores suitable as
user guidance to select an appropriate threshold for final decision on outlierness;
(iv) a flexible implementation of a broad selection of outlier detection methods
that allows for usage of different distance measures and can be backed by various
index structures.

Via http://www.dbs.ifi.lmu.de/research/KDD/ELKI/, the demonstrated
software is available as release 0.3 of the ELKI framework [2,1].
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7. Kriegel, H.P., Kröger, P., Schubert, E., Zimek, A.: LoOP: local outlier probabilities.
In: Proc. CIKM (2009)

8. Kriegel, H.P., Kröger, P., Schubert, E., Zimek, A.: Outlier detection in axis-parallel
subspaces of high dimensional data. In: Proc. PAKDD (2009)

9. Kriegel, H.P., Schubert, M., Zimek, A.: Angle-based outlier detection in high-
dimensional data. In: Proc. KDD (2008)

10. Papadimitriou, S., Kitagawa, H., Gibbons, P., Faloutsos, C.: LOCI: Fast outlier
detection using the local correlation integral. In: Proc. ICDE (2003)
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Abstract. This paper describes the Adaptive Distributed Endpoint RDF 
Integration System (ADERIS), an adaptive, distributed query processor for 
integrating RDF data from multiple data resources supporting the SPARQL query 
language and protocol. The system allows a user to issue a federated query with-
out any knowledge of the data contained in each endpoint and without specifying 
details of how the query should be executed. ADERIS  relies on very limited in-
formation about each RDF data source to construct SPARQL source queries, the 
results of which are used to construct RDF predicate tables, which are integrated 
using pipelined index nested loop joins, the number and order of which may vary 
during query execution in order to reduce response time.  

Keywords: Adaptive query processing, RDF query processing, distributed data 
integration. 

1   Introduction 

SPARQL [1], a W3C recommendation query language for RDF, is a widely used 
method of querying RDF data. Primarily, the SPARQL language allows sets of triple 
patterns to be matched against RDF graphs, supported by various features such as con-
junctions, disjunctions, filter expressions, optional triple patterns and multiple represen-
tations of query results. The SPARQL query language has an associated protocol with 
HTTP and SOAP bindings, and an XML-based results format, which complement each 
other to promote interoperability, allowing clients to interact with RDF data sources 
without having to deal with syntactic heterogeneities between different infrastructures. 
This approach is used by many large repositories, such as  DBPedia [2]. Federated que-
ries across multiple SPARQL endpoints allow data from such endpoints to be inte-
grated, and is also potentially beneficial in heterogeneous information systems where 
individual components use SPARQL wrappers to expose data. Data integration in this 
context is particularly appealing when bearing in mind the progress made by the Linked 
Open Data Project [3], which aims to promote the widespread usage of URI-based rep-
resentations to allow RDF terms to be consistently defined. Where consistently defined 
RDF terms are used across multiple repositories, data can be joined together to answer 
federated SPARQL queries across multiple RDF repositories. 
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    Various systems exist supporting federated queries across multiple RDF data 
sources, such as ARQ [4], the SPARQL query processor from the Jena Semantic Web 
Framework, which possesses capabilities for executing remote queries and is com-
plemented by extensions for query optimisation in the form of the Distributed ARQ 
(DARQ) [5] system. SemWIQ [6] is another system based on ARQ for optimising 
and executing distributed RDF queries. These systems require accurate statistics about 
data sources in order to effectively optimise query plans and cannot alter their query 
plans during execution if performance is sub-optimal. In contrast, an assumption 
made in the design of ADERIS is that many RDF endpoints are made available with-
out statistics about the data contained within them and gathering such information is 
difficult. Endpoints may be constantly updated and therefore behave unpredictably in 
terms of response time due to computational load and the effects of network commu-
nication times, therefore ADERIS aims to rely as little as possible on statistics about 
endpoints and avoids generating static query plans. Query processing is done in an 
almost entirely adaptive fashion, joining data as it becomes available and modifying 
join order based on selectivity information gathered at runtime.  

2   System Details 

Prior to issuing federated queries, the set of SPARQL endpoints over which queries 
are executed are registered with the system, which involves the user supplying the 
system with a URI for each of the endpoints. ADERIS performs the following steps 
during query execution: 
 

1.  Issue Source Queries. If available, metadata (e.g. presence/absence of terms, 
indexes etc) about RDF endpoints are used to generate a source query for each 
SPARQL endpoint registered with the system. A source query is a SPARQL 
query issued to an endpoint in order to fetch triples that may be needed to an-
swer the query. The objective of source query generation is to generate queries 
that minimise the number of triples returned while still retrieving all triples 
that may be needed to execute the federated query.  ADERIS employs various 
schemes to achieve this that can function with various kinds of meta-
data/statistics. The most basic scheme relies on extremely limited information, 
specifically the set of predicate terms contained in a data source, which can be 
obtained from an endpoint by issuing a simple SPARQL query when the end-
point is registered with the system. 

 

2.  Construct Predicate Tables. The results from each source query are used to 
construct a set of predicate tables, where a two-column table exists for each 
predicate returned as a result from a source query and each row of the predi-
cate table represents a triple by storing the corresponding subject/object val-
ues. This vertically partitioned approach has been shown to be effective when 
processing RDF data in [7]; here it provides a set of tables, constructed by the 
source queries, which must be joined to answer the query. The mapping be-
tween the source queries and predicate tables is usually one-to-many (or in 
rare cases one-to-one) and the metadata used in (1) to generate source queries 
is used to determine this mapping, which is used in the next step to determine 
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Fig. 1. The ADERIS client at two different points during the execution of a federated SPARQL 
query. Four endpoints, the URLs of which are listed in the top left frame under the heading 
"Data Sources", are queried. The panel on the right shows the query plan, initially (top) joining 
two predicate tables that have become available. The second (bottom) query plan has adapted to 
join two new tables and results have started to become available (shown in the bottom left 
frame). The join order can be modified further by the system if necessary.  
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when a predicate table is complete, i.e. the moment in time when all source 
queries that map to a given predicate table have returned all their results. In-
dexes are generated on potential join predicates to allow index nested loop 
joins to be used in the next step. 

3.  Join Predicate Tables. Predicate tables are inserted into the query plan when 
they become complete, using an extension of the technique described in [8], 
which is capable of reordering the joins without throwing away already gener-
ated results. Any other processing that needs to be done (evaluating FILTER 
expressions that couldn't be pushed down into source queries. etc.) is also done 
here in order to answer the query. 

 

The main benefit of this approach is that it can adapt to different characteristics of the 
data obtained from remote data sources. The ADERIS interface, illustrated in Fig 1, 
allows the user to lookup and register SPARQL endpoints and issue federated queries. 
The query execution and its adaptations are highlighted by a real-time display of the 
join order as processing is performed. Query results are displayed in real-time as they 
are produced by the pipelined query plan. Although the system currently supports 
only a limited subset of the SPARQL query language, future work will increase the 
range of supported queries. Various applications of this work, where answering 
SPARQL queries over multiple RDF repositories can play an important role will also 
be investigated. The software prototype described in this paper forms the basis of an 
open source project, more information about which can be found at: 
http://dbgrid.org/FederatedSPARQL. 
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Abstract. It is difficult to understand the outline of community-type
content such as Blog, Social Network Services(SNS), and Bulletin Board
System(BBS) because multiple users post content freely. In this paper,
we have developed a system that presents the outline of community-
type content by using Wikipedia. We focus on the table of contents
(TOC) collected from Wikipedia. Our system compares the comments
in a thread with the information in the TOC obtained from Wikipedia
and identifies contents that are similar. Thus, the user can understand
the outline of community-type content when he/she views a table with
similar contents.

1 Introduction

SNSs and blogs, which are maintained by a community of people, are popular
Web 2.0 tools. We call the content of such Web 2.0 tools “community-type
content.” Community-type content, a representative example of Web 2.0 content,
consists of multiple threads, and each thread consists of comments posted by
multiple users. It is difficult to understand a thread in a community because
users post comments freely, and their language is complicated. In community-
type content, users sometimes enter into heated discussions, because of which
they concentrate only on one issue and lose track of the actual theme. In this
case, each user may want to know how relevant his/her point is to the discussion.
Hence, we believe that it would be beneficial for users to understand the outline
of their discussion. On the other hand, the contents of Wikipedia are posted
by different users, whose policy is “Neutral point of view is the fundamental
principle of Wikipedia [1].” Thus, we consider that Wikipedia contents are based
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Fig. 1. Comparing in VOCC

on the general viewpoint of a given theme. In this paper, we propose a system
that presents the outline of a thread in community-type content by comparing
the comments in a thread with the Wikipedia content. In this case, we choose
the title of an article from Wikipedia and compare each comment in a thread in
the community with the smallest structure in the table of contents (TOC) from
the article. (show Figure 1) We call this system “Viewing Outline of Community-
type Content (VOCC).”

2 Outline of VOCC

Figure 2 shows user interface of VOCC. In Figure 2, the left-hand window in (a)
shows the Wikipedia article that contains the keywords input by the user, and
the left-hand window in (b) shows the results obtained with VOCC. We use the
topic of the content structure list to identify the exact outline of a thread.
Overview of our system:

1. A user inputs the theme of a thread that he/she wants to use as a keyword
for comparison.

2. VOCC displays the target Wikipedia article on the left side of the window
and the list of candidates in the community whose theme matches the user’s
input on the right side of the window(Figure 2(a)).

3. The user selects the community and thread he/she wants to compare.
4. A Wikipedia article and the thread in a community-type content are ex-

tracted on the basis of the keyword entered by a user. The Wikipedia article
is called the “target article”; the thread in the community-type content ,
“target thread”; and the comment in the target thread , “target comment.”

5. VOCC extracts the keywords that are based on topic structure[2] from a
target thread.
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Fig. 2. Display of VOCC

6. VOCC then compares the target comment with each small passage in the
target article on the basis of the TOC by using the topic structure and
extracts the content discussed in the target thread.

7. In steps 5 and 6, VOCC calculates the number of comments in a target
thread.

8. VOCC presents a similar title from Wikipedia as the outline of a thread
(Figure 2(b)).

Since VOCC uses the tab browser, the user can browse both the target article
and the results by simply clicking the tab.

3 Comparison between Threads and Articles

Target Passage of the article

In this study, we consider the topic of the target article to be the same as that in
a thread (show Fig1). In other words, we identify the target article whose theme
matches the keyword input by the user. After identifying the target article, we
compare the comments in the thread with each small passage in the article. Each
small passage in the article is classified on the basis of the TOC of the target
article. In this case, not all the small passages in the article are regarded as target
passages. If the topic of the community is “The Masters Tournament” and the
target thread in the community discusses “Tiger Woods,” since the target article
refers to “Tiger Woods,” the thread topic is “Tiger Woods in Masters.” The
article on “Tiger Woods” includes information other than that on “Tiger Woods
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in Masters,” and this information should be removed from the small passage in
the target article. We consider the target passage with the highest target passage
degree DTaPi. DTaPi is determined as follows:

DTaPi =
m∑

j=1

wsj + wct > β

where wsj is the weight of the subject term sj , and wct is the weight of the topic
of the community. These values are calculated by using tf/idf .

Comparison between comments in the target thread and the target

passage of the article

First, we calculate the weight of each subject term and content term by using
tf/idf . Then, we compare the comment in a thread CPi with the target passage
TaPj of an article by using a cosine vector in the following manner:

Sim(CPi, T aPj) =
−→
F (CPi) •

−→
F (TaPj)

|−→F (CPi)| • |
−→
F (TaPj)|

< γ

where −→F (CPi) is a feature vector of CPi and −→F (TaPj) is a feature vector of
TaPj. If Sim(CPi, T aPj) is greater than the threshold γ, the target passage in
the article is the outline of a comment.

4 Conclusion

We have developed a method called “VOCC” for presenting the outline of
community-type content by using Wikipedia. Our system compares the com-
ments in a thread with the information in the TOC obtained from Wikipedia
and identifies contents that are similar. Thus, the user can understand the outline
of community-type content when he/she views a table with similar contents.
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Abstract. Recently, global warming is a serious problem all over the
world. Japan endeavors to promote using bicycles in order to protect en-
vironment. We developed a system for supporting cyclists by using the
data from a bike sensor network. Cyclists lose comfort of riding when
they need to go through crowded streets. We collect riding information
obtained with a gyro sensor attached to handlebars of a bicycle. Based
on such information, we then extract riding condition of cyclists. This
paper presents the design and implementation of a Human Probe system
that can collect and store sensor data to show comfortable cycling routes
on a map.

Keywords: Bikenet, sensor network, Human Probe, gyro sensors.

1 Introduction

There is an increasing number of people who ride bicycles to save fuel resources,
reduce the emission of carbon dioxide, and live healthily. However, cyclists some-
times need to use the lane for cars or sidewalks when there are no dedicated
bike paths. If cyclists use sidewalks, they would feel uncomfortable, and make
pedestrians feel uncomfortable as well. Thus, it is a challenge for a bike rider
to find suitable roads in an urban area. To solve the above issue, we propose
BISCAY which calculates comfort indicators of cycling roads. In BISCAY, we
attach a three-axis gyro sensor and a GPS receiver to a bike, which monitors a
hand operation and braking during a bike ride. The comfort is calculated using
the information emitted by the gyro sensor. Bikenet[1] is the system which can
gather environmental information on a route. However they do not focus on the
comfort of riders. We detect the movement of handles to measure the comfort
of riders. Furthermore, BISCAY enables the cyclists to share comfort indicators
on the Web map.

In this paper we first define the context indicators for riding a bike. Secondly
we describe an algorithm for calculating comfort indicators for cyclists. Finally,
we show the details of our demonstration.
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2 System Architecture

In a BISCAY bicycle, a three-axis gyro sensor and a GPS receiver are attached
to the center of a handle and near the rear reflector, respectively, as shown in
Fig.1. The three-axis Gyro sensor measures Yaw, Pitch and Roll in a raw data
format. Here, the three physical quantities mean the following:
@@Yaw: degree of handle
@@Pitch: road grade
@@Roll: degree of carving of bike
@@GPS: latitude, longitude and speed of bike
Each data item is acquired in a 100-ms interval to analyze it with a sliding
window. The length of the sliding window is 3.2-ms. In addition, we define a
data set for analysis. A data set consists of three consecutive windows. The
current data set shares the last two windows with the previous data set and the
first two windows with the next data set. The data set is a unit of analyzing
signals generated by the gyro sensor.

3 Extraction of Riding Context

In this section we define indicators for calculating comfort and use them to
extract contextual information about bike rides.

3.1 Basic Indicators

Depending on the sensing rate of sensor nodes, sensing data from one bike can
become a large amount. We define indicators and use them instead of sensed
raw data. We next define the details about meandering driving, steepness of
slope, smoothness of surface, and frequency of breaking as basic indicators which
represent the characteristic to show the riders that a route is comfortable or not.

Meandering Indicator. We convert yaw signals of the gyro sensor into four
contexts: normal running, fast and slow meandering, and left or right turns. Fast
Fourier Transform (FFT) is applied to extract frequency information. We con-
sider meandering as a high frequency operation of a handle in a few seconds. To
capture such a high frequency signal, we utilize the yaw signal. Our preliminary
analysis shows that meandering affects signals in the range between 1 to 5 Hz.
Therefore, we capture the signal strength for 1-5-Hz frequency. We set two levels
of thresholds to distinguish between a sudden change and a slow turning. Two
thresholds are set as follows:
@@Th(high): above 160(Acceleration)
@@Th(low): between Th(high) and 80(Acceleration)
The actions of left or right turns exhibit similar characteristics; yawing cap-
tures the direction of running. However the turn differs from meandering that
the magnitude of 1-5-Hz signals continues to rise instead of staying at the same
level. Therefore we consider that a left or right turn happens if the average signal
strength increases by more than 50 in the adjacent signal windows.
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Fig. 1. Bike with GPS, three-axis sensors,
and a PC for uploading data

Small Icon Increase

Large Icon Decrease

Decrease or Increase

Flat
Uphill
Downhill

Road grade

Normal 

Meandering(weak)

Meandering(strong)

Extraction of running 
context

Fig. 2. BISCAY Web map showing the
strength of meandering

Steepness Indicator. The steepness can be obtained using pitch signals. There-
fore we can straightforwardly utilize the pitch signal to calculate the steepness. If
the average of pitch in one data set exhibits 3.5%, it corresponds to a slope. As
our experiential trials, most of riders feel stressed when the slope degree is more
than 3.0%.

Braking Indicator. The speed of moving can be calculated using a change
in positions indicated by the GPS. We also calculate a change in the speed
and judge that breaking occurs when the speed decreases by more than 5 km/h.
Another advantage of calculating the speed is that we can also identify the places
where decrease or increase of the speed frequently happens.

3.2 Extraction

We conducted an experiment of validity of extracting contexts. The result is
shown in Fig. 3. The above two graphs show snapshots of meandering. It indi-
cates that indicators are successfully expressed. The left bottom graph shows a
snapshot of running on a slope. It can detect the steepness of the road. Finally,
the right bottom graph shows a situation of breaking. As shown in the graph,
five times of breaking are clearly extracted.

In this experimentation, we have checked and monitored sensor data to eval-
uate accuracy. Braking graph shows the times of harsh braking. This evaluation
shows the correct recognition of GPS data.

4 Demonstration

We will demonstrate the system that is shown in Fig. 1. Participants will be able
to move the handlebar, tilt the bike, and so on, in order for the system to capture
such actions using sensors. Therefore, we can easily demonstrate the system even
without the space to ride the bike. The system stores and analyzes the sensed
data to extract and display the comfort indicators in real time. The system then
sends the extracted information to a server so as to generate a map-based visual
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Fig. 3. Basic indicators:meandering, meandering and normal, road grade, and braking

representation (see Fig. 2) Overall, participants will be able to experience the
entire process to capture, store, analyze and visualize the context of bike rides
using a bike sensor network.

5 Conclusion

In this paper we have presented a system that can collect and store sensor data
to show comfortable cycling routes on a map, and described the details of the
demonstration of this system. Preliminary data show that the defined indicators
well exhibits the status of riding and can be used for information sharing.
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Abstract. Web search engines accept keywords and return a search engine re-
sults page (SERP). Since the SERP itself and the ranking order change with 
time reflecting the changes in society, it might be possible to accurately follow 
the movement of society by mining SERPs. This demonstration shows a SERP 
mining tool named SERPWatcher, which could be a novel social survey method 
in the field of sociology in that it totally differs from the traditional methods 
such as questionnaires and interviews.  

Keywords: Web, Search engine results page (SERP), SERP mining, 
SERPWatcher, Social survey method. 

1   Introduction 

The purpose of developing a search engine results page (SERP) mining tool named 
SERPWatcher is to provide a novel social survey method in the field of sociology [1]. 
The SERPWatcher has the following features: (1) It continuously collects SERPs with 
respect to a certain set of search keywords in order to formulate a “SERP archive” 
that the expected users, i.e. the scientists in the field of sociology, can mine. (2) It 
provides sophisticated interfaces and functions to the users for SERP mining.  (3) It 
notifies the users when it detects certain changes in the ranking order of Web pages in 
SERPs. A beta version of SERPWatcher is currently available at our institute. The set 
of SERPs that SERPWatcher collected is called a SERP archive, and it constitutes a 
4-dimensional “cube” whose axes are the search keyword, the search engine, the 
SERP collection date, and the Web page, and whose “cell” takes the value of the 
ranking order of the Web page. For the users to read the social movement from the 
SERP archive easily, the SERPWatcher collects the title, snippet (explanation of the 
Web page described under the page title), and the set of backlinks of the Web page in 
addition to its URL. Following the OLAP approach, SERPWatcher provides a user-
friendly interface for a multidimensional analysis. It also provides an alert function in 
that it sends an e-mail to users when it detects certain ranking order changes in the 
latest SERP. Additionally, the top pages of a news site (namely, Google News), which 
are collected on the same day the SERP is collected, are also archived. 
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2   What Is SERPWatcher? 

SERPWatcher is a tool that observes the change in the ranking order of Web pages on 
a SERP in a comprehensive manner and provides sophisticated interfaces and func-
tions to expected users, i.e., scientists from the field of sociology. More precisely 
SERPWatcher has the following functions: 
 

1. Periodic collection of SERPs 
2. Construction of SERP archives 
3. Multidimensional analysis and display of SERP archives 
4. Alerts 
5. Collection and display of news (Google News) 
 

Figure 1 shows the system configuration of SERPWatcher. The SERP collection 
program, the backlink collection program, and the news collection program operate 
regularly as batch programs. Collected SERPs are recorded in a file whose records are 
ordered by search engine, collection date, and search keyword. Another batch pro-
gram with this file as an input is run to store the file into a database. A relational data-
base management system (MySQL, in our current implementation) is used for storing 
the collected SERPs. A beta version of SERPWatcher is realized as a remote system 
with a thin client. The operating system of the server is Red Hat Enterprise Linux 5.1 
(x86/x86_64). The development programming language is Ruby 1.8.5 (2006-08-25) 
[i386-linux] and Ruby on Rails 2.1. MySQL 5.0.45 is used as a relational database 
management system. 
 
 

 

Fig. 1. System Configuration of SERPWatcher 

3   Multidimensional Analysis of SERP Archive 

The SERP archive that accumulates SERPs regularly collected on the basis of various 
search engines and the search keywords has two database features: 
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1. The SERP archive is not updated.  
2. The SERP archive composes a multidimensional database.  
 

Therefore, the SERP archive is suitable for OLAP (Online Analytical Processing). We 
examined methods of analyzing the SERP archive as a multidimensional database 
with the social scientists who were the intended users. As a result, it turned out that 
they wanted to specify a search keyword first (in other words, they want to fix the 
search keyword first), and then carry out the following three types of search carefully: 
 

(a) {web page URL, collection date}→{ranking order of the web page} 
(b) {web page URL, search engine}→{ranking order of the web page} 
(c) {search engine, collection date}→{ranking order of the web page} 
 

Note that demands (a), (b), and (c) correspond to the typical cubic operations named 
(a) search engine fixation view, (b) collection date fixation view, and (c) Web page 
fixation view, respectively. 

Figure 2 shows a typical screenshot of SERPWatcher (in case (a)). By selecting a 
value from the “search engine” pull-down menu, users can select one of the seven 
search sites: Google, Yahoo! Search, Live Search, Baidu, goo, infoseek.rakuten, and 
excite. The search keyword can be selected from the pull-down menu in the “search 
keyword” window. The users can specify a range of interested ranking order and an 
interesting range of the collection dates by specifying their values in the “ranking 
displayed in this view. Because of space limitations, we have omitted the screenshots 
for case (b) and case (c). However, the screens are designed similarly. 

 

 

Fig. 2. Snapshot of SERP Archive Display Corresponding to Search Engine Fixation View 
(Case (a)) (Vertical Axis: Web Pages, Horizontal Axis: Date, Subject: Ranking Order) 
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4    Demonstration Overview 

The following aspects of SERPWatcher will be explained and demonstrated online 
via the Internet: 

 

1. Background, purpose of the development of SERPWatcher, and related works 
2. Design of SERPWatcher 
3. Multidimensional analysis of SERP archive 
4. Representation of multidimensional analysis of SERP archive 
5. Alert function of SERPWatcher 
6. Collection of auxiliary data for SERP analysis 
7. Client server system configuration of SERPWatcher 
8. Construction of SERP archive using a relational DBMS 
9. Implementation of a beta version of SERPWatcher 
10. SERP collection method and data cleaning 

5   Conclusion 

The development of SERPWatcher is based on our previous research on Web mining 
[2, 3], which gave us the insight that “SERP mining” could be a novel social study 
method that is completely different from the traditional social study methods such as 
questionnaires and interviews. The beta testers of SERPWatcher from the field of 
gender studies have expressed a very positive impression through the exploratory 
experimental use of SERPWatcher for more than 18 months. 
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Abstract. Wireless sensor networks (WSNs) are a core infrastructure
for automatic environmental monitoring. We developed Corona as an
in-network distributed query processor that allows to share a sensor net-
work between several users with a declarative query language. It includes
a novel approach for minimising sensor activations in shared wireless
sensor networks: we introduce the notion of freshness into WSN so that
users can ask for cached sensor reading with freshness guarantees. We
further integrated a resource-awareness framework that allows the query
processor to dynamically adapt to changing resource levels. The capa-
bilities of this system are demonstrated with several aggregation queries
for different users with different freshness and result precision needs.

1 Introduction

The latest generation of wireless sensor platforms allows for advanced in-network
data processing. The central challenge remaining though is energy efficiency.

We have designed and implemented a distributed query engine for wireless
sensor networks, called Corona, which runs on the Sun SPOT platform. This
platform is unique in that it runs a Java VM as operating system ’on the bare
metal’. In this demonstration, we show how Corona facilitates access to a shared
WSN infrastructure for different users and how the integration of data caching
and resource-awareness allows to trade result accuracy for energy efficiency:
– Using the declarative query interface of Corona, several users can share a

WSN consisting of several Sun SPOT nodes. The queries run in the system
with different start-times, epochs and lifetimes.

– Corona can adapt internal data processing functionalities to the available
resources such as free memory or battery level.

– The multi-query capabilities of Corona allow to cluster sensor readings into
local storage buffers on each node, which are less-frequently retrieved by
de-coupled selection queries, significantly reducing communication efforts.

– Finally, Corona allows to specify a freshness constraint for queries in order
to facilitate sharing of sensor readings between queries. This new freshness
parameter works with arbitrary concurrent queries and helps to minimize
sensor activations in the network .

The innovation of our approach is this combination of dynamic multi-query
execution, freshness constraints for sharing of sensor activations, and adaptive-
ness to changing resource levels.
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2 System Architecture

Corona is our research platform running on the Sun� Small Programmable Ob-
ject Technology (SPOT) sensor network platform, developed at Sun Microsys-
tems Laboratories [1,2]. Our system is fully written in Java on top of the Sun
SPOT’s Squawk VM, a lightweight J2ME� virtual machine. This gives our sys-
tem the advantage of the ease of system maintenance and extension.

Corona follows a traditional WSN query processor architecture (cf. Figure 1)
that consists of three components [3]:

1. the query engine that is executed on the Sun SPOTs,
2. the host system on the user’s PC that is connected to the base station, and
3. a GUI client which connects via TCP/IP to the host system.

The control system runs on the user’s PC that is connected to the base station.
It provides some local persistent storage for query results and can be accessed
by several users concurrently via a graphical user interface for query input and
result visualisation as shown in Figure 1.

Fig. 1. System architecture and user interface of Corona

Corona uses a variant of an acquisitional SQL dialect as querying language.
The language allows to access the internal state of each sensor node, filter it
with selection predicates and perform in-network aggregation and clustering;
attributes either specify physical sensors like light, temp (temperature), x, y, z,
or meta information such as nodeid, parent, time. Queries can have specific start
times, an epoch between activation and a lifetime.

An unique feature of our Corona system is its multi-tasking capabil-
ity: Our query processor can execute several queries concurrently. This allows to
share the same network for several applications, which helps reducing infrastruc-
ture costs. Queries can be submitted by different users or applications. Query
tasks execute via a physical query plan; they are composed of relational query
operators that operate on virtual horizontal partitioned relational tables. The
query engine supports all the fundamental query operators including selection,
projection, join and aggregation, as well as an in-network clustering operator.
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The major challenge is energy efficiency because sensor nodes are battery
powered. To this end, Corona provides two unique features to dynamically im-
prove the lifetime of the system: Firstly, its in-network clustering operator allows
clustering of results on the nodes in order to provide more information about
the sensor readings when aggregating while still keeping number transmitted
messages small. Instead of sending each individual sensor reading to the bases-
tation, this operator allows to cluster the sensor readings around frequent values
into a local storage on the node. A second de-coupled query than allows to
retrieve those clustering results only. This de-coupled selection query can run
with a much longer activation epoch, yielding a reduction of the communication
effort. Furthermore, this clustering operator is resource-aware, meaning it can
dynamically adapt its processing granularity (by means of the clustering dis-
tance threshold) and its output granularity (by means of merging neighbouring
clusters) based on pre-defined resource limits [4].

A second innovation is the freshness mechanism that Corona incorpo-
rates which allows to specify per query a threshold up to which sensor readings
of previously activated queries are to be used for a second query too:

SELECT temperature

FROM sensors

WHERE light > 100

EPOCH 60s RUNCOUNT 60

FRESHNESS 10s

The freshness constraint specifies how much time is allowed to pass since the last
sensor acquisition so that the query engine would not activate the sensor again, but
rather use the previous sensor reading from the cache on the sensor node. This
decision is done dynamically on every query activation. Additionally, the query
optimizer at the host can take this freshness constraint into consideration to de-
termine the optimal time shift (up to a maximum value) of the start time of a new
query, so that the cache hits during its lifetime are maximized. We have developed
a heuristic algorithm which calculates the near-optimal time-shift at the host. Our
performance studies show that heuristic is very scalable in terms of run count and
query count, but has linear one to one dependency on number of queries.

3 Background and Related Work

Distributed query processing in wireless sensor networks has been an active re-
search area over the last few years. TinyDB [5] and Cougar [6] represent the first
generation of query processing systems in wireless sensornetworks. The state of the
art is to abstract from the underlying sensor hardware by basing the WSN query
processors on virtual machines (VM) that run on the sensor nodes [7]. Corona falls
into this category by using the Squawk Java VM of Sun SPOT nodes and focuses
specifically on multi-query execution and resource-awareness. The adaptive clus-
tering operator in Corona, called ERA-Cluster, was initially presented in [8].

Running several queries concurrently can also be seen as a way to reduce
power consumption. [9] introducing the notion of a network query which is a
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combination of all user queries running in the system. Hence, the query proces-
sor on the noes is actually executing only one query in the system. Corona in
contrast only executes the currently needed query and especially activates only
the necessary sensors.

4 Summary and Conclusions

The central challenge for WSNs is energy and communication efficiency. We have
developed a distributed query processor for the novel Sun SPOT platform that
provides a declarative query interface to users and allows to dynamically share
the WSN infrastructure between several user queries.

In order to maximize the network lifetime, Corona provides a resource moni-
toring component through which the query engine can dynamically adapt its pro-
cessing to changing resource levels. We have further applied the idea of caching to
shared wireless sensor networks in order to minimise sensor activations. Corona’s
query language allows users to choose how outdated sensor readings are allowed
to be before requiring a separate sensor activation for a query. We also developed
a technique of shifting query starting times to increase cache usage. All these
capabilities are implemented in a working prototype that is available under GPL.

Acknowledgements. This work is supported by the Australian Research Council
(ARC) under grant DP0664782, and by Sun Microsystems Labs.
Corona is available under GPLv3 from [10].
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Abstract. Portable sensory devices carried by humans—which are re-
ferred to as Human Probes—facilitate easy-to-use sensing and monitor-
ing of urban areas. In this demonstration, we developed a prototype of
Aquiba sensing system from off-the-shelf mobile phone. Aquiba involves
collaborative sensing that helps in achieving high-fidelity sensing while
minimizing overall energy consumption. We validated the benefit of col-
laborative sensing through field experiments.

1 Introduction

Human-Probe sensing, which allows ordinary people carrying sensors to par-
ticipate in data collection, provides an exciting opportunity to design a novel
humans-in-the-loop sensing environment because it eliminates the hindrance of
deploying myriad static sensors across a wide area and leads to a fully distributed
urban sensing. Human Probes consider not only participatory and opportunis-
tic modes of data capture but also collaboration without community bonds.
Such collaboration could take place automatically among strangers, even with-
out them being aware of it. Therefore, this paper focuses on the design and
analysis of collaborative Human Probes by exploiting dynamic, emergent, and
ephemeral pedestrian groups. We propose a mobile sensing system called Aquiba
for efficiently collect environmental data in urban areas. In order to minimize
total energy consumption while still achieving high-fidelity sensing, Aquiba au-
tonomously adjusts sensing rate of each Human Probe based on the availability
of nearby Human Probes which always changes along the time. We develop pro-
totype devices and conducted field experiments in which the results confirm the
efficacy of Aquiba system in terms of energy efficiency and sensing fidelity.
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Fig. 1. A prototype of Human-Probe device

2 Aquiba: Collaborative Sensing System

Aquiba considers the following issues which are decided on the basis of the
various factors relating to Human-Probe sensing: (i) an environmental sensing
system consists of a server, mobile phones, and sensors; (ii) the mobile phones
are equipped with cellular and short-range wireless interfaces; (iii) the sensors
are either integrated in the mobile phones or positioned at various locations in
the environment to capture environmental data; (iv) the server issues a query
including the desired sensing rate Ri for each data type for each sensing area Ai,
where i indicates the index of the sensing areas; (v) the mobile phones are able
to acquire their current location information. In particular, the Human Probes
that we consider perform implicit sensing tasks, i.e., the sensors automatically
capture the requested data and the mobile phones upload the data to the server
via a cellular network. The mobile phone uses short-range wireless interface to
communicate with nearby sensors and other mobile phones.

Upon receiving a query from the server, Human Probe which exists in Ai

performs the collaborative sensing by adjusting its sensing rate to Ri

ki
, where

ki is the number of Human Probes in Ai. To maintain information of other
Human Probes in the same sensing area, a mobile phone uses short-range radio
to broadcast beacon packets periodically. Based on received beacon packets, a
Human Probe can determine the current number of neighboring Human Probes
and accordingly adjust its sensing rate. Each Human Probe needs to set an
expiry time for each neighboring Human Probe and delete the expired neighbors
from its neighbor table periodically. In our implementation, the determination
of the beacon interval and neighbor management is based on those of AODV
protocol [1].

3 Prototype Implementation

We developed a platform of Mobile-phone-based Human Probe with ZigBee
(MHPZ). The hardware of MHPZ consists of three components: MHPZ body,
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MHPZ parent (MHPZ-P), and MHPZ child (MHPZ-C) as shown in Fig. 1. The
MHPZ body is an off-the-shelf mobile phone and functions as a Human Probe if
it is physically connected with MHPZ-P. The MHPZ-P, which is equipped with
a ZigBee interface, is connected to the MHPZ body via a serial interface and can
communicate with any ZigBee devices. Thus the MHPZ-P functions as a gate-
way between the mobile phone and various sensors with ZigBee communication
capability. Finally, the MHPZ-C can sense and transmit data to the MHPZ-P
via ZigBee radio.

Inside the MHPZ body, we implemented a BREW application software (MHPZ-
App) to handle communication with an MHPZ-P and control cellular communica-
tion ofmobile phone. The MHPZ-App controls and monitors the MHPZ-P through
a synchronous command, i.e., the MHPZ-App issues a command (e.g., asking to
broadcast a beacon packet) to the MHPZ-P, which in turn sends corresponding
replies (e.g., informing neighbor information or sensed data) to the MHPZ-App.
The MHPZ-App calculates an appropriate sensing rate based on the Aquiba proto-
col. In our prototype implementation, MICAz Motes are used for both MHPZ-P
and MHPZ-C, and Casio G’zOne W62CA is the MHPZ body.

4 Experimental Study

We asked 12 participants to carry the MHPZ platforms and walk in an 156m-
by-132m area. The MHPZs collaboratively captured temperature data and up-
loaded them to a server. There were six experimental scenarios (E1–E6), each
of which specified a different walking pattern and stopping probability. Partici-
pants walked freely in scenarios E1–E4, while they followed a different sequence
of predetermined way points in scenarios E5 and E6. When people run into their
acquaintances on the street, they may stop for a short period to say hello and
have a conversation. We examined the impact of such a behavior by using dif-
ferent stopping probability in each scenario, i.e., 1.00, 0.50, 0.33, 0.25, 1.00, and
0.33 for scenarios E1, E2, E3, E4, E5, and E6, respectively. Each participant
received a trump card, and they stopped when encountering a participant who
carry the same trump card. In all scenarios, Ri was set to 12 times per minute,
and the beacon packets were broadcast every five seconds.

Human Probes aim to maximize sensing fidelity which is defined as a ratio
of the sensing rate perceived by the server to the desired sensing rate in a given
sensing area. If the total number of packets arrives at the server during the

period ΔT is N , the sensing fidelity is
min( N

ΔT ,Ri)
Ri

. We also calculate upload
ratio which is a ratio of the number of uploads carried out by Aquiba protocol
to the number of uploads carried out by non-collaborative Human Probes.

The results of all scenarios are shown in Fig. 2. Fig. 2a shows the variation of
sensing fidelity along time axis. For all scenarios, sensing fidelity generally achieves
the highest level (1.0) except for the several instances being temporarily below 1.0.
The lower sensing fidelity is partially due to stale neighbor information. Fig. 2b
shows overall sensing fidelity for the entire experimental period along with 95%
confidence intervals. As far as sensing fidelity is concerned, there is no significant
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Fig. 2. Experimental results

difference among all scenarios. The experiments showed that sensing fidelity is not
significantly affected by the stopping probabilities and walking patterns.

The temporal variation of upload ratio (Fig. 2c) was normally lower than 40%.
Fig. 2d shows overall upload ratio for the entire experimental period along with
95% confidence intervals. The upload ratios of scenarios E5 and E6 (predeter-
mined routes) are significantly different, i.e., the number of uploads is reduced
when the stopping probability is high. The upload ratios of scenarios E1, E2,
E3, and E4 (free walk) suggests a similar impact of the stopping probability on
upload ratio, i.e., higher stopping probability leads to lower upload ratio.

5 Demonstration

In the demonstration, we will prepare MHPZ devices and show how the mobile
phones acquire data from sensor, and how the phones find neighbor Human
Probes and adjust their sensing rate automatically. Users can check current
status and set parameters of Aquiba through GUI of mobile phones. We will
also prepare the server to show collected sensor data in real-time.
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Abstract. Human Probes, which are human integrated or embedded
with sensors, allow the acquisition of a variety of contextual informa-
tion, facilitate collaborative information sharing and community action
as well as the provision of personalized services such as personal health
management and context-aware advertisements. Recently, we have ex-
amined the usefulness of pressure sensors embedded in shoes [2]. In this
demonstration, we extend our previous research on embedded pressure
sensors by considering complimentary uses of accelerometers so as to
capture precise and meaningful context in our daily lives. Pressure sen-
sors and accelerometers are similarly useful for capturing the motion of
pedestrians; however, the close examination of the signals from both sen-
sors reveals the strengths and the weaknesses of each, and suggests the
possibility of their complimentary use to support Human Probes.

1 A Human-Probe System

We designed and implemented a Human-Probe system that captures data from
accelerometers and pressure sensors embedded in shoes. Figure 1 shows the
overview of the system that integrates pressure sensors and Sun SPOTs [1]. The
Sun SPOTs, which are equipped with a three-axis accelerometer and a wireless
communication interface, are attached at the heel portions of the shoes, with x,
y, and z axes pointing to the directions shown in Fig. 1. Two pressure sensors
are embedded in a shoe, one at the toe and the other at the heel portion.

Using the system, we carried out field experiments and collected data from
a pedestrian who put on the sensor-enabled shoes and walked in four different
walking conditions (see Table 1).

Sun SPOT
(3-axis accelerometers)

Pressure Sensors

Z

X
Y

X

Fig. 1. Sensor-enabled shoes
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Table 1. Walking conditions

Walking conditions Details

Flat surface Asphalt pavement
Stair 18cm-high, 28cm-wide steps
Slope 25-degree slope
Lawn 15cm-high grass
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Fig. 2. Pressure values when walking on a flat surface

2 Data Analysis

We collected data in four different places in Tokyo, each of which corresponds to
different walking conditions in Table 1. This section presents the analysis of the
data.

2.1 Analysis of Pressure Data

Figure 2 shows the pressure values measured by two pressure sensors in a shoe. It
is likely that the peak patterns could provide useful information for estimating the
context ofwalking. Figure 3 shows the distribution of the peak values at the toe and
the heel for each walking environment. The distribution suggests that we can es-
timate the ground-surface conditions using learned threshold values. We conclude
that the pressure sensors embedded in shoes can provide information that is useful
for understanding the context of walking such as ground-surface conditions.

2.2 Analysis of Acceleration Data

We can also estimate the context of walking by examining acceleration patterns.
Figure 4 shows the acceleration data along the y and z axes, which were captured
from a pedestrian walking on a flat surface as he pulls his foot up and moves it
forward and down. We found that fluctuation patterns of y-axis acceleration data
in A and B shaded periods in the figure are different for each walking condition,
thereby allowing us to capture information related to up-down motion of a foot.
The acceleration data along the z-axis show a repeating waveform (see Figure 4).
We also verified that the waveform of z axis changes when we impose restrictions
on step length. This suggests that the acceleration data along the z-axis is useful
for acquiring information about step length. We conclude that the accelerometers
embedded in shoes can provide information that is useful for understanding the
motion of walking.
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Fig. 4. Acceleration values when walk-
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Fig. 5. Complimentary use of accelerometers and pressure sensor.

2.3 Complimentary Usage of Sensors

According to the above discussion, accelerometers are able to capture dynamic
context such as walking patterns, on the other hand, pressure sensors are able to
capture static context such as ground-surface conditions. This suggests compli-
mentary sensing functions of both sensors. Figure 5 supports this conclusion by
showing a situation that only one kind of sensor is able to capture changes of the
sensing value (the shaded periods in the figure), while the value captured by the
other sensor does not change during the periods. Figure 6 shows a complicated
case of walking data. Acceleration data do not show any significant patterns;
thus a high-level, high-cost technique is required to analyze and understand the
data. However, we can extract each walking step easily by applying a simple
recognition algorithm on pressure data.
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Fig. 6. Detection of complicated walking data

WiFiMobile Device

Laptop

IEEE 802.15.4

Laptop 
PC

Various surfaces Sensor-enabled shoes

Fig. 7. Illustration of demonstration

3 Demonstration

Although we are using mobile phones to validate participatory sensing, we use
WiFi in this demonstration to avoid possible troubles. Subjects can try to put on
shoes, which are equipped with accelerometers and pressure sensors, and walk on
four kinds of surfaces (as shown in Table 1). Figure 7 illustrates the structure and
components of demonstration. As described in Sect. 1, we integrate Sun SPOTs
and pressure sensors in shoes. The Sun SPOTs use IEEE 802.15.4 to transmit
sensor data to a mobile PC, which in turn forwards the data to a laptop PC
through WiFi interface. Upon receiving sensor data, the laptop PC analyzes and
shows current ground-surface condition as well as other walking information such
as walking patterns of subjects.
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Abstract. This demonstration presents a recently proposed join algorithm 
called DigestJoin. Optimized for solid-state drives (SSDs), DigestJoin aims at 
reducing intermediate join results and hence expensive write operations while 
exploiting fast random reads. The demonstration system consists of an im-
plementation of DigestJoin in the open-source PostgreSQL database man-
agement system on an Intel SSD. In the demonstration, we will showcase the 
performance benefits of DigestJoin in comparison to a traditional join  
algorithm and highlight the workloads in which DigestJoin is particularly  
favorable. 

1   Introduction 

Solid-State Drives (SSDs) have recently been a competitive alternative secondary 
storage for database applications, thanks to their superiority such as low access la-
tency, low power consumption, and excellent shock resistance [1]. However, com-
pared to magnetic disks, SSDs possess a number of distinct I/O characteristics, which 
affect database applications, among others. First, SSDs do not involve any mechanical 
components so that there is a negligible seek time in reading pages. A random read is 
almost as fast as a sequential read on SSDs. Second, SSDs have an erase-before-write 
constraint: a page has to be erased before it can be overwritten. Although this can be 
addressed by the out-place update strategy, new issues such as wear leveling and gar-
bage collection arise, rendering a write slower than a read on SSDs. Third, with the 
short I/O latency (e.g., the random read of an SSD is 150X faster than that of a mag-
netic disk [1]), I/O cost may no longer dominate CPU computation cost in evaluating 
a query on an SSD-based database system. These distinct I/O characteristics make the 
state-of-the-art join algorithms, which assume I/O characteristics of magnetic disks, 
suboptimal when implemented on SSDs. 

In this demonstration, we present DigestJoin ⎯ a recently proposed algorithm that 
optimizes join performance for SSDs by reducing intermediate join results and  

                                                           
∗ This work was partially supported by the Research Grants Council of Hong Kong (Grants 

HKBU210808 and HKBU211307) and Natural Science Foundation of China (Grant No. 
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exploiting fast random reads [2]. DigestJoin consists of two phases: digest-table join-
ing and page fetching (see Figure 1). In the first phase of digest-table joining, Digest-
Join projects the tuple id (tid) as well as the attribute(s) that participate in the join. 
The projected tables are called the digest tables. A traditional join algorithm is then 
applied on the digest tables to generate the digest join results. The digest join results 
are simply pairs of tids together with the join attribute(s), thereby minimizing the size 
of intermediate join results. In the second phase of page fetching, based on the digest 
join results, DigestJoin loads the full tuples that satisfy the join from the original ta-
bles to produce the final join results. Whenever a tuple is fetched from disk, the entire 
page containing the tuple is fetched. Ideally, each page should be fetched at most once 
during the process of final-result construction. However, this is difficult to achieve in 
practice due to memory constraints. As the digest join results are not clustered with 
respect to page address, a page may be fetched multiple times during the construction 
process. Thus, a page fetching strategy is needed to minimize the number of page 
accesses. In the following sections, we provide more details of each of the two phases 
in DigestJoin with an example. 

 

  

Fig. 1. Overview of DigestJoin Fig. 2. Connecting SSD to mother-
board 
 

2   Digest-Table Joining 

Consider two tables A = {a1, a2, …, an} and B = {b1, b2, …, bn}. Denote the tuple ids 
of these two tables by A.tid and B.tid, respectively. In the first step, we scan tables A 
and B and compute the digest tables that contain only the join attributes and the tuple 

ids. For example, given a simple join A ⊳⊲A.ax=B.bx B, the digest tables will be A’ = 
{A.tid, A.ax} and B’ = {B.tid, B.bx}. After that, we apply a traditional join algorithm 
(e.g., nested-loop, hash join, or sort-merge) to the digest tables to generate the digest 
join results, e.g., in the form of {A.tid, B.tid, ax} for the above example. As the digest 
tables are often much smaller than the original tables, the I/O of the join, especially 
the write operations on SSDs, would be greatly reduced.  
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3   Page Fetching  

The digest join results consist of only the tids of the tuples that satisfy the join. To 
produce the final join results, we fetch the tuples from the original tables according to 
tids. The fetching is performed at page-level granularity. This has been known to be 
the classical page fetching problem in index-based joins. However, as random reads 
are no longer an issue on SSDs, we can simply minimize the amount of I/Os in fetch-
ing the full tuples. On the other hand, due to the short I/O latency of SSDs, the CPU 
computation cost of page fetching should also be taken into consideration. 

As an illustration, one straightforward solution is to fetch the pages of the tuples as 
soon as they are generated in the digest-table joining phase, and cache them in a 
buffer for future use. Since random reads are fast on SSDs, we assign as few input 
buffers as possible in the digest-table joining phase in order to maximize the number 
of buffers for page caching. For example, suppose that sort-merge is used to join the 
digest tables. Page fetching is incorporated in the merge phase of the digest-table join 
(i.e., after the digest tables have been sorted). We assign only two input buffers to 
merge the two sorted digest tables. The remaining buffer space forms a page cache. A 
cache replacement policy, LRU, is used for the management of the page cache. This 
page fetching strategy maximizes the amount of cached pages. Meanwhile, it does not 
incur much CPU computation cost. More advanced page fetching strategies for SSDs 
have also been proposed; interested readers may refer to [2] for details. 

4   Demonstration Description 

We have implemented DigestJoin in PostgreSQL 8.3.6 [3], an open-source database 
management system. We store the TPC-H tables on an Intel 80GB X25-M SSD, 
which are connected to the motherboard via a SATA II connection (see Figure 2). In 
this demonstration, we will showcase the performance benefits of DigestJoin in com-
parison to a traditional sort-merge join (TraditionJoin) algorithm and highlight the 
workloads in which DigestJoin is particularly favorable.  

Figure 3(a) gives a screenshot of the GTK+ interface of our demonstration system. 
After launching the system, the user can input a join query in standard SQL form. 
Below is an example: 

 
SELECT * 
FROM CUSTOMER C, ORDERS O 
WHERE C.C_CUSTKEY = O.O_CUSTKEY 
 

Next, the user can set a number of parameters for execution:  

• Join result selectivity: This adds to the WHERE clause of the user query an 
additional filtering function that selects part of the original join results. The se-
lectivity can be ranged from 0.01 to 1.0.  

• Skewness of join results: When used with the join selectivity, this parameter 
controls the page distribution of selected join results. When it is set at 0, the join 
results are evenly distributed; when it is set at 1, the selected join results are 
highly clustered on a few hot pages.  
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• Buffer size: This sets the size of the buffer (in terms of the number of 8KB 
pages) used for the join algorithm.  

• Dataset size: Each dataset under testing has three sizes for selection: small 
(250MB), medium (500MB), and large (1GB).   

The user can also choose an execution mode. In simultaneous mode (Figure 3(a)), to 
contrast the performance difference, DigestJoin and TraditionJoin will be executed 
side-by-side, and their elapsed times will be visualized in the performance bars (see 
the left part of Figure 3(a)) in real time. For TranditionJoin, the whole join process is 
divided into three stages: scanning and sorting the outer table (Phase I), scanning and 
sorting of the inner table (Phase II), and merging join results (Total Time). For Di-
gestJoin, the whole process is divided into generating digest join results (Phase I), 
page fetching (Phase II), and generating final results (Total Time). During the execu-
tion, the “Processing” status will be displayed in the corresponding stage. After com-
pleting all stages, the total elapsed time will be reported. In an alternative separate 
mode (Figure 3(b)), the two join algorithms will be executed one after the other in 
order to eliminate their possible performance interference of simultaneous execution. 
Finally, the user can check the join results by clicking the Results buttons. An online 
demo video for DigestJoin is available at http://www.comp.hkbu.edu.hk/~db/demo.  
 

                   
(a) Simultaneous mode                                            (b) Separate mode  

Fig. 3. User interface of the demonstration system 
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Abstract. An overlay network called Range-key Skip Graph (RKSG)
has been proposed that can perform range-to-range search on peer-to-
peer network. In this paper, we propose a large scale key-value store
realized on RKSG, which is possible to scale-out a database with range
query. Moreover, applications that utilize the store are implemented and
will be demonstrated through private PlanetLab on JGN2plus.

Keywords: P2P Overlay Network, Range-key Skip Graph, Key-value
Store.

1 Introduction

Recently, key-value store that allows a massive number of computers to have a
large scale fast database is adopted in many systems. However, existing key-value
stores only support to retrieve data by a single key, i.e., only exact matching is
provided. In the ubiquitous environment, range retrieval that can extract data
within a specific range of a key is required as well as exact matching. For example,
a weather sensor application would need to retrieve the current observed data
in each sensor located in a specific region, and a navigation application would
need to retrieve movement histories of people in a specific region to recommend
a route to go to a certain place.

In order to realize key-value store that supports exact matching, DHT (Dis-
tributed Hash Table), which is a structured P2P (Peer-to-Peer) overlay network
such as Chord [1] and Kademlia [2], is effective for archiving high scalable one.
Windows Azure1 is one of the available implementations of DHT-based key-value
store. However, DHT-based architecture cannot support range retrieval so that
realizing key-value store which supports range query is difficult. Accordingly, a
structured overlay network Skip Graph (SG) [3] is proposed to support range

1 Windows Azure Platform: http://www.microsoft.com/azure/windowsazure.mspx
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retrieval, but SG is designed for searching a node so that it is difficult to handle
a massive amount of data.

Therefore, we have proposed Range-key Skip Graph (RKSG) [4] that is based
on SG and is developed to handle range-to-range query. In RKSG, a node can
have multiple ranges and search other nodes that manage the required range of
a query. A large scale key-value store is implemented by utilizing RKSG in this
paper, which allows retrieving all the data that is assigned to the keys within
the range of the query. As a demonstration, applications are developed to show
the availability and scalability of the store that can handle a massive amount of
data and nodes. The applications include a visualization tool of weather sensor
stations and movement histories of users.

2 Range-Key Skip Graph

Skip Graph is a structured overlay network that is based on Skip List [5], but is
extended for applying to the distributed environment. In SG, each node belongs
to higher level independently at a certain probability, and the nodes that are
belong to the same level connect each other based on membership vector. To
retrieve a key, a search node transfers a query to the neighboring connected
nodes from the upper level to the lower level. Since SG includes range query
feature in its routing algorithm, implementing it in the distributed environment
is easier than DHT-based methods that support range query. However, each node
can have only one key, so managing enormous data, e.g., location-dependent
contents, by the limited number of nodes efficiently is difficult.

To address this issue, Range-key Skip Graph that handles a range as a key has
been proposed. In SG, keys must be arranged totally ordered relation, so a range
key should be managed by dividing the range to the independent range(s) or by
defining order relation by extracting a certain part of the range as a represen-
tative key. The former method is very difficult to implement in P2P distributed
environment where a node joins and leaves frequently, because dividing and
combining the ranges of the keys is inadequate whenever it occurs. The latter
method is easier to implement, but range-keys that meet a request sometimes
cannot be retrieved because the part or all the ranges of the keys are included
in another range key.

Accordingly, in RKSG, the minimum value of a range of a key is treated as a
representative key of the range key as illustrated in Figure 1. In addition, each
link and range of other range keys that include the minimum value of the range
key is hold in the inclusion keys list of the key. When a node wants to retrieve
a range, a query is forwarded by utilizing the inclusion keys list of the retrieved
keys. Consequently, RKSG supports range-to-range retrieval based on SG.

3 Demo Applications

For demonstrating the availability and scalability of RKSG, the following demo
applications which include the RKSG-based key-value store are implemented
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Query

and will be demonstrated through private PlanetLab in JGN2plus where many
nodes are available over wide area.

3.1 Key-Value Store with Range Query

Key-value store is a sort of database that holds data as a pair of a key and a
value. Traditional database system, i.e., relational database management system
(RDBMS), can have multiple values for a piece of data as columns, but is difficult
to apply in the environment where an enormous amount of data is available
because of lack of scalability. On the contrary, key-value pairs in key-value store
can be divided by the ranges of the keys so that the data can be easily divided and
distributed in multiple servers. Thus, key-value store can scale-out a database,
which is difficult to achieve by RDBMS, and that is necessary for the distributed
environment.

Several implementations of key-value store have been provided, but existing
key-value stores cannot support range key and range query that is inadequate
in the ubiquitous environment where many nodes (e.g., sensors, cellular phones)
join, leave, or move frequently. Thus, the RKSG-based key-value store is imple-
mented in this paper. By utilizing RKSG, each node can have its management
area that is indicated by range-key, and the key-value store can support range
query as illustrated in Figure 2. Consequently, an application can search the
related nodes that manage a specific region based on those range-keys.

3.2 Visualization of Weather Sensor Information

Figure 3 shows an application that demonstrates visualization of weather sen-
sor information on Live E! project2. The observed data is stored in the key-
value store continually by each deployed sensor node, and this application draws
contour lines of weather information, e.g., temperature, humidity, pressure, by
collecting related sensing information from the region of the screen.
2 Live E!: http://www.live-e.org/en/
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Fig. 3. Weather Sensor Information Fig. 4. Movement Histories

3.3 Visualization of Movement Histories

Figure 4 shows an application that demonstrates visualization of users’ move-
ment histories that can be obtained by GPS etc. The histories are stored in the
key-value store by each user’s node, and this application collects them that are
located in the region of the screen.

4 Conclusion

In this paper, Range-key Skip Graph that enables nodes on P2P overlay net-
work to retrieve data by range-to-range query was introduced. RKSG manages
the inclusion keys list so that a node can retrieve any range that contains dupli-
cate ranges among different nodes. To share several kinds of information in the
distributed environment, key-value store was realized on RKSG that is easy to
scale-out and enables the multiple nodes to handle huge amount of information.
As a demonstration, two applications that utilize the store and require range
query were implemented.
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Abstract. Nowadays computer systems process various types of data
such as images, videos, maps, data streams to name a few. In this paper
we focus on a problem of answering range-aggregate queries over objects
generating data streams. Our motivating example is a network of meters
monitoring utilities consumption and continuously reporting the readings
to central gathering points. An answer to a range-aggregate query is a
merged stream of aggregates allowing analyses of utilities consumption in
a given region. In order to calculate the answer we integrate MAL (Ma-
terialized Aggregates List) with spatial aggregating index, e.g. aR-Tree.
The result we obtain is a spatial aggregating index with functionality of
answering range queries over objects generating data streams. The index
is embedded in an experimental stream data warehouse system imple-
mented in Java. The implementation provided us with the possibility of
presenting the index operation and also carrying out a number of tests.

1 Introduction

In recent years data warehouse systems become more and more popular. Users
find the ability of processing large amounts of data in a short time very useful and
convenient. This trend is supported by products of large software companies who
enrich their business offer with ready-to-use data warehouse solutions integrated
with broadly known database systems. A simple data warehouse can be created
by a user who, by clicking, models data warehouse structure, builds dimensions,
attributes and hierarchies and finally defines the available reports. Therefore,
systems built from scratch and dedicated for a single company are no longer the
only way to create a data warehouse.

The extension of the domain where data warehouse systems are applied, re-
sults in the need for supporting various, often far from standard, types of data.
Very interesting are aspects of adapting data warehouse to be used for process-
ing stream data. To the stream data category we classify, for example, car traffic
and cell phones tracking data as well as utilities consumption data. For the pur-
pose of storing and processing stream data stream data warehouses are being
designed and implemented.
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The area of stream data processing and storing is an active research field.
There are many projects focused on designing systems which make possible to
register and evaluate continuous queries [1]. Stream data warehouse systems pose
many new challenges which do not occur in standard data warehouses. One of
the most important is the problem concerning the data loading process (ETL
– Extract, Transform and Load). In standard data warehouses ETL is a batch
process launched from time to time (every night, every weekend etc) while in
stream data warehouses the ETL process is a continuous one. On the other hand,
changing nature of the ETL process forces stream data warehouses designers to
provide efficient mechanisms for processing and managing stream data.

We started our research from a problem of answering range spatial queries
over objects generating data streams. In this paper we first describe our moti-
vating example. Then we address the issues of integrating MAL (Materialized
Aggregates List), an extended version of a solution previously developed in our
laboratory for processing long aggregates lists, with spatial aggregating index,
e.g. aR-Tree. The result of integration is a spatial aggregating index with the
functionality of answering range queries over objects generating data streams.
Finally we present the system in which the index is implemented.

1.1 Motivating Example and Problem Definition

Stream data processing is, in many cases, motivated by the need of handing
endless streams of sensor data [3]. The motivation for the research presented in
this paper is a system of integrated utilities meters reading. The system monitors
consumption of utilities such as water, natural gas and electrical energy.

Considering the telemetric system operation we can assume that every single
meter is an independent source generating an endless stream of readings. A user
who analyzes the system operation may be interested in the following aspects:

– What is the total number of meters located in a specified region (or regions)
of the telemetric installation?

– How much utilities is consumed by inhabitants of the region (or regions)?

Let us consider the above as a query which answer consists of two parts. The
first part provides information about the number of various kinds (water, gas
etc.) of meters located in the query region. The second part is a merged stream
(or streams) of aggregated readings flowing from the meters encompassed by the
region query.

To answer the first part we can use a spatial index which, in very fast and
efficient way, can answer any range query [2].

In order to calculate the second part, we need to apply an indexing structure
which in index nodes stores aggregates concerning objects located in the nodes
regions. The first solution proposed for this problem was aR-Tree [5] (aggregation
R-Tree). aR-Tree index nodes located on the higher levels of the hierarchy store
the number of objects on the nodes located in the lower levels.

The designers of the mentioned spatial aggregating indices assumed that the
size of the aggregated data is well defined and small enough to fit into the
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computer main memory. Such an assumption cannot be made for a stream data.
In the following section we present the extensions introduced to a spatial aggre-
gating index which allow indexing objects generating data streams.

2 Answering Range Aggregating Queries

The main idea of our solution is to extend the existing functionality of aR-Tree
(or any spatial aggregating index with similar features) providing a component
that could be an integral part of every index node and would be able to pro-
cess data streams of any length. Such a component is MAL [4] (Materialized
Aggregates List).

MAL is a combination of a memory structure and a set of dedicated algo-
rithms. MAL bases its operation on the concept of list and iterator. Mechanisms
implemented in the list allow generating and then optionally materializing the
calculated aggregates while iterators are used for browsing the generated data
and communicating with the list.

When used as a component of indexing structure nodes, MAL must be able
to merge aggregates streams. Aggregates streams merging operation merges two
or more aggregates streams creating one aggregates stream. All merged streams
must contain aggregates used during adding operation, merging cannot be per-
formed for streams where some required aggregates are missing.

2.1 Spatial Aggregating Index Extensions

Processing data streams requires efficient solutions. The efficiency is regarded as
both the time complexity of the applied algorithms and memory complexity of
used data structures. Designing MAL we tried to cover all efficiency aspects: we
used multithread implementations of page-filling algorithms and static table to
store the aggregates. Hence we can be sure that, properly configured, a single
instance of MAL will not consume too much system resources.

More problematic is the situation when there are multiple MALs in a spatial
index. In order to control the number of iterator tables used by those instances
we apply the concept of a resource pool (referenced below as table pool). We
also developed a dedicated iterator tables assignment algorithm that manages
the available tables to make the query evaluation process efficient.

The operation of the algorithm depends on the number of elements (nodes and
objects) in FAN and M sets. The sets are created while the query answering
algorithm browses the index and contain: index nodes entirely covered by the
query region (Full Access Nodes: FAN ) and single telemetric elements (meters)
encompassed by the query region (meters: M ).

If the table pool contains more than one iterator table, the nodes (FAN set)
and objects (M set) involved in the answer stream generation process are sorted
according to a set of below-listed criteria. Then, the available tables are assigned
to the nodes and objects according to the sorting order: (1) the number of
materialized data available for a given node, (2) generated stream materialization
possibility and (3) the amount of objects encompassed by the node’s region.
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3 Presentation

The described solution is a part of DWE (Data Warehouse Experimental), a
framework implemented in Java. DWE is equipped with graphical user interface.
The user can see a map of telemetric system installation with utilities meters
marked as points of different colors. Using a rubber rectangle user defines a set
of regions which create spatial query. Another query parameter is the moment
of time since when the aggregation should start. After sending the query to the
system the user can observe the process of query evaluation. The observation
includes changes of stream data sources (database, raw stream, materialized
data), table pool statistics (the number of available tables, the number of usages
of a single table) and continuously updated query results presented in the form
of tables and charts.

Demonstration of the DWE system and the discussed solution is going to be
preceded by a short presentation that would address the most important aspects
of the research motivation and system assumptions. During the demonstration
the working system would be presented with the special focus on the process of
answering range aggregate queries over objects generating data streams.
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Abstract. In this demo, we present real-time log analysis using Hitachi uCos-
minexus Stream Data Platform, uCSDP for short. Real-time log analysis is one 
of the key applications that offers preventive measures to detect irregular ma-
nipulations and human mistakes in system management, and reduces the risk 
and loss caused by such operations to the minimum in advance. uCSDP is the 
stream data processing system featuring its declarative query processing lan-
guage, flexible time management, RAS support for high-available processing, 
and eager scheduling for ultra low latency processing. This demo highlights the 
uCSDP features for realizing real-time log analysis very easily and effectively. 

Keywords: Stream data processing, Real-time Log analysis, CQL. 

1   Introduction 

Recently the quantity of data produced by IT systems has been increasing rapidly 
corresponding to the growth in large scaled complex computer systems, and diffusion 
of IC cards and sensor technology. As fusion of real world and IT accelerates business 
speed, revolution in the IT infrastructure is required. The stream data processing (SDP 
for short) system [1, 2] is a new IT platform responding to this requirement. Main 
aspect of SDP is an ability to calculate a large amount of data in real-time manner by 
processing them sequentially in memory. 

Hitachi uCosminexus Stream Data Platform, uCSDP for short, provides a SDP 
engine, and supports a declarative continuous query language based on CQL [3]. 
uCSDP has several extended features: flexible time management, RAS support for 
high-available processing, and eager scheduling for ultra low latency processing. 

Real-time log analysis is one of the promising applications of SDP system. IT sys-
tems compute a large quantity of data including their own log files generated by 
themselves. Although the log files contain the business process information and sys-
tem status records that give the precious information for detecting system status and 
user misoperations, they are usually only stored in the storage system and are not 
effectively used in the absence of those IT platforms which analyze them in real-time 
manner so far. Considering this demand, SDP system is far more suited to handle this 
task compared to traditional database management systems. 
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This paper explains the features of uCSDP in Section 2, describes how to analyze 
log files in real-time using uCSDP in Section 3, and concludes this paper in Section 4. 

2   Basic and Extended Features of Hitachi uCSDP 

2.1   Declarative Query Language and Flexible Time Management 

Hitachi uCSDP models stream as an unbounded bag of pairs of tuple and timestamp, 
and models relation as time-varying bag of tuples, and offers a general-purpose de-
clarative continuous query language based on CQL [3]. 

uCSDP adopts two timestamp handling modes (server timestamp and application 
timestamp) to support wide variety of applications. In server timestamp mode, the 
timestamp of stream tuple is determined at the time when the tuple arrives at uCSDP. 
In application timestamp mode, uCSDP uses the timestamp embedded in the stream 
tuple itself. The user can select an appropriate mode suitable for the application. 

In addition to the timestamp handling modes, the user can set time “range” for 
event time adjustment. uCSDP adjusts out-of-order events if input data are in the 
“range”. This feature is necessary to collect data from different data sources. 

2.2   High Available Data Processing 

High availability mechanism is essential to the real business systems. uCSDP is 
equipped with RAS supporting features such as application tracing, tuple logging, 
processing time monitoring, queue monitoring, and partial blockage to ensure high 
availability. 

In the SDP systems, burst data input to a time-based sliding window causes the 
huge memory consumption that may cause system instability. uCSDP provides “time 
resolution management” mechanism in order to avoid huge memory consumption. 
The mechanism pre-calculates summary value for each sub-window and generates 
query results using the pre-calculated summary values. With this mechanism, uCSDP 
reduces the memory consumption without any approximation technique such as sam-
pling [4] for burst data input to the time-based sliding window aggregation queries, 
and it greatly contributes to improvement of system stability. 

2.3   Eager Scheduler for Ultra Low Latency Processing 

For actual applications, a certain number of CQL queries are needed to describe com-
plicated business logics. Data processing latency to process data for such business 
logics increases in the manner of traditional round robin scheduler. 

To cope with this problem, uCSDP adopts eager scheduler and queue management 
mechanism. It concatenates queries, removes intermediate queues between queries, 
and schedules each stream tuple processing execution starting from the input and 
ending with the output of uCSDP to minimize data transfer overhead. 
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3   Real-Time Log Analysis Demo Description 

3.1   Demo Overview and Configuration 

Fig. 1 shows the real-time log analysis demo system consisting of uCSDP, input 
and output adapters, and the user interface component written in Java. It detects 
improper use of an IT system by monitoring and analyzing Web access logs in large 
quantities to find out symptoms of system anomalies and unusual user access pat-
terns immediately from log data streams. As a demo platform, we use Red Hat En-
terprise Linux 5.1 on Pentium 4 (1.2GHz) PC with 1GB memory. The inputs are 
Web proxy and certification log files. The input adapter converts the log files to 
stream tuples and sends them to uCSDP. uCSDP outputs the analysis results as 
streams. Then the output adapter converts the results and sends them to the system 
manager’s dashboard GUI. 

uCosminexus Stream Data Platform

Proxy Server

Log

Authentication System

System Manager

Alert

Log

Rule

End User

 
Fig. 1. Real-time Log Analysis System Configuration 

3.2   Demo Scenario 

In this demo, we apply a simple rule considering that POST submissions with a cer-
tain pattern within a short period might include illegal Web accesses, for example, 
three trials of more than five POST operations in ten minutes. Fig. 2 displays a GUI 
snapshot of a monitoring result. The graph area displays the frequency of POST op-
erations and the table area shows detailed access histories with warning colors that let 
the system manager know which users satisfy the scenario conditions. 
 

User name POST count POST size (KB) Access count Data access size (KB) Host
John 9 47.577 276 1,115.524 10.209.100.100
Lisa 3 7.810 294 1,356.501 10.209.100.104
Tom 3 86.006 273 945.489 10.209.100.109
Bob 2 2.230 277 1,252.450 10.209.100.102

Proxy Web Access Information

0
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15

15:13:50 15:14:46

John
Tom
Bob

 

Fig. 2. Real-time Log Analysis Monitoring GUI 
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3.3   Merit of Applying uCSDP to Real-Time Log Analysis 

In the past, after a problem occurred, the log files were used as materials to investi-
gate causes. Real-time log analysis using uCSDP, however, enables detection of the 
problem cause at the same time with the problem occurrence from quantities of log 
information including Web proxy logs and certification logs. 

By defining the analysis scenario in CQL, the system manager does not have to 
care about lower layer implementations. Analysis conditions including parameters 
and thresholds can be modified easily and flexibly, so that the system manager can 
concentrate on system operations. 

In real situations, the event time management feature of uCSDP described in Sec-
tion 2.1 is necessary because the logs from different servers arrive at the analysis 
system in out-of-order. In addition to the processing efficiency, high availability 
mechanism is the key to applying a new data processing system to the real business 
situation. We believe that RAS features of uCSDP mentioned in Section 2.2 are pow-
erful enough to realize it. 

4   Conclusion 

We have presented real-time log analysis system using our stream data processing 
platform uCSDP. Real-time log analysis system is one of the key applications that 
offers preventive measures of detecting irregular manipulations and human mistakes 
at system management, and reduces the risk and loss caused by such operations to the 
minimum in advance also. We believe that uCSDP offers stream data processing 
features not only realizing real-time log analysis described in this paper but also real-
izing other real-time data processing applications. 
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Abstract. In this demonstration, we implement a system called Anddy that tries
to disambiguate author names in digital library by clustering. Our system will try
to cluster the citation records based on some user input parameters such that, ide-
ally, each cluster should contain citation records that belong to the same author,
meanwhile different clusters denote different authors. For each cluster, we will
further display a taxonomy representing it and the social network that the cluster
has.

Keywords: Clustering, Name Disambiguation, Taxonomy.

1 Introduction

In digital library, it is very common that several authors share the same name because
name is not an unique identifier. For instance, if we search “Wei Wang” in DBLP 1,
more than 60 different “Wei Wang” are mixed in the same page, and DBLP cannot
disambiguate these 60 different “Wei Wang” successfully. This will make the users feel
very inconvenient because it is difficult for them to identify which records belong to
which author.

In this demo, we present a system called Anddy (Author Name Disambiguation in
Digital Library) to group the citation records that refer to the same author. Fig. 1 shows
a sample interface of our system. For example, users can input an author name, e.g.
“Wei Wang”, in the search field and select the model that they want to use to cluster the
records. Our system will then try to cluster the citation records based on the input pa-
rameters (the author name and a user selected clustering model) such that, ideally, each
cluster should contain citation records that belong to the same author, meanwhile differ-
ent clusters denote different authors. In addition, our system will further display some
advanced and useful information for each cluster, such as the linkage among different
authors, a graphical taxonomy to show the linkage among different records within the
same cluster, etc.

2 System Description

Anddy consists of two parts: a clustering framework and a user interface. As shown in
Fig. 2, the clustering framework takes the citation records need to be identified as input

1 http://www.informatik.uni-trier.de/ ley/db/
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Fig. 1. The Interface of Anddy

and perform clustering based on a user selected clustering model. The user interface
accepts the user input and presents the clustering results to the user. We will describe
these two components in this section.

2.1 Clustering Framework

We have implemented three different clustering models in Anddy and allows users to
choose using which of the clustering models to cluster the citation records. The three
models that we have implemented are: simple linkage model, taxonomy based model
and web-context model. We implemented these three models because they are some of
the most popular models nowadays.

Simple Linkage Model

In this model [3], it tries to link all the citation records based on graph theory. Specifi-
cally, given a graph G, each vertex v is a citation record, and each edge e between two
vertices represents the similarity of two vertices (i.e. the similarity between two citation
records). The similarity is calculated based on the token strings in three attributes: (1)
authorships, (2) paper title and (3) publication venue. If the similarity is high enough,
then these two records refer to the same entity.

Taxonomy based Model

In our early work [4], a model called taxonomy based model is proposed to enhance the
name disambiguation issue by enriching the information from citation records. Taxonomy
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Fig. 2. Clustering Framework

is a data structure that can express the relationship among different terminologies [1]. We
construct some term-based taxonomies based on terms’ lexical similarity and their co-
occurrences in the paper titles. In these taxonomies, each node is a term extract from paper
titles and the linking between two nodes is the relationship of them (their similarities).
Once we have the taxonomies, we can calculate the similarity among clusters by exploring
the links in these taxonomies. For example, assume a record A contains a list of terms TA,
and a record B contains a list of terms TB. If TA and TB have heavy linking according to
the taxonomies, then record A and B might refer to the same entity.

Web-Context Model

This model [2] tries to retrieve more information from the web automatically so as to
identify whether two citation records belong to the same author. This model is different
from the above two models because it does not only consider the information within a
single domain, but further extract information from some other external domains. Yet,
information like email and affiliation, although can usually disambiguate the citation
records correctly, are difficult to retrieve because of the unstructured nature of web
pages. In this demo, we implement a model to analyze the URLs return from search
engine and determine if two records refer to the same entity or not. For example, assume
there are two records need to be identified, A and B, and each record has a list of URLs
returned from search engine after input the paper title as query. If there are high overlap
in their URLs, then these two records may refer to the same author. Obviously, there are
some digital libraries web pages should be ignored, e.g. Citeseer 2, because these sites
contain records in one page but it does not mean these records refer to the same author.

2.2 User Interface

Our system is a web based application and implemented by Java/JSP. The interface
includes: (1) A search bar which allow users to search authors’ citation records; (2)
An drop down box which allows users to choose different clustering models to cluster
the citation records; (3) A results page which displays records that has been assigned to
different cluster, so that each cluster, ideally, should contain citation records that belong
to the same author, meanwhile different clusters should refer to different author; (4) An
advanced information section in the page which displays the authors’ network (Fig. 3)
and the term-based taxonomy related to the cluster (Fig. 3).

2 http://citeseer.ist.psu.edu/
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Authors Network Term-based Taxonomy

Fig. 3. Graphical Authors Network and Term-based Taxonomy

3 Demonstration Overview

Our demonstration uses a real-world dataset extract from DBLP. In the demonstration,
we will show how Anddy works and how a user can employ it to efficiently search
citation records by author’ name. Specifically, we will: (1) demonstrate the process
from submit a query, select a clustering model to obtain a clustering result; (2) show
how important and the practical usefulness of the graphical authors’ network and the
term-based taxonomy.
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Abstract. With storing XML data as a type of a column, relational databases 
have become more powerful. A relational database including both XML data 
and relational data is termed a hybrid XML-Relational database (XML-RDB) in 
this paper. Because existing keyword-search techniques on either relational da-
tabases (RDB) or XML databases (XML DB) cannot get appropriate results, we 
propose a new method of keyword search on XML-RDB to get more reasonable 
results than existing methods. To realize it, a new join operator, named XRjoin, 
is designed and utilized to join XML data with relational data. We construct a 
demo system by using DB2 v9.5, and our experiments show that the system can 
find the answers that we want to get.  

1   Introduction 

Keyword search is a popular function of databases to enable users to extract infor-
mation under databases without any knowledge of the schema or query languages. 
Since major relational databases management systems have allowed the residence 
of XML data in relations, there is increasing need for users to retrieve both  
XML and relational data by keyword search. On a hybrid XML-RDB such as  
IBM DB2 9.5 [5], Microsoft SQL Server 2008, applying the keyword search is a 
challenging task, because keyword-search techniques on RDB widely differ from 
those on XML DB.  

There are several studies on keyword search over structured databases such as 
DBXplorer [1], DISCOVER [4] on RDB, XRANK [2] on pure XML DB. However, 
XRANK cannot get appropriate results if the result is composed of XML subtrees 
related by various relational linkages. DBXplorer does not consider XMLs and cannot 
retrieve the information obeying the hierarchy of XML. DISCOVER does join by any 
relationship, but the maximum Candidate Network’s size T limits its ability to retrieve 
the subtrees of XMLs having any depth or heterogeneity. To overcome the problem of 
retrieving subtrees of schema-less XMLs related by any linkage, we propose a new 
keyword-search method on XML-RDB. A new join operator, XRjoin, uses the 
SQL/XML query language to do join between XML and relational data. This paper 
demonstrates how XRjoin works in practice and gives reasonable samples to approve 
our hybrid XML-RDB system useful.  
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2   Our Proposal on a Hybrid XML-RDB  

We design a new schema for a hybrid XML-RDB, based on the ER model of a RDB 
which stores the corresponding information of DBLP.xml. 

Fig. 1(a) shows that the RDB has four entities “Conference”, “Session”, “Paper”, 
“Authors”, and four relationships “Conf-Sess”, “Sess-Paper”, “Paper-Author”, “Cita-
tion”. In this case, the XML data have been decomposed into several tables.  

For obtaining useful subordinate information of XML, a hybrid XML-RDB is util-
ized to contain XML without any change of its format. Fig. 1(b) shows the schema of 
a hybrid XML-RDB. This schema includes three entities “Conference”, “Paper”, 
“Authors”, and two “part-of” relationships. “Conference” and “Authors” are hybrid 
entities storing XML data. An instance of “XML1” in “Conference” is presented in 
the left of Fig. 2, which has the “Conf-Session-Paper” hierarchy. In the right of Fig. 2, 
“XML2” in “Authors” has the “Author-Paper” hierarchy. In both of “XML1” and 
“XML2”, the information of “Paper” is described by “PID” only.  

The processes of keyword search on XML-RDB are composed of the following 
four steps: (1) identify entities hit by keywords, (2) enumerate join-trees, (3) generate 
statements, (4) execute these statements and obtain results. The entities including 
keywords are identified by searching the auxiliary tables (details in [3]). Based on 
these entities, the system enumerates minimum-cost Steiner-trees that contain all 
keywords in the schema-graph. These trees are called join-trees. If there is a hybrid 
entity in a join-tree, our proposed XRjoin (section 3), which is an operator to join 
XML with relational data, is needed. A join-tree decides how to join between these 
 

 

 
  (a) The ER (Entity-Relationship) model of a RDB   (b) The schema of a hybrid XML-RDB 

Fig. 1. Data model 

 

Fig. 2. A fragment of our experimental XML-RDB 
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entities. For one join-tree, the statements for natural join or XRjoin are generated and 
executed automatically. If the results exist, they will be sent to the user interface.  

3   XRjoin 

XRjoin is designed to extract relevant information between XML data and relational 
data. We present an illustration of concrete contents to explain how XRjoin works.  

Fig. 3 shows several tuples of “Paper”, and an XML in “Conference”. The key-
word “tuning” exists in “S_title” of the session SID:S004 in “XML1”. The keyword 
“SQL” exists in “Title” of two tuples PID:P004 and PID:P006 in “Paper”.  

XRjoin ((Conference, “tuning”), (Paper, “SQL”)) is an operator to extract relevant 
hybrid information from “tuning”-related XMLs in “Conference” and “SQL”-related 
tuples in “Paper”. It extracts the LCA (Least Common Ancestor) between the element 
SID:S004 (including "tuning") and one of the paper elements PID:P004 and PID:P006 
(including "SQL" as a paper). The subtree from the LCA appears as a new XML in 
CXML column of T (the resulting table of XRjoin in Fig. 4). Besides CXML, related 
relational data (PID, Title, Keywords) in Paper also appears as additional columns of T. 
As a result, the first hybrid tuple in Fig. 4 means that a paper including “SQL” belongs 
to a session including “tuning”. The second hybrid tuple means that a paper including 
“SQL” belongs to a conference that has a session including “tuning”.    

Formally, when a keyword K1 exists in a hybrid entity X and when another key-
word K2 exists in a relation entity E, XRjoin ((X, K1), (E, K2)) is defined as a set of 
new tuples [ e, LCA-T(e_id,K1) on x ] for all e in E and all x in X,  such that 

 

 

     

Fig. 3. The instances of the hybrid entity “Conference” and the relation “Paper” 

 

Fig. 4. The result T of XRjoin ((Conference, “tuning”), (Paper, “SQL”)) 
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- e is a tuple satisfying K2 in E; let e_id be the tuple-id representing e in X;  
- LCA-T (e_id, K1) on x is a subtree in the XML of x whose root element is the 

LCA for the element e_id and an element satisfying K1.  
Namely, the XRjoin ((X, K1), (E, K2)) retrieves the XML information satisfying K1 
(in X) which further contains a relational data-item satisfying K2 (in E).   

Demonstration: We will demonstrate a keyword search engine on a subset of DBLP 
which includes 10 years information of VLDB (1999-2008). On this hybrid XML-
RDB, join operations for keyword search can be finished in 5 seconds at most. Our 
proposed system (details in [3]) will show its efficiency at the demo scene. The sys-
tem can interactively find appropriate and ordered XML-relational hybrid infor-
mation which cannot be obtained by XRANK [2] or DBXplorer [1]. 

At the end of this paper, a snapshot of demo system is given in Fig. 5. This is an 
example when keywords “link” and “sanjay” are inputted. The original data about 
“link” and “sanjay” in this hybrid XML-RDB are shown in Fig. 2. The results are 
derived from a join-tree (in the left box) which does XRjoin twice and natural join 
once (in the right box). These results are listed by ascending order of the sum of two 
subtrees’ scores that are computed when XRjoin works. The answer of No.1 in Fig. 5 
means that an author named “sanjay” has written a paper in the conference 
VLDB2004, which has a session hit by “link” (Click the plus sign to view the detail 
of XML in this interface). The answers cannot be obtained by existing techniques. 

 

 

Fig. 5. A snapshot of the demo system 
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Abstract. This paper presents a context-based whole video retrieval system that 
retrieves an entire video stream, not just individual scenes in videos. The main 
feature of this system is a novel query processing paradigm that involves data 
mining techniques to extract a query context, which is expressed as a combina-
tion of multiple videos. A query for this system consists of an example video 
and a context video. The example video is for representing the color-emotions 
hidden within video content, which are extracted using methods developed for 
color psychology research. The context video is for performing a context rele-
vance computation between the example video and videos in a database. This 
paper demonstrates an implemented system that includes a SQL-like video 
stream query language and mechanisms for visualizing emotive contexts of a 
video stream. 

Keywords: video search engine, context-computing, query language. 

1   Introduction 

As video data becomes prevalent on the Web, the result of a video search engine 
query can easily exceed the practical limits on the time a user has to watch to them. 
Despite the fact that many video-search engines have been provided for this purpose, 
extensive manual tweaking and heuristic trial-and-error is still required for users to 
find their desired videos. This is primarily because user-generated videos have insuf-
ficient and/or unreliable metadata in the form of titles and tags. It is increasingly im-
portant to utilize the concept of context-dependent database computations for retriev-
ing video data according to emotive contexts[1]. 

This paper presents a context-based whole video retrieval system[2], called Me-
diaMatrix. This system analyzes the color-emotions hidden within video content 
using methods developed for color psychology research. As shown in Fig.1, a query 
for this system consists of an example video and a context video. The example video 
is for representing the color-emotions of video content. The context video is for per-
forming a context relevance computation between the example video and videos in a 
database. This computation evaluates similarities between the example video and 
context video, for extracting which context of the video is most relevant to the user. 
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Such contexts as dominance, prominence, and hierarchical granularity of color-
emotions might be selected. The system realizes new ways of querying artistic, visu-
ally rich and dynamic video content such as television dramas, animation, and movies 
– something not possible when limited to just a few words. This is done by inspecting 
the dynamic, temporally evolving contexts of video data. Movies are a prime example 
of media in dire need of new retrieval mechanisms for returning an entire video 
stream according to the query contexts. This is because the performance of a movie in 
its entirety is what users search for, as opposed to independent fragments which lose 
their meaning when separated from the whole.  
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Fig. 1. Overview of the context-based whole video retrieval system 

 

Fig. 2. The system analyzes emotive contexts by computing the color-emotion correlation of 
every video frame 

2   MediaMatrix System Implementation 

The core component of the MediaMatrix system is a context-based similarity video 
search engine with dynamic video content analysis mechanisms. This system analyzes 
the color-emotions hidden within video content by referencing color-emotion defini-
tions developed in the course of color psychology research [3, 4]. Each color-emotion, 
which corresponds to a specific emotional perception of humans, consists of 120 
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chromatic colors and 10 monochrome HSV colors defined in “Color Image Scale 
[3]”. The system extracts the color-emotion for each video frame by computing the 
correlation between 182 color schema and 130 HSV colors. Fig.2 shows a color-
emotions analysis result visualization computed by the implemented system. In the 
query execution process, the system extracts the following three query contexts (CX1, 
CX2, and CX3), which are expressed as a combination of videos. (CX1) Dominance / 
(CX2) Prominence of Color-Emotions: the system provides LEF-IGEF (Local Emo-
tion Frequency – Inversed Global Emotion Frequency) operator[2] for selecting color-
emotions by computing the specificity of color-emotions to each frame throughout the 
entire video stream. The LEF-IGEF operator increases its prominence proportionally 
to the appearance ratio of a color-emotion in a video frame, but is offset by the fre-
quency of the color-emotion in the entire video. Fig. 3 shows a visualization of the 
dominance of color-emotions and Fig.4 shows a visualization of prominence of color-
emotions and the extracted prominent scenes. (CX3) Granularity of Color-Emotions: 
since one single video may contain different meanings at multiple granularity levels, 
the system applies the hierarchical agglomerative clustering method with UPGMA for 
recognizing the granularity of a video as shown in Fig.5. 

 

Fig. 3. A visualization of the dominance 
(appearance ratio) of a color-emotion in the 
frames (vertical axis: the correlation score of 
each color-emotion, horizontal axis: the time-
line of the video data stream) 

 

Fig. 4. A visualization of the prominence of 
color-emotions and the extracted prominent 
scenes. A high score means that the color-
emotion has strong significance 

 

Fig. 5. The system applies the hierarchical 
agglomerative clustering method for analyz-
ing the granularity of color-emotions 

3   System Demonstration 

Fig.6 shows an integrated video search environment with a structured query language 
for video. To demonstrate the proposed system, we use 128 Japanese animation vid-
eos. Each video file is 24 minutes in duration. The total duration of the video files is 
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51 hours, and the total size is 6.8 gigabytes. Each video is accompanied by a text 
annotation written by its publisher. To evaluate the performance, we have compared 
our method with a traditional keyword-based video retrieval provided by video host-
ing services. Overall, our approach can achieve an average precision of 56.1% which 
is about 50% better than that of keyword-based retrieval systems (5.2%).  

 

Fig. 6. The integrated video search environment with a structured query language for video 

4   Conclusion and Future Work 

This paper has proposed MediaMatrix, a system that provides a novel query language 
for allowing users to express and characterize their queries by using existing video 
clips as contexts. Its capabilities enable new ways of querying artistic, visually rich 
and dynamic video content such as television dramas, animation, and movies – some-
thing which is not possible by using just a few words. As future work, we are expand-
ing the scalability of the system for performing real-time video analysis. 
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Abstract. We are developing a new mashup framework for creating flex-
ible applications in which users can selectively browse through mashup
items. The framework provides GUI components called widgets through
which users can browse mashed-up data selectively, and the system pro-
cesses demand-driven creation of mashed-up data upon receiving access
requests through widgets. In this demonstration, we introduce some ap-
plications with the above-mentioned features, and show how users can
build these applications on our framework.

1 Introduction

In recent years, many kinds of information has been provided via Web services,
and developers have chances to combine different types of information in order
to provide a new integrated service using mashup technologies.

We are proposing a new mashup framework [1,2] for creating flexible applica-
tions. The developer can prepare various mashup items in an application, where
the users can browse items selectively according to their interests through GUI
components called widgets. Receiving interactive actions for the browsing, our
system incrementally creates mashed-up data with focusing on the current view
of the application. The application developer only has to specify how to combine
web services and how to display mashed-up data through widgets. This demon-
stration introduces some applications with the above features, and shows how
to build these applications in our framework.

2 Application Features

Fig. 1 is a screenshot of a sample application for a hotel search. The user first
inputs an address and a date of check-in. The “hotel table” lists nearby hotels
and their information, and the “map” plots their locations. The user can click
a row of the hotel table and get detailed information of the corresponding hotel
on lower placed tables. The application handles user interactions, and invokes
Web services in the background if necessary. When the system gets the results
of Web services, it displays them instantly. These table widgets have facilities
to add/change columns interactively (Fig. 1 A), and the use can use various
criteria derived from mashups, such as photos, room rates, or information of
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Fig. 1. Screenshot of a sample mashup application d its features

neighboring restaurants. Receiving scroll down actions, the table shows further
results that will appear incrementally (B). When the user finds hotels having
unsuitable properties, the user can apply filters to remove such hotels for the
subsequent browsing (C). If the user has optional days to be checked, the system
will update only affected results (e.g. room rates) on the current view.

As our system adopts demand-driven creation of mashed-up data, it first
calculates only mashed-up data needed for the initial view. When the system
gets user actions such as scroll down of the tables, it starts calculation of newly
needed data for display. Web services that may often produce many results adopt
paginated queries in order to return results in multiple pages, and our system
fetches these pages in a demand-driven manner. If the user sets filter conditions
on hotels, the system avoids needless mashups for hotels that are filtered out
except condition values. In cases where the user changes some inputs, the system
re-calculates only data depending on the changing values and needed for the
current view.

3 How to Build Applications

Our framework provides a data management engine for demand-driven data
creation and its built-in widget library, and the developer just specifies configu-
rations of the data model and the display for an application (Fig. 2). The data
model adopts declarative configurations to cope with our demand-driven data
creation, and the developer can design large combinations of Web services. The
widgets provide facilities of property monitoring and event handling to make
applications interactive. This section gives a brief introduction of how to build
applications in our framework. The detailed descriptions are described in [1].
The developer can use the GUI editor for the configurations.
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Fig. 2. Overview of our framework

3.1 Data Model Configuration

Our framework uses a tree data structure called a mashup tree to represent
mashed-up data (Fig. 3 A). Each node of the mashup tree represents data oper-
ation and its result, while arrows represent data flows to deliver arguments to the
operators. Using the tree structure, we can simply express nested list structures
such as a list of hotel nodes and the list of neighboring restaurant nodes for
each hotel. For child node creation at the elements of a list, the same operation
is used for all the elements. Our framework provides the following four types
of operations: user inputs, Web service calls, extractions of XML elements, and
user-defined operations.

In the model canvas of our GUI editor (Fig. 3 B), top level nodes are placed in
the “top box”, and each declaration of a list structure is represented by a table.
Each table column represents child node declarations of list elements. There is
a catalog of major Web services and operation templates (e.g. aggregators like
sum operation). The developer can add child node declarations by drag and drop
actions from the catalog. To create the sample application, the developer first
drops a hotel search Web service into the “top box”. As the hotel search service
returns the results as a list, our editor adds a hotel table linked with the “top
box”. Secondly, the developer drops a photo search service into the hotel table,
and the photo column is created. When the developer drops a Web service or
an operation that returns a list (e. g. restaurant search) into the hotel table, the
corresponding table appears.

3.2 Display Configuration

There are two main way of specifying the display target. One is to specify static
part of the mashup tree using the path from the top node. In the case of the hotel
table, the developer specifies the path to hotel nodes. The other is to specify the
target that is bounded to the property of other widgets. For example, each table
widget has a “selected” property that denotes the element node corresponding
to the currently selected row by the previous click action. In this application,
lower placed tables monitor the “selected” property of the hotel table to display
detailed information of the selected hotel.

In the display configuration mode (Fig. 3 C), our GUI editor allows the de-
veloper to choose widgets (e.g., table or map) from the widget catalog, layout
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Fig. 3. Building applications in our framework

them on the application canvas, and set display targets afterwards. In the case
of table widgets, there is more simple way. The developer can drag tables from
the model canvas and drop them directly into the application canvas. In the
sample application, the developer just drags hotel and restaurant tables from
the model canvas into the application canvas, then two table widgets are created
with default display target. Afterwards, the developer chooses the map from the
catalog, and bounds the display target to a property of the hotel table.
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Abstract. More and more presentation contents, which consist of het-
erogeneous media such as videos and slides, have recently been recorded
and viewed. In e-Learning, we often use presentation contents archives.
However, if there is a slide that includes a keyword that the users do
not know, it is difficult for them to understand the rest of the presenta-
tion contents. So, they must stop viewing it and look up the keyword.
In this paper, we propose an interval-retrieving method that is based
on the user’s viewing operations. By using this method, we extract the
user’s interval-retrieving intention using his/her viewing operations and
selected keywords. Queries are also generated for the intervals by us-
ing the user’s retrieving intention and a keyword role in the intervals.
This method also enables the users to obtain intervals that help them
to more efficiently understand the contents of the presentation without
discontinuing viewing them.

1 Introduction

Presentations can be stored for repeated viewing [1], which means you never
have to worry about missing a lecture. In the case of e-learning, a speaker or
listener who has viewed the content once might want to review it. The content
then can be retrieved from the archives where the presentation data is stored.
Such content is often located at specific intervals of a presentation[2,3]. As many
presentations are now accessible via multi-media[4], a practical method is nec-
essary for extracting the relevant scenes from integrated heterogeneous media
content.

It has proven difficult, however, to extract a meaningful interval from a single
medium of a multi-media presentation. For example, trying to extract an inter-
val from text media using a keyword input is likely to yield countless intervals
containing the key word and is thus basically useless. In the case of video media,
excessively long or inadequately short intervals will be extracted.

We propose a presentation contents retrieval system that is based on the users’
viewing operations and the semantic contexts from presentation archives. Our
system uses the following three processes. At first, we extract the users’ opera-
tions for the interested scenes and the keywords from the viewing interactions.
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Fig. 1. Concept of interval retrieving using user’s operation

Next, we analyze the semantic context of the scenes they are interested in and
the keywords from the presentation contents based on the users’ operations. Fi-
nally, we generate a search query for the presentation archives using the analyzed
semantic contexts. Users can then retrieve intervals from other presentation con-
tents that they are interested in without inputting query keywords by using our
system.

2 Our Approach

We analyze the semantic context of presentation contents from the users’ oper-
ations and generate a query for use in searching through presentation archives.
Figure 1 shows a conceptual image of our system. Our system has the following
three feature.

Analyzing semantic contexts. We hypothesized that there is a specific role
for each scene in a presentation and these specific roles might be determined
by analyzing the relation among the scenes across all media. Suppose that
a speaker is introducing a new game machine. When he or she is explaining
the “basic performance of the game machine”, the scene is more likely to be
regarded as a general-content scene than an explanation of the “mechanism
of the game machine”. However, this same scene is likely to be regarded
as having more detailed content than an explanation of the “list of game
machines”. Consequently, the role of a scene is assumed to be relatively
determined. If the speech content is detailed, the slide content is presumed
to be detailed, and there will be even more speech in the video [5]. We assume
that an interval of interest for extraction can be selected by analyzing the
semantic roles of the scenes and their relation across heterogeneous media.
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We call these roles semantic contexts. We define semantic contexts as de-
tailed, generalized, instance, and additional intervals. We use the semantic
contexts to extract the users’ intentions and generating queries.

Extracting users’ searching intentions. We define viewing operations as
viewing video contents, selecting scenes, and browsing contents using slides.
We took into account that the users’ searching intentions are extracted from
these operations. For example, when a user views scenes and then selects key-
words that do not include the viewed scenes, he or she wants the meanings
of the keywords because he or she does not know how to use the keywords
for any contexts. The users’ searching intentions are limitless. Therefore,
we define five examples of users’ searching intentions, a new word search, a
detailed interval search, an abstract search, an instance search, and a com-
paring search. We use the searching intentions for extracting keywords and
generating queries.

Generating queries using semantic contexts and users’ intentions. We
generate a query from viewing operation pattern, selected keywords and
order relation of scenes. We use an order relation to represent the semantic
contexts. For example, when a user selects the keyword “controller” after
viewing scenes about “game machines”, a searching intention is used as a
detailed interval search. In this case, We generate a query for extracting in-
tervals that have a semantic relation to the detailed interval, and a scene
concerning a “controller” should be followed by another scene concerning
“game machines’f. If the order is a reverse sequence, the extracted interval
has a different meaning from that of the user viewing the presentation.

3 Concluding Remarks

Our prototype system was implemented by analyzing the users’ viewing opera-
tions and the retrieving interval from presentation archives. The users’ viewing
operations are analyzed for extracting the users’ intentions from the viewing
operations, detecting the semantic contexts, and generating queries. The out-
put intervals are retrieved by the generated queries. In particular, we retrieve
the candidate intervals by using keywords, which are included in the generated
queries. Then, the system filters by the order condition and detected semantic
contexts. The prototype system was developed using Visual C� with Microsoft
Visual Studio 2005. The terms in the slides and videos were extracted using the
ChaSen Japanese morphological analysis system [6] called SlothLib [7]. Figure 2
shows some screen shots of the interface for the prototype system.

In this paper, we introduced our prototype system. We discussed how to
retrieve archived presentation contents by using semantic contexts and users’
operations. In our future work, we will evaluate our system using a large amount
of real presentation contents and participants. We will confirm the accuracy of
detecting semantic contexts and users’ intentions, and the effectiveness of the
generated queries by comparing them with a conventional keyword search.
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Fig. 2. Screen image of prototype system
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Abstract. In recent years, many websites have started providing
keyword-search services on maps. In these systems, users may experi-
ence difficulties finding the entities they are looking for if they do not
know their exact spelling, such as the name of a restaurant. In this paper,
we present a solution to support fuzzy keyword search on spatial data.
We combine a spatial index structure with inverted indexes on grams to
efficiently answer fuzzy queries on maps. We show two system prototypes
to demonstrate the practicality of our solution.

1 Motivation

Many websites based on geographical information nowadays support keyword
search on their data such as business listings and photos. Such services accept
queries consisting of two parts: a set of keywords and a spatial location. The
goal is to find objects with these keywords close to the location. Such a query is
called a spatial-keyword (SK) query [1]. There are several local-search websites,
such as Google Maps, Yahoo! Local, Bing Maps, Yellow Pages, and MapQuest
Maps. At such a website, a user might look for a restaurant called “Aomatsu”
close to Irvine in California. The website returns business listings close to the
city that match the keywords. Another example website is the service by Flickr
that supports location-based photo search (http://www.flickr.com/map). A user
may ask for photos about the “Coliseum Stadium” close to Los Angeles.

Users often do not know the exact spelling of keywords. For example, the
user may mistype a query as (aumatso restaurant) near (Irvine, CA) when
looking for the restaurant Aomatsu. Similarly, a user could mistype the word
“coliseum” and submit a query: (colisum stadium) near (Los Angeles, CA).
It is important to find relevant answers to such mistyped queries. Unfortunately,
most existing location-based systems do not provide correct answers to a query
even with only a single typo. Table 1 shows how several systems behaved for five
mistyped variations of the query “aomatsu restaurant” as of June 20, 2009. In
most cases, the search engines either returned an empty answer or gave irrelevant
results. Both Google and Yahoo could suggest alternative queries, but they very
often could not give the right suggestion. We also experimented with the Flickr
Maps photo search engine and saw similar limitations. An interesting observation
is that during the development of our work, the results of these systems kept
changing. For instance, the evaluation results as of September 2009 had more
“no-results” cases.
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Table 1. Results of Local-Search Engines for Mistyped Queries (as of June 20, 2009)

Search Engine Results of Mistyped Queries
aumatso aomatso aumatsp amatsu aumatso

restaurant restaurant restaurant restaurant

Yahoo! Local � � � � �
Bing Maps � � � � �
Yellow Pages � � � �
MapQuest Maps �
� : No results � : Correct suggestion : Wrong suggestion/answer.

In this paper, we study how to solve this problem by supporting fuzzy keyword
search on spatial data. Given a query with keywords and a location, we want to
find objects close to the location with those keywords, even if those keywords
do not match exactly. Thus we can find relevant objects for the user even in the
presence of typos in the query or data. Notice our approach is more powerful than
the approach of suggesting an alternative query (the “Did you mean” feature
used by many systems). The latter can only suggest a new query, while our
approach can find relevant answers, even if the answers’ keywords are only similar
to those of the query.

2 Problem Formulation and Our Solution

Formulation: Consider a collection of spatial objects o1, . . . , on, and each ob-
ject has a textual description (a set of keywords) Ti and a location Li. A query
consists of the following: Q = 〈Qs, Qt〉, where Qs is a spatial region such as a
rectangle or a circle. Qt is a fuzzy-keyword condition, which consists of a set of
keywords and an edit-distance threshold δ. Our goal is to find the objects in the
collection such that each of them r is within the region Qs. In addition, for each
keyword k in Qt, the object r has a keyword d in its description, such that the
edit distance between k and r is within the threshold δ. For simplicity, we as-
sume the threshold is a constant, and our results can be easily generalized to the
case where the threshold varies based on the length of the keywords. A related
problem is fuzzy string search: given a collection of strings, how to efficiently
find those that are similar to a given query string? Many algorithms have been
proposed to answer fuzzy keyword queries using inverted lists of grams [2]. Sev-
eral algorithms have been proposed in the literature to answer spatial-keyword
queries by assuming exact matching of keywords [1,3]. A recent paper [4] also
studies how to support fuzzy keyword search on spatial data. Their approach is
probabilistic, and does not guarantee to find all the answers to a query.

Our solution: We use an R*-tree to index the objects based on their spatial
attribute. Our solution extends naturally to other tree-based structures, such as
kd-trees and quadtrees. Each node in the tree stores the keywords of the spatial
objects in its leaf nodes. To support fuzzy keyword search, we choose nodes in
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the tree to build gram-based inverted indexes for their stored keywords. In this
paper, we choose one level of the tree and construct gram indexes for all the
nodes at that level, denoted by L.

We answer a fuzzy spatial-keyword query as follows. Let Q be a query with a
spatial condition Qs and a fuzzy-keyword condition Qt. Intuitively, the algorithm
traverses the tree top-down. Before reaching level L, where the gram-based in-
verted indexes reside, the algorithm only relies on the spatial information of each
node to decide which nodes to traverse. The rationale is that higher levels can
have many keywords, and it is computationally expensive to do pruning based
on the condition Qt by finding similar keywords. At level L, for each candidate
node, the algorithm uses the node’s gram inverted index to find keywords that
satisfy the fuzzy-keyword condition Qt, i.e., finding keywords that are similar
to at least one keyword in Qt according to the edit-distance threshold. This set
of similar keywords, denoted by C, is propagated in the later process of the
traversal in order to prune branches in the tree.

We studied how to choose the level L of tree nodes to construct gram indexes.
Notice that at each tree node, its stored keywords is the union of the keywords of
its leaf-node objects. If multiple objects have the same keyword, this keyword is
stored only once in the common ancestors of their leaf nodes. In particular, the
root of the tree (L = 1) has all the keywords in the dataset. We can see a trade-
off between the query performance and the size of the gram inverted indexes.
As L increases, the total number of keywords on which we need to build gram
inverted indexes increases. Thus the total size of the gram inverted indexes will
increase. Meanwhile, the performance of finding similar keywords from a gram
inverted index is very related to the size of the index.

3 Demonstration Description

We used two real datasets to develop two prototypes for demonstration. The first
dataset was a multimedia metadata collection extracted from Flickr pages, called
“CoPhIR Test Collection” (http://cophir.isti.cnr.it). We processed the dataset
to extract the photos taken in the U.S. based on their latitude and longitude
values. Moreover, we used the keywords in the title, description, and tags of a
photo as its textual attribute. The final dataset had about two million objects,
with a size of 300MB. Each record had a URL corresponding to the photo or a
page including the photo. The second dataset had geographical objects (such as
lakes and hills) obtained from http://www.geonames.org/. We used the objects
residing in the U.S., and the final dataset had about 1.8 million objects. The
total data size was 90MB. In the experiments, we built inverted indexes using
2-grams.

Both systems provide an interface similar to existing local-search and photo-
search services on maps. Each interface has a map and two input boxes, one
for textual keywords and one for a location. The map is using the Google Maps
API, and can display the search results for a query. We also use the Google Maps
Geocoder API to obtain the latitude and longitude of the entered location. Once
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the user clicks the search button, the objects satisfying the query conditions will
be shown as red markers on the map. If the user clicks a marker, the information
about the corresponding object (e.g., a photo) will be displayed. Some markers
overlap with each other, and we grouped these near-by markers under a green
marker. If the user clicks a green marker, the map will zoom in to show the
included objects. We will use the prototypes to demonstrate the capabilities and
advantages of supporting fuzzy keyword queries. Fig. 1 shows a screenshot of
the results page for a query with a mistyped keyword on the first dataset.

Fig. 1. A screenshot of our system on the CoPhIR dataset for answering the mistyped
query “colisum stadium near Los Angeles, CA”

Acknowledgements. We thank Kensuke Ohta for his discussions in this work.
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Abstract. A Web recommender system based on the inference from a user’s 
Web-browsing behavior has been proposed and implemented. This system is  
capable of recommending items of interest to a user and specific Web-browsing 
action on the current item using a novel similarity measure approach. The re-
commender is adaptive to individual user’s preference as well as a user’s chang-
ing interest via a dynamic user feedback mechanism and empirical statistics on 
Web-browsing actions taken. Furthermore, users’ quantitative comments and the 
qualitative measures of users’ behavior provide an ideal setting to ascertain the 
premise, implicitly used in several other existing recommender systems, that 
there is a correlation between preference information and browsing behavior. 

Keywords: recommender system, adaptive feedback, web-browsing behavior, 
preference thesaurus, browsing action. 

1   Motivations and Objectives 

The World Wide Web has become an indispensable resource for people to gather 
information as the Web provides a quick search capability to its rich data and abun-
dant services. To retrieve desired and relevant information effectively, many tech-
niques have been proposed. In particular, recommender systems have been designed 
to assist a user in navigating the myriad of information on the Web and suggesting 
items that the user is most likely interested in. Explicit user preference information 
based on user feedbacks and implicit measures such as browsing history are being 
used in interest prediction and information filtering. 

Web-browsing behaviors such as dwell time, mouse click, scroll action, and search 
query, together with site visit history and personal document collection, are often used 
in usage and content mining to assist in making recommendation. In the “Stuff I’ve 
Seen” system [2], personal contextual items, such as authors and thumbnails from the 
documents that the user has already seen, are used to search for relevant information. 
The SEARCHY system [3] filters and re-ranks the Web search results by exploiting 
the user’s profile as obtained from his/her Web-browsing behavior.  
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Morita et al. propose an information reminder system [4] where a user’s action 
such as printing, copying and pasting, are recorded during a Web-browsing session. 
This user profile is then utilized to provide personalized information to the user. A 
personalized information provision system [1], [2], [3], [4], [5] recommends or 
navigates to preferable information based on the implicit assumption that a user’s 
preference is strongly correlated to his/her browsing behavior. However, to the best 
of our knowledge, this assumption has neither been studied nor validated. 

In our previous work [5], we proposed an adaptive personalized recommender sys-
tem using a preference-thesaurus constructed based on Web-browsing behavior and 
user feedback. This system is personalized for an individual user by capturing his/her 
browsing behavior into a preference-thesaurus. Moreover, the system can adapt to 
different users as well as their changing behavior and/or interest through direct feed-
back and continuous update to each individual’s preference-thesaurus. 

We have extended and made several enhancements to our initial prototype recom-
mender. Our main goal here is to demonstrate the capabilities of this system: 

 
• Improve recommendation through continuous use 
• Personalize to individual user 
• Recommend Web-browsing action for the current document/page 
• Provide mechanism to monitor dynamically changing user interest 

 
In addition to the above contributions, this work is also a major endeavour aimed to 
validate the conjecture that there is a correlation between Web-browsing behaviour 
and information preference. This correlation study will be carried out based on user 
interviews and empirical data. 

2   An Adaptive Personalized Recommender System 

The current version of the recommender system provides two types of recommenda-
tion to the user: Web items or pages that are most likely of interest to the user, and a 
recommended Web-browsing action such as bookmarking or printing the current 
page. Feedback from the user in the form of ranked results and the monitored Web-
browsing actions empower the dynamic adaptive nature of the system. 

As shown in Fig. 1, the recommendation consists of three iterative phases. During 
the first phase, a user’s Web-browsing behaviors are monitored and important term 
sets are extracted for the associated behaviors from the viewed/collected documents. 
An initial personal preference-thesaurus is constructed based on each behavior’s term 
set and its term score. In the second phase, Web items to be recommended are ranked 
by the similarity between the preference-thesaurus term set and each document. Dur-
ing the final learning phase, the preference-thesaurus is updated based on the user’s 
evaluation feedback on the most recent recommended items. In this phase, our re-
commender detects influential Web-browsing behavior in order to make better rec-
ommendation by filtering out non-influential behaviors. 
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Based on a mapping of the preference-thesaurus and the current page or item, the 
Web-browsing action recommended is shown to the user as an enlarged icon (e.g., 
printer on tool bar) or in a pop-up window to suggest bookmarking as shown in Fig. 
2. If the user took the Web-browsing action recommended, the preference-thesaurus is 
updated by increasing the behavior’s association with the term set included in the 
current page or item. 

User survey in written or electronic form and/or interview will provide some quali-
tative evidence on the premise that Web-browsing behavior is correlated to informa-
tion preference. Also, whether the user will follow the suggested Web-browsing ac-
tion will give quantitative measure to ascertain this correlation which is the central 
tenet of the proposed recommender system. 

3   Demo Proposal 

The demo system will be a prototype recommender system as described in previous 
sections. All the capabilities of the system will be available to the users. User survey 
and/or interview, as well as statistical measurement on Web-browsing actions, will be 
carried out. A preliminary on-line demo can be found at:  
 
http://www.chen.ic.kanagawa-it.ac.jp/dasfaa2010/demo.html 
 
 

(A) Web Browser (B) AdaptiveRecommender

Keyword
Total
Score

Web browsing Behavior
Browse Search …

t1 s1 v11 v21
t2 s2 v12 v22
t3 s3 v13 v23
… … … … …

w1 w2 …

(C) Preference Thesaurus

(iii) User’s feedback(iv) Recommends
Web browsing action

(i) Captures term sets
and the associated
behaviors into
preference thesaurus

ImprovedRecommendation

Intelligent Browsing Action

(ii) Recommends
pages or items

 

Fig. 1. An Adaptive Web-browsing Recommender System 
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User often printsWeb pages
about“classical music”.

Browser enlarges “print icon”, when user
is viewingWeb pages aboutmusic.

[Print]

[Mouse Click]

[Bookmark]

 
 

Fig. 2. Web-browsing Action: Enlarged Icon for Printing 

Table 1. Typical Web-browsing behaviors 

ID Web-browsing behavior Term set to be extracted 
I1 Web pages browsed Terms appeared on the Web pages 
I2 Terms on Web pages selected by mouse-

click 
Terms selected 

I3 Terms on Web pages copied onto the 
clipboard 

Terms copied onto the clipboard 

I4 Keywords searched within Web pages Search keywords 
I5 Web pages saved Terms appeared on the saved Web pages  
I6 Web pages printed Terms appeared on the Web pages printed 
I7 Web pages bookmarked  Terms appeared on the Web pages  

bookmarked 
I8 Search keywords input to the Web search 

engines 
Search keywords input to the Web search 
engines 

I9 Web pages browsed from search results Terms appeared on the returned Web 
pages browsed 
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Abstract. A key issue to address in biological data integration is how to de-
tect changes to the underlying biological data sources. In this demonstration,
we present a novel system called BIDEL for detecting changes to genomic and
proteomic data (sequences and annotations). We transform heterogeneous bio-
logical data to XML format (if necessary) and then detect changes between two
versions of unordered XML representation of biological data. This demonstration
will showcase the functionality of our system and the effectiveness of change
detection in life sciences environment.

1 Introduction

Detecting changes to the underlying biological data sources is a key challenge in bi-
ological data integration. In this demonstration, we present a system called BIDEL1

(Biological Delta Detector) for detecting changes to old and new versions of genomic
and proteomic data. In our system, we first transform heterogeneous genomic and
proteomic data to XML format [4] (if necessary) and then detect changes between
two versions of unordered XML representation of biological data [2,3]. Specifically, the
BIODIFF [2] component of BIDEL detects exact changes to the annotation
(non-sequence) data associated with gene or protein sequences. It extends X-Diff [6],
a published unordered XML change detection algorithm, by addressing its limitations
to exploit structural characteristics of underlying data (discussed in Section 3 and [2]).
On the other hand, the SEQDIFF module detects changes to sequence data. Note that
existing XML change detection techniques [6] are not designed to compute changes to
sequences. To the best of our knowledge, this is the first system to detect changes to
both annotation and sequence data associated with biological entities.

2 System Overview

Figure 1(a) shows the architecture of BIDEL and consists of the following modules.

The Visual Interface Module: Figure 1(b) depicts the screen dump of the visual inter-
face of BIDEL. It consists of three panels. The top-left panel displays a list of versions
of biological data (genomic and proteomic data in XML as well as flat file format) that
we wish to compare in BIDEL. A user can view the details of a document in the top
right panel by clicking on the correspond item in the list. Note that the transformation

1 In Maltese, bidel means “to change”.
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Fig. 1. Architecture and visual interface of BIDEL

of a flat file to XML format is achieved by clicking on the Open icon in the menu. It
invokes the Bio2X [4] algorithm for the transformation (discussed below). Given an
old and new versions of XML representation of biological data, the changes to the data
are computed by clicking on the Compare icon in the menu. It invokes the BIOD-
IFF [2] and SEQDIFF [3] algorithms to detect the changes to annotation (non-sequence)
and sequence data, respectively. The bottom panel displays various types of changes
that are computed by these two algorithms. A user can click on one of the four tabs
(Insertions, Deletions, Updates, and Sequence) to view a specific type of
changes. For instance, in Figure 1(b) clicking on the Updates tab results in the dis-
play of a list of updates detected by BIODIFF. Similarly, Figure 2 depicts the changes to
sequence data when the Sequence tab is clicked. A user can also view the complete
set of changes in XML format by clicking on the XML version tab.

The Bio2X Module: This module currently converts flat file data from GenBank, EMBL,
Swiss-Prot, and PDB into XML format. The rule bases are designed in a consistent man-
ner so that a single transformer is sufficient to parse any data file from any database.
The transformer chooses a suitable rule base for parsing the input flat file based on its
origin database and generates the XML data file. The rule base exploits the hierarchical
structure of the source to constrain the data extraction problem. It allows for extraction
of target patterns based on surrounding landmarks, line types and other lexical patterns
in the flat files. It also allows for more advanced features such as disjunctive pattern
definitions. Finally, it involves machine-learning techniques to refine the rules in order
to improve the accuracy of the transformation. The reader may refer to [4] for details
related to the transformer.

The BIODIFF Module: This module implements the algorithm BIODIFF [2] that iden-
tifies exact changes to the annotations associated with primary biological objects (gene
and protein sequences). It takes as input two versions of unordered XML representation
of annotations of a gene or a protein (the sequence data is excluded) from the Bio2X
module, denoted by D1 and D2, and detect changes between them. The algorithm
extends X-Diff [6] by addressing some of its limitation and consists of four phases,
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namely the identifier checking phase, the parsing and hashing phase, the matching
phase, and the edit script generation phase. The identifier checking phase determines
whether the two versions are identical by comparing the version identifiers of the bio-
logical data records. If the two entries are not identical, then BIODIFF parses D1 and
D2 into DOM trees tree1 and tree2 in the parsing and hashing phase. This step is
similar to the one in X-Diff [6]. The goal of the matching phase is to compute the min-
imum cost matching between tree1 and tree2. Each XML tree is divided into a set of
smaller subtrees rooted at distinct first-level nodes. Note that each first-level element
nodes resulted from Bio2X has a unique name and hierarchy. Each smaller tree is com-
pared with another smaller tree from the second XML tree having the node with same
name. This step makes it possible to use different methods of matching for subtrees
having different characteristics (e.g, elements containing distinct or identical subele-
ments). Note that these characteristics of the subtrees are extracted by the Bio2X mod-
ule during XML transformation. BIODIFF employs four types of matching techniques
for different subtree characteristics, namely one-to-one comparison, identical subele-
ment comparison, extended signature comparison, and bipartite matching. Lastly, sim-
ilar to X-Diff, the edit script generation phase generates a minimum-cost edit script for
changes to annotation data based on the minimum cost matching found in the matching
phase.

The SEQDIFF Module: This module implements a heuristic non-optimal algorithm
called SEQDIFF [3] to detect changes between two versions of biological sequences of
the same biological entity extracted by the Bio2X module. Specifically, it detects in-
sert, delete, and update of a nucleotide or protein sequence at a specific position. The
algorithm consists of two phases, namely the sequence comparison phase and the edit
script generation phase. The first phase is based on the local alignment concept used in
BLAST. That is, genes adjacent in one sequence should also remain near to each other in
the new sequence. Based on this heuristic, the sequence is divided into segments (that
act like sliding windows) and an optimal alignment is performed within each segment
without any consideration for other choices from the other segment. Note that the al-
gorithm computes the alignment twice by first matching the first sequence onto second
one; and then matching the second one onto the first one. This is because it is not known
apriori in which direction of match generates the higher score. In the second phase,
the edit script is generated based on the alignment with a higher score. The alignment

Fig. 2. Output of SEQDIFF module
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result is traversed and the aligned segments with same values are matched. The aligned
segments with different values are updated. The unaligned segments in the new version
are inserted, while the ones in the old version are deleted. Figure 2 shows a screenshot
of the edit script generated by the SEQDIFF module.

3 Related Systems and Novelty

A number of techniques for detecting changes to ordered and unordered XML data has
been proposed (e.g., [6]). BIDEL differs from these approaches in the following ways.
Firstly, since the min-cost max-flow algorithm for computing the bipartite mapping be-
tween two XML trees is the most time consuming part, it is desirable to reduce the
size of data set during mapping. Existing XML change detection techniques fail to do
so for biological data as it ignores the structural semantics of the underlying data. In
contrast, BIDEL reduces the data size for bipartite mapping by exploiting the struc-
tural characteristics of XML representation of biological data. Consequently, BIODIFF

shows better performance than X-Diff (up to 6 times faster) [2]. Secondly, none of
these techniques are designed to detect changes to sequence data. The SEQDIFF com-
ponent of BIDEL implements a heuristic strategy to detect different types of changes to
old and new versions of sequence data. Lastly, to the best of our knowledge, none of
the existing XML change detection system has been demonstrated in a major database
conference.

Pairwise sequence alignment techniques [1,5] can be considered as the closest to
the SEQDIFF module. Our change detection tool differs from these techniques in the
following ways. First, sequence alignment techniques focus on finding similarities be-
tween the sequences whereas our technique focus on finding differences between a pair
of sequences. Second, these approaches are designed to compare sequences among dif-
ferent biological entities. However, in change detection problem we are interested in
detecting changes to two versions of a sequence of the same entry in terms of in-
sertion, deletion, and update. Third, is the issue of performance. SEQDIFF trades off
optimality for better performance. Specifically, SEQDIFF is significantly faster than
DCLBDA [1], an optimal sequence alignment algorithm (highest observed factor being
350 times [3]).

4 Demonstration

Our demonstration aims to showcase the functionality and effectiveness of the BIDEL

system in detecting changes to genomic and proteomic data. We will showcase the
followings. (a) Demonstrate detection of different types of changes to annotation and
sequence data using real-world datasets (EMBL, PDB, and Genebank). We will show
how this process is simplified by the BIDEL visual interface. (b) Demonstrate the cases
when the result quality of BIDEL is comparable to X-Diff as far as detection of changes
to annotation data is concerned. (c) Demonstrate better efficiency and scalability of
BIODIFF module compared to general unordered XML change detection algorithms (say
X-Diff). We will also show cases where X-Diff fails to detect changes to annotation data
due to lack of memory but BIODIFF is able to detect these changes.
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Abstract. In this demo proposal, we present a new system, called DISTRO (a.k.a
DIstributed STReam Outlier Detector), for detecting outliers from distributed
data streams. DISTRO is able to effectively identify outliers from distributed
data streams that are consistent with those generated by the centralized detection
paradigm. DISTRO is also able to ensure high-level data privacy throughout the
detection process. A number of optimization strategies are devised to further en-
hance its speed and communication performance. This proposal provides details
on the motivation and technical challenges of detecting outliers from distributed
data streams, presents an overview of DISTRO, and gives the plans for its system
demonstration.

1 Introduction

Outlier detection from data streams is an important research problem in data mining
that aims to find objects that are considerably dissimilar with the majority of data in the
streams. In many cases, data streams are collected by multiple distributed agents (e.g.,
sensors in a sensor network) and outliers need to be detected from all the data that are
collected. This kind of outliers are called global outliers.

The challenge for detecting global outliers lies in that centralized outlier detection
(i.e., integrating the distributed data streams and carrying out outlier detection centrally)
is intractable due to the potentially huge amount of data in the data streams and/or the
privacy-related issues of data collected in different sites. The existing distributed outlier
detection methods mainly suffer the following drawbacks: 1) The outlier-ness metrics
they use are not updatable and are therefore not suitable for data streams [1][2][3]; and
2) The mediator they use needs to process a significant portion of the detailed stream
data, thus the privacy of data may be compromised [4][5].

To address these problems, we present a new system, called DISTRO (short for
DIstributed STReam Outlier Detector) in this demo proposal. The innovative features
and contributions of DISTRO are summarized as follows:

– DISTRO is able to produce outlier detection results that are consistent with those
produced in a centralized environment without data integeration;
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Australian Government through the Intelligent Island Program and CSIRO.
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Fig. 1. System architecture of DISTRO Fig. 2. Calculate k-ODF for
data p (k = 3)

– The communication between the mediator and the distributed sites only involves
compact summary-level information, leading to a low data transfer overhead;

– A number of optimization techniques have been incorporated into DISTRO to en-
able it to achieve even better speed and space performance;

– As end users and mediator have no access to the detailed distributed data except
the final top outliers and data communication is prohibited amongst different dis-
tributed sites, DISTRO can, to the maximum extent, ensure privacy of proprietary
data in the whole detection process. Various anonymization schemes can also be
readily incorporated to anonymize the final outliers if necessary.

2 An Overview of DISTRO

In this section we present an overview of DISTRO and describe the algorithms that
needs to be executed in various parts of the system. The system architecture diagram of
DISTRO is given in Figure 1. There are three major parties in DISTRO system: the end
users, the mediator and the distributed sites. The end users are the people who request
outliers (typically the top n) for certain purpose. Requests from users are then passed
to the mediator. Upon receiving a request, the mediator starts to execute the outlier de-
tection process. The major role of the mediator is to generate the global data summary
periodically and broadcast it to all the distributed sites for detecting local outliers. Each
distributed site collects and processes the data stream it receives. The final global top
n outliers are generated by the mediator and returned to end users through it. In DIS-
TRO, the mediator can communicate with each distributed site but no communication
is allowed amongst distributed sites themselves. Both the mediator and distributed sites
have necessary computational capacity.

In order to compute the outlier-ness of data (as defined below) in the data streams
efficiently, we introduce the grid structure to partition the data space in each distributed
site. A multi-dimensional grid with equal-volumed cells is super-imposed in the data
space. The gird structure facilitates the efficient generation of updatable local/global
data summaries that are suitable for data stream applications.
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Definition 1. k-Outlying Degree Factor (k-ODF): k-ODF measures the strength of out-
lierness of data in the stream. ODF of a data point p is defined as the averaged distance

between p and its k nearest dense cell centroids: k-ODF (p)=
∑k

i=1 Dist(p,centroid(ci))
k ,

where k is a user-specified parameter and typically takes a small value. k-ODF measures
outlier-ness for data by calculating its distance to its nearby dense regions, which is intu-
itive and consistent with human perception. Figure 2 presents an example of calculating
k-ODF for data p when k = 3 (the red crosses in the figure indicate centroids of the
dense cells).

The Algorithm of DISTRO. DISTRO detects global outliers from distributed data
streams in the following steps:

Step 1: Assigning data into grid structure (distributed sites). Data in the data stream
are read in sequentially and assigned into a cell in the grid. Instead of physically creating
the grid structure, we only maintain the list of populated cells. The incoming data is
mapped into one appropriate cell in this list. If the data falls into a cell that is not yet in
the list, then a new cell will be added into the list. The density of a cell will be updated
using a decaying function and sliding window techniques.

Step 2: Generating representative data (mediator). The density of cells will be ag-
gregated periodically in the mediator. This operation is called aggregation. When aggre-
gation is triggered, the local cell density needs to be transfered to the mediator. We only
transfer the information of the populated cells rather than that of all the cells in the grid.
Upon receiving the information of populated cells from all the distributed sites, the ag-
gregation is carried out to aggregate density of populated cells from distributed sites and
identify dense cells in the grid in order to calculate k-ODF for data. The dense cells are
defined as the smallest number of most dense cells in the grid that contain no less than
q ∗ 100% of the total number of data that are assigned in the grid (0 < q ≤ 1 and typi-
cally q is quite close to 1). The exact value of the number of the dense cells Nr is deter-
mined using the following inequity:

∑Nr−1
i=1 Dec(ci) ≤ q ∗ 100%N ≤

∑Nr

i=1 Dec(ci).
The centroids of the dense cells are called representative data which are considered as
a global summary of the data streams. The list of representative data are then broadcast
to all the distributed sites.

Step 3: Generating local top-n outliers (distributed sites). When each distributed site
receives the representative data from mediator, the k-ODFs of data are calculated. The
top-n local outliers can be picked up based on k-ODF for each distributed site. The
local top-n outliers are then sent to mediator for producing the global top outliers.

Step 4: Generating global top-n outliers (mediator). When all the top local outliers
are collected, the mediator will merge them and generate the global top-n outliers. The
final results are retuned to end users.

3 Optimization Techniques for DISTRO

Besides the above algorithm, we have also devised a number of optimization techniques
for effectively speeding up DISTRO and reducing the transferring overhead. For ease of
referral, we call the algorithm we presented earlier in Section 2 as the base algorithm.
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• Using Outlier Candidates. Outlier candidates are those data selected from the data
stream in each distributed site which feature high outlying values. The local top-n out-
liers are selected only from these outlier candidates based on the k-ODF ranking. The
number of outlier candidates is normally a few times (e.g. 4 or 5) of n in order to provide
a sufficiently large pool for outlier selection. Suppose that the size of outlier candidates
is m ∗n, where m is a positive real-value number provided by users. To generate m ∗n
outlier candidates, the data in the s most sparse cells whose total number of data ex-
ceeds m ∗ n will be selected as the outlier candidates. Here s is picked as the minimum
integer satisfying this requirement. This strategy makes it possible for DISTRO to only
evaluate k-ODF for a small number of data in the data stream.

• Performing Local Pruning of Streaming Data. In the base algorithm, all the stream-
ing data arriving at each distributed site needs to be first archived in the limited-sized
temporary storage space (memory or disc), awaiting aggregation to be performed. Nev-
ertheless, when streaming data are arriving in a high rate, this limited storage space
will be quickly filled up and aggregation has to be triggered for all the distributed sites
in a relatively high frequency. As we have assumed that there is no communication
amongst distributed sites, it is impossible to ship the unevenly distributed data amongst
distributed sites to solve this problem. Alternatively, we devise a cell density estimation
technique to significantly reduce the aggregation frequency without seriously compro-
mising the effectiveness of outlier detection. Suppose that each distributed site has re-
ceived a global summary during time t, then the estimated global density of cell c at time
t′(t′ > t) at site i can be quantified as Denestimate(c, i, t′) = Den(c, t)+f(c, i, t′−t),
where f(c, i, Δt) is the function that returns the estimated changes of density of c in
a time duration of Δt in distributed site i based on statistics obtained in the previous
aggregation cycles. By doing this, we can have an estimated global summary with-
out aggregation, based on which the new locally estimated representative data can be
generated. Using the locally estimated representative data, we can estimate the k-ODF
of each local streaming data. We only need to store those data with relatively large
k-ODF as local outlier candidates and discard the rest. The benefit of this strategy is
that we can remarkably reduce the size of stream data that needs to be archived in
the temporary storing space and noticeably prolonged the interval between two con-
secutive aggregation cycles. This contributes to a low data transferring overhead of
DISTRO.

• Implementing Global Top-n Outliers Merging Algorithm. In the base algorithm,
each distributed site will ship the top-n local outliers to the mediator to produce the
global top-n outliers. This scheme can be further fine tuned to achieve a better transfer
performance. The basic idea is that we first only transfer, from each distributed site,

n
Nsites

to the mediator to ensure that there will be initially n outliers in mediator. These
n outliers are merged to produce the initial top-n global outlier list. The minimum
value of k-ODF of this list, denoted as minkODF is extracted and broadcast to all the
distributed sites. We can then prune away local outliers in each distributed whose k-
ODF value is lower than minkODF as it is guaranteed that they cannot possibly be
included in the global top-n list. This pruning strategy is able to reduce the local outlier
candidates that need to be transferred to the mediator.
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4 Demonstration Plan

Our demonstration of DISTRO will consist of the following four parts:
First, we will describe to the audience the real-life application scenarios of outlier

/anomaly detection in distributed multi databases/repository to motivate our DISTRO
system. We will also introduce the pros and cons of the existing systems.

Second, we will showcase the system architecture of DISTRO. The Emphasis will be
the introduction of various components in DISTRO regarding what their roles are and
how they communicate with each other in the outlier detection process. The architecture
demonstration is very useful to help the audience understand the algorithm of DISTRO
that involves end users, mediator and distributed sites;

Third, the experimental evaluation results will be presented to the audience to show
the effectiveness and efficiency of DISTRO. We will show that the the result of DISTRO
is consistent with that generated in a centralized environment. Component analysis will
also be used to show how each optimization technique assists DISTRO to achieve better
speed and space performance;

Last but not least, an on-site demonstration of DISTRO will be played to the audi-
ence. The audience will be encouraged to interact with the demo themselves. We will
provide on-site assistance to the audience to use the prototype upon request.
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Abstract. With the advent of Web 2.0, Social Computing has emerged
as one of the hot research topics recently. Social Computing involves
the collecting, extracting, accessing, processing, computing, visualizing,
etc. of social signals and information. More specifically, this tutorial
places special emphases in machine learning, data mining, information
retrieval, and other computational techniques involved in collective in-
telligence processing of social behavior data collected from blogs, wikis,
clickthrough data, query logs, tags, etc., and from areas such as social
networks, social search, social media, social bookmarks, social news, so-
cial knowledge sharing, and social games. In this tutorial, I plan to give
an introduction to Social Computing and elaborate on how the vari-
ous characteristics and aspects are involved in the social platforms for
collective intelligence. The topics include social network theory and mod-
eling, graph mining, query log processing, learning to rank, recommender
systems, human computation, etc. The tutorial is prepared for machine
learning, web mining, and information retrieval researchers who are in-
terested in computational approaches to social computing.

Brief Profile

Irwin King’s research interests include machine learning, web intelligence &
social computing, and multimedia processing. In these research areas, he has
over 200 technical publications in journals (JMLR, ACM TOIS, IEEE TNN,
Neurocomputing, NN, IEEE BME, PR, IEEE SMC, JAMC, JASIST, IJPRAI,
DSS, etc.) and conferences (NIPS, IJCAI, CIKM, SIGIR, KDD, PAKDD, ICDM,
WWW, WI/IAT, WCCI, IJCNN, ICONIP, ICDAR, etc.). In addition, he has
contributed over 20 book chapters and edited volumes. Moreover, Irwin King
has over 30 research and applied grants. One notable system he has developed
is the VeriGuide System, previously known as the CUPIDE (Chinese University
Plagiarism IDentification Engine) system, which detects similar sentences and
performs readability analysis of text-based documents in both English and in
Chinese to promote academic integrity and honesty.

Irwin King is an Associate Editor of the IEEE Transactions on Neural Net-
works (TNN) and IEEE Computational Intelligence Magazine (CIM). He is a
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member of the Editorial Board of the Open Information Systems Journal, Jour-
nal of Nonlinear Analysis and Applied Mathematics, and Neural Information
ProcessingLetters and Reviews Journal (NIP-LR). He has also served as Spe-
cial Issue Guest Editor for Neurocomputing, International Journal of Intelligent
Computing and Cybernetics (IJICC), Journal of Intelligent Information Sys-
tems (JIIS), and International Journal of Computational Intelligent Research
(IJCIR). He is a senior member of IEEE and a member of ACM, International
Neural Network Society (INNS), and Asian Pacific Neural Network Assembly
(APNNA). Currently, he is serving the Neural Network Technical Committee
(NNTC) and the Data Mining Technical Committee under the IEEE Computa-
tional Intelligence Society (formerly the IEEE Neural Network Society). He is
also a Vice-President and Governing Board Member of the Asian Pacific Neural
Network Assembly (APNNA).
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With the wide availability of satellite, RFID, GPS, sensor, wireless, and video
technologies, moving-object data have been collected in massive scale and are
becoming increasingly rich, complex, and ubiquitous. There is an imminent need
for scalable and flexible data analysis over moving-object information; and thus
mining moving-object data has become one of major challenges in data mining.
There have been considerable research efforts on data mining for moving object,
trajectory, and traffic data sets. However, there has been few systematic tutorial
on knowledge discovery from such moving-object data sets. This tutorial presents
a comprehensive, organized, and state-of-the-art survey on methodologies and
algorithms on analyzing different kinds of moving-object data sets, with an em-
phasis on several important mining tasks: pattern-mining, clustering, classifica-
tion, outlier analysis, and multidimensional analysis. Besides a thorough survey
of the recent research work on this topic, we also show how real-world applica-
tions can benefit from data mining of moving object, trajectory, and traffic data
sets. The tutorial consists of three parts: (1) moving object pattern mining, (2)
trajectory data mining, and (3) traffic data mining.

In the first part, moving object pattern mining, we introduce different pattern
mining algorithms for various moving object patterns. Frequent pattern is one of
the most basic patterns that detects frequently visited routes, such as “Railway
Station→ Time Square→ Central Park” for New York city travelers. The chal-
lenge of frequent pattern lies in the approximation of locations and transition time.
Periodic pattern mining is another interesting topic since periodicity is an intrinsic
nature of moving objects. For example, people have weekly working pattern and
animals have yearly migration pattern. But how to detect periodicity for moving
objects in 2-dimensional space remains a difficult problem. Moving object grouping
pattern discovers the social behaviors of moving objects in groups. Research have
been conducted in different definitions, such as moving cluster, flock and convoy.
But strict temporal and spatial constraint may result in failure of finding mean-
ingful patterns. Thus, a concept called swarm is further proposed to suit for more
realistic cases.Other interesting patterns including leadership, following, andmeet-
ing are studied as well. Leadershipand following patterns discovers a small number
of objects (e.g., suspect, wolf) that follow one or a set of given moving objects (e.g.,
people, sheep). Meeting could describe the movement that suspects meet to plot
an attack or animals meet together for the same food resources.

In the second part, trajectory mining, we focus more on trajectory cluster-
ing, classification and outlier detection. For trajectory clustering, many high

H. Kitagawa et al. (Eds.): DASFAA 2010, Part II, LNCS 5982, pp. 485–486, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



486 J. Han, Z. Li, and L.A. Tang

dimensional data clustering methods can be easily adapted if we treat each
timestamp as one dimension. Studies related to different distance measures in
high dimensional space and efficient computation of these distance functions
haven been conducted. Probabilistic methods are also proposed by modeling
a set of trajectories as individual sequences of points generated from a finite
mixture model. While these methods cluster trajectories as a whole, they ig-
nore sub-trajectory clusters. A partition-and-group framework is proposed to
solve this problem. It first partitions a trajectory into multiple line segments
and then cluster the line segments based on density. Outlier could be a natural
byproduct of clustering result. The objects that are distant from any cluster
can be considered as outliers. Recently, methods specifically designed for more
complex cases are developed, such as integration of multi-dimensional informa-
tion and partial trajectory outlier detection. While there are many clustering
and outlier detection methods, few classification method has been developed
for moving objects. A related area could be time series classification, in which
1-Nearest-Neighbor has been the most popular method and a shapelet-based
classification method has recently shown to be effective. Time series studies
mainly deal with 1-dimensional data whereas moving object classification has to
face more complicated 2-dimensional spatial data. Recently, a trajectory classi-
fication method based on regions and trajectory clusters has shown satisfactory
result. This method extracts discriminative regions and trajectory clusters for
some class as classification features.

Finally, we introduce some state-of-the-art traffic data mining methods. Traffic
data, different from free space movement, is confined to road networks. An im-
portant task in traffic analysis is the shortest/fastest path computation. Classical
shortest path problem focuses on efficient computation in a large road network.
However, historical traffic data may discover real fastest path and thus an adap-
tive fastest path computation method is proposed. Another interesting topic is to
predict destination of moving vehicles. Methods based on Bayesian classification
and frequent pattern have been developed to efficiently and effectively predict the
recent or distant movement. In real life, people are also concerned with road condi-
tions, such as hot/jammed roads and abnormal events on some road segments. To
monitor road conditions, density-based routes clustering method is developed for
hot routes discovery and temporal outlier detection in vehicle data is used to find
abnormal road segments. Lastly, since road network naturally forms hierarchical
structures and different granularity is embedded in temporal data, it is necessary
to analyze moving object data in a multidimensional way, such as multidimen-
sional traffic anomaly detection on highways and traffic cube and mining in traffic
cube space.

In summary, this tutorial presents the state-of-the-art research on moving ob-
ject data analysis including pattern mining, trajectory clustering, classification,
outlier detection, and traffic analysis. It shows the confluence of multiple scientific
and engineering disciplines, including data mining, database systems, geographic
information system, statistical analysis, and machine learning, and links to mul-
tiple applications. We also discuss several promising research directions.
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Abstract. Graph exists ubiquitously in a wide spectrum of application
domains, such as protein structures in biology, chemical compounds in
chemistry, food webs in ecology, social networks, Web graphs, P2P net-
works, and many more. With the increasing popularity of graph databases,
how to assess graph data effectively and efficiently becomes an important
research problem. Considerable research efforts have been devoted to de-
veloping advanced query processing techniques on graph databases. This
tutorial presents a comprehensive survey on methodologies and
techniques for querying large graph databases, including subgraph and su-
pergraph query processing, structural similarity query processing, correla-
tion search in transaction graph databases, connection query processing
and approximate matching in large graphs. The tutorial is prepared for
database and data mining researchers who are interested in complex data
types that can be generally modeled as graphs.

1 Introduction

This tutorial provides a comprehensive overview of the main methodologies and
techniques for querying large graph databases. The tutorial starts with subgraph
query processing, which has been well-studied in the literature. Representative
techniques include GraphGrep [1], gIndex [2], C-tree [3], FG-index [4], TreePi
[5], GString [6], GDIndex [7], Tree+Δ [8], GCoding [9], and QuickSI [10]. It then
continues with a newly introduced counterpart, supergraph query processing, with
two existing techniques, cIndex [11] and GPTree [12]. The next part focuses on
structural similarity search, which is a special type of subgraph queries by al-
lowing structural relaxation. Systems that support structural similarity search
include SUBDUE [13], RASCAL [14], Grafil [15], C-tree [3], and GDIndex [7].
The tutorial also covers an emerging type of graph queries, namely correlation
queries, which discovers subgraphs with similar occurrence distributions. Typical
techniques include CGSearch [16], TopCor [17], and FCP-Miner [18]. Finally, the
tutorial ends with query processing on large graphs, including connection sub-
graph [19], center-piece subgraph [20], proximity subgraph [21], context-aware
object connection discovery [22], and approximate matching queries [23,24].
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Abstract 

Over the past decade, the success of multimedia and database technologies results a 
large extent to use various data resources provided to create innovative applications. 
Rapid progress in this technology and its applications has been seen especially in the 
Internet-based social aspects. Databases, knowledge bases, data mining and multime-
dia data managements have become important subjects not only in academic commu-
nities related to information systems and computer science but also in business areas. 

This panel session is the opportunity to address world-wide research issues for the 
exchange of scientific aspects and experiences achieved in multimedia data manage-
ments, ubiquitous computing, and other related disciplines. Basic system platforms 
will be discussed in the context of multimedia information services and ubiquitous 
computing technologies. The main topics of this panel session target the themes in the 
interdisciplinary domain between multimedia information modelling, multimedia 
systems and ubiquitous computing technologies. 

The rapid progress of multimedia data management technology has realized the 
large scale of media data transfer and resource-accumulation in the world. The ubiqui-
tous computing technology has also been creating new information provision envi-
ronments in the world-wide scope. Innovative integrations of large scale multimedia 
data and ubiquitous computing resources will lead to a new information society. This 
panel session focuses on promising integration between multimedia information  
services and ubiquitous computing in regard to integrated system architectures, me-
dia-data analysis, community-based media data-creation, user-generated multimedia 
content, large-scale storage systems, mobile computing and new sensing device tech-
nologies. To this end much attention is paid also to various applications including e-
community, e-learning and e-commerce. For construction of the integrated systems of 
multimedia information services and ubiquitous computing, further innovative tech-
nologies are expected. This panel session will discuss opportunities for explorations 
of significant research and development.  
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