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Editors’ Preface for Associated Workshops
Section

Five workshops (INTEL-EDU, MEDWa, XSchemas, TR4Web, MDA) were
organized in conjunction with the 13th East-European Conference on Advances
in Databases and Information Systems (ADBIS 2009) held September 7-10, 2009,
in Riga, Latvia:

• INTEL-EDU - Intelligent Educational Systems and Technology-Enhanced
Learning

• MEDWa - Managing Evolution of Data Warehouses
• XSchemas - Schema Languages for XML
• TR4Web - Trust, Risk, Reputation and Recommendation on the Web
• MDA - Model-Driven Architecture: Foundations, Practices and Implications

In a two-step reviewing process the workshop Program Committees accepted
30 papers to be published in the ADBIS 2009 Associated Workshops and Doc-
toral Consortium conference proceedings.

The ADBIS 2009 workshops aimed to create conditions for experienced and
young researchers to share their knowledge and to promote collaboration between
European research communities (especially from Central and East Europe).

The accepted papers of the INTEL-EDU workshop cover a wide spectrum
of topics on innovative adaptive and intelligent systems for learning, advanced
cognitive tutors, virtual reality in the training process, managing and organizing
e-Learning systems, agent-based simulation, psychophysiological model-based
adaptive e-learning systems, concept map-based intelligent knowledge assess-
ment systems, quality of study programs.

The aim of the MEDWa workshop was to gather researchers who concen-
trate their works on handling various aspects of a data warehouse evolution and
to provide a forum for discussing their achievements and open issues. The work-
shop also included keynote talk, “Allegro’s Way from XLS-Based Controlling to
a Modern BI Environment,” by Christian Maor.

The X-Schemas workshop was focused on bringing together researchers that
are interested in sharing new ideas related to XML schema languages. The pres-
ence of a schema is crucial to data exchange, and can facilitate the automation
and optimization of integration, processing, search and translation of XML data.

The MDA Workshop was aimed at theoretical and practical aspects of
OMG’s Model-Driven Architecture and Model-Driven Development as well.

The TR4Web workshop was used to present results in the fields of risk,
reputation, recommendation and trust on the Web environments. The workshop
included keynote talks (joint for MEDWa and TR4Web).
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We would like to thank the authors, who submitted papers, and the program
committees members, who did a great job of paper reviewing. We acknowledge
the ADBIS 2009 Organizing and Steering Committees for their cooperation in
organizing the workshop sessions. We hope that you find the results presented
here interesting and useful.
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Editors’ Preface for Doctoral Consortium Section 

The Doctoral Consortium of the 13th East-European Conference on Advances in Da-
tabases and Information Systems (ADBIS 2009) held September 7-10, 2009, in Riga, 
Latvia, was organized with the purpose to facilitate high-quality research in the field 
of database and information systems. The Doctoral Consortium attracted 18 submis-
sions from 4 countries, namely Latvia, Lithuania, Russia, and Poland. In a two-step 
reviewing process the international Program Committee of 22 members from 17 coun-
tries accepted 7 papers for the ADBIS 2009 Associated Workshops and Doctoral 
Consortium conference proceedings. The accepted papers cover topics on software 
development, business process modeling, conceptual modeling, XML schemes, clus-
tering and structuring of data, and location-based information storage. 

According to the above-mentioned purpose of the Doctoral Consortium, the Pro-
gram Committee tried to help young researchers to qualify for publication in the  
prestigious conference proceedings, which is still a problem in Eastern European 
countries. All doctoral students received valuable reviews on how to improve their 
contributions. The Doctoral Consortium was organized as parallel sessions in the 
ADBIS 2009 conference in order to create conditions for experienced researchers to 
communicate their knowledge and experience to the young researchers participating in 
the Doctoral Consortium. Additionally, a discussant from the Doctoral Consortium 
Program Committee was assigned to each presentation to facilitate focused and deep 
discussions on considered research topics.  

We would like to express our thanks to all the people and organizations who con-
tributed to the success of the ADBIS 2009 Doctoral Consortium. We thank the doc-
toral students, who submitted papers to the consortium and diligently worked on  
improving them up to a high level of quality, the Program Committee members who 
worked hard in reviewing the Doctoral Consortium papers and suggesting ways for 
improvement; and we thank those Program Committee members who agreed to be-
come discussants at the Doctoral Consortium sessions. We acknowledge the ADBIS 
2009 Steering Committee for encouraging and helping us to organize the Doctoral 
Consortium. We are grateful to the VLDB Society that generously sponsored the Doc-
toral Consortium in these financially stressed times. We also acknowledge the Riga 
Technical University for its continuous support and the Latvian University and IEEE 
Latvia for assistance in organizing the ADBIS 2009 Doctoral Consortium. 
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Virtual Reality Platforms for Education and
Training in Industry

Eberhard Blümel and Tina Haase

Fraunhofer Institute for Factory and Automation,
Sandtorstr. 22, 39106 Magdeburg, Germany

Eberhard.Bluemel@iff.fraunhofer.de, Tina.Haase@iff.fraunhofer.de

http://www.vdtc.de

Abstract. Developing, testing and operating complex machinery and
repairing it under time pressure if it breaks down are some of the new
skills, professionals in many occupations have to learn as quickly as pos-
sible. Actions on machinery and plants are trained in individual lessons
on an immersive virtual model. This paper introduces the methodology
behind the technical solution and presents experiences acquired during
its implementation with a virtual learning platform for operators and
maintenance staff as examples.

1 The Fraunhofer IFF Learning Platform

1.1 General Concept

The training concept upon which the Fraunhofer IFF learning platform is based
allows customizing training to match future operators’ levels of knowledge by
variably configuring the level of difficulty on the basis of the level of interac-
tion. A process to be learned can be explored initially in a model solution. First,
learners are introduced to the entire process as well as its interactions with other
subsystems. After that, learners are requested to execute the process, indepen-
dently completing a task by interacting with the virtual system. The learning
platform’s system initially supports them by continuing to issue concrete in-
structions on completing the individual process steps.

Afterward, learners ought to be able to execute the assigned tasks without the
system’s help. The learning platform logs all of a learner’s activities as well as
the time and number of attempts required to complete a task. This information
is referenced later to assess training performance.

The Fraunhofer IFF has developed a software platform that enables training
and interaction with realistic virtual products, machinery and plants on the basis
of 3D immersive virtual environments. A new technology has been produced that
enables trainers to conduct and trainees to partake of theoretical and practical
training on complex models individually and technical training in teams in dis-
tributed environments without having to revert to real objects. The recognition
value of the visualization, the realism of the simulation of a product or plant’s

J. Grundspenkis et al. (Eds.): ADBIS 2009 Workshops, LNCS 5968, pp. 1–7, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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2 E. Blümel and T. Haase

behaviour and options for realistic user interaction are essential. Numerous cross-
industry solutions for virtual interactive learning platforms for different training
and educational objectives ([1], [2], [5], [7]) have been developed.

A Tutoring System for Web-Based and Case-Oriented Training in Medicine
is presented in [4]. It includes a training system that is based on three different
models:

– Tutoring Process Model
– The Case Knowledge Model
– The Medical Knowledge Model.

Those models are chosen and adapted to the domain of medicine. Although it is
very domain specific, it shows certain parallels to the approach presented in this
paper, e.g. a knowledge base that allows users to receive information on demand
and a guided learning tour that supports the learning process step by step.

The IFF training solutions are conceptually based on the precise objectives
of the VR learning environment for the case of application and the methodical
analysis of the skills to be learned (perception, orientation, skills, communication,
etc.), users’ personalities and learning styles and the structure of the course to
teach the training objectives. The underlying concept is based on the methodical
analysis of various assembly and maintenance tasks and classified features of
applicable training environments based on virtual technologies that serve as the
starting point for modeling a learning environment. This concept requires a
supporting VR system architecture.

1.2 The Layered Architecture

A technical system must be modeled realistically to obtain realistic training
conditions. Thus, a model should react and also respond to user actions just
as the real equipment. Users must be enabled to perform every relevant action
they would in the real world in the simulated environment (cf. [3]). A great
deal more information has to be modeled in addition to the objects’ geometry,
e.g. the hierarchy of objects and possible parenting relationships, constraints on
movement, causalities, properties, actions and dynamic behavior. Furthermore,
components are needed to enable trainees to evaluate their actions themselves
and to facilitate communication between trainees and instructors.
The information needed to model a training environment can be divided into
three levels (see Figure 1).

– Geometry level: This level includes every type of node (geometry, anima-
tion, trigger, level-of-detail switches, etc.) common to the scenario structure
of most existing VR systems. These entities provide the formal basis for im-
plementing a scenario in a runtime system. Suitable converters import the
information on this level from other systems such as CAD applications. En-
gineers, instructors and educators normally do not have to know details on
these levels.
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Fig. 1. The levels of the VR scenario concept

– Object level: This level is the domain of design engineers and contains the
technological know-how specific to a system.

The object level contains all information specific to a product already
defined in the design process. It also includes characteristics determined by
natural constraints, e.g. gravity, collision detection/prevention, etc.

– Instructional level: This level is the domain of educators or instructors. Ob-
jects defined on the object level can be utilized here to form training tasks.
Training tasks can be used to construct lessons. One or more lessons may be
necessary to attain a certain training objective.

All three of the aforementioned levels are interdependent and each level requires
specialists from different fields.

Suitable tools that fulfill both, the technical and functional and the pedagogi-
cal and didactic aspects of the content, are needed to implement the substantial
technical know-how required for existing technical options, cost effectively as
well. To attain the high flexibility required by the applications developed, the
components were divided in:

– Authoring system: The authoring system provides trainers support when
they create training scenarios. The authoring system is intended to pro-
vide trainers a tool that requires a minimum of knowledge of computers.
Unlike most training systems developed by computer experts, this applica-
tion is intended to grant experts in the field of training diverse options for
creativity.
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– Scenario data: Work with the authoring system produces a training scenario
saved as a scenario file containing the specific data for a concrete training
task.

– Runtime system: The runtime system is essential to conducting training. It
is independent of the concrete training scenario and can be equally applied
to every scenario created with the authoring system. One runtime system
instance is required for every trainer and trainee.

Building upon this work, the Fraunhofer IFF developed tools that simplify the
creation of training scenarios from the conversion of design data up through
the creation of complex causal chains to define training objectives and generate
training tasks even without knowledge of complex programming.

2 Best Practice Examples: Virtual Interactive Training
for RWE AG

In the course of refining its internal training concept, RWE’s Technik Center
Primärtechnik (TCP) decided to collaborate with the experts from the Fraun-
hofer IFF Virtual Development and Training Centre VDTC.

The specific constraints of ongoing technical operation, which make training
in real situations quite difficult, were the reason for doing so. One far-reaching
problem is the relative impossibility of using sensitive equipment in operation,
in this case transformers, for training for reasons of safety and because they
are integrated in national or international power grid structures. Moreover, the
pertinent safety regulations must always be strictly observed whenever inspec-
tion, servicing, maintenance and improvement work is being performed. This
also complicates training considerably. In addition, it is impossible to really ob-
serve functional processes inside equipment. Therefore, specialists need a high
degree of technical knowledge and the ability to think abstractly to understand
them.

In the end, the stations’ decades-long service life necessitates developing the
know-how of the technical specialists for the company and making it useful for
future generations. This must be done as simply, vividly and standardized as
possible.

1. Preparation of a Transformer for Rail Transport
The TCP uses a VR scenario of an extra high voltage grade power trans-
former of up to 200 MVA in the 220 kV capacity class. It shows interactive
animations to train operators how to unplug it from the grid and discon-
nect the important elements (cf. [1]). These operations prepare the main
transformer body for transportation and future use. The objective is for
trainees to learn, train, comprehend and internalize the work procedures (see
Figure 2).

Given the high risks connected with the procedure, it is essential to
demonstrate the correct sequential order of work incorporating safety reg-
ulations that guarantee safe conditions (cf. [1]). VR immerses trainees in
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Fig. 2. Steps of the work procedure

realistic simulated environments. This can provide work experience without
any risk of accidents or maloperation. Learning and interacting with VR is
more efficient than traditional methods.

2. Replacing a Buchholz Relay
Transformers are critically important equipment and their condition affects
operations. A Buchholz relay is an important device that protects and mon-
itors liquid cooled transformers and compensation reactors. It is easy to
operate, highly reliable, maintenance free and long lived.

A relay is installed in the connecting pipe between the transformer tank
and the conservator tank (see Figure 3). In normal operation, it is filled
completely with insulating liquid. The float is buoyed to its highest position.
In reaction to malfunctions inside a transformer, a Buchholz relay collects the

Fig. 3. Buchholz relay in a transformer
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Fig. 4. Architecture of an integrated learning platform

free gas present in the insulating liquid, leaks insulating liquid and discharges
the insulating liquid flow induced by a pressure wave in the direction of the
conservator tank.

The training covering the Buchholz relay teaches trainees:

– What a Buchholz relays function in a transformator is
– How a Buchholz relay responds to a malfunction and
– How to replace/repair a Buchholz relay.

These three topics place different demands on the visualization and didactic
treatment, requiring a flexible learning platform.

An integrated browser presents existing training materials such as opera-
tor manuals, 2-D animations and videos. A bidirectional connection between
the VR scene and the browser contents allows systematically opening re-
quired information in the 3-D scene and additionally establishes a connection
between the 2-D documentation (e.g. sectional drawing) and 3-D represen-
tation (see Figure 4). In addition, supplementary information such as user
guidance can be presented formatted as a graphic and adapted to the client’s
corporate identity and easily used through common forms of interaction
(e.g. links).

Practical training can be conducted with a flexible number of trainees,
largely any time and any place. Both the schedule for exercises and the
focus on individual work steps may be varied as desired. Errors do not have
any negative consequences in the virtual scenario, what is equipment of the
same design is being used, standardized operations can be applied anywhere
without any ”translation problems”.
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3 Summary

Virtual reality technologies have experienced a sizeable leap in development in
recent years. Extraordinarily complex realities can be reproduced with the aid
of VR. The Fraunhofer Institute for Factory Operation and Automation IFF is
home to interactive high-level VR environments that can be specially applied in
a broad range of industrial training programs ([cf.[2]). Both the basic technolog-
ical and economic conditions will make broad use of interactive VR technologies
in the basic and advanced vocational training of technical specialists possible in
the near future. From the perspective of research, this is an impetus for research
and development plans to intensify their focus on the potentials of learning in
VR work environments. The technological developments presented here facilitate
training on realistic virtual products, machinery and plants even when access to
real objects, which are often not available for training at all or only to a limited
extent, is limited. The use of VR systems in distributed learning environments
is equally possible. The theoretical construct constitutes the foundation for re-
searching the didactic and technical potentials of implementing VR systems and
their potentials for education. A conceptual theory for research on learning ac-
tions in real and virtual technical systems is being worked on.

References

1. Arendarski, B., Termath, W., Mecking, P.: Maintenance of Complex Machines in
Electric Power Systems Using Virtual Reality Techniques. In: IEEE 2008, Vancou-
ver, Canada, pp. S483–S487 (2008) ISBN: 978-1-4244-2092
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Abstract. The paper presents results of the preliminary analysis related to the 
development of the evaluation mechanism for students’ concept maps in the 
concept map based intelligent knowledge assessment system. Scoring schemes 
intended for human-based evaluation of concepts maps and embedded in com-
puter-based concept mapping assessment systems are discussed. Overview of 
the developed system is given and scoring mechanisms implemented in its ear-
lier prototypes are described. Factors affecting students’ score in the mentioned 
system are identified and decisions concerning the development of a new evalu-
ation mechanism are specified. 

Keywords: knowledge assessment system, concept maps, scoring mechanism. 

1   Introduction 

Concept maps (CMs) as an assessment tool represent knowledge in form of a graph 
which nodes correspond to concepts in a domain, but arcs indicate relationships be-
tween concepts. Arcs can be directed or undirected and with or without linking phras-
es on them. A linking phrase specifies the kind of a relationship between concepts. 
The main constituent part of a CM is a proposition displaying a relationship between 
two concepts and corresponding to an elementary unit of knowledge. Usually CMs 
are represented in a hierarchical fashion [1] and a particular group of hierarchically 
related concepts is called a segment. Cross-links are relationships between concepts in 
different segments [2]. Various CM based tasks can be offered to students, however, 
two main groups of them are: a) “fill-in-the-map” tasks, where the structure of a CM 
is given to a student and he/she must fill it using the provided set of concepts and/or 
linking phrases, and b) “construct-a-map” tasks, where a student must decide on the 
structure of a CM and its content by him/herself. 

The Department of Systems Theory and Design of Riga Technical University has 
been developing a CM based intelligent knowledge assessment system (KAS) since 
the year 2005. Four prototypes have been already implemented and experimentally 
evaluated [3]. The current development direction of the mentioned system is the ela-
boration of an automated scoring mechanism for evaluation of students’ CMs. The 
paper describes evaluation schemes implemented in earlier prototypes of the KAS and 
presents results of the preliminary analysis concerning a new scoring mechanism.  
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The rest of the paper is structured as follows. Section 2 gives an overview of CM 
scoring schemes already proposed. Section 3 describes main functionality of the KAS. 
Section 4 focuses on evaluation of students’ CMs in the earlier prototypes of the sys-
tem, factors affecting students’ score and decisions made regarding a new evaluation 
mechanism. Conclusions are presented at the end of the paper. 

2   Related Works 

Actually a great number of scoring schemes intended for human-based evaluation 
have been developed. Our analysis presented in detail in [4] shows that most of them 
are based on quantitative measures (number of valid propositions, levels of hierarchy, 
etc.) and only few combine both quantitative and qualitative (categorization of propo-
sitions according to the degree of their correctness) approaches. Considering quantita-
tive measures it is difficult to evaluate if a student receives valuable information about 
his/her knowledge level when he/she is presented with such kind of data. Moreover, 
the greater part of structural scoring schemes are mainly applicable only for hierar-
chical CMs because such aspects as levels of hierarchy and cross-links are taken into 
account. Typically comparing students’ CMs with one or more experts’ maps a close-
ness index showing the extent to which the CM of a student matches that of the expert 
is calculated. The most schemes are developed for the evaluation of “construct-a-
map” tasks which belong to the most difficult ones for the development of computer-
based CM assessment systems. At the same time evaluation problems of much more 
simple “fill-in-the-map” tasks still remain open despite the fact that they can be easily 
embedded in computerized assessment systems and evaluated using an expert map 
and quantitative measures. 

The known computer-based concept mapping assessment systems use rather primi-
tive scoring schemes and in the best case validity of concepts and propositions in 
students’ CM in relation to an expert CM is considered. One of the most advanced 
systems in this direction is COMPASS [5] offering a range of CM based tasks, per-
forming quantitative and qualitative analysis of a student’s map and identifying sever-
al categories of students’ errors. Weights are defined by a teacher for each concept 
and proposition in a teacher’s CM, as well as for each category of errors. So, the stu-
dent’s score is calculated as a similarity index taking into account concepts and prop-
ositions in an expert map and their correctness in a student’s map. 

Unfortunately, a number of important factors (for example, the level of task diffi-
culty, the number of mistakes made at each level, the frequency with which students 
use provided help and feedback, etc.) are not considered at all in the examined sys-
tems. In our already implemented KAS the mentioned elements play an important role 
and must be taken into account. 

3   Overview of the KAS 

The KAS has twofold goals: a) to promote students’ knowledge self-assessment, 
and b) to support a teacher in the improvement of learning courses through analysis 
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of results of systematic assessment of students’ knowledge. The developed system 
is used in the following way [6]. A teacher defines stages of knowledge assessment 
and creates CMs for all of them by specifying relevant concepts and relationships 
among them in such a way that a CM of each stage is nothing else then an extension 
of the previous one. During knowledge assessment a student solves a CM based 
task corresponding to the assessment stage. After a student has submitted his/her 
solution, the system compares a student’s CM with the teacher’s one and generates 
feedback.  

At the moment the system provides rich students’ support (provided help and feed-
back) in comparison with other systems [7]. Three kinds of help are supported. 
Firstly, the system offers 3 “fill-in-the-map” tasks (Task1-insertion of concepts in the 
structure of a CM containing linking phrases, Task2-insertion of concepts in the struc-
ture of a CM without linking phrases, Task3-insertion of concepts and linking phrases 
in the structure of a CM) and 2 “construct-a-map” tasks (Task4-creation of a CM 
from the given set of concepts, Task5-creation of a CM from the given sets of con-
cepts and linking phrases). Eight transitions between tasks are implemented allowing 
a student to find a task most suitable for his/her knowledge level. Four of them in-
crease the degree of task difficulty and other four transitions reduce it. Secondly, in 
“fill-in-the-map” tasks a student can choose a concept from the given set of concepts 
and ask the system to insert it into the right place (node) within the structure of a CM. 
Thirdly, in all previously mentioned tasks a student can choose a concept from the 
given set of concepts and ask the system to explain it using one of the following types 
of explanations: definition, short description or example.  

Feedback consists of numerical data (maximum score,  actual student’s score, total 
time for the task completion, time spent by a student), student’s CM marked with 
labels representing his/her received points for each relationship and possibility to 
check a proposition. Checking of a proposition is supported at all previously de-
scribed degrees of task difficulty. A student points out his/her created proposition and 
the system checks its correctness. Moreover, this feedback in case of incorrectness of 
a proposition presents explanations of both concepts involved in the proposition as it 
was described above. 

4   Evaluation of Students’ Concept Maps 

A teacher’s created CM serves as a standard against which students’ CMs are com-
pared in the KAS. Moreover, a comparison algorithm has been developed which is 
sensitive to the arrangement and coherence of concepts in students’ CMs [8]. The 
algorithm is capable of recognizing different patterns of a student’s solution. Two 
types of relationships are used in CMs: a) important relationships which show that 
relationships between the corresponding concepts are considered as important know-
ledge in a learning course, and b) less important relationships that specify desirable 
knowledge. For each correctly provided important relationship a student receives 5 
points, but for each less important relationship only 2 points are assigned. Each prop-
osition can be evaluated considering relative contribution of its parts: the presence of 
a relationship in a student’s CM - 40%, a correct linking phrase - 30%, a  
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correct direction of the arc - 15%, a correct type - 10%, both concepts related by the 
relationship are placed in the correct places - 5%.  

At the moment the system can recognize more than 36 different patterns of correct 
and partly correct propositions in students’ CMs [8]. Recently the improvement of the 
mentioned algorithm was made by considering the so called “hidden” relationships in 
students’ CMs which are nothing else than the derivation of relationships presented in 
a teacher’s CM. The hidden relationships are correct too and could appear in students’ 
CMs. They are scored by 1 point. 

In general, students’ CMs are scored by identifying how many correct relationships 
a student has defined:  

P p c . (1)

where P is a student’s score after the completion of a task, pi is the maximum score 
according to the type of an i-th relationship, ci

 
is the coefficient that corresponds to the 

degree of the correctness of an i-th relationship, and n is the number of relationships 
in the CM structure including hidden relationships.  

However, eq.(1) can be used only in case, if a student has completed a task with-
out asking for help. However, taking into account that the system provides several 
kinds of students’ support a correction mechanism must be applied in order to com-
pare: a) results of those students who completed an original task without asking 
help and those who used help, and b) results of students who performed task at the 
higher difficulty degree and those who performed the same task at the lower  
difficulty degree. 

Before considering development of the correction mechanism scoring schemes im-
plemented in earlier prototypes of the KAS are described. 

4.1   Scoring Schemes Implemented Early 

In the year 2006 two versions of the system was implemented. Each of them sup-
ported different approach to the changing of the degree of task difficulty: insertion of 
additional concepts into a CM and offering of different types of tasks. 

Thus, in the first approach a task of filling-in a teacher defined CM structure by a 
given set of concepts was offered to students. During the completion of a task a stu-
dent could ask to reduce the degree of task difficulty. In this case the system inserted 
some concepts into the right nodes of the structure of a CM. Two main factors were 
taking into account developing a correction mechanism [10]: the number of difficulty 
reduction times and the number of concepts inserted by the system. It was necessary 
for two reasons. Firstly, concepts inserted by the system facilitated the further solving 
of a task. Secondly, before the reduction of the degree of task difficulty the system 
checked a student’s solution and only correct or partly correct concepts remained in 
the CM, while other concepts were removed from it.  

The correction coefficient was introduced. Its initial value was 1, but in the case of 
the reduction of difficulty this coefficient was decreased. The decrease consisted of 
two parts: a „penalty” for the number of the reduction times of the degree of task 
difficulty and the proportion of the number of additionally inserted concepts to the 
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total number of concepts within the map. Thus, a student’s score was calculated com-
bining eq.(1) with the correction coefficient [10]:  

P p c  1 c s  a ∆ i 1mm  . (2)

 

where cs is the penalty for each difficulty reduction time, s is the number of difficulty 
reduction times, a is the penalty for the insertion of the first concept by the system, j is 
the total number of concepts inserted by the system, m is the total number of concepts 
in a CM, and Δ is the increase of the penalty for each concept insertion. 

In the second approach five tasks described in Section 3 and transitions between 
them were implemented. So, the previously specified eq.(1) was modified by a coeffi-
cient of the degree of difficulty for a given task in the following way [11]:  

P lk p c . (3)

where lki is the coefficient of the degree of difficulty for a given task. The coefficient 
lki

 
was assigned to each relationship, but not to the whole task, because a CM of the 

current assessment stage could contain relationships defined at the previous stages on 
different degrees of difficulty. Assignment was made during the completion of a task 
and depended on the degree of task difficulty [11].  

4.2   Factors Affecting Students’ Score in the KAS 

Improvement of the functionality of the system has lead to the necessity to develop an 
appropriate evaluation mechanism. However, several important issues appeared. In 
general, the score of a teacher’s CM is calculated taking into account directly created 
relationships, where each important relationship is weighted by 5 points, but less 
important – by 2 points. Let’s define this score as Pnorm: 
 P 2 x 5 y . (4)

where Pnorm is the score of a teacher’s CM taking into account only directly created 
relationships, x is the number of less important relationships in a teacher’s CM, and y 
is the number of important relationships in a teacher’s CM. 

However, as was pointed out before in Section 3, hidden relationships can be re-
vealed in a teacher’s CM and they may appear in students’ CMs. As a result we can 
calculate the maximum score (Pmax) for a teacher’s CM: P P z . (5)

where Pmax is the maximum score of a teacher’s CM taking into account directly 
created and hidden relationships, and z is the number of hidden relationships. 

A student’s score (Ps) will be equal with Pmax in case if a student has related all 
concepts in the same way as they are related in a teacher’s CM and has revealed all  
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hidden relationships. Ps will be equal with Pnorm in case if a student’s CM complete-
ly matches a teacher’s CM, but he/she has not revealed hidden relationships. Here, 
the first question arises: How to compare results of students whose score is  
equal with Pmax and those, whose score is equal with Pnorm? Is the latter worse that 
the former? It is not the case, because he/she has the same structure of a CM as a 
teacher. 

However, the both previously described cases are ideal cases and, as our expe-
rience shows, very few students can reach such results. Typically the greater part of 
student’s relationships will be only partly correct taking into account direction of 
arcs, correctness of linking phrases, etc. Usually, students’ score is less than Pnorm. 
But in this case we have the next question: How to compare results of students 
whose score is less than Pnorm but whose have hidden relationships in their CMs and 
students whose score is less than Pnorm, but they do not have extra relationships? 

Besides, not only the presence of hidden relationships affects the score of  
students. Other factors are related to the usage of help: a) students can reduce the 
degree of task difficulty during the completion of a task; b) students can ask explana-
tions of concepts in all tasks; c) students can check propositions in all tasks, and d) 
students can ask to insert chosen concepts to right places in “fill-in-the-map” tasks.  

Moreover, considering different degrees of task difficulty there is different num-
ber of penalties for partly correct propositions. Table 1 shows that working at the 4th 
degree of task difficulty students always will receive the greater score because there 
are only 2 penalties, but at the 1st and the 3rd degrees always the less one. This is 
due to the fact that entry “no” means that for missing parts a student receives full 
points, for example, at the 5th degree of task difficulty places of all concepts are 
considered as correct, but in reality places are not important for this task. A problem 
that arises from the different number of penalties is the following. Working at the 
3rd degree of task difficulty a student can place all concepts on correct places, but 
does not provide linking phrases, and after that to reduce the degree of task difficul-
ty. After moving to the 2nd degree he/she can submit his/her solution and receive the 
maximum score because linking phrases are not used at this degree. 

4.3   Development of a New Scoring Mechanism 

Considering the problems mentioned above the following decisions have been made. 
Firstly, two modes of system’s operation must be provided: a) a mode of knowledge 
self-assessment which purpose is to allow a student to assess its own knowledge level 
and to learn more about a particular topic in case of incomplete or incorrect know-
ledge, and b) a mode of knowledge control intended for the determination of students’ 
knowledge level by a teacher. 

Secondly, a correction mechanism must be applied in different ways in each mode. 
During knowledge self-assessment the reduction of a student’s score will not be per-
formed in case of usage of such kinds of  help as checking of a  proposition or expla-
nation of a concept. According to [7] both kinds of support provide not only help in 
task completion, but also tutoring. Thus, it is not correctly to reduce a student’s  
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Table 1. Number of penalties at different degrees of task difficulty 

Difficulty 
degree 

An incorrect 
place of a 
concept 

An incorrect 
type of a 
relationship 

An incorrect 
linking phrase 

An incorrect 
direction of an 
arc 

Total 
number of 
penalties 

5th No Yes Yes Yes 3 
4th No Yes No Yes 2 
3rd Yes Yes Yes Yes 4 
2nd Yes Yes No Yes 3 
1st Yes  Yes  Yes  Yes  4 

 
score after usage of such help in the mode of knowledge self-assessment. However, 
points must be reduced in case of additional insertion of concepts because this kind of 
help substantially facilitates the task completion particularly if fundamental concepts 
are inserted. Moreover, it is necessary to avoid situations when a student in such a 
way inserts all concepts and receives the maximum score. In the mode of knowledge 
control all kinds of help will contribute to the reduction of a student’s score.  

Thirdly, it is necessary to define the restriction on the maximum number of propo-
sitions which can be checked (only for the mode of knowledge control) by a student 
and the maximum number of concepts which can be inserted by the system if a stu-
dent asks for it. Two approaches must be implemented: a) the number of checking 
allowed must be calculated automatically by the system taking into account the total 
number of propositions or concepts for a task of the current assessment stage, and b) a 
teacher’s possibility to change the restriction automatically set by the system. 

In case of explanation of a concept a student’s score must be reduced only in case 
if a student asks explanation of a certain concept for the first time. After that he/she 
can receive explanation of the same concept repeatedly without reducing the score.  

In the mode of knowledge control penalty for the usage of help must grow each 
time when a student uses help in order to stimulate his/her to complete a task by 
him/herself and to use the reduction of difficulty as seldom as possible. 

Fourthly, considering a problem related to hidden relationships we decided to pro-
vide additional feedback both to a student and to a teacher by showing Pnorm, Pmax, Ps, 
number of hidden relationships in a teacher’s CM and revealed by a student. 

5   Conclusions and Future Work 

An appropriate evaluation mechanism of students’ CMs is an important part of any 
computer-based concept mapping assessment system. Regardless of the fact that a lot 
of CM scoring schemes have been developed the greater part of them are intended for 
human-based evaluation of “construct-a-map” tasks. As a result, their feasibility and 
usefulness in CM based knowledge assessment systems is a discussible question. In 
turn, evaluation mechanisms implemented in the known assessment systems do not 
consider such important factors as the level of task difficulty, the number of mistakes 
made at each level, the frequency of used help, etc. In the authors’ developed KAS 
the following factors affect students’ score: the presence of hidden relationships in 
students’ CMs, possibility to reduce the degree of task difficulty, three kinds of help 
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available and different number of penalties at each degree of task difficulty. As a 
result, the necessity to develop an appropriate evaluation mechanism has arisen. So 
far, the following decisions have been made: it is necessary a) to provide two modes 
of system’s operation (knowledge self-assessment and knowledge control) and to 
apply the correction mechanism of students’ score in different ways in each mode, b) 
to implement two approaches (automatic calculation by the system and changing by 
the teacher) regarding the restriction on the maximum number of propositions which 
can be checked by a student and the maximum number of concepts which can be 
inserted by the system, c) to reduce the students’ score only in case if a student asks 
an explanation of a certain concept for the first time, d) to provide growing of penalty 
for the usage of help in the mode of knowledge control in order to stimulate a student 
to complete the task by him/herself, and e) to provide additional feedback to a student 
and to a teacher concerning hidden and directly created relationships. Future works is 
related to the development of a mathematical model for scoring CMs in the KAS. 
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Abstract. One of the tasks of intelligent education technologies is intensifica-
tion of a training process that can be achieved using different and advanced  
Information and Communication Technologies and Electronic (ICTE) tools. 
Nevertheless, important changes in training process are necessary, because sim-
ple use of ICTE benefits will not promise a good success. Trainees have differ-
ent perception of information, which determines the demand for various forms 
of visual presentation of learning material and diverse style of the training ses-
sion. To recognize the type of the character and mode of perception of a trainee 
the authors of the article offer agent-based simulation model TemPerMod  
operating in NetLogo environment.  

Keywords: Agent-based simulation, NetLogo, Temperament, Perception,  
e-learning. 

1   Introduction 

Nowadays, the Sociotechnical Systems Engineering institute works on the new e-
learning technology based on introduction of virtual and augmented reality (VR/AR) 
solutions and simulation. The technology foresees the training of a trainee in confor-
mity with individuality of his perception [1]. The training model (see Fig. 1) provides 
splitting the training cycle in the set of operations in conformity with the scenarios 
elaborated earlier. However, each of the scenarios and operations respects the type of 
personality and individuality of perception of a trainee. 

Although the training process begins with the base scenario, always after the fixed 
time slot the feedback from the simulation model of the trainee is received. It is used 
for  checking  the quality of  the obtained  skills necessary  for  the  implementation  
of  each technological  operation. 

The  model  recommends (with  the  calculated  probability)  to  continue  the cur-
rent  scenario  or  switch  to  other  more  suitable scenario. Further the training mate-
rial continues from the same or other technological operation. 

The training material is implemented using VR/AR tools allowing reducing train-
ing costs by replacing expensive technological equipment. Sometimes it is also 
claimed by the rules of labour safety. 
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Fig. 1. Multi-step training process based on scenarios generation 

2   Training Scenarios Generation 

Each training TRScenario belongs to the set of generated scenarios 

iTR ScenarioScenario ∈ , where Ni ,1= , and N – the total amount of gener-

ated scenarios. Each scenario consists of the set of training operations (steps) (see Fig. 

1) }{ j
ii OpScenario = , where Kj ,1= , and K – the total amount of operations 

involved in iScenario . 

Any e-learning system is sociotechnical. It is appropriate combination of logical 
and physical structures (see Fig. 2) where logical structure determines the essence and 
identity of the e-learning system, but physical structure is tangible part of the goal 
system. 

 

 
Fig. 2. Training scenarios generation 
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The logical structure involves rules, standards, skills, methods etc. necessary to 
implement predefined work operation. Otherwise, physical structure is always deter-
mined by logical structure and comprises technological equipment, software and 
hardware. To reflect (translate) the logical structure to physical the specific demands 
determined by the character of trainee must be respected, which causes some pertur-
bation in translation. 

Visualisation form and features of each training operation }{ j
iOp  depend on the 

type of character of trainee bringing specific requirements to the training process. 
The result of the training will depend on how precise will be determined the type 

of the character and perception mode of the trainee. 

3   Agent-Based Character Recognition 

Every person is unique at least with own reactions to various situations, because peo-
ple have different types of personality and temperament. 

The most popular classification of temperament was introduced by Greek physi-

cians Galen’s and Hippocrates [2]. The four basic temperament groups T  are  

sanguine, phlegmatic, choleric and melancholic. Those temperaments were later dis-
cussed by Kant [2], but Pavlov correlated the types of higher nervous system with 
psychological types of temperament [3, 4]. Sanguine persons {t1} are very active and 
communicative. They know how to make good relationships [5]. Phlegmatic person 
{t2} is calm, balanced and emotions have no essential importance in his life [5]. They 
do not put so high importance to relations with other people and their appreciations. 
Choleric person {t3} has a lot of ambition, energy, and passion [6]. They are more 
impulsive as others and have all characteristics to act as a leader [5]. Melancholic 
persons {t4} are more sensitive than other. Melancholic persons have rootless feeling 
from inside, instability, which expresses like indecision [5]. 

Other classification was done by Keirsey [7, 8], who introduces the new types of 
temperament: artisan, rational, idealist and guardian, more emphasising professional 

suitability of the person. Later four temperament colours C  according to tempera-

ments [9] were proposed: 

• Sanguine – Yellow {c1} (the colour of adventure and artistry); 
• Phlegmatic – Blue {c2} (the colour of cold clear: logic and perception); 
• Choleric – Magenta {c3} (the colour of intuition and transcendence); 
• Melancholic – Red {c4} (the colour of authority and stability). 

Later Grey colour {c5} was added by Dellinger [10]. 
In late 90-ties Dr. Susan Dellinger [10] introduced the term psychogeometrics and 

explained not only how to determine your own personality type, but how to use geo-
metric psychology to identify the beliefs, values, and attitudes of any person you 
meet. She considered that each shape having specific form (circle, triangle, square, 
squiggle, and rectangle) represents a personality, and believed that five personalities 
are within us, but that we have one dominant personality and one secondary personal-
ity that we use the most. 
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According to Dellinger, 83% of the time the shapes F  you have just chosen will 

accurately represent your primary and secondary personalities [10]. Circle {f1} repre-
sents harmony, unity and balance. Persons are good team players and communicators, 
best listeners, empathetic and sensitive to others’ needs. Box {f2} represents the struc-
ture. A person is tidy, logical, practical, focused and detailed. A person is resistant to 
change and does not “natural” team player. Triangle {f3} represents ambition and high 
achievement. They are goal setters, high achievers and decision makers. Rectangle 
{f4} represents changes and inner growth or transition. A person is temporary and not 
certain about the future. Squiggle {f5} represents high energy, animation, sense of 
humour and creative intelligence. Powerful like the Triangle, and does not good team 
players. 

The activity Act  of the person is attributing of each type of the personality. Ac-

tivities can be measured from static to very active and even chaotic movement. 

The most important factor in training process is perception P  of the trainee. In 

conformity with the ideas of Bandler and Grinder (70-ties) related with Neuro-
Linguistic Programming (NLP) [11] at least three types of perception exist. Visual 
{p1} person perceives information in image form. Auditory {p2} person perceives 
information by ear, but Kinaesthetic {p3} is a person with predominant sense. Of 
course, it is most difficult case for training. 

To determine which type of temperament the person has and which style of learn-
ing is more suitable, many tests would be taken. For instance, Jung Typology test [12] 
consists of 72 questions, where each question has only two possible answers - “yes” 
or “no”. Test result is like letter formula according to Carl Jung and Isabel Myers-
Briggs typology along with the strengths of the preferences. 

The Keirsey Temperament Sorter (KTS-II) [7] is based on Keirsey temperament 
theory mentioned above. Test consists of 71 questions with two possible answers. The 
Gray-Wheelwright Winer 4-letter Type Indicator test [13] consists of 70 questions 
with two possible answers. Testing results are compatible with Myer Briggs and Keir-
sey tests. Soloman and Felder “Index of Learning Styles Questionnaire” [14] test 
consist of 44 questions with two possible answers. This test is compatible with four 
dimension Felder-Silverman Learning style model. Chislet and Chapman “VAK 
Learning styles Self-Assessment Questionnaire” [15] test consists of 30 questions 
with three possible answers. This test can determines learning style of trainee in con-
formity with NLP definitions. 

The tests mentioned above are widespread, but they are complex, asking for well 
prepared trainee, and they are based on trainee opinions about oneself, therefore give 
different results depending on person’s mood. 

The authors offer to use agent-based approach. An agent-based simulation technol-
ogy is not new, and it is used in social sciences for a quite long time. The term „agent-
based simulation” refers to a particular type of simulation, which has two essential 
components – agents and environment [16]. An agent’s behaviour is the result of rules 
predefining interactions among them and environment. The environment has certain 
autonomy, but it can also be influenced by the agents’ behaviour. Agent-based simu-
lation models can be used for specification the complex, dynamic, and interactive 
processes that exist in the real world [17]. The benefit of agent-based simulation is 
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possibilities of estimation the all important factors simultaneously reducing the 
chance of the trainee to manipulate with the answers. 

In agent-based model for character recognition TemPerMod the following back-
ground is used: 

• Galen’s and Hippocrates (personality types) [2]; 
• Kersey’s taxonomy (temperament types) [7,8]; 
• Susan Dellinger (psychogeometric) [10]; 
• Bandler and Grinder (NLP) [11]. 

 

As mentioned above, trainees can be classified by the type of personality or tempera-

ment T . Each group has appropriate behaviour or activity Act , corresponds to 

predefined colour C  and the favourite form of the objects F . We can suppose 

that activity, colour and form combine the set of attributes A . One more factor very 

important for successful training is perception P .  Therefore the goal of the agent-

based simulation model TemPerMod is recognizing the type of the personality T  

and the kind of perception P : 
 

),,(, ActFCAPT ←  (1) 

Complete testing process consists of two parts: 

• Audio-visual modelling game based on agent-based model TemPerMod; 
• Interview with the trainee about his impressions about the game. 

 

The TemPerMod is written in NetLogo [16]. The modelling desktop has the form of a 
pentagon. Pentagon is divided in five frames, where each frame initially involves 

equal amount of the agents having the same form F and the same colour C . 

Inside of the desktop is smaller pentagon. Each frame has the door to the inner penta-

gon. Agents in their frames move with different speed of motion Act . During the 

simulation cycle agents can get in the inner pentagon. Step by step the inner pentagon 
fills with different agents. When inner pentagon is completed then first cycle is fin-
ished. The agent colour, form or activities are not critical for filling the inner penta-
gon that is random process. During the simulation cycle also some audio information 
is announced. Some information can be depicted on the desktop also in written form.  
Modelling cycle continues 8-10 seconds. After 2 seconds the next cycle begins. At the 
end of simulation succeeds the interview with the trainee about his impressions from 
the simulation game int. al. what kind of colour, form or activity of the agents are 
most likeable. 

The TemPerMod model was validated by Jung Typology test [12] as one of most 
popular. The validation results revealed that the results of the character recognition 
match for 85%. Who is more precise Jung or the authors of the article this is the task 
for further research. 
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4   Conclusions 

Nowadays, the transition from the traditional learning in classrooms to on-line train-
ing and consulting is going on. However, obstacle that trainees have different percep-
tion of information and type of character often does not respected. Those differences 
determine specific requirements to visualisation of learning objects and the style of 
presentation. To recognize the type of the temperament of a trainee the testing is im-
plemented. The authors of the article offer agent-based simulation model TemPerMod 
for recognition of the temperament and perception of a trainee. 

The TemPerMod model is created in the NetLogo environment, and like to other 
multi-agent based simulation systems asking for serious computing resources. There-
fore, the model further must be improved focusing on reducing required modelling 
session time and resources, and adding some more parameters for achieving higher 
accuracy in character recognition. 

Introduction of TemPerMod in e-learning systems will promote reducing the train-
ing time and necessary funding assigned. 
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Abstract. Information Technology has always been a popular choice among 
high-school graduates when deciding on a field of study. Despite the compara-
tively high education levels among Latvian employees, there is still a lack of 
knowledge and practical skills crucial for competitiveness in a market based 
economy. In order to ensure relevance of the qualifications and adaptability in 
the fast changing environment, active learning and teaching have a special  
importance. Recent developments in information technology call for a serious 
reconsideration of the actual teaching methods and provide opportunities for 
developing a new educational methodology. The current paper focuses on ap-
plication of IT within the course of logistics information systems for developing 
student practical skills and abilities. The necessity for an active teaching and 
learning e-environment is highlighted, and a concept of its realisation based on 
Web 2.0 technologies is discussed within LIS. 

Keywords: active teaching and learning, Information Technology, logistics in-
formation systems, web 2.0. 

1   Introduction to the Curriculum of Logistics Information 
Systems  

The symptoms of necessity for the course Logistics Information Systems (LIS) in the 
Master Curriculum on Information Technology were pointed out firstly during par-
ticipation in the European project „INCO Copernicus AMCAI 0312 (1994 – 1997) 
“Application of Modern Concepts in the Automated Information Management in 
Harbours by Using Advanced IT – Solutions””. The project’s results showed a great 
lack of logistics specialists having efficient knowledge in information technology [1]. 

The course of LIS was developed for the post graduate students of the Department 
of Modelling and Simulation in 1998 by Professor Egils Ginters and Professor Yuri 
Merkuryev. The course curriculum became an outcome of a project LOGIS LV-PP-
138.003 “Long-distance tutorial network in “Logistics Information Systems” based on 
WEB technologies” (2000-2002) [2]. The LIS course is aimed at providing students 
with high level knowledge, skills and competencies in Logistics Information Systems 
through the integration of theory and practice. The course focuses on the application 
of information technologies to logistics management. 
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The LIS course consists basically of postgraduate students having an average age 
of 22-24. Almost 90% of LIS students are employed either in private companies or in 
government organisations, which makes them to be in extremely high demanded for 
qualitative learning and teaching processes. Most of the students work in the IT field, 
which gives them deeper professional skills. For that reason, lecturers need to be able 
to adjust course material to suit students experience and prior knowledge. 

The course is structured in several blocks. It starts with a course overview. Accord-
ing to the first principle of andragogy which states that, as the learner's need to know 
why learning is important and how learning will be conducted, the course structure, 
goals, outcomes and requirements must be discussed first. Moreover, a response to IT 
professional standards should be provided underlining the role of the LIS curriculum 
for getting a professional diploma. This is normally done in interactive discussion 
sessions, if the number of students is not too great. Finally, the lecturer outlines the 
course structure, its goals and outcomes. 

The second block of the LIS course covers the main topics. The sequence of them 
through the course is not precisely defined, and is flexible to any lecturer/students 
requirements. Along with this theoretical block, students should improve their practi-
cal skills performing several tasks during labs, namely “GPS and GIS application for 
object positioning monitoring”, “Cargo Tracking Systems Analysis”, and “Radio 
Frequency Technology applications in Logistics”. 

The next block of the LIS is aimed at both exploring and introducing the variety of 
information systems in the context of logistics management. Several solutions are 
discussed in the fields of transportation logistics, inventory management, warehouse 
logistics, production etc. In each case the focus is on the functionality of the system 
for supporting related logistics functions. However, despite exploring the functional-
ity, technical solutions are also discussed in order to underline the correlation between 
information technologies and information system. In parallel with lecturer’s (and 
invited industrial partners as well) presentations, students make their own presenta-
tions of different logistics information systems. This task is performed as team-work 
and is aimed at both enhancing students’ professional competence and their group 
working skills. The block is finalised by evaluation tasks. 

The student evaluation process is a critical challenge for every academic course. It 
should be realised in a way which: (1) allows adequate evaluation of student knowl-
edge; (2) is effective for learning and in fact is a part of learning; and (3)covers stu-
dents personal character traits (for example, some of them perform better on tests, 
some benefit more in oral examinations, others do better writing essays). 

Initially, the evaluation of students was conducted at the end of the course and was 
organised as an examination. However, the main shortcoming of this is that examina-
tion at the end of the course usually leads students to postpone their studies to a few 
days before the exam. To improve the evaluation by making it an assessment-for-
learning, in 2009 a new evaluation system was implemented. This can be called a 
portfolio assessment, in which students gather artefacts that illustrate their develop-
ment over time. The evaluation portfolio in the LIS course consists of:  

• An on-line test with 60 questions which covers the block of Logistics IT; 
• Written essays on three questions in the context of block LIS; 
• Team-work and lecturer presentations of the LIS. 
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Although, there are still some shortcomings in the current evaluation, the new way of 
assessing students has following benefits: 

1. to motivate students to study during the course; 
2. to minimise psychological stress during the assessment, by providing a possi-

bility to improve the grade during next evaluations; 
3. to provide a variety of assessment methods way for students. This is an essen-

tial point for discussion in a pedagogical context, because there is not just one 
‘best’ way of examining the students. Some of them being “slow-thinkers” 
would feel a lot of pressure due to time limitations during the test. Others 
might feel more comfortable going deeply into the subject, and some like to 
give direct answers to precisely-defined questions; 

4. to support both individual student work (and responsibility for the outcome) 
and team-work (where the responsibility for the evaluation is spread among all 
team workers).  

The evaluation portfolio components may have differential weights which can be 
easily up-dated by the lecturer before the course is started.  

2   Pedagogical Notes in LIS 

There is little difference between the terms of ‘teaching’ and ‘learning’ in the current 
paper, however some differences still exist. ‘Teaching’ is explained as a part of edu-
cational process, where an active position (or role) is taken by a lecturer who presents 
(teaches) some material to students using different methods. Illustratively, a didactic 
lecture is a trivial method of teaching. In contrast ‘learning’ can be explained as a part 
of an educational process, where students actively construct their own knowledge by 
absorbing, understanding and analysing information provided by the lecturer. We can 
assume, that the student’s role in teaching is more passive compared with the lec-
turer’s, however learning is driven more by students (with some support and coordi-
nation from the lecturers side). 

In LIS, the main focus now is on supporting students in active learning and, if pos-
sible, in student-centered learning. By active learning we understand "instructional 
activities involving students doing things and thinking about what they are doing”. 
Active learning is the idea that different people learn in different ways. Understanding 
how learning can be realised, which is the better method of learning for each student 
and to provide different learning styles for students is one of the pedagogical objec-
tives of LIS. Teaching aids are presented by text books, slide-show presentations and 
different video materials, etc. 

Every teaching process consists of three components: students, teacher, and an en-
vironment. In teaching, the role of the lecturer is dominant and usually performed by 
a trainer (instructor, lecturer). In learning, the main components are students and the 
learning environment. The lecturer’s function here is to support students with a vari-
ety of methods, tools, and environments. In this section, we consider the LIS course 
audience and discuss some teaching methods and tools.  
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Despite plenty of traditional didactical teaching aids, the actual focus now is on 
improving the quality of educational process applying different IT solutions. RTU 
academic personnel point out the great importance of using modern technologies in 
teaching. Illustratively [3, 4, 5, 6] describe the application of IT solutions in develop-
ing effective e-learning and evaluation methods.  

In our experience, a lecturer must organise the course providing a balanced learn-
ing experience using different learning methods, i.e. lectures, labs, discussions etc., 
see Fig. 1. To illustrate, during typical classroom lectures, conceptual and theoretical 
information (intuitive learning) should be supplemented with concrete, practical in-
formation (sensory style) expressed through lecturers comments and explanations. 
Pictures, and diagrams of slides presented to visual learners must also be explained 
orally for verbal learners who seek explanations having words. Active learners prefer 
to do physical experiments and to learn by expressing themselves working in groups. 
They appreciate conducting lab exercises which can promote the students cognitive 
activities. For reflective learners, however, we provide tasks, such as evaluating dif-
ferent options, making analysis (of data acquired in Lab 1). 

LIS, the most used teaching method, uses traditional lectures. This can be called a 
passive teaching method, where the lecturer has the main role. Lectures are used 
mostly in the Logistics and Information Technologies block, however it still has some 
active learning elements such as debriefing, discussions, and 5-minute activities done 
in pairs. The Logistics Information System block is organised using workshops, semi-
nars and team-projects. Here, both lecturers and students have active roles, so this 
block can be characterised as an active learning support block.  

Laboratory exercises are traditional method of active learning. Labs can be used to 
facilitate the exploration and illumination of difficult concepts. Most importantly, labs 
can enhance the cognitive learning process, which is often referred to as the integra-
tion of theory with practice. 

 

Fig. 1. Teaching components in LIS 
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In fact, information technologies within LIS are not only the subject of teaching, 
but rather a part of didactical tool aimed at demonstrating the power of IT in every 
field of application, such as logistics, education, entertainment and others. The possi-
bility to learn information technologies/systems by applying them in studies allows 
students (1) to understand the main principles of IT in Logistics (which is the aim of 
the course), and (2) to evaluate the variety of its applications for different solutions 
(which is the outcome of the course). This, according to Bloom’s Taxonomy of Edu-
cational Objectives, can be explained as student growth through development of their 
intellectual skills and abilities. 

3   Teaching / Learning Environment in LIS 

Application of modern IT for teaching/learning purposes in LIS started firstly with 
using on-line test as evaluation. Application of IT as an environment started in 2005, 
when all course materials were located at Moodle system. In 2008, ORTUS was cre-
ated as a single electronic educational environment of RTU. Despite plenty of benefits 
being provided by these solutions, there are still some shortcomings as:  
 

• it serves more as a storage for keeping such teaching material, as slides, 
video/audio, handouts etc. The active processes are forums and on-line tests. 

• it doesn’t allow the use of objects, to be placed inside the educational modules 
repeatedly; or the use of materials, created by lecturers and students, to remain 
in a programme, so that in the course of time a student loses access to them.  

• it is not possible to organise a comfortable educational space for active co-
operation between students working on team solutions to educational tasks. 

All the above mentioned lead to the final conclusion concerning the necessity of re-
designing the e-learning environment in order to satisfy the following requirements 
for active learning: 

1. to implement active learning tools and methods; 
2. to maintain learning activities like communication, discussions, team-working; 
3. to support both collaborative and co-operative learning;  
4. to support the lecturer’s role as an active participant and co-ordinator, rather 

than as promoter; 
5. to allow students to create valuable cooperative, collaborative and individual 

products, which later can be used by students in their professional carriers. 

4   Application Tendencies of Modern IT in Teaching 

When analysing applications of IT for teaching purposes, it is possible to select a 
number of influencing facts. In our opinion, the most important of them are the in-
creased amount of information related to the permanent development of technologies 
and entrepreneurial activity, and the mass introduction in teaching the technologies on 
the basis of the Internet, including Web 2.0. The first factor causes changes in knowl-
edge of the specialisation, and determines the main requirements of the environment 
for teaching, the rapid transmission of knowledge and abilities of the students. The 
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second factor allows an increase of the creative potential of students, provides joint 
creation and use of information resources and collaboration and expansion of func-
tional possibilities for teaching. Contemporary students want teaching in the form of 
an active dialogue and to be in a position to have an impact on the course of events, 
that is, they want to be competent participants in a teaching process, the authors and 
reviewers, as a student-centered model foresees it.  

Following the O’Reilly [7] definition, Web 2.0 is the technology for designing sys-
tems which, through network co-operation continue to develop as more people use 
them. The main feature of Web 2.0 is to attract the users to create knowledge by in-
troducing home page content and to use the principle of frequent verification. In the 
base variant of Web 2.0, every person could easily create and spread content in the 
World Wide Web. It could include records in weblog, pass video through YouTube, 
place pictures in Flickr, help in the creation of content in wiki, and also create 
Myspace type social networks. Thus, contrary to Web 1.0, which makes service to a 
vertical «Teacher-Student» relationship, the Web 2.0 technology is characterised by 
development of horizontal connections and works on the basis of social relations. 

The key components of Web 2.0 are easy-to-use instruments and general or social 
relationship systems having the expected results. One of the most interesting results of 
the use of Web 2.0 is the phenomenon which is often named ‘Collective Intelligence’, 
describing the situation when the potential influence of information between the users 
of WWW grows very quickly. It is very important, that this index increases with the 
increase in the number of persons actively contacting each other through WWW, that 
provides people with possibility of joint search, creation and the exchange of informa-
tion. The research of McKinsey [8], Forrester [9] and other authors in the area of the 
use of Web 2.0 technology in industry, shows recently growing active interest in Col-
lective Intelligence. Researchers point out that for effective creation of new decisions 
and knowledge it is necessary to aggregate the possibilities for users of the input of 
information, methods of joint activity, and also modern technologies of collection and 
processing of information (wiki, weblogs, widgets, mashups etc.) 

5   Concept of е-Environment in LIS 

As a result of research, the main conceptual requirements were formalised for the 
developed environment of e-learning with the use of modern approaches and informa-
tion technologies. It is necessary to provide the e-environment having the following 
basic functionality: 

• permanent development of educational materials, with the possibility of their 
modernisation by authors and teachers and by students. Traditional electronic 
courses serve only as base information sources; 

• generalisation of existing knowledge and the creation of new knowledge – stu-
dents create materials themselves and communicate with other students 
through technologies, enabling the distributed creation of materials and divi-
sion of responsibility in the process of forming and the use of resources; 

• use in the process of teaching large sections of the aggregated information 
sources which includes in itself all possible formats of files and methods of 
their transmission; 
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• the study of materials takes place at any time and at any place: all information 
sources can be used not only by computers but also by mobile telephones, 
MP3 players etc. 

Development of these new possibilities for e-learning environment will be based upon 
the instruments of Web 2.0 technology, such, as weblogs, wiki, podcasts and other. 

Articles written on weblog technology form an analogy of the classical concept of 
scientific theses and create electronic home pages of a persons or organisations on 
which the collection of information is made on a concrete topic or topics, including 
regular updates of this information. Information can be written down in a weblog by a 
proprietor. It can be re-written from other weblogs. The readers of a weblog can also 
supply information, make comments on themes and discuss different questions. 
Automatic creation of templates is thus possible for theses published in a weblog, 
using information from the pages of wiki and personal notes associated with them. A 
weblog can be integrated with other weblogs. The results of continuing experiments, 
current results of work and newly synthesised ideas, can be written down in a weblog. 

It is possible to select the different forms of weblogs for the teaching of LIS, firstly 
as a means of communication between students concerning organisation of the course, 
the performance of tests and home tasks, and the support of different student initia-
tives, secondly, for additional discussion of course themes, conducted by a teacher 
and the encouragement of students to make independent analyses of the information 
received. In such weblogs, teachers will formulate questions and tasks for students, 
and also give references on additional materials and resources for the topic. Thirdly, 
for the students, using weblog on a research theme can become the method for bring-
ing in comates and teachers to make comments, and to criticise and correct the 
method of preparation.  

The addition of the use of weblogs for teaching LIS can be a forum – a traditional 
asynchronous mechanism of communication. A forum can be related to any theme, 
document, person, or weblog. A forum provides bilateral connections and enables 
comments both on the theme and the comments of other users. 

For the personal base of knowledge modern technology of wiki is appropriate. 
Wiki is a home page which is filled with information from a group of people and can 
be used as a mean of accumulating knowledge on the certain topic in the process of 
collective work. The basis of wiki is represented by a graph, where knots are noted by 
keywords and vocabulary entries associated with them. Personal wiki can be inte-
grated with other wiki’s, for example in Wikipedia and other encyclopaedias. 

In teaching LIS, the use of wiki is assumed for the joint performance of laboratory 
exercises and course projects, and also for group discussions having a possibility to 
give references on additional materials. Upon completion of every block of the course 
themes, students apply the acquired knowledge in practice and by wiki resources to 
collect new ideas, descriptions of interesting decisions etc. relating to this block of 
themes. In the future, they can be taken into account in a new modification of the 
course or to create independent educational content themselves. 

To provide the course with a great number of aggregated information sources, it is 
possible to use podcasts. Podcasts are programs of subscription on a receipt of digital 
audio or video recordings, which can be delivered to personal computers, mobile 
telephones or MP3/MP4-players.  



30 A. Romanovs et al. 

Podcasts will be used in the teaching of LIS for distribution among students by au-
dio and video recordings including courses or comments on a study programme. Crea-
tion of podcasts is also planned by students themselves, summarising the results of 
their research in LIS course. 

6   Conclusion 

Recent developments in information technologies and telecommunications facilitate 
the development of new training and educational methods and tools, as described 
above. This provides possibilities for organising educational processes not only in the 
traditional way, but also by means of active learning, combining IT technologies with 
modern pedagogical approaches. This is of special importance for LIS teaching, 
where IT is the main subject of the course. The presented concept of Web 2.0 based e-
teaching environment opens new horizons active teaching, providing student with 
wider education possibilities in enhancing their professional skills and abilities. By 
using Web 2.0-based LIS e-learning environment, both lecturers and students are able 
to create individual centres of teaching and researches on the different themes of LIS. 
Moreover, the designed e-environment will provide opportunities to form student 
personal portfolio achievements in studies and research, by submitting them in an 
electronic form for discussion and debriefing with co- students and lecturers. 
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Abstract. The capability of recognizing the „human factor” considerably im-
proves the Human-Computer-Interaction process and the impact of learning as 
well. High efficiency of a learner psychophysiological model based e-Learning 
systems is achieved due to adaptation ability to learners’ real-time emotional 
behavior during training session. In the paper an approach for building adaptive 
Learning systems with a model of learner’s psychophysiological state is dis-
cussed. Biofeedback sensors are used to get real-time data about user’s psycho-
physiological state during training sessions. The research results on measuring 
and analyzing user’s psychophysiological responses from biofeedback sensors 
are described. Idea of “dual adaptation” is presented. Case study of the con-
ducted by author research experiments is presented.  

Keywords: Learners’ modeling, Psychophysiological state, Learning system, 
Adaptation, Biofeedback sensors. 

1   Introduction 

E-Learning is a term most frequently used for web-based and distance education. 
However, much broader definition may include all types of technology-enhanced 
learning, where technology is used to support learning process [17].   

In adaptive e-Learning systems User Model contains information about every 
learner and is used by the e-Learning system for adaptation purposes [1, 14]. There-
fore model of a learner’s psychophysiological state allows considering learner’s 
emotional and physiological states during technology-based learning. 

Influence of the emotions on the learning process has been widely discussed and 
studied recently [3, 5, 6, 12, 15]. Affective computing investigates methods for  
enabling computers to recognize, model, understand, express and respond to human 
emotions effectively [4]. 

2   Learners’ Affective State 

For the recognition of the affective state of the learner the following main tasks 
should be performed: measuring or tracking the learner behavior and further interpre-
tation of the gained data. 
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Different characteristics of the learner could be obtained during the learning proc-
ess, such as, voice, facial expressions, gestures and body movements, physiological 
data (heart rate, blood pressure, conductivity of the skin, etc.), other human-computer 
interaction features. 

There are technologies and methods available to perform the measurement phase: 
digital cameras and image processing, eye-tracking, sound processing, biofeedback 
sensors, as well as specially developed devices for learners’ psychophysiological state 
monitoring. The challenging issue in this context is the interpretation of the gained 
data in order to recognize the learner’s affective state. 

Emotions can be expressed in many ways with varying intensity by different peo-
ple. Therefore affective state recognition usually is modeled as a pattern recognition 
or fuzzy classification task.  

Since the spectrum of emotions is very diverse and the expression of emotions dif-
fers, it is almost impossible to have a single model for accurate emotion prediction. 
The current solutions in the field use different models to infer user’s emotions or 
create their own models based on experimental data [3, 5, 6, 7]. 

The ability to recognize the affective state of a learner is used in existing learning 
systems mainly in order to provide affective communication and system’s adaptation 
[3, 6, 8, 9, 10, 11, 12].  

First of all, it is used for the development of empathic educational agents, which 
are able to display an appropriate emotional response to the learner in a form of an 
animated character either generate emotional content of the system dialog.  

Another common application scenario is adaptation of the learning system to the 
current affective state of the learner. Learning system’s adaptive reaction usually 
means adaptation of the content planning and sequencing, tutoring strategies and 
dialogues, and other personalization issues. 
However, the adaptation of the learner itself (i.e. learner’s psychophysiological state 
during training) usually is not considered.  

3   Case Study: Building Adaptive e-Learning System 

3.1   Detecting Psychophysiological State of a Learner 

Human mental and physical states are closely interrelated. Changes in human affec-
tive state are directly accompanied by appropriate physiological responses, such as 
changes in heart rate, respiration, galvanic skin response etc. Methods of physiologi-
cal monitoring have been proven to be a sensitive measure for describing human  
emotional and physiological states in different application areas [3, 4, 13]. 

Therefore a method of learner’s psychophysiological state monitoring with bio-
feedback sensors was selected and implemented in the frame of the presented re-
search. A general recommendation for the recording of learner’s psychophysiological 
data is to record several physiological markers simultaneously [1]. Using such multi-
sensorial approach increases the reliability of the measurements. The selection of 
physiological markers to be measured depends on a purposes and characteristics of an 
e-Learning system. 
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During the research experiments the following physiological markers for the esti-
mation of the learner’s psychophysiological state were measured [2]: 

• pulse (heart rate);  
• systolic arterial pressure;  
• galvanic skin response;  
• chest breathing (respiration) frequency;  
• diaphragm breathing depth;  
• blood filling of the microcapillaries (using photoplethysmography method);  
• physical activity (i.e. user’s body movements). 

During training sessions learners were equipped with a set of biofeedback sensors. 
For the technical implementation of the biofeedback sensors’ control blocks pro-
grammable microcontrollers were used. The physiological data from the sensors was 
wirelessly transmitted to the receiver blocks of the psychophysiological data re-
cording unit (Figure 1.). 

 

 
 

Fig. 1. Monitoring psychophysiological state of a learner 
 
Conducted research experiments approved the reliability and appropriateness of us-

ing the selected physiological markers for detecting psychophysiological state of a 
learner during the training session. 

Although physiological parameters certainly add important information to the stu-
dent model, the psychophysiological monitoring is often referred to be expensive and 
obtrusive for using in learning systems. Apparently the development of modern wire-
less, unobtrusive micro- and nano- sensor technologies would facilitate its usage for 
the purposes of learner’s monitoring. 
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It is obvious that in order to have a minimal disturbance of a learner, a minimal 
number of intrusive sensors should be attached. It is preferable that sensors can be 
easy self-attached by the user. Furthermore, intrusive sensors should be as small as 
possible, with high sensitivity and good reliability. 

In the presented approach a model of a learner psychophysiological state is built 
based on the obtained psychophysiological parameters of the individual user, which 
are analyzed and processed using specially developed algorithms for the purposes of 
the conducted research. 

3.2   Controlling Psychophysiological State of a Learner 

Several research experiments have been organized recently by author for the purposes 
of studying the psychophysiological state of the learner [1, 2]. In the frame of the 
conducted research the hypothesis was proposed regarding the necessity to control the 
learner psychophysiological state during technology-based learning in order to 
achieve and maintain the best or optimal state for learning. 

Current psychophysiological state of a human influences the efficiency of its per-
formance, both physical and mental [4, 13]. The relatively high performance level is 
achieved during active phase of human wakefulness state. Furthermore, after achiev-
ing maximal level of performance efficiency, emotional intensity is increasing greatly 
and current psychophysiological state is followed by overwrought and fatigue with 
fast decrease of performance efficiency (Figure 2.). 

 

 

Fig. 2. Performance efficiency of a learner 

Therefore the best state for learning (with relatively high levels of efficiency and 
stability) is the last phase before achieving maximum level. In the presented research 
it is referred as an optimal (or recommended) psychophysiological state for perceiving 
educational information. 

Result analyses of psychophysiological research showed that it is possible to carry 
out control and management of human psychophysiological state using external  
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influences on human sense organs and perception channels. Based on the results of 
this research it was determined that the strongest efficiency of impact can be reached 
when implementing complex influence on several sense organs of the learner. For 
reaching aims of this research work usage of different effectors is offered, that will 
realize this complex external impact on the learner with the aim to keep and maintain 
the recommended psychophysiological state for training and learning. 

3.3   Dual Adaptation 

Presence of learner’s psychophysiological state model in computer-based training 
system does not guarantee optimum choice of the next training information portion. It 
is because there is a great possibility that the next educational portion will not be 
acquired because of the non-adequate psychophysiological state of the learner. It 
happens because educational information is acquired much slower when the psycho-
physiological state of the learner does not match the active vigil state – considered to 
be recommended psychophysiological state for teaching and learning. The time dur-
ing which the learner returns to the state applicable for training could be quite long 
and can exceed time resource allocated for training. This state significantly limits 
algorithm possibilities used in many computer-based tutoring systems. Usage of them 
will show good results only with the pre-condition that the learner is in recommended 
for training psychophysiological state.  

Thus the most actual challenge becomes - facilitation of knowledge acquisition 
process, increasing human ability to perceive and process the incoming information 
flow. That is why in this research work it is offered to adopt the learner itself through 
control and management of his psychophysiological state during training process; 
with the aim to maintain it on the level necessary for training where optimum percep-
tion speed for educational material perception is achieved. 

Therefore in the proposed approach the idea of dual adaptation means simultane-
ous organization of two types of adaptation during technology-based learning: adapta-
tion of the system to the user’s individual characteristics on one side and adaptation of 
the user’s psychophysiological state for more effective perception of the learning 
content on the other side. 

3.4   Learner’s Psychophysiological State Controlling Module 

For maintenance of computer-based training process using new approach with dual 
adaptation in this research work it is offered to implement developed model, methods 
and algorithms in the way of special module which extends traditional computer-
based training systems. 

Learner’s psychophysiological state controlling module of an adaptive Learning 
system in the frame of the presented approach includes the following core features 
(Figure 3): 

• Monitoring of a learner’s psychophysiological state (biofeedback sensors, psy-
chophysiological signal processing and analysis); 

• Effecting a learner’s psychophysiological state (actuating mechanisms or ef-
fectors and theirs controlling units); 

• Model of learner’s psychophysiological state. 
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Fig. 3. Learner’s psychophysiological state monitoring and control module1 

Above mentioned module operates in two modes: test and run modes. During the “test 
mode” a model of learner’s psychophysiological state is build. While “run mode” is a 
normal operating mode during training sessions in adaptive Learning system . Figure 
3 shows autonomous realization of proposed module. 

3.5   Building Web-Based Adaptive Learning Environment 

The main advantage of autonomous realization  approach is possibility to use the 
developed module in any existent tutoring system without its rebuilding. 

The typical structure of web-based adaptive learning environment includes the fol-
lowing  components: 
 

- learner model 
- adaptive methods 
- intelligent interface 
- didactic model 
- domain model.. 

Existing adaptive hypermedia systems support different adaptive methods [18]:    
adaptive presentation of the text, direct quidance, adaptive sorting, hiding of links, 
annotation of links, adaptive multimedia presentation and map adaptation.  

                                                           
1 LPPS – Learner’s Psycho-Physiological State. 

Module 
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Adaptation in educational  web-based environment usually is based on the level of 
a learner”s knowledge. To describe a learner”s knowledge level, an overlay model 
based on the application domain model is most commonly used [19]. The domain 
model is represented as a network  of domain concepts. The network of concepts is 
implemented in hypermedia with the help of pages linked by references. Every page 
holds some information on the concept and one or several references to the relevant  
pages. The overlay model of a learner”s knowledge is represented as a set of pairs 
“concept – value” for every  domain concept and serves to implement adaptation 
technologies.  Integration of learner”s psychophysiological  state controlling module 
into e-learning environment allows to support adaptive learning process in more 
flexible way. That means the approach allows improving efficiency of the existent 
computer-based tutoring systems getting not only positive didactic, but also essential 
economic effect. 

4   Conclusions 

Adaptive systems development is a challenge intended to improve the efficiency of 
learning systems. This paper describes the research conducted by author in the frame 
of building adaptive learning systems with a model of a learner’s psychophysiological 
state. 

New generation computer-based tutoring systems should be able to follow and 
control physiological and emotional state of the learner. Such interdisciplinary ap-
proach towards development of adaptive e-learning systems will let significantly 
improve quality of human-computer-interaction as well as efficiency of computer-
based training and learning. 

Further research directions include evolution of the proposed computer-based 
training with dual adaptation model and investigation on its adaptation possibilities 
for other computer-based training systems.  
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The quality of study programs is one of the issues that are essential in the turbu-
lent global environment universities nowadays operate in. Quality may be con-
sidered in terms of different quality standards trying to follow their guidelines 
formally and practically. This paper takes a different view of the quality issue 
with respect to the study programs in the field of engineering, namely, the qual-
ity of the study program is considered from the ecosystem perspective and 
value exchange between different members of the ecosystem is taken as a cen-
tral object of interest in defining and supporting the high quality of the program. 
While analysis of value exchange and detection of changes in the value provi-
sion and request are not a natural part of the university teaching process, appro-
priate models and support systems can help to understand the value exchange 
process in the educational ecosystem. The understanding of the value exchange 
process, in turn, helps to identify and monitor knowledge requirements for de-
veloping high quality study programs. 

1   Introduction 

Engineering considerably differs from other fields of education with its need to  
provide technical skills together with a deep understanding of natural and socio-
technical phenomena. All subjects taught at a university can be divided into three 
knowledge groups - basic, field specific theoretical and field specific technical 
knowledge. Each knowledge group has a specific frequency of changes; the basic 
knowledge changes slowly, field specific theoretical – faster, but the field specific 
technical knowledge changes with the speed of industrial innovations, thus having the 
highest frequency of changes among the above-mentioned knowledge groups. This 
classification of knowledge is similar to the one introduced by Zack, 1999 with re-
spect to business knowledge [1]: core, advanced and innovative knowledge. In this 
classification, with time, advanced knowledge tends to become core knowledge, and 
the same also applies to the innovative knowledge, which first moves to the category 
of advanced knowledge and then tends to become core knowledge. Some transition of 
knowledge happens also among the engineering knowledge groups, however one can 
observe the difference, e.g., out-dated technical knowledge usually is not a part of  
up-to-date field specific theoretical knowledge. In order to make transparent the dif-
ferent types and flows of knowledge relevant in engineering education we propose 
using knowledge requirements monitoring systems that are based on the engineering 
education ecosystems model. The use of ecosystems paradigm gives an opportunity to 
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utilize simultaneously two relevant systems approaches for knowledge requirements 
analysis: (1) value networks and (2) feedback mechanisms. Those two approaches 
allow detecting essential points for knowledge requirements fusion and support 
knowledge requirements acquisition and analysis with information systems solutions 
of different levels of complexity including the use of agent technologies.  

The research work presented in this paper is a part of larger investigations into the 
area of educational ecosystems. A blueprint of multi-fractal knowledge management 
system engineering education was discussed in [2], feedbacks in the ecosystem’s 
subsystem “School-University-Industry” were analyzed in [3]. Information fusion 
issues and solutions in subsystem “School-University” concerning knowledge re-
quirements are described in [4] and [5]. In this paper we focus on the knowledge 
requirements in the “University-Industry” subsystem by analyzing knowledge re-
quirements sources and value and information flows between the university and 
knowledge requirements sources identified in the “University-Industry” subsystem of 
the educational ecosystem. 

The paper is structured as follows: Related works are discussed in Section 2.  
Section 3 presents the model of information systems support for knowledge require-
ments identification and monitoring in the “University-Industry” sub-ecosystem. A 
potential impact of the use of knowledge requirements identification and monitoring 
system on quality of educational programs, the solution validation results using value 
network theory, and directions of future work are discussed in Section 4. Brief con-
clusions are presented in Section 5.  

2   Related Works 

There are different approaches and standards used for achieving a high quality of 
study programs [6]. Most of them focus on internal procedures in university depart-
ments and only a few require a profound analysis of industrial requirements with 
respect to university graduates [7]. Usually the analysis of customer satisfaction is 
understood as filling out questionnaires and performing a statistical analysis of this 
type of information acquisition results. In our research we address the industry’s 
needs differently, - using the ecosystems approach, i.e., considering the university and 
industry relationship from the point of view of mutual benefit and benefit for the 
student. Another wave for ensuring the quality of study programs is conceptual mod-
eling of study content [8]. However, the essential problem is that the way knowledge 
is represented in university context considerably differs from the way it is represented 
in the industrial context [9]. Our intention is to develop an information systems  
solution that could support the ecosystems view and fuse different information repre-
sentations in the Industry-University collaboration context. 

2.1   Educational Ecosystem 

The ecosystems approach has recently become popular in educational context [2], 
[10]. Industry, Science and School emerge as main collaborators of the university 
when focusing on university study programs [2], [3]. Different forth and feedback 
relationships may be identified among these collaborators [3]. Knowledge flow  
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Fig. 1. Knowledge requirements sources: an ecosystems approach. Δt1< Δt2 <Δt3. 

related relationships are the most essential for achieving a high quality of study 
programs. Therefore the fit between different knowledge contents and expectations 
of ecosystem’s members is to be analyzed in order to achieve a transparent picture 
of knowledge correspondences (Fig.1) 

Figure 1 shows how ecosystems approach applies to the research discussed in this 
paper. Knowledge provided in schools, scientific discoveries and industrial knowl-
edge - all are to be taken into consideration when developing study programs. The 
courses in the study program may be grouped in three mutually related groups, 
namely: basic, field specific theoretical, and field specific technological. Each group 
of courses has a different intensity of the impact from the ecosystem’s members 
(shown by thickness of the arrow). On the other hand, we assume that the frequency 
of changes in basic courses is low; the quickest changes are in technology courses, 
and field specific theoretical knowledge changes slower than technological one and 
faster than basic knowledge to be provided to students. Thus the industry appears to 
be one of the essential change drivers in the university education, and further in the 
paper the ecosystems approach will be applied for analysis of the University-Industry 
ecosystem abstracting from the other members reflected in Figure 1. 

2.2   Models of University-Industry Cooperation 

There are different universities and industry collaboration models in existence. One 
way of classifying the models is to divide them by area of main applied activity. (1) 
Education process (regular and vocational education) – these types of the models are 
the following: Collaboration in development of the curriculum, participation of busi-
ness people in the education process, providing internship placements for students, 
and providing extra education for employees of the industry representatives. (2)  
Research – these types of the models are the following: Conducting joint scientific 
projects with businesses, R&D activities, collaborative research, contract research, 
technology transfer, and joint publications. (3) Organizational activities - these types 
of the models are the following: Joint conferences, mutual visits, joint participation in 
exhibitions/fairs, industrial support to student associations, and industrial representa-
tion on governing boards of higher education establishments. 

Every collaboration model is a set of elements (university, industry representative, 
government) and relationships among these elements. The collaboration model of  
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“Education process” is the most important in the context of this paper. The problem 
identified during the analysis of the relationships is the following: How to detect the 
information/knowledge flows timely in order to adapt the curriculum. In order to 
solve the problem the information systems solutions for knowledge requirements 
identification and monitoring are analyzed in the research and the internal model of 
“University-Industry” sub-ecosystem is developed. 

2.3   Knowledge Requirements Modeling and Fusion 

While there are different ways of representing knowledge, communication of its con-
tents is usually done by using some knowledge mapping technique [11], i.e. a kind of 
map is developed as an abstract indicator of knowledge contents. Different industrial 
companies and universities use various mapping techniques (if any), e.g., knowledge 
taxonomies, ontologies, etc. [8], [12] therefore one of the problems in an ecosystems 
context is the establishment of a particular knowledge model that can be shared by all 
the ecosystem’s members [13]. Different knowledge mappings and free text descrip-
tions are to be merged into such a knowledge model. We use a gradual, study program 
oriented multilevel information fusion approach to establish such a model. Informa-
tion fusion is the process of utilizing one or more data sources over time to assemble a 
representation of aspects of interest in an environment [14]. 

In the framework of basic components of information fusion we use multiple 
knowledge identification and acquisition services and knowledge fit analysis services, 
situation assessment is the task performed with the use of a curriculum meta-model 
maintenance service.  

3   Information Systems Solution  

In order to identify, monitor, reflect and anticipate changes in knowledge require-
ments for both university and industry representatives and to support the curriculum 
development and amendment processes we propose to develop a supporting educa-
tion-industrial information system (EIIS). 

The architecture of an intended EIIS therefore has to address problems by provid-
ing multiple ways of information gathering, fusion and representation. The part of 
EIIS architecture that addresses these problems is presented in Figure 2. The architec-
ture of this solution consists of four layers. The first layer consists of a number of 
information acquisition and analysis services that serve as first level information  
fusion points. Each of these services is tuned for a particular type of source of knowl-
edge requirements. Depending of the level of intelligence the service may offer the 
following support for information fusion: 

 
• Knowledge requirements source change identification  
• Knowledge requirements source change representation by keywords visualization 
• Knowledge requirements change analysis using a particular artificial intelligence 

technique 
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Fig. 2. A subsystem of EIIS 

The second layer represents the second level information fusion points and consists 
of knowledge fit analysis services. In case of several study programs, each program 
has its own service. This service maintains a knowledge model that is an extension of 
the meta-model of a particular curriculum (study program). This model is developed 
by a gradual two side decomposition (knowledge from information acquisition  
services and curriculum meta-model) up to the level where meaningful information 
fusion operation is possible.  

At the third level two mutually related services operate. The curriculum meta-
model maintenance service helps to adjust the curriculum to industrial needs. The 
knowledge requirements monitoring and representation service calculates and repre-
sents different statistics about the fit between the study programs and industrial 
knowledge requirements, such as vacancy statistics, student interests profiles, certi-
fied course knowledge coverage, etc. These services are related to the curriculum 
knowledge maintenance service situated at the fourth level of EIIS. 

Currently a change notification agent for vacancy analysis service is developed and 
tested [9], and some algorithms for knowledge fusion are developed. For example, 
with respect to the field specific knowledge the following keyword visualization sup-
ported algorithm is used.  

Original knowledge developed by field experts is presented in Figure 3a. It in-
cludes several theoretical field specific knowledge requirements (Operating systems, 
Programming languages, Graphics etc.) and technological knowledge requirements 
(C++, DirectX, etc.). Each technological requirement is related to a particular  
theoretical requirement. Suppose that a particular employer puts forward the follow-
ing requirements: Experience in C/C++ programming, Linux knowledge, Experience 
with graphical tools (SDL, DirectX, OpenGL, etc.), PHP knowledge and experience 
with SQL. Keyword identification sub-service identifies and marks some of the  
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Fig. 3. Example of field specific knowledge structure (theoretical knowledge represented by the 
first level of hierarchy, technological – by lower level of hierarchy): a) original structure and b) 
highlighted requirements of employer in extended knowledge structure 

 

requirements (these are underlined) but not all of them. Linux is definitely a knowl-
edge requirement yet it is not marked. It happens because this requirement is not in-
cluded in the original knowledge structure. Therefore knowledge representation struc-
ture has to be extended with the new knowledge requirement.  

Figure 3b depicts extended knowledge structure which will be used in future key-
word search. Requirements of the employer are highlighted. Although high level 
knowledge requirements such as Operating systems or Graphics were not directly 
mentioned in the job advertisement, they are nevertheless highlighted as there exist 
the lower level requirements related to them.  

Algorithms and software for other features of the above described subsystem of 
EIIS are under development. 

4   Assessment of the Proposed Model 

The term “quality” is defined as an offering (product or service) that meets or exceeds 
customer requirements. In case of education there are wide discussions who are the 
customers of the education system – students and industry or industry alone. In differ-
ent sources “customer” is defined differently, e.g. as “someone who pays for goods or 
services” [15] or “the person or group that is the direct beneficiary of a project or 
service” [16], however in both definitions it is clearly stated that the customer benefits 
from the “supplier”. So, in this research it was assumed that the customers of the 
educational system are both students and industry. In order to find out whether the 
proposed EIIS sub-architecture helps to provide additional benefit to both types of 
customers, value network analysis [17] was applied. 

Value network analysis is the method that investigates direct and indirect value 
flows among the elements of a particular system. In our case the value flows between 
members of “University-Industry” ecosystem are to be analyzed.  The EIIS sub-
architecture would be useful, if its implementation could bring some new value for 
ecosystem members. For value network analysis we represent the university (U) by 
two entities – namely, “study program” (P) and “student” (S). Then the following new 
value flows can be identified: (1) awareness of industry needs from I to U, (2) aware-
ness of study program potential from U to I, (3) additional publicity from U to I, (4) 
profiled elective courses from P to S, (5) industry certificate oriented courses from P 
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to S, and other values. This shows that the proposed solution is beneficial for the 
“University-Industry” ecosystem in general and for the university “customers” indus-
try and students in particular.  

While from one side, the quality of the study program can be assessed by ‘custom-
ers’ – students and industry representatives, from the other side in the recent years 
governments of the member states of the European Union have undertaken the devel-
opment of a common structure for European higher education and one of the primary 
goals is to develop more comparable quality standards. The quality standards try to 
cover all the requirements of the education process stakeholders. Two of available 
quality standards were analysed, namely, Standards and Guidelines for Quality As-
surance in the European Higher Education Area [17] and QUESTE [7]. The research 
applies QUESTE: the Quality System of European Scientific and Technical Educa-
tion-Labellisation and scoring, that is an EU initiative promoted by the European 
Network for Quality of Higher Engineering Education [7]. 

Besides other quality indicators for education and research [7] defines that quality 
indicators of the program design process are: ‘The demands or needs of the discipline, 
profession, relevant industries, higher studies, and the labour market are understood 
by the faculty and are reflected in the program objectives, intended learning out-
comes, and in the design of courses, projects, and educational activities’. So the in-
ternal model of the “University-Industry” sub-ecosystem described in the previous 
section can improve the quality of the study program by providing timely and com-
plete information about the demands or needs of the industry. 

However, there are also requirements that are not addressed in the paper but are in-
cluded in [7], e.g. the use of benchmarking techniques and offering continuing profes-
sional education programs, etc. So, further research should be aimed towards the 
extension of the model in order to address all the requirements defined in [7].  

5   Conclusions 

The paper shows that information systems support can enhance the cooperation be-
tween university and industry and provide value for both members of “University-
Industry” ecosystem. Value network analysis reveals that particular new values flows 
supported by EIIS sub-architecture bring new values to main university “customers” 
industry and students. These value flows can help to improve study program quality 
and ensure their conformance to European standards, such as Standards and  
Guidelines for Quality Assurance in the European Higher Education Area [17] or 
QUESTE [7], especially with respect to understanding of needs of the profession-
relevant industries and the labour market by faculty members. 
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Abstract. The paper addresses the purposes and design decisions produced 
while developing a peer-to-peer virtual world platform. The work is being done 
within the FP7 VirtualLife project. The purpose of the project is to create a safe, 
democratic and legally ruled collaboration environment. The novelty of the 
platform is mainly in the issues of security and trust and in the implementation 
of an in-world legal framework, which is real world compliant. In the paper the 
authors reflect on user needs and learning support in a university virtual cam-
pus, a potential scenario. The opportunities of a virtual world in enhancing 
learning are discussed. A new paradigm of the content is characterized as inter-
action versus information. 

Keywords: intelligent virtual world, e-learning support, reputation management, 
value based interaction, virtual law. 

1   Introduction 

The paper presents early results obtained while developing the VirtualLife virtual 
world platform. It is designed under the following requirements: (1) the use of a peer-
to-peer communication architecture, (2) security and trusted transactions, and (3) 
legally ruled collaboration. The work is being done as part of the FP7 project “Secure, 
Trusted and Legally Ruled Collaboration Environment in Virtual Life”. 

Currently VirtualLife is targeted at distance learning scenarios. The authors reflect 
on e-learning scenarios in 3D immersive virtual collaboration environments often 
called virtual worlds. Present virtual worlds are mainly leisure-based. A user may 
have several identities. Therefore distance education is mainly hybrid: the learning is 
provided in a virtual environment whereas signing a contract of a student or teacher 
and passing exams is performed in the real world. A trusted and secure user identity is 
required in order to transfer real world activities to a virtual world. 

Virtual worlds offer new opportunities to enhance collaboration. Involving virtual 
worlds for learning provides more adequate motivation for contemporary students that 
cannot imagine the world without the Internet. Students perform certain activities in 
                                                           
* Supported by EU FP7 ICT VirtualLife project, 2008-2010, http://www.ict-virtuallife.eu 
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the immersive 3D environment for which they obtain instant feedback. We also argue 
that a more elaborate legal regulation is required. 

In the real world, human communities develop and enforce their internal rules 
whereas this is not permitted in present virtual worlds. The rules are established by 
virtual world creators and administrating avatars that enforce the rules. Consequently, 
a virtual world is like a text-based Web 1.0 platform where webpage creators influ-
ence the content. Web 2.0 enables a user to be an active creator and community 
builder. The user got used to be active in Web 2.0 environments and may feel re-
stricted in a present virtual world. 

2   About VirtualLife 

Collaboration in a VirtualLife’s virtual world is achieved through the definition of 
common rules that take care of all the involved cultures. A standard collection of laws 
and the Virtual Constitution, finalized to the creation and regulation of a secure and 
trusted environment (Virtual Nation), form the VirtualLife’s legal framework. Hence 
the virtual world is not a game. The project and the software are introduced in [1]. 

VirtualLife architecture is based on a peer-to-peer network with nodes connected 
using a secure protocol. Thus the resulting virtual world is not hosted on a central 
server cluster but is based on a network of Virtual Zone Servers. 

3   Learning Support in Virtual Worlds 

This section is devoted to potential use cases and user needs. A University Virtual 
Campus is foreseen as a sample scenario for a validation of the VirtualLife platform. 
We further explore e-learning scenarios and design decisions.  

3.1   Learning Needs of Today Learners 

Young learners do not perceive the world without the Internet. They easily switch to a 
chat, e-mail and reality. This new generation is called the “digital natives” [2]. Their 
multitasking nature limits the learning abilities in a traditional format as traditional 
lessons require the lasting concentration. Traditional education requires learning and 
memorizing for a later use. But the students are inclined to seek for learning materi-
als. Digital natives need an environment that supports multitasking and search. 

Young people are active users of Web 2.0 applications that encourage to stay there 
and to return. Young people like to impress peers with curious facts. Hence social 
interaction and participation in group activities is their natural expectation. Platforms 
like Wikipedia show that their users are collaborative and altruistic contributors. Fo-
rums and blogs support communication with competent volunteers in addition to 
peers and teachers. MMORPG (Massively Multiplayer Online Role-Playing Game) 
environments have developed an instant gratification mechanism that encourages a 
player to achieve a higher level of skill. Learning tools based on Web 2.0 principles 
included the following features [3]: dynamic reward of learner’s actions, visualization 
of learner’s reputation, and a peer rating of learner’s contributions.  
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The following ways to make learning more gratifying can be recommended [4]: 

• Learning should be a combination of challenge and fun. 
• The feeling of achievement should be promoted by providing instant feedback. 
• Performance should be related with the status in a peer group and the grades. 

Thus a modern learning environment should be learner-centered. It should support 3D 
visualization, context awareness, multitasking, rewarding, reputation management, 
contribution ratings, interactive learning objects, and chat. 

3.2   Requirements of Learning Support in a Virtual World 

Design decisions below are formulated considering the modern learner’s needs and 
the experience gained using Web 2.0 based learning tools. Thus the platform becomes 
appealing for e-learning applications. Essential features of the developed platform 
such as security and trustiness would reduce the need of face-to-face meetings. 

3.2.1   Encouraging the Motivation for Learning through Playful Experiences 
Virtual worlds enable the creation of more elaborated and appealing learning envi-
ronments comparing to text-based Web 2.0 platforms. In a 3D environment a learner 
immerses to a certain situation where interactive 3D objects are provided as in the 
PWI (Practice-World-Interaction) model [5]. In such an environment the learning of 
complex subjects is feasible through interaction. For example, Mantyka claims that it 
is hard to teach subjects involving the development of complex knowledge structures 
 

 

Fig. 1. Interacting with a complex spatial geometric object in a virtual world 
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that demand a lot of exercises, such as math [6]. But in a virtual world, an interactive 
object, for example, the graph of a certain mathematical function, y = kx + b, can be 
provided. The learner could observe the results and draw a conclusion while changing 
the coefficients k and b. Such a learning procedure accords with an active learning 
attitude which is expensive to introduce in the real world. Virtual worlds are more 
flexible and less expensive. Furthermore, students can be involved in the creation of 
interactive learning objects. Of course, this approach cannot cover all the topics of 
math but can intersperse difficult studies.  

Two-dimensional environments hardly support subjects where 3D imagination is 
needed. For example, while teaching geometric solids in the real world environment, 
the teacher demonstrates paper models that help the learner to understand their com-
position. When teaching this subject in an e-learning environment, 3D simulations are 
enough. VirtualLife demo screenshot shows a sample geometry lesson where a 
teacher and learners interact with complex solids (see Fig. 1). 

A learner gains playful experience when she interacts with learning objects and 
stays in a nice futuristic setting. Learning a complex material is a challenging task. 
But if combined with playful experiences, it makes fun and encourages to stay and 
repeat the actions. Fig. 2 shows an interaction with a complex geometric solid. A 
purpose is to understand solid’s structure. 

 

Fig. 2. Combining a complex material with a playful experience in a virtual world 

3.2.2   Instant Gratification for Encouraging the Quality of Contribution 
A successful learning environment has to meet the gratification challenge. It ensures 
user participation that is important for all online communities [7]. 
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Instant feedback and performance is a natural feature of a synchronous communi-
cation platform. The Comtella learning environment depicts student status in the 
group in the form of circles which are sorted into four levels depending on their con-
tribution along various criteria [3]. Such reputation visualization is effective when 
criteria are implicit. Thus it helps to avoid the gaming effect. For example, if a student 
knows that a certain amount of a contribution is awarded, she is encouraged to send a 
lot of low quality contributions. 

 

Fig. 3. Reputation visualization in the VirtualLife virtual world platform 

The learner’s status in a group can be achieved by reputation management.  
Reputation in e-business and e-learning has different meanings. Therefore Virtual-
Life distinguishes between civic, economical and social reputation (see Fig. 3). The 
civic reputation represents the avatar’s status regarding the virtual law. Each viola-
tion automatically decreases it. The economical reputation is determined by avatar’s 
behavior in economical transactions. During each transaction the avatar can rate the 
partner. The social reputation is determined by the users. It is rated during interac-
tions with other avatars, e.g. evaluating the quality of learner’s contributions. 

In order to avoid evil-minded behavior, a negative social reputation cannot be as-
signed in VirtualLife. A high reputation can be gained only from positive responses 
for a high quality and useful contributions. This mechanism should encourage  
active participation and the quality of contribution. The learner is motivated to ac-
complish group tasks in order to achieve a high reputation in the group. An explana-
tion of a learned knowledge to peers is also rated and is perceived as a valuable 
contribution. 
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4   Focus on VirtualLife Legal Framework 

A VirtualLife legal framework was elaborated in project deliverables, see also [8]. 
Further the elaboration was in the form of a specification of Virtual Nation laws [9]. 

A virtual world is quite different from a standard video game, where there is a 
story, a final purpose, and the system only allows for a limited set of actions. In a 
virtual world there is not a determined purpose and there is not a game over. People 
move their avatar and establish their second life, driven by different purposes. Thus 
the rules of play should be replaced by a sophisticated legal framework, which is 
considered to be essential in order to guarantee the existence of a secure and safe 
virtual world. In VirtualLife, the legal system takes into account both real life values 
and real world laws [1]. 

4.1   From Norms in Law to Rules in Artifact 

The legal framework is a three-tier system that is compliant with real world law. The 
framework is comprised of the Supreme Constitution, a Virtual Nation Constitution 
and sample contracts. 

A Virtual Nation Constitution contains special provisions as regards, for example, 
the protection of objects used in that Virtual Nation under copyright law or the au-
thentication procedure required to become a member of that nation. Distinct virtual 
nations, e.g. a university virtual campus and a virtual mall, are governed differently. 

As one can note, the Supreme Constitution is placed in the level of contract law. 
This binds the user on the contractual level and contributes to law enforcement. Of 
course, a user of VirtualLife software is ruled not exclusively by the sources above, 
but also by the user’s national law. 

The editor of rules comprised in the VirtualLife platform is a tool to compose laws. 
The rule concept is approached considering Vázquez-Salceda et al. [10]. A sample toy 
rule ‘Keep off the grass’ is transformed into ‘The subject – avatar – is forbidden the 
action – walking on the grass’. Other examples of rules, see [9]: 

• An avatar is forbidden to touch objects not owned by him or a certain group. 
• An avatar not belonging to a given group is forbidden to a given area of the zone. 
• An avatar is forbidden to use a given dictionary of words (slang) while chatting. 
• An avatar of age is forbidden to chat with avatars under age. 

If an avatar violates the rule (e.g. walks on the grass), his reputation is decreased. The 
rules above show that the “Ought to Be reality” concept, which is used in legal theory, 
can be extended from the real world to a virtual world. 

Rule enforcement is implemented by triggers. They trigger the changes of the vir-
tual word states and thus invoke avatar script programs. The triggers implement a 
demon concept which is known in artificial intelligence. AI is an “umbrella” disci-
pline and comprises a variety of paradigms [11]. 

One can note that we follow a legal informatics approach “From norms in law to 
rules in artifact” [12]. The approach contributes to a bridge between law and infor-
matics. In the approach we advocate the thesis “code is law” [13]. 

The translation of legal rules into machine-readable format requires human intelli-
gence. The translator faces certain problems. Just to mention a few: (a) abstractness of 
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norms, (b) open texture, see e.g. Hart’s example of “Vehicles are forbidden in the 
park”, (c) legal teleology, (d) legal interpretation methods (e) heuristics – to translate 
abstract concepts and invent low level ones. 

4.2   Values Protected by VirtualLife Laws  

VirtualLife laws – like laws in general – identify purposes and protected values. 
These are the values of a Virtual Nation. The values shall be enforced by code – a set 
of technologically implemented rules and laws [1]. 

Examples of values, which are immanent in a real-world constitution of a state, are 
democracy, human life, sanctity of property, legal certainty, etc. Values can be 
worded explicitly, but mainly they are implicit. They can be inferred from the text of 
a legal source and the whole legal system. For example, the Code of Conduct within 
the Supreme Constitution identifies equality (non-discrimination), avatars integrity, 
honor, reputation, privacy, free movement, freedom of thought, freedom of associa-
tion, etc. Such explicit representation contributes to detect violations of the Virtual 
Nation laws by the users. 

4.3   The Law of Avatars 

The behavior of artificial agents (including avatars) shall also be governed by law – 
“virtual law”. An example of a norm is that an avatar is forbidden to commit a (vir-
tual) crime over another avatar. For example, an avatar is forbidden to harm (kill, hit) 
another avatar, steal its inventory, etc. Thus we approach a code of avatars [14]. 

Designers of actions over avatars have to care that such actions do not infringe the 
so called “virtual rights” of other avatars. For example, the physical integrity of the 
body of another avatar shall be preserved when my avatar takes an action – walks, 
moves, flies, etc. Here a question arises what the concept of an “objective right of an 
avatar” is. An answer can be entailed from a virtual world implementation. The right 
is a list of actions which are permitted to the avatar in the virtual world program. 

Virtual law accords with the concept of a community of programs [15]. Many 
years ago Lyubimskii came to the conclusion that programs should interact similarly 
to humans: “the structure of the community of programs and the means of their inter-
action are largely similar to the structure and means of interaction in human society”. 
Hence the interaction of programs should be ruled by similar laws.  

5   Conclusions 

Virtual worlds are likely to become an extension of our real lives. Therefore legal and 
security features have to be improved. VirtualLife implements this requirement. Cer-
tain elements of the virtual law can be implemented technologically. In a sophisti-
cated reputation management system, avatar’s activities are evaluated by the system 
and the users. The system detects infringements of the virtual law and decreases the 
civic reputation. The social reputation is influenced by teachers and learners while 
rating the contributions of a student.  
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Virtual worlds add synchronous interaction to a mere asynchronous information 
provision as in 2D Web applications.  
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Abstract. In this paper, we visit the problem of the management of inconsisten-
cies emerging on ETL processes as results of evolution operations occurring at 
their sources. We abstract Extract-Transform-Load (ETL) activities as queries 
and sequences of views. ETL activities and its sources are uniformly modeled 
as a graph that is annotated with rules for the management of evolution events. 
Given a change at an element of the graph, our framework detects the parts of 
the graph that are affected by this change and highlights the way they are tuned 
to respond to it. We then present the system architecture of a tool called 
Hecataeus that implements the main concepts of the proposed framework. 

Keywords: ETL Schema Evolution, Hecataeus. 

1   Introduction 

In a high level description of a data warehouse general architecture, data stemming 
from operational sources are extracted, transformed, cleansed, and eventually stored 
in fact or dimension tables in the data warehouse. Once this task has been successfully 
completed, further aggregations of the loaded data are also computed and subse-
quently stored in data marts, reports, spreadsheets, and several other formats that can 
simply be thought of as materialized views. The task of designing and populating a 
data warehouse can be described as a workflow, generally known as Extract-
Transform-Load (ETL) workflow, which comprises a synthesis of software modules 
representing extraction, cleansing, transformation, and loading routines. The whole 
environment is a very complicated architecture, where each module depends upon its 
data providers to fulfill its task. This strong flavor of inter-module dependency makes 
the problem of evolution very important in data warehouses, and especially, for their 
back stage ETL processes. 

During the lifecycle of the warehouse it is possible that several counterparts of the 
ETL process may evolve. For instance, assume that a source relation’s attribute is 
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deleted or renamed. Such a change affects the entire workflow, possibly, all the way 
to the warehouse, along with any reports over the warehouse tables. Similarly, assume 
that the warehouse designer wishes to add an attribute to a source relation. Should this 
change be propagated to ETL activities that depend on this source? Research has 
extensively dealt with the problem of schema evolution, in data warehouses [1, 2, 3, 
8, 11, 12] and materialized views [4, 5, 6]. Although several problems of evolution 
have been considered in the related literature, to the best of our knowledge, there is no 
global framework for the management of evolution in the described setting. 

In this paper, we sketch a framework for detecting and resolving inconsistencies 
emerging on ETL processes as results of evolution operations. The goal is to provide 
a mechanism to the designer for the smooth adaptation of ETL scenarios to evolution 
changes occurring at their sources as well as for the early detection of vulnerable 
parts in the overall design. The proposed framework employs a representation tech-
nique that maps all the essential constructs of an ETL configuration to graphs. Thus, 
its basis is a graph model, called evolution graph, which models in a coherent and 
uniform way internal structural elements of an ETL process such source relations, 
activities, queries extracted from ETL procedures, etc. 

We furthermore provide a suitable technique for handling changes occurring in the 
ETL source schema, in such way that the human interaction is minimized. The pro-
vided technique enriches the evolution graph with semantics, namely evolution events 
and rules, called policies in our framework, that predetermine the impact of changes 
on the graph constructs. These rules dictate the actions that are performed, when addi-
tions, deletions or modifications occur on the DW sources. Specifically, assuming that 
a graph construct is annotated with a policy for a particular event (e.g., a relation node 
is tuned to deny deletions of its attributes), the proposed framework (a) performs the 
identification of the affected part of the graph and, (b) if the policy is appropriate, 
proposes the readjustment of the graph to fit to the new semantics imposed by the 
change. All of the above concepts are implemented in a powerful and user friendly 
tool, called HECATAEUS. 

Theoretical aspects concerning the employed graph model, the proposed rule-based 
framework as well as its experimental evaluation over real case ETL scenarios have 
been thoroughly presented in [9, 10]. In this paper we provide in details the internals 
of the system architecture of the proposed tool.  

2   Graph-Based Modeling of ETL Processes 

We employ a graph theoretic approach to capture the various and complex schema 
dependencies that exist between software modules comprising an ETL process.  The 
proposed graph modeling uniformly covers relational tables, views, ETL activities, 
database constraints and SQL queries as first class citizens. All the aforementioned 
constructs are mapped to a graph, that we call Evolution Graph. The constructs that 
we consider are classified as elementary, including relations, conditions, queries and 
views and composite, including ETL activities and ETL processes. Composite ele-
ments are combinations of elementary ones. Originally, the model was introduced in 
[10] and here, we provide an extended summary. 

Each relation R(Ω1,Ω2,…,Ωn) in the database schema, either a table or a file (it can 
be considered as an external table), is represented as a directed graph, which com-
prises a relation node, R, representing the relation schema; n attribute nodes, one for 
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each of the attributes; and n schema relationships, directing from the relation node 
towards the attribute nodes, indicating that the attribute belongs to the relation. Con-
straints – i.e., primary/foreign key, unique, not null – are modeled with use of a sepa-
rate constraint node (i.e., PK node, not null node, etc), connected via operand 
edges with the attribute(s) on which the constraint is applied.  

The graph representation of a Select - Project - Join - Group By (SPJG) query in-
volves a new node representing the query, named query node, and attribute nodes 
corresponding to the schema of the query. The query graph is a directed graph con-
necting the query node with all its schema attributes, via schema relationships. In 
order to represent the relationship between the query graph and the underlying rela-
tions, we resolve the query into its essential parts: SELECT, FROM, WHERE, GROUP BY, 
HAVING, and ORDER BY, each of which is eventually mapped to a subgraph. The edges 
connecting the query node with its subgraph components (i.e., attributes contained in 
the SELECT clause, the relation nodes contained in the FROM clause, etc.) are anno-
tated as map-select, from, where, group-by and having relationships. The direction of 
the edges is from the query subgraph towards its source subgraphs (i.e., the respective 
relations/views accessed by the query). WHERE and HAVING clauses are modeled via a 
left-deep tree of logical conditions to represent the selection formulae; the edges in-
volved are annotated as operand relationships. Nested queries are also part of this 
modeling, too. For the representation of aggregate queries, we employ a new node 
denoted as GB, to capture the set of attributes acting as the aggregators; and one node 
per aggregate function labeled with the name of the employed aggregate function; 
e.g., COUNT, SUM, MIN.  

Views are considered either as queries or relations (materialized views). They con-
stitute both queries over the database schema as far as their definition is concerned 
and relations to other queries as far as their functionality and their extension are con-
cerned. Their dual role is captured and represented as intermediate graphs between 
relations and queries.  

ETL activity is modeled as a sequence of SQL views. An ETL activity necessarily 
comprises: (a) one (or more) input view(s), populating the input of the activity with 
data coming from another activity or a relation; (b) an output view, over which the 
following activity will be defined; and (c) a sequence of views defined over the input 
and/or previous, internal activity views. 

Lastly, an ETL summary is a directed acyclic graph acting as a zoomed-out vari-
ant of the detailed evolution graph. The set of nodes comprises all activities, relations 
and views that participate in an ETL process and the edges connect the providers and 
consumers. 

 
 

 

Fig. 1. Zoomed-out view of an ETL scenario 
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Fig. 2. Detail graph representation of ETL_Act9 activity 

Figure 1 shows the summary of a simple ETL workflow involving 9 activities 
(green triangles) two data sources, (i.e., EMP, WORKS), one lookup table, (i.e., L1) and 
one target table T1 of the DW. 

Fig. 2 depicts the detailed graph representation for a specific activity, namely 
ETL_Act9 of the ETL summary, containing the following aggregate query: 

Act9: SELECT EMP.Emp# as Emp#, Sum(WORKS.Hours) as T_Hours 
     FROM   EMP, WORKS 
     WHERE  EMP.Emp# = WORKS.Emp# 
     GROUP  BY EMP.Emp# 

3   Regulating Schema Evolution 

The basic aspects of our framework involve the detection of the parts of the system, 
which are affected by an evolution change and the regulation of their reaction to this 
change. Therefore, we first, exploit the dependencies which are represented as edges 
in the evolution graph to both detect syntactical and semantic inconsistencies follow-
ing a schema evolution event. We furthermore regulate the impact of an evolution 
event towards the nodes of the graph by annotating the graph with rules, called poli-
cies. The adaptation of a node to an evolution event and furthermore the propagation 
of the event towards the rest of the graph is dictated by the rule defined on the node. 
The proposed framework enables the user to proactively identify and regulate the 
impact of evolution processes. It provides the appropriate semantics to perform hypo-
thetical evolution scenarios and test alternative evolution policies for a given configu-
ration before the evolution process is applied on a production environment.  

In such manner, each graph construct is enriched with policies that allow the de-
signer to specify the behavior of the annotated construct whenever events that alter 
the database graph occur. The combination of an event with a policy determined by 
the designer/administrator triggers the execution of the appropriate action that either 
blocks the event, or reshapes the graph to adapt to the proposed change. The space of 
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potential events comprises the Cartesian product of two subspaces; specifically the 
space of hypothetical actions (addition/ deletion/modification) by the space of graph 
constructs sustaining evolution changes (e.g., nodes for relations, attributes, condi-
tions, etc.). For each of the above events, the administrator annotates graph constructs 
with policies that dictate the way they will react to an event when affected. Three 
kinds of policies are defined: (a) propagate the change, meaning that the graph must 
be reshaped to adjust to the new semantics incurred by the event; (b) block the 
change, meaning that we want to retain the old semantics of the graph and the hypo-
thetical event must be blocked or, at least, constrained, through some rewriting that 
preserves the old semantics [6, 7] and (c) prompt the administrator to interactively 
decide what will eventually happen. For the case of blocking, the specific method that 
can be used is orthogonal to our approach, which can be performed using any avail-
able method [6, 7]. 

Specifically, given an event altering the source database schema our framework de-
termines those activity graph constructs that are directly connected to the source al-
tered and thus affected by the event. For each affected construct, its prevailing policy 
is determined. According to the prevailing policy, the status of each construct is set. 
Subsequently, both the initial changes, along with the readjustment caused by the 
respective actions, are recursively propagated as new events to the consumers of the 
activity graph. 

Example. Consider the simple example query SELECT * FROM EMP as part of the 
ETL_ACT4 of Fig 1. Assume that the provider relation EMP is extended with a new 
attribute PHONE. There are two possibilities: First, the * notation signifies the request 
for any attribute present in the schema of relation EMP. In this case, the * shortcut can 
be treated as “return all the attributes that EMP has, independently of which these 
attributes are”. Then, the query must also retrieve the new attribute PHONE. Alterna-
tively, the * notation acts as a macro for the particular attributes that the relation EMP 
originally had. In this case, the addition to relation EMP should not be further propa-
gated to the query. 

A naïve solution to a modification of the sources; e.g., the addition of an attribute, 
would be that an impact prediction system must trace all queries and views that are 
potentially affected and ask the designer to decide upon which of them must be modi-
fied to incorporate the extra attribute. We can do better by extending the current mod-
eling. For each element affected by the addition, we annotate its respective graph 
construct with the policies mentioned before. According to the policy defined on each 
construct the respective action is taken to correct the query.  

Therefore, for the example event of an attribute addition, the policies defined on 
the query and the actions taken according to each policy are:  

 

─ Propagate attribute addition. When an attribute is added to a relation appearing 
in the FROM clause of the query, this addition should be reflected to the SELECT 
clause of the query.  

─ Block attribute addition. The query is immune to the change: an addition to the 
relation is ignored. In our example, the second case is assumed, i.e., the SELECT 
* clause must be rewritten to SELECT A1,…,AN without the newly added  
attribute.  
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Fig. 3. Propagating addition of attribute PHONE 

 

─ Prompt. In this case (default, for reasons of backwards compatibility), the de-
signer or the administrator must handle the impact of the change manually; 
similarly to the way that currently happens in database systems. 

The graph of the query SELECT * FROM EMP is shown in Figure 2. The annotation 
of the Q node with propagating addition indicates that the addition of PHONE node to 
EMP relation will be propagated to the query and the new attribute is included in the 
SELECT clause of the query. 

4   System Architecture 

In the context of the proposed framework, we have implemented a tool, called 
Hecataeus, used for the construction and visualization of the evolution graph, its an-
notation with policies regarding evolution semantics, and lastly the management of 
evolution propagation towards the graph. Hecataeus enables the user to transform 
ETL activities abstracted as SQL source code to evolution graphs, explicitly define 
policies and evolution events on the graph and determine affected and adjusted graph 
constructs according to the proposed framework. The graph modeling of the environ-
ment has versatile utilizations: apart from the impact prediction and the creation of 
hypothetical evolution scenarios, the user may also assess several graph-theoretic 
metrics of the graph that highlight sensible regions of the graph. Hecataeus is a user-
friendly visual environment that helps administrators and users to perform hypotheti-
cal evolution scenarios on database applications.  

The main packages of Hecataeus are shown in the diagram of Fig. 4. The Parser is 
responsible for parsing the input files (i.e., DDL and workload definitions). The func-
tionality of the Catalog is to maintain the schema of relations, views, etc., as well as 
to validate the syntax of the workload processed (i.e., activity definitions, queries, 
views) by the Parser. The Evolution Manager is responsible for representing the un-
derlying schema and the parsed queries abstracted from ETL activities in the pro-
posed graph model. The Evolution Manager holds all the semantics of nodes and 
edges of the aforementioned graph model, assigning nodes and edges to their respec-
tive classes. It holds all the evolution semantics for each graph construct (i.e., events, 
policies) and algorithms for performing evolution scenarios. The Metric Manager is 
responsible for maintaining the metrics definition and for their application on the 
graph. Each metric applied on the evolution graph is implemented as a separate  
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Fig. 4. System Architecture 

function in the Metric Manager. The Graph Viewer is responsible for the management 
of the visual properties of the graph. It communicates with the Evolution Manager, 
which holds all evolution semantics and methods. Graph Viewer offers distinct col-
orization and shapes for each set of nodes and edges according to their types and the 
way they are affected by evolution events. It applies layout algorithms on the graph, 
adjusts the visibility of nodes and visualizes the graph at different levels of abstrac-
tion. Lastly, the Hecataeus GUI is responsible for the interaction with the user offer-
ing a large variety of functions, such as editing of the graph properties, addition,  
deletion and modification of nodes, edges and policies. The GUI package enables the 
user to raise evolution events, to detect affected nodes by each event and highlight 
appropriate transformations of the graph. Lastly, it offers the import or export of  
evolution scenarios to XML or image formats (i.e., jpeg). 

In Fig. 5 the class diagram of the core component of Hecataeus, i.e., Evolution 
Manager is shown. The EvolutionGraph class comprises a collection of nodes and 
edges, which belong to a certain type (i.e., relation node, from edge, etc.). Each node 
is annotated with a collection of policies; each of them has a type (i.e., propagate, 
block or prompt) for handling an event. Additionally, a node sustains a collection of  
 

 
Fig. 5. Evolution Manager Class Diagram 
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events, which belong to a specific event type (i.e., delete attribute, rename relation, 
etc.) according to the type of node on which they occur. Lastly, a message is created 
for each event occurred on a node of the graph and transmits the impact of the event 
towards the adjacent nodes. Nodes handle the event and according to the prevailing 
policy are assigned with a status determining the action that is performed on them.  

5   Conclusions 

In this paper, we have dealt with the internals of a system, Hecataeus that handles the 
schema evolution in ETL environment. Our goal was to provide a coherent frame-
work for appropriately propagating potential changes occurring at the ETL sources to 
all affected parts of the system, with a limited overhead imposed on both the system 
and the humans, who design and maintain it. Toward that aim, we have modeled the 
internal parts of ETL activities as the constituents of a dependency graph and we 
annotate parts of this graph with rules that regulate the propagation of evolution 
changes towards the whole workflow. In this paper we have presented the internal 
architecture of Hecataeus, which has been specifically designed in an extensible fash-
ion to allow the future incorporation of different kinds of events and policies. 
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Abstract. One of the crucial problems characterizing current data warehouses is 
the implicit assumption of dimension invariance with respect to the time dimen-
sion. This assumption inhibits the proper treatment of changes in dimension 
data. Meanwhile, we can give examples indicating that it is necessary to take 
into consideration the modifications of dimension data - ignoring such changes 
leads to incorrect analysis which then results in wrong decisions. This article 
describes the implemented temporal telemetric data warehouse system, which 
provides the user with the ability to query about the time interval embracing 
many structure versions. The system also informs the user about modifications 
which occurred in separated structure versions. 

Keywords: data warehouse, spatial data warehouse, temporal data warehouse, 
structures versioning, temporal operations.   

1   Introduction 

Regulation of energy sector in EU created new market – media (electricity, gas, heat, 
and water) recipient market. The main problem is automated reading of hundreds of 
thousands recipients meters and critically fast analysis of terabyte sets of meters’ data. 
Condition for achieving this goal is usage of an Integrated Meter Reading (IMR) and 
a Spatio-Temporal Telemetric Data Warehouse (STDW(t)) – Monitoring and Media 
Distribution Decision Support System (2MDSS) (fig. 1) [6, 9]. 
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Fig. 1. The Monitoring and Media Distribution Decision Support System (2MDSS) 
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These meters measure the usage of water (W), gas (G), and electricity (E). IMR 
system sends data from media meters to a database system via a cellular telephony 
network (GPRS). IMR is a transactional system, which services four types of meters: 
electrical energy, water, gas, and heat. Data stored in the 2MDSS telemetric server are 
in raw state and need to be adequately formatted. STDW(t) system gathers data from 
telemetric servers in extraction process via a network with TCP/IP protocol. In dis-
tributed STDW(t) (DSDW(t)) of 2MDSS, during extraction process additional parti-
tioning is performed followed by data loading to system nodes [7, 8]. 

2   The 2MDSS Modeling 

The 2MDSS modeling in a spatio-temporal scenarios is focused on classified objects 
{k*} and georegions {R} dimensions variability. 2MDSS objects can be classified as 
follows. 

A. Single dimension k* objects (dimensions) – single data, data packages, and data 
streams, from e-receptor measurements can be presented as tuples with attributes 
(e.g. size, measurement frequency and period, place, name and type). 

B. Spatial k* objects (spatial data types) – a spatial object can be: point (e.g. meter, 
counter), line or region in a 2/3D space (georegion). Spatial objects include char-
acteristics of object geometry, metrics, relations, density, and objects decomposi-
tion. 

C. Spatio-temporal k* objects (spatio-temporal data types). These objects are de-
scribed with spatial data expanded with time (spatio-temporal data) and modeled 
with transaction or validity time. Spatio-temporal object can change its position 
and/or its form. The standard models have 3-5 dimensions. 

D. Stream k* objects (stream data types). These objects are described with stream 
data, that create data sets of single spatio-temporal data and spatio-temporal data 
packs and data streams. 

 

The 2MDSS works in spatio-temporal scenarios, certain Aggregates Space can in-
clude any topological georegion that has a dynamic characteristic (like in [15]). 

The georegion services by 2MDSS can be denoted as the R set of two-dimensional 

regions (2D) with the smallest granulation of static aggregations {Ri (1<=i<=N) Ri 

∈2D, Ri ∈  R}  (e.g. constant number of segments if a road network or e-receptors, 

concentrators) or time changeable {Ri(t) Ri(t+1) ≠ Ri(t), Ri(t)/t>0} (e.g. various num-

ber of e-receptors – regions of a cellular network antennas, dependable on weather 
conditions, capacity, etc.). 

The time axis is denoted with discrete timestamps tc {tc tc∈T,1<=c<= T }, where 

T is a set of ordered timestamps, describing Ri(t) such that for tc+1-tc= Δ t>0, the pe-
riod of regions structure changes fulfills Ri( Δ t)>>0 condition. 

For example each counter  k {k k∈S, S∈Ri(t)} generates one measurement – 

value msk , e.g. each Δ t = 15 (minutes) in a Ri(t) region, that changes (various number 
of counters) every 4 hours (Ri( Δ t) >= 240). Each e-receptos is connected with the 
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msk value (e.g. measurements), then the  fagg(1) function calculates number of e-
receptors and the  fagg(msk) calculates aggregates for qualified e-receptors. 

Each of Ri(t) regions is connected with the measurements aggregates set 
Ri(t).fagg(msk), obtained from k e-receptors localized in Ri(t), which values are actual-
ized cyclically. The Ri(t).fagg(msk) is calculated with distributive aggregation function 
fagg (count, sum, max, min). 

The 2MDSS is modeled as one of 6 characteristic STDW(t)(k*R) classes:  
 

• STDW(t)(k*A) – constant Ri(t) regions and stationary spatial objects. 
• STDW(t)(k*B) – characteristic, constant Ri(t) regions and stationary spatial ob-

jects – subclasses: STDW(t)(k*B1) cluster characteristic, STDW(t)(k*B2) bucket 
characteristic.  

• STDW(t)(k*C) – slowly changing Ri(t) regions and stationary spatial objects.  
• STDW(t)(k*D) – quickly changing Ri(t) regions and stationary spatial objects. 
• STDW(t)(k*E) – constant Ri(t) regions and a known set of mobile objects, which 

position in a t moment cannot be precisely calculated.  
• STDW(t)(k*F) – constant Ri(t) regions and known mobile objects trajectories  

and known mobile objects trajectories.  

3   Multiversion STDW(t) 

Previous research on Multiversion Data Warehouse (MVDW), concerns mainly mul-
tiversioning of classical data warehouses (DW) [2, 3, 5, 16, 18]. 

The majority of this researches present incremental refreshing of traditional DW 
forced with source data change. We can distinguish actualization of  dimensions 
schema and a fact table. Through  dimensions schema actualization we mean change 
(actualization) of a dimension structure and their instances (objects). The most impor-
tant research on  multiversioning of classical DW are  [1, 4, 19]. 

The schema DW is represented as a graph with defined algebra that allows the 
creation of new versions [5]. The DW evolves in a direction of: a) new versions and 
b) upgrading schema of every previous version. The idea of history in DW is a set of 
versions, which includes a special type of cross-version querying. In [2, 18] the Mul-
tiversion Data Warehouse - MVDW is proposed, and is defined with a set of its ver-
sions. Each version consists of a schema version and an instance version. The two 
kinds of versions can be distinguished: (1) real, considering real changes in data 
sources and (2) alternative, considering changes for various simulation scenarios. 
Real versions create a linear order, while alternative versions create tree structures 
with data common for different versions. The concept of multiversion data warehouse 
is fully presented in [19]. 

The evolution of STDW in the 2MDSS system is presented. In a mutliversion 
form, through time ordered set of a data schema versions and instance versions. Our 
research on multiversion STDW(t) are connected with defining changes in Ri(t)  
regions, that influence: 

 

• Data validity time while keeping coherence and correctness of a dimensions struc-
ture change.  

• Necessity of those changes (minima and complete set of the Ri(t) structure).  
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4   The Temporal Aspects in Data Warehouses 

The traditional data warehouses are ideally suited for analysis of facts changing in time 
[4]. It is expected that the OLAP data warehouse allows reliable data analysis even in a 
long time period [17]. In this context, the quite interesting fact is that data warehouses 
cannot efficiently manage modifications of dimensions structure (e.g. introducing the 
next unit or branch in a company) – even when usually in that warehouse time is repre-
sented as one of dimensions.  There are many examples that show how important is the 
possibility to change and update dimensions in time – ignoring this fact leads to obtain-
ing incorrect analysis results [11]. Problems like, e.g.  comparison of data from different 
time periods or designating trends need adequate manner of managing changes in a 
dimensions structure. Otherwise, we have to accept the possibility of obtaining incorrect 
results and in effect making incorrect decisions [4,11]. 

The correct and consistent inclusion of dimension structures modification in time, 
needs describing dimensions with time stamps, to obtain validity time of a data ware-
house dimensions [4]. 

The validity time is a time, in which “the fact is true in modeled reality” [10]. The 
time stamp is denoted as [Ts, Te] and means that the dimension is valid in this period 
where: Ts marks the period beginning, Te marks the period end, and Te ≥ Ts.  

When we present all time stamps of all modifications on a time axis, then the range 
between two time stamps on this axis marks the structure version. Through this we 
mean a data warehouse view that is valid in a certain time period. In one structure, the 
dimension structure is consistent and constant. Each modification operation for the 
dimension forces creation of a new structure version – actual structure loses its valid-
ity. This kind of modification operations is called temporal operations. In case of 
designing the new system such operation can be, e.g. connecting a new node in a 
certain point of time, connecting  new meter, updating a range of operation for a node 
or a meter failure. We also have to introduce the idea of a time unit also called the 
chronon. The chronon is a time range with certain determined and undivided minimal 
length [10]. When setting the chronon's length simultaneously we set the precision of 
a data representation in a data warehouse. The length of chronon is set with considera-
tion of the data warehouse character (data character and its usage). In case of design-
ing the system the most important is the best and precise representation of time, be-
cause measurements data can be send to central even every couple of minutes. That is 
why the chronon length is set for one second.  

Fig.2 presents the time axis with several data structure versions in a data ware-
house. The data warehouse stores data from a certain region in which we have certain 
number of nodes along with meters. The user can perform analysis and queries start-
ing from the beginning point T0. In this point, there are three nodes A, B, and C, and 
each of them services several meters (fig.1). Until T1 there was only one structure 
version, with the validity time [T0, NOW]  (NOW denotes present moment). In T1, 
B2 meter malfunctioned, and this is the temporal operation that creates instability in 
structures consistency and forced the creation of a new structure version. So now 
there are two structure versions:  SV1 [T0, T1] and SV2[T1, NOW]. Up to the “most 
actual” version there were three more temporal operations – in points T2, T3 and T4. 
So the most actual version has the SV5 identifier and its validity time is [T4, NOW]. 
In this time we have two nodes B and C along with meters. 
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C – C2, C3 

SV1 SV2 SV3 SV4 SV5 

 

Fig. 2. An example of SDW structures versioning 

5   Aggregate Tree 

The designing of the aggregated structure in data warehouse systems that process 
spatial and temporal data is a key problem [14].  The queries performed in a spatio-
temporal data warehouse system concern aggregated data so preliminary aggregation 
in indices greatly reduces response time. In the presented problem we implemented 
the so called aggregate tree, which is based on [13]. The aggregate tree is an index 
created by data warehouse systems in the operation memory. This approach consid-
erably decreases query response time (in comparison to performing query directly in a 
base system). Before creating the aggregate tree certain factors should be defined, e.g. 
tree height and a size of a net created from so called minimal bounding rectangle – 
MBR. The MBR is the smallest, indivisible fragment of space (map), for which we 
aggregate data stored in the database. If there is a need to collect aggregated results 
from an area smaller than MBR, then we have to increase the MBRs grid density. 
Along with the increase of the tree height and the MBRs number (which is consistent 
with the increase of a MBRs grid density overlaid on the map) the tree construction 
time also increases and the ability to perform more adequate queries emerges. The 
user will have the ability to modify the tree parameters, so he can choose them em-
pirically, for to compromise query precision and a tree creation time. 

6   Data Modeling 

The schema of STDW(t) based on the so-called cascaded star [9, 12] is shown in 
fig.3. For best understanding the schema includes only tables along with connecting 
relations. On the highest abstract level the schema consists of a main fact table – IN-
STALLATION and five dimensions: NODES, METERS, WEATHER, MEASURES, 
and MAP. These dimensions store data about nodes and meters along with their at-
tributes, weather conditions, measures from the meters, and the terrain map. The sepa-
rate sub dimension tables of the main dimensions, store attributes connected with 
time, spatial localization and other attributes – such approach makes the schema 
clearer and easier to upgrade. 
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WEATHER_DATE WEATHER_ATTR 

NODESWEATHER METERS MEASURES 

INSTALLATIONMAP 

MEASURES_GROUPS 

MEASURES_DATE 

NODES_LOC 

NODES_ATTR 

NODES_INST_DATE 

SV_END 

SV_START 

METERS_LOC 

METERS_ATTR 

METERS_INST_DATE 

 
Fig. 3. A schema of a measurement oriented versioned cascaded star for STDW(t) 

Table 1. The example of SV_START i SV_END tables 

SV_START SV_END 
ID_SV_START SV_START_DATE ID_SV_END SV_END_DATE 
1 01/01/2001 00:00:00 1 03/01/2001 15:38:53 
2 03/01/2001 15:38:54 2 05/01/2001 10:38:04 
3 05/01/2001 10:38:05 3 10/01/2001 13:04:09 
4 10/01/2001 13:04:10 4 16/01/2001 01:44:52 
5 16/01/2001 01:44:53 5 25/01/2001 19:17:50 
6 25/01/2001 19:17:51 6 31/12/2199 00:00:00 

 
To fulfill earlier assumptions, the implemented system should be not only spatial 

(stores information about objects spatial localization) but also temporal (it has the 
ability to incorporate modifications of data in time). The temporal character of our 
model is assured with tables: SV_START and SV_END. These tables store data about 
structures importance ranges. The tables are used both by NODES and METERS 
dimensions so it is possible to set importance ranges for nodes and meters. This fact 
transforms the cascaded star model into fact constellation model in which some tables 
can be used by several dimensions, just like in the presented model.  

Table 1 presents an example of the six structure versions in tables SV_START and 
SV_END. The chronon between next structures equals one second. The version is 
created using dates pointed with the same identifiers. For example number 2 structure 
version is valid through 3 January 2001 15:38:54 to 5 January 2001, 10:38:04. The 
last structure (no. 6) is valid from 25 January 2001, 19:17:51 up to current moment 
(NOW). To mark this date we use date 31 December 2199, 00:00:00. The NODES 
dimension along with its subtables store information about nodes, their attributes, 
localization and installation dates. Below there is more information about columns:  

 

• NODES_LOC.X, NODES_LOC.Y store information about node localization. 
• NODES_ATTR.R stores information about the node area radius. Meters con-

nected with this node are placed in this circular area where the middle point is 
marked with (NODES_LOC.X, NODES_LOC.Y) and the radius equals 
NODES_ATTR.R. This results from a fact, that the data transmission is through 
radio connection, so the node range is appointed by radio range (radius). 
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Table 2. Values in the END_REASON field in the NODES table 

Value Description 
D Node deletion 
R Change of node radius 
RT Change of node type and radius  
T Change of node type 
– No operation – node exists until present moment 

Table 3. Example of joint tables – NODES and NODES_ATTR 

id_node id_sv_start id_sv_end end_reason type r 
2 1 3 D WG 26 
4 1 4 RT WG 35 
4 5 6 – WGE 40 
5 1 6 – WE 26 

 
• NODES_ATTR.TYPE stores the information about what type of meters are ser-

viced by this node (W, G, E, WG, WE, GE, WGE). 
• NODES.END_REASON informs why a certain node was not included in the 

next version, or what nodes attributes were modified (tab. 2). 

From table 3 we can see that, e.g., node no. 2 with the 26 radius and the WG type is 
still valid in structures 1 – 3 (1 January 2001 00:00:00 to 10 January 2001, 
13:04:09, see Tab.1). The validity was lost when the node was deleted 
(END_REASON = ‘D’). Node no. 4 with unchanged attributes (radius=35, 
type=WG) is still valid in structures 1-4. However, between structures 4/5 the ra-
dius is changed (35  40) along with the node type (WG  WGE), which is re-
flected by value ‘RT’ of END_REASON. After those changes the node is still valid 
until the present moment (until the end of the structure no. 6 and this is the most 
actual structure which keeps validity to the point marked as NOW). That is why the 
value of END_REASON for this node equals ‘–‘. Node no. 5 keeps its value in time 
for all structures (1-6) until this moment, that is why the  value of END_REASON 
equals ‘–‘ (just like in case of node no. 4).  

7   Summary 

The goal of our work was to design and implement of the multiversion spatio-
temporal telemetric data warehouse. We created the working system that uses mecha-
nisms and conception of the aggregate tree and structures versioning, which is based 
on the cascaded star model. This project can be upgraded and expanded in multiple 
manners. For example it can be extended into the cascaded star schema with material-
ized aggregate trees or geographical distribution in Distributed Spatial Telemetric 
Data Warehouse DSDW(t) [9]. 
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Abstract. This paper presents two index structures, called a Bitmap-
based Multiversion Join Index (B-MVJI), designed for the optimization
of star queries that access multiple data warehouse versions. The B-MVJI
indexes a two-dimensional space data values - data warehouse versions by
means of bitmaps. The variant of the B-MVJI, called BS-MVJI, based
on sorted bitmaps is also presented. The B-MVJI and BS-MVJI were
evaluated experimentally and compared to some alternative approaches.

1 Introduction

A data warehouse (DW) integrates and stores data from external data sources
(EDSs). In practice contents and structures of EDSs evolve in time. The evolu-
tion of EDSs impacts a DW that has to evolve accordingly. Four main approaches
to handling the evolution of DWs have been proposed in the research literature.
They can be classified as: (1) schema evolution, e.g., [2,10], (2) temporal exten-
sions, e.g., [17,7,15], (3) versioning extensions [3,9,20], and (4) a Multiversion
Data Warehouse Approach, e.g., [27,26] (a comprehensive overview of these ap-
proaches can be found in [25]). In the latter approach, the Multiversion Data
Warehouse (MVDW) is composed of the sequence of persistent versions, each of
which describes a DW schema and data within a given period of time. A DW
version is in turn composed of a schema version and an instance version.

In a DW, typical types of queries are the so-called star queries. They join fact
tables with multiple dimension level tables. Reducing execution time of such
queries is crucial to a DW performance (for any type of a DW). To this end, a
special data structure, called a join index was developed [23] that is a B-tree
index storing a precomputed join of a fact and dimension level table.

Paper Contribution. In this paper we propose the Bitmap-based Multiversion
Join Index (B-MVJI) for indexing data in the MVDW (cf. Section 4). The index
is designed for the optimization of star queries accessing multiple DW versions.
The B-MVJI is composed of two bitmap indexes that index a two-dimensional
space data values-DW versions. The experimentally evaluated efficiency of the
B-MVJI shows its promising performance (cf. Section 5).

J. Grundspenkis et al. (Eds.): ADBIS 2009 Workshops, LNCS 5968, pp. 71–78, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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Fig. 1. An example MVDW composed of three versions

2 Motivating Example

In order to present the concept of indexing data in the MVDW, let us consider
an example DW that is composed of three DW versions, cf. Figure 1, denoted
as V 1, V 2, and V 3. Every DW version is composed of a schema version that, in
turn, is composed of respective versions of the Sales fact table (denoted as SV i,
i={1, 2, 3}), versions of dimension level table Location (denoted as LV i, i={1,
2, 3}), and versions of dimension level table Product (denoted as PV i, i={1,
2, 3}). A star query accessing data in the three DW versions (further called a
multiversion star query) may look as follows:

select prodName, shopName, sum(price)
from Sales S, Product P, Location L
where S.prodID=P.prodID and S.locID=L.locID group by prodName, shopName
version in (V1, V2, V3)

A traditional (straightforward) technique to support multiversion star queries
would be to create separate join indexes (SJI) in each of the three DW versions.
Thus, in our example, one should create two indexes (joining Sales and Location
as well as Sales and Product) in each of the three DW versions. Generalizing our
discussion, for n DW versions, n SJI would need to be created.

3 ROWID-Based Multiversion Join Index

In [4] we proposed the ROWID-based Multiversion Join Index (R-MVJI). The
index joins multiple versions of a fact table with multiple versions of a dimension
level table. Its internal structure combines two indexes, namely a value index
(ValI) and a version index (VerI), cf. Figure 2. Both of them are B+-tree based.
The ValI is created on a join attribute, similarly as a traditional join index. Its
leaves store both: (1) values of an indexed attribute (denoted as Key1, Key2,
. . ., Keyn) and (2) pointers to the VerI (denoted as V IPTR1, V IPTR2, . . .,
V IPTRn). The VerI is used for indexing DWV. Its leaves store lists of ROWIDs,
where ROWIDs in one list point to data records (of a fact and a dimension level
table) in one DW version. Thus, for a searched value v of a join attribute A, the
leaves of ValI point to all DWV that store versions of records whose value of
attribute A equals v.
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Fig. 2. A schematic view of the structure of the R-MVJI

4 Bitmap-Based Multiversion Join Index

Since the R-MVJI is B+-tree based, it offers good performance for attributes
of wide domains and for queries that access up to maximum 10% of rows. For
attributes of narrow domains we developed the Bitmap-based MVJI (B-MVJI).
The B-MVJI is composed of two bitmap join indexes. The first one, called a value
bitmap index (ValBI) is created on a join attribute. The ValBI points to data
records in all DW versions that have a given value of an index key. The second
index, called a version bitmap index (VerBI) is used to index DW versions. Key
values V i (i=1, ..., n) of the VerBI are DW version identifiers. For every index
key value, the VerBI points to data records that belong to a given DW version
V i. The structure of the B-MVJI is presented in Figure 3.

A multiversion query can be answered with the support of the B-MVJI as
follows. In the first step, the VerBI is accessed in order to compute a bitmap
pointing to versions of interest. In the second step, the ValBI is accessed in
order to compute a bitmap pointing to records having values of interest. The

Fig. 3. A schematic view of the structure of the B-MVJI
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final bitmap is computed by AND-ing the two bitmaps computed in the first
and second step.

Notice that, historical DW versions do not change (except alternative DW
versions used for simulation purposes). Therefore, their instances (data) can be
ordered by DW version identifiers. Such ordering requires reorganizing data on
disk that can be done off-line for historical DW versions. Ordered DW instances
can be indexed by the VerBI whose bitmaps are ordered accordingly. Such a
variation of the B-MVJI will further be called a Bitmap-based Sorted MVJI
(BS-MVJI). The BS-MVJI takes advantage of sorted bitmaps that contain ho-
mogeneous vectors of bits equal ’1’ or ’0’. Such bitmaps are more efficient in
processing and compressing.

5 Experimental Evaluation

The performance of the B-MVJI, BS-MVJI, R-MVJI, and a traditional approach
was evaluated experimentally, for star queries with the pattern shown in Section
2, for two scenarios. In the first one, the number of DW versions accessed by
a multiversion query was random. The query selected a constant number of
data records from every DW version. In the second scenario, the number of DW
versions accessed by a multiversion query was constant, but the selectivity of
an indexed attribute was random. The performance measure was the number of
index blocks accessed in order to find the answer to a test query. The indexes
were implemented in C++. All indexes and indexed data were stored in OS
files. The experiments were run on a server machine (8 core Xeon, 16GB RAM)
under Linux. The following parameters were set up: the number of DW versions
NDWV =100; the number of fact data records in every DW version Ndr=100 000;
the average size of a single fact data record Sizedr=64B; the average size of a
single record describing a DW version Sizevr=64B; the size of a pointer to a data
record P=32B; the size of an index data key K=32B; the size of a data block
B=4096B; data block filling factor Blockfill=0.75; the number of DW versions
accessed Nv: variable from 4 to 100.

5.1 Variable Number of DW Versions

This experiment evaluated the efficiency of the indexes with respect to the num-
ber of versions accessed by a multiversion query. The indexed attribute was the
primary key of the Location table. The selectivity of the attribute Attrsel=0.5%.
The data records were distributed evenly in the table. Indexes of four different
orders p={16, 64, 256, 1024} were tested. The query selected 10% of data records
from every DW version. The results are shown in Figure 4.

As we can observe from the charts, the B-MVJI and BS-MVJI perform better
(require less block accesses) for lower tree order p, e.g., for p=16, the B-MVJI
and BS-MVJI perform much better when the number of DW versions accessed
reaches over 30. For p=64, the the BS-MVJI performs better when Nv is lower
than 70. For p={256, 1024}, the R-MVJI offers the best performance. Such a
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Fig. 4. Variable number of versions accessed by a multiversion query

behavior results from higher values of B+-tree height for smaller p. That, in turn,
results in more B+-tree pages that have to be fetched for indexes of smaller p.
Bitmap indexes are not impacted by the value of p, therefore their performance
characteristic remain constant.

5.2 Variable Selectivity of an Indexed Attribute

This experiment evaluated the efficiency of the indexes with respect to the selec-
tivity of indexed attribute A in table Sales, being the foreign key to the Location
table. The selectivity of the attribute Attrsel= {0.5%, 1%, 5%, 10%}. The ob-
tained results are shown in Figure 5.

As we can observe from the charts, the higher value Attrsel of an indexed
attribute, the lower number of block reads is required in all of the tested in-
dexing techniques. It is intuitive, since all indexes contain fewer data entries
for attributes of higher selectivities. Moreover, the performance of the evaluated
indexing techniques depends on tree order. For p=16 the B-MVJI outperforms
its competitors within the whole range of tested Attrsel. For p={64, 256, 1024}
the B-MVJI performs worse than its competitors in the whole range of tested
selectivities. The BS-MVJI outperforms its competitors for all the tested values
of p. Generally, the B-MVJI and BS-MVJI perform better for higher values of
Attrsel since, the higher selectivity value, the less bitmaps need to be stored and
processed in the B-MVJI and BS-MVJI.



76 J. Chmiel

 0

 2000

 4000

 6000

 8000

 10000

 12000

0.5 % 1 % 5 % 10 %

se
ar

ch
 c

os
t [

bl
oc

ks
]

selectivity of an indexed attribute (Attrsel)

p=16

nSJI
R-MVJI
B-MVJI

BS-MVJI

 0

 2000

 4000

 6000

 8000

 10000

0.5 % 1 % 5 % 10 %

se
ar

ch
 c

os
t [

bl
oc

ks
]

selectivity of an indexed attribute (Attrsel)

p=64

nSJI
R-MVJI
B-MVJI

BS-MVJI

 0

 2000

 4000

 6000

 8000

 10000

0.5 % 1 % 5 % 10 %

se
ar

ch
 c

os
t [

bl
oc

ks
]

selectivity of an indexed attribute (Attrsel)

p=256

nSJI
R-MVJI
B-MVJI

BS-MVJI

 0

 2000

 4000

 6000

 8000

 10000

0.5 % 1 % 5 % 10 %

se
ar

ch
 c

os
t [

bl
oc

ks
]

selectivity of an indexed attribute (Attrsel)

p=1024

nSJI
R-MVJI
B-MVJI

BS-MVJI

Fig. 5. Variable selectivity of an indexed attribute

6 Related Work

Several indexing techniques for the management of data versions were proposed
in the research literature. [8,12,1,24] propose B-tree based indexes for managing
temporal versions of data. In [18,19] the authors proposed an indexing technique
where time intervals (either valid or transaction) are mapped into a single value
which is indexed by a B+-tree. In [16,22] the authors proposed an index for
indexing data records in a 2-dimensional space (transaction time and data value).
In [21] the authors proposed an indexing technique for temporal versions of data
records whose versions may branch. To this end, a B-tree like structure is used
for indexing both data values and database versions. Recently, in [11], three
different B+-tree based index structures for multiversion data were compared
analytically and experimentally.

The aforementioned index structures were developed for storing and searching
versions of data that are stored in the same table. Moreover, they do not offer
means for optimizing queries that join tables. Star query optimization in tra-
ditional databases/data warehouses is supported among others by: a join index
[23], a bitmap join index [14], a parallel star join [5]. In the latter technique,
every foreign key column in the fact table is stored as a partitioned join index
whereas all the other columns are stored as a replicated projection index. The
indexes and techniques devoted to star query optimization were developed for
traditional DWs and cannot be directly applied to the MVDW.
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7 Summary

In this paper we proposed the Bitmap-based Multiversion Join Index developed
for indexing data in the Multiversion Data Warehouse. The B-MVJI was ex-
perimentally evaluated and compared to alternative approaches. The obtained
results show that the B-MVJI offers better performance than its competitors
for certain ranges of values of tree order, indexed attribute selectivity, and the
number of DW versions accessed. We also proposed a variant of the B-MVJI
with sorted bitmaps, developed for indexing historical DW versions. Its per-
formance is much better than the B-MVJI. Future work will focus on applying
bitmap compression techniques to the B-MVJI and BS-MVJI as well as on query
optimization techniques based on the proposed indexes.
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Abstract. Transformation of data is considered as one of the important
tasks in data warehousing and data integration. With the massive use of
XML as data representation and exchange format over the web in recent
years, transformation of data in XML for integration purposes becomes
necessary. In XML data transformation, a source schema and its conform-
ing data is transformed to a target schema. Often, source schema is de-
signed with constraints and the target schema also has constraints for data
semantics and consistency. Thus, there is a need to see whether the target
constraints are implied from the source constraints in data transformation.
Towards this problem, we define two important XML constraints namely
XML key and XML functional dependency(XFD). We then use important
transformation operations to see if the source constraints are satisfied by
the source document, then the target constraints are also satisfied by the
target document. Our study is towards the utilization of constraints data
integration and data warehousing in XML.

1 Introduction

Transformation of data is an important activity in some data intensive activities
such as data integration and data warehousing[1,2]. Specifically in data integra-
tion, there is a need to transform a source schema with its conforming data to a
target schema. In recent days, with the massive applications of XML[14] over the
web, XML data transformation for integration purposes[6,7] becomes important.
In XML data transformation[5,3,4], a source XML schema is often designed with
XML constraints[11,12,13] to convey semantics and data integrity. Similarly, the
XML target schema is also often designed with constraints. Thus after transfor-
mation, there is a need to see whether the target constraints are implied from
the source constraints as a result of transformation operations. We illustrate the
research question in Fig.1. In Fig.1, consider an XML source Document Type
Definition(DTD) DS , its conforming document TS and valid constraints CS on
DS . The transformation operation τ has two sub-operations: the schema trans-
formation τD and the document transformation τT . The operations τD produce
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Fig. 1. The Problems 

<!ELEMENT research(univ+)> 
<!ELEMENT univ(uname,rgroup)+ > 
<!ELEMENT rgroup(#PCDATA)> 
<!ELEMENT uname(#PCDATA)> vr :research 

v1 :univ v2 :univ 

v3 : 
uname 
UNISA 

v7 : 
uname 
UCLA 

v4 : 
rgroup 
Database 

v6 
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v8 : 
rgroup 
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v10 : 
rgroup 
AI 

v5 : 
uname 
UNISA 

v9 : 
uname 
UCLA 

Fig. 2. An XML DTD Da and the document Ta

the target schema DT and the operations τT produce the target document TT .
Consider the constraints CT on the target schema DT . Now our question is: If
TS satisfies CS then whether TT satisfies CT .

We now illustrate the research question using a motivating example. Consider
Da as the source DTD and its conforming document Ta in Fig.2. The figure illus-
trates the research groups of universities. We see that in each univ node, there
are research groupnames(rgroup)with their associateduniversity names(uname).
Nowconsider theXMLfunctional dependency(XFD)Φa(research/univ, {uname}
→ univ) on the DTD Da meaning that uname determines univ. We say XFD Φa is
satisfied by the document Ta because in eachuniv node, there is at least one uname
element(a technical definition of XFD and its satisfaction[15] will be given later).
Note that there is more that one uname under each univ node as functional depen-
dency allows redundant data. If we observe the document Ta, we see that under
first univ node v1, there are two uname nodes v3, v5 with the same ”UNISA”
value and under the second univ node v2, there are two uname nodes v7, v9 with
the same ”UCLA” value. If we use nest(rgroup) meaning that research group
names with same university are nested, then we get the document Tb. Surely
we transform the source DTD Da to Db as the target DTD accordingly. Now
consider the XML key[16] kb(research/univ, {uname}) on the DTD in Fig.3.
Then we see that the document Tb satisfies the key kb meaning that for all univ
nodes, uname with values ”UNISA” and ”UCLA” are distinct.

Observation 1: XML key is implied from XML functional dependency using
nest operation.
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<!ELEMENT research(univ+)> 
<!ELEMENT univ(uname,rgroup+) > 
<!ELEMENT rgroup(#PCDATA)> 
<!ELEMENT uname(#PCDATA)> vr :research 

v1 :univ v2 :univ 

v3 : 
uname 
UNISA 

v6 : 
uname 
UCLA 

v4 : 
rgroup 
Database 

v5 

:rgroup 
Network 

v7 : 
rgroup 
FPGA 

v8 : 
rgroup 
AI 

Fig. 3. An XML DTD Db and the document Tb

While observing the research problems, we aim to achieve the following con-
tributions.

– We define XML key[16] and XFD[15] on DTD and their satisfactions. The
definitions for XML key and XFD consider the ordered model of XML data.

– We study how target constraints are implied from source constraints given
some transformation operations.

– We finally show the experimental results on satisfactions for XML key and
XFD in constraint implications.

2 Basic Definitions and Notation

In this section, we illustrate the definitions for XML key and XFD using exam-
ples. For detailed definitions, we refer to [15] for XML key and [16] for XFD.
First, we give basic definitions and notation for DTD and the document those are
necessary in defining XML key and XFD. A DTD is defined as D = (EN, β, ρ)
where EN contains element names and ρ is the root of the DTD and β is the
function defining the types of elements. For example, the DTD Da in Fig.2 is de-
fined as β(research) = [univ+], β(univ) = [uname×rgroup+], β(uname) = Str,
β(rgroup) = Str, EN = {research, univ, uname, rgroup, Str}, ρ = research
and Str = #PCDATA. An element name and a pair of squared brackets
’[ ]’ each, with its multiplicity, is called a component. For example, [univ+],
[uname×rgroup+] are two components. A sequence of components, often de-
noted by g, is called a structure s.t. g = [uname×rgroup+]. A structure can
be further decomposed into substructures such as g can be decomposed into
g = g1×g2 and g1 = uname and g2 = rgroup+. We note that special cases of
structures are components and that multiplicities can only be applied to com-
ponents as gc where c ∈ [?, 1, +, ∗].

We say research/univ is a complete path and univ/uname is a simple path.
The function beg(research/univ) = research, last(univ/uname) = uname and
par(uname) = univ.

Now we define XML key k(Q, {P1, · · · , Pl}). We say Q as selector that is a
complete path, {P1, · · · , Pl} is called fields those are simple paths. All paths Pi

are ended with #PCDATA meaning that β(last(Pi)) = Str. For example, Con-
sider the key kb(research/univ, {uname}) on Db in Fig.3. We see research/univ
is a complete path, uname is a simple path and β(uname) = Str.
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In defining XML key satisfaction, we need some definitions and notation on
XML document. For example, the document Tb in Fig.3 is defined as Tvr = (vr :
research : Tv1Tv2), Tv1 = (v1 : univ : Tv3Tv4Tv5),Tv2 = (v2 : univ : Tv6Tv7Tv8).
We then define Tv3 = (v3 : uname : UNISA) and the trees Tv4 , Tv5 , Tv6 , Tv7 , Tv8

are defined in the same way. We say two trees or a sequence of trees are value
equivalent(=v) if the node names and their values are the same. For example,
Tx = (x : uname : UNISA) and Ty = (y : uname : UNISA) are value equiva-
lent. Now consider g = [uname×rgroup+]. We then say hedge Hg = Tv3Tv4Tv5

for node v1 and Hg = Tv6Tv7Tv8 for node v2. The necessity of hedge is to make
the production of values for paths of fields. For example, if the paths of fields are
{uname, rgroup} in a key, then we need to produce close pair values as (Tv3Tv4),
(Tv3Tv5) for node v1 and (Tv6Tv7), (Tv6Tv8) for node v2. We term these pair-wise
values as tuple.

In case of key kb(research/univ, {uname}), we find the tuples (Tv3) for node
v1 and (Tv6) for node v2 and these tuples are value distinct in the whole document
Tb. Thus we say that key kb is satisfied by the document Tb. However the key kb

is not satisfied by the document Ta in Fig.2 because there are duplicate tuples,
for example Tv3 and Tv5 for those are the value same.

Now we define XFD Φ(S, P → Q). We say S is the scope that is a complete
path, P is determinant(LHS) that is simple path and Q is dependent(RHS) that
is also simple path. The path Q can be ε(empty) meaning that P → last(S).
In defining XFD satisfaction, we say that in each scope, if two tuples for paths
P are the same, then their corresponding tuples for Q are also the same. For
example, in Fig.3, the XFD Φb(research/univ, {rgroup} → uname) is satisfied
by the document Tb, but the XFD Φ′

b(research/univ, {uname} → rgroup) is
not satisfied by Tb. Consider another XFD Φa(research/univ, {uname} → ε)
on the DTD Da in Fig.2. The XFD Φa is satisfied by the document Ta because
there is at least one tuple for path P in each scope univ.

3 Implication of XML Keys for Nest Operation

In XML data transformation, different transformation operators are used[5,3,4].
The important transformation operations those are found in most literatures
are Nest and UnNest. In this section, we study how XML key is implied to the
target schema from XFD on the source schema using Nest operation.

Before studying implication, we explain the Nest operation.

Definition 1 (Nest). The nest operation on g2 in [g1 × gc2
2 ]c is defined as, if

g = [g1 × gc2
2 ]c ∧ c ⊇ +, then nest(g2) → [g1 × gc2⊕+

2 ]c. We say g1 as comparator
and g2 as collector. The multiplicity operation c2 ⊕ + means the multiplicity
whose interval encloses those of c1 and +.

The nest operator restructures the document and it transforms the the flat
structure of the document to the nested structure. The nest operator merges
the hedges of type construct g2 (the collector ) based on the value equiva-
lence of the hedges of type construct g1 (the comparator). For example, given
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β(e) = [A×B×C×D]∗ and T = (e(A : 1)(B : 1)(C : 2)(D : 3)(A : 1)(B :
2)(C : 2)(D : 4)(A : 1)(B : 1)(C : 2)(D : 4)), the operator nest(C×D) com-
bines the hedges of the collector C×D based on the value equivalence of the
hedges of the comparator A×B and produces β1(e) = [A×B×[C×D]+]∗ and
T1 = (e(A : 1)(B : 1)(C : 2)(D : 3)(C : 2)(D : 4)(A : 1)(B : 2)(C : 2)(D : 4)).
Thus we see that after Nest operation, the values for the collector g1 in the
document becomes distinct.

We get the following theorem for the nest operation.

Theorem 1. Given the transformation Nest(g2), an XML key kt(Q, {P}) on
the target schema is implied from an XFD Φs(S, P → ε) on the source schema
if the path P is involved in g1.

The proof of the theorem follows the transformation definition of the Nest op-
eration. In XFD Φs, the tuples for path P needs to be complete and can have
two tuples with same value. If the path P in XFD is involved in the structure
g1, then after transformation using Nest, the values for path P become distinct
which satisfies the key satisfaction property.

We illustrate the theorem using an example.

Example 1. Consider the XFD Φa(research/univ, {uname} → ε) on the source
DTD Da in Fig.2. This XFD is satisfied by the document Ta because in the
selector node v1, there are two tuples (v3 : uname : UNISA) and (v5 : uname :
UNISA) and in the selector node v2, there are two tuples (v7 : uname : UCLA)
and (v9 : uname : UCLA). After Nest(rgroup), we see that there is one tuple
(v3 : uname : UNISA) for the node v1 and there is one tuple (v6 : uname :
UCLA) for node v2 in Fig.3. Considering [uname×rgroup]+ where g1 = uname
and g2 = rgroup, the path uname in Φa is involved in g1 and it follows the the-
orem1. Thus the key kb(research/univ, {uname}) is satisfied by the document
Tb in Fig.3.

4 Implication of XFD and XML Key for UnNest
Operation

As we mentioned in the previous section that UnNest is one of the important
transformation operations, thus we study how XFD and XML key are implied to
the target schema from XML keys on the source schema using UnNest operation.

Definition 2 (UnNest). The unnest operation on g2 in [g1 × gc2
2 ]c is defined

as, if g = [g1 × gc2
2 ]c ∧ c2 = +|∗, then unnest(g2) → [g1 × gc2�+

2 ]c⊕+. The
multiplicity operation c2 � + means the multiplicity whose interval equals to the
interval of c2 taking that of + and adding ′1′.

The unnest operator spreads the hedge of the comparator type construct g1
to the hedges of the collector type construct g2. For example, given β(e) =
[A×B×[C×D]+]∗ and T = (e(A : 1)(B : 1)(C : 2)(D : 3)(C : 2)(D : 4)(A :
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1)(B : 2)(C : 2)(D : 4)), the operator unnest(C×D) spreads the hedge of the
comparator A×B to the hedges of the collector C×D and produces β1(e) =
[A×B×[C×D]]∗ and T1 = (e(A : 1)(B : 1)(C : 2)(D : 3)(A : 1)(B : 1)(C : 2)(D :
4)(A : 1)(B : 2)(C : 2)(D : 4)). We see that the comparator g1 is distributed
to all g2. Thus the number of g2 remains unchanged but the number of g1 is
increased with the same value.

We get the following theorems for UnNest operation.

Theorem 2. Given the operation UnNest(g2), an XML key kt(Q, {P1, P2}) on
target schema is implied from XML keys k

′
s(Q, {P1}) and k

′′
s (Q, {P2}) on the

source schema if P1 of k
′
s is involved in g1 and P2 of k

′′
s is involved in g2.

The proof of the theorem follows the definition of the UnNest operation. We
illustrate the theorem using an example.

Example 2. Consider Db as the source DTD, the document Tb as
the source document and two keys k

′
b(research/univ, {uname}) and

k
′′
b (research/univ, {rgroup}) in Fig.3. Both keys are satisfied by the document

Tb. We use UnNest(rgroup) to transform Db and Tb to Da as the target DTD
and Ta as the target document. Considering uname×rgroup+ where g1 = uname
and g2 = rgroup+, we see that path uname of key k

′
b is involved in g1 and the

path rgroup in key k
′′
b is involved in g2. This follows the condition of the the-

orem 2. After UnNest, we see that the tuples (v3 : uname : UNISA, v4 :
rgroup : database) and (v5 : uname : UNISA, v6 : rgroup : Network) of
node v1 and the tuples (v7 : uname : UCLA, v8 : rgroup : FPGA) and
(v9 : uname : UCLA, v10 : rgroup : AI) of node v2 for paths uname and
rgroup are distinct in the document Ta that conforms to Da. Thus the key
ka(research/univ, {uname, rgroup}) is satisfied by the document Ta in Fig.2.

Theorem 3. Given the operation UnNest(g2), an XFD Φt(S, P → ε) on the
target schema is implied from an XML key ks(Q, {P}) on the source schema if
P is involved in g1.

We illustrate the theorem using an example.

Example 3. Consider the Db as the source DTD, the document Tb as the source
document and the XML key kb(research/univ, {uname}) on Db. The key kb is
satisfied by the document Tb as the tuples for path uname are value distinct
in the document. We use UnNest(rgroup) to transform Db and Tb to Da as
the target DTD and Ta as the target document. Considering uname×rgroup+

where g1 = uname and g2 = rgroup+, we see that path uname of key kb is
involved in g1. This follows the condition of the theorem 3. After UnNest, we
see that the tuples (v3 : uname : UNISA) and (v5 : uname : UNISA) of node
v1 and the tuples (v7 : uname : UCLA) and (v9 : uname : UCLA) of node
v2 for paths uname in the document Ta that conforms to Da. Thus the XFD
Φa(research/univ, {uname} → ε) is satisfied by the document Ta in Fig.2.
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5 Performances on Checking Implied XML Keys and
XFDs at Target Schema

We have already shown how XML key and XFD can be implied from sources to
the target schema when Nest and UnNest transformation operations are used
respectively. In this section, we study the performances of checking XML key and
XFD satisfactions by the transformed, loaded and integrated data at the target
schema. All experiments are implemented in Java using a PC with Intel(R) Cen-
trino Duo CPU T2050 at 1.60GHz, 1.49GB RAM and Microsoft Windows XP.

In Fig.4, we show the key satisfaction time where we fix the number of fields
to 4 but varying the number of tuples. We see the significant time is spent
for tuple generation while the hashing time is nearly constant. We use Java
Hastable(Key, V alue) to put the values of tuple to check distinctness incremen-
tally. As the tuple generation time and the hashing time are linear, thus the
satisfaction time which is the sum of the tuple generation time and the hashing
time is also linear.

In similar way of reasoning, the satisfaction time of checking key in Fig.5 is
also linear where we fix the number of tuples to 600K but we vary the number
of paths in the key.

We show XFD satisfaction time that is linear in Fig.6 where we fix the number
of paths to 3 in the LHS but we vary the number of tuples. In Fig.7, the XFD
satisfaction time is also linear where we fix the number of tuples to 500K but
we vary the number of paths in LHS for an XFD.

0

2

4

6

8

10

12

14

200 300 400 500 600 700

No. of tuples(K)

T
im

e(
se

c)

Hashing

Tuple generation

Satisfaction(Tuple
generation and Hashing)

 

Fig. 4. Key Satisfaction time when the
number of fields is fixed to 4
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Fig. 5. Key Satisfaction time when the
number of tuples is fixed to 600K
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Fig. 6. XFD Satisfaction time when the
number of paths in LHS is fixed to 3
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6 Conclusions

We studied the implication of XML constraints in data transformations using
important transformation operations namely Nest and UnNest for constraints
implications. In constraints implication, we used our proposed definition for XML
key and XML functional dependency and also showed the performances of check-
ing satisfactions of constraints for implication purpose. We further plan to re-
search on how the implications of other XML constraints such as XML inclusion
dependency and XML foreign key in XML data integration purposes.
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Abstract. Queries on XML data are increasingly widespread in use and
scope of application. However, optimization strategies are not yet as devel-
oped as they are for traditional DBMSs. Current strategies mostly involve
logical or physical query plan optimization. We propose a novel optimiza-
tion for XQuery using semantic information from the XML schema, where
we rewrite a query into an equivalent query with fewer XPath expressions
based on schema information. Our experimental results indicate that this
optimization can result in substantial performance gains.

1 Introduction

As semistructured data such as XML becomes more prevalent in data storage ap-
plications, including RDBMS systems, performance issues specific to semistruc-
tured data increase in importance. In this paper, we concentrate on data that
has a known structure, specifically XML data with an accompanying DTD or
XML Schema definition.

Existing work in schema-aware query optimization was brought to theoretical
parity with RDBMS optimization techniques by [12]; [5] discussed optimization
through query rewriting. More recent work such as [10] has focused primarily
on query simplification through elimination of impossible path expressions and
short-circuit evaluation of expressions which always produce the same value. Rel-
atively little has been published regarding other schema-informed optimization.

Our contribution involves the combination of related XPath expressions within
an XQuery to simplify the query through rewriting. Like techniques described
in [5], our solution modifies the query itself before execution rather than working
at the level of logical or physical plan optimization. By combining multiple XPath
expressions, we can produce a simpler but equivalent expression that can be
evaluated on its own without incurring the overhead of combining multiple over-
lapping result sets. Because our optimization takes place prior to the creation of
a logical/physical plan, it can be used by any XQuery engine and in conjunction
with other optimization techniques. For example, our technique is orthogonal to
tree-algebra based optimization as in Timber [7], complex query decorrelation
[14], sharing of common subpath expressions as in the NEXT framework [3], and
various indexing schemes and query evaluation techniques as in [11].
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Motivating Example: Consider two XQuery expressions:

Q = FOR $r in /building//room, $i in $r//item RETURN $i
Q’ = FOR $i in /building//room//item RETURN $i

Depending on the XQuery engine implementation, it could be much more ef-
ficient to execute Q’ rather than Q. For instance, a näıve implementation for
Q might obtain $r and $i separately and do structural joins, whereas for Q’
no structural joins are needed. Another use-case in streaming XML scenario is
illustrated in our experimental results in Sect. 5.

However, it is not always possible to rewrite Q into Q’. In this paper, we
perform reasoning based on the schema to combine XPath expressions so that
queries such as Q can be rewritten into Q’. As our experimental results show,
the performance benefits of such rewriting can be significant.

Outline: We describe our solution in two steps for easier understanding. How
to combine two XPath expressions is described in Sect. 2. The general solution
given multiple paths is described in Sect. 3. Section 4 gives the algorithm for our
solution, and Sect. 5 describes the experimental observations. Section 6 discusses
related work and Sect. 7 concludes the work.

2 Combining Two XPath Expressions

Let us first examine how two given XPath expressions can be combined into a
single XPath expression. We use the symbols a, b, c, d, x, and y uniformly in this
section to represent definite elements within an XPath expression. Also, we use
the expressions P1, P2, P3, and so on to represent subpaths within an XPath
expression. These subpaths may be empty.

Problem Definition

Given an XML schema and an XQuery expression of the form

FOR $a in /P1//x/P2/a, $b in $a/P3//P4/b . . .

we can rewrite the two variable bindings shown into a single variable binding as
$b in /P1//x/P2/a/P3//P4/b to improve performance. However, the original
variable bindings may include duplicate result nodes, while the revised variable
binding will not have any duplicates, due to duplicate elimination inherent to
XPath [17]. Note that in this section, we assume that the XPath expression for
the second variable binding ($b ) starts from $a and that the $a binding is not
used in any other path expression in the entire query. Also, we consider only the
child axis (/) and the descendant axis (//) in our path expressions [17].

These duplicate results are generated when multiple nodes matched by the
first variable binding are ancestors of the same node that is matched by the
second variable binding. In order to safely rewrite the query, we must ensure
that it is impossible for rewriting to change the result, i.e. that the original
query cannot generate duplicate results.
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Solution

For ease of writing, we will refer to the first variable binding as the “parent”
binding or path and the second as the “child” binding or path. We will call all the
nodes in the XML instance that match the child binding the result nodes. Each
result node has a path in the instance document from the root to the result node;
we call this the “result path”. Duplicates occur when the same XML node in the
instance document appears multiple times among result nodes. Duplicates occur
only when a result path has multiple matches for the parent path (see Examples
1 and 2 below). For the purposes of this paper, we consider the validation of a
path against an XML schema to be an algorithmic check against the schema to
verify that the path is possible within an XML document that conforms to the
schema. This can be accomplished using automaton-based methods as described
in [5] or [9]. If a path can be so validated, we say this path is “valid”.

Observation 1. Consider the following parent and child variable bindings:

Parent: $a = /P1//x/P2/a ; Child: $b = $a/P3//P4/b

If the path /P1//x/P2/a//x/P2/a/P3//P4/b can be validated using the XML
schema, then it is possible that the original query would return duplicates.

Note that in Obs. 1 P1, P2, P3, P4 can be empty and that x can be equal to a .
An informal proof of Obs. 1 is illustrated in Fig. 1. This figure illustrates an

instance document as specified by a schema. The condition specified in Obs. 1 is
satisfied in this figure; therefore duplicates can be produced. The two a elements
bind to $a and the b element binds twice to $b (one for each of the a bindings),
thus producing duplicate result nodes.

Example 1. Consider an XQuery with parent binding $a = //a ; child binding
$b = $a//b . Rewriting it into the form as described in Obs. 1, we get P1, P2,
P3, P4 as empty and x = a . To determine whether there will be duplicate
result nodes, we need to check whether //a//a//b is valid against the schema.

Fig. 1. Instance Docu-
ment Illustrating Obs. 1

Schema Instance Document

Fig. 2. Document Schema & Instance Document Il-
lustrating Example 2
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Note that Obs. 1 specifies, given a parent-child variable binding pair as $a =
P1/a; $b = $a/P2/b , when there could be duplicate result nodes for the child
variable binding. If duplicate result nodes will not be produced, then the two path
expressions can be combined into one path expression as: $b = P1/a/P2/b and
the parent variable binding can be removed; otherwise, no rewriting is possible.

Example 2. Consider an XQuery expression where the parent variable binding
is $a = //a1//a2/a and the child variable binding is $b = $a//b . According
to observation 1, we consider the following two options:

Option 1: P1 = empty, x = a1 , P2 = //a2
Option 2: P1 = //a1 , x = a2 , P2 = empty

Let us consider an XML schema such that the path //a1//a2/a//a2/a//b is
valid, but the path //a1//a2/a//a1//a2/a//b is not valid. An instance doc-
ument is shown in Fig. 2. In this case, while checking Option 1, we determine
that the condition specified in Obs. 1 is not satisfied. Of course, we still need to
check Option 2, in which case, we determine that duplicates may occur.

The following observation says that we need not check every possible option for
P1 and P2 in the parent variable binding; instead, we only need to check one
option. In the above example, it is sufficient to check only Option 2. In other
words, the following observation states that if Option 1 is valid w.r.to a schema,
then Option 2 will necessarily be valid.

Observation 2. If P2 in the expression of Obs. 1 above contains a descendant
operator, we can consider P2 as P2 = P5//y/P6 and reassign P1, x , and P2
as follows: P1’ = P1//x/P5 ; x’ = y ; P2’ = P6 .

Then P1//x/P2/a//x/P2/a/P3//P4/b is valid only if
P1’//x’/P2’/a//x’/P2’/a/P3//P4/b is valid.

Obs. 2 is obvious, as the rewritten expression is more general than the original
form. A similar observation can be made for child variable bindings as below.

Observation 3. If P3 contains a descendant operator, P3 = P7//P8 , we can
reassign P3 and P4 as follows: P3’ = P7 ; P4’ = P8//P4 .

Then P1//x/P2/a//x/P2/a/P3//P4/b is valid only if
P1//x/P2/a//x/P2/a/P3’//P4’/b is valid.

We can apply the transformations until P2 and P3 have no descendant axis.
In Example 2, Option 1 need not be checked; only Option 2 needs to be checked.

3 General Solution

In the previous section, we considered XQuery expressions with a single parent-
child variable binding pairing. However, XQuery expressions in general can have
several such pairings, which we discuss in this section. Consider the query:

FOR $a in P1, $b in $a/P2, $c in $b/P3, $d in $c/P4, $e in $b/P5 . . .
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In this query, there are several variable bindings: $a, $b, $c, $d, $e ; and several
parent-child pairings: ($a, $b), ($b, $c), ($c, $d), ($b, $e). If a path of length
zero or more exists from one variable binding to another, we say that there
is an ancestor-descendant relationship between them. For the example query,
the descendants of $a include $a, $b, $c, $d, $e . Further, we define ancestor-
descendant relationships between pairings and between a pairing and a variable
binding. For example, the pairing ($a, $b) is an ancestor of ($c, $d) and also an
ancestor of ($a, $b). Similarly, the pairing ($a, $b) is an ancestor of the variable
binding $b, and of the variable binding $e.

Observation 4. Result paths from a given variable binding will become part of
result paths of its descendant variable bindings.

For instance, a result path for $b will be part of a result path of $d.

Observation 5. If there are duplicates in the result nodes for a binding $z, then
there exists an ancestor pairing ($x, $y) that produces duplicates. Note that $y
and $z may be the same.

Observation 5 says that, if there are duplicates in the result nodes for $c, then
duplicates are produced by at least one of the two pairings ($a, $b), ($b, $c).

To identify whether a pairing ($x, $y) produces duplicates, we use Obs. 1,
with a small extension. Note that the path expression for $x should now be the
“absolute” path starting from the root of the document [17].

Observation 6. Given a pairing ( $a, $b ) which satisfies the conditions in Obs.
1 (produces duplicates) and a descendant pairing ( $c, $d ) that does not satisfy
the condition in Obs. 1 (does not produce duplicates), we can combine $c and $d
into one path expression.

Observation 6 states that, for the example XQuery, if ($a, $b ) satisfies the
condition in Obs. 1, but ($c, $d ) does not satisfy the condition, then we can
rewrite the query as:

FOR $a in P1, $b in $a/P2, $d in $b/P3/P4, $e in $b/P5 . . .

4 Algorithm

In light of the above observations and the procedure described in Sect. 3, our
rewriting process can be described using the following algorithm:

Inputs: A set of of variable bindings C1..Cn

Outputs: An equivalent set of bindings, with pairs rewritten as a single binding
where safe.
Method:

for all pairings (Ci, Cj) do
{Let the declarations be Ci = P1; Cj = $Ci/P2}
if Ci is not used in any variable binding other than Cj and is not used in
the rest of the query AND (Ci, Cj) does not produce duplicates by Obs. 1
then
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Rewrite the path expression for Cj to include path for Ci

{Cj = P1/P2}
Remove the declaration for Ci

end if
{Once rewritten, we have another set of pairings for the whole query and
repeat the process until no more pairings can be simplified.}

end for

5 Experimental Results

To evaluate the results of rewriting, we performed a series of experiments based
on the XML-to-SQL translation as done in XRel [15]. The XPath conversion
mentioned in [15] was extended to process XQuery statements as follows:

Given a query Q containing paths P1..Pn

For each Pi:
Find all elements matching Pi as set Si

Perform simple join across all sets Si to produce result set
Test documents, generated by the XMark XML benchmarking utility [16], were
stored in separate but identical database tables, which stored one tuple per
element. Each tuple contains the element’s name, start index, end index, DOM
level, and full path from document root to element. This models the information
that is available using a streaming XML engine, as an element’s full path can be
stored using a stack while processing streaming XML documents.

Using this data model, we can translate an XQuery expression into a SQL
statement as mentioned above. For instance, the query FOR $a in //a, $b in
$a//b RETURN $b can be expressed using the following SQL statement:

SELECT n2.name, n2.start, n2.end, n2.level, n2.path
FROM xmark n1, xmark n2
WHERE n1.path LIKE ‘%.a’ AND n2.path LIKE ‘%.b’
AND n2.start > n1.start AND n2.end < n1.end AND n2.level > n1.level

This form can be extended to handle any number of parent-child pairs, including
branching queries. Based on Obs. 1, if there are no duplicate nodes in the result
for $b , then the XML query can be rewritten as FOR $b in //a//b RETURN
$b , which can be expressed using the following SQL statement.

SELECT n2.name, n2.start, n2.end, n2.level, n2.path
FROM xmark n1
WHERE n1.path LIKE ‘%.a.%.b’

SQL statements were executed on a SQL Server 2005 instance running on a test
machine with a dual-core AMD Athlon 64 X2 at 2.41 GHz with 2 GB of mem-
ory. Fig. 3 shows our first set of experimental results for queries on the 100 MB
XMark document. We considered different queries, where each query had differ-
ent number of parent-child pairings (2 Expressions means the query had 1 parent-
child pairing; 3 Expressions means the query had 2 parent-child pairings). Also all
these queries produce the same results (irrespective of the number of parent-child
pairings). All these queries can be rewritten to have only one path expression. The
lower line (Condensed) in Fig. 3, represents the execution time of queries after the



Semantic Optimization of XQuery by Rewriting 93

Fig. 3. Execution Time vs. Number of
Combined Expressions for 100 MB Docu-
ment with 2 to 5 Expressions

Fig. 4. Performance Ratio, Original
vs. Rewritten Queries for 100MB to
300MB Documents with 2 to 5 Expres-
sions

Table 1. Performance Comparison and Ratio of Original and Rewritten Queries for
100MB to 300MB Documents with 2 to 5 Expressions (Relational Database)

Doc. Size 2 Exp. 3 Exp. 4 Exp. 5 Exp.

Original 100 MB 5 s 24 s 27 s 46 s
200 MB 11 s 74 s 81 s 146 s
300 MB 16 s 156 s 166 s 314 s

Rewritten 100 MB 4 s 2 s 2 s 2 s
200 MB 7 s 5 s 5 s 5 s
300 MB 9 s 8 s 8 s 8 s

Ratio 100 MB 1.25 12 13.5 23
Orig./Rew. 200 MB 1.57 14.8 16.2 29.2

300 MB 1.78 19.5 20.75 39.25

rewriting as described in Sect. 3. Note that the execution times for the rewritten
queries has little variation. This is to be expected, as only a single path compari-
son is necessary for all the rewritten queries. The second line (Expanded) in Fig.
3 represents the execution times for the queries prior to rewriting, and we can see
that the execution time increases with each additional parent-child pairing.

Table 1 gives the actual numbers measured for the original queries and the
rewritten queries, for varying number of parent-child pairings, as well as for
varying document sizes. It shows that for the same query, the performance benefit
of rewriting increases with increasing document size. Fig. 4 illustrates this point.
Also, as already shown in Fig. 3, the performance benefit of rewriting increases
with increasing number of parent-child pairings that are rewritten.

6 Related Work

Optimization for SQL queries has largely studied logical plan rewriting and
physical plan optimization [13], which are mostly outside the scope of this work.
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Removing key-foreign key joins can be thought of as query rewriting based on
schema constraints, and is done by most commercial database engines such as
Oracle. In database theory, rewriting queries by removing unnecessary joins is
well studied for conjunctive queries [1]; also utilizing schema constraints such as
functional dependencies and inclusion dependencies for removing unnecessary
joins is studied.

Semantic rewriting for XQuery at the level of the XQuery core is discussed
in [4] with a focus on removal of unused expressions. More involved forms of
this method, such as the schema-informed logical query rewriting in [2] check for
expressions that always produce the same result or never produce results and
prevent their execution through rewriting or elimination. Other techniques such
as static type analysis, logical rewriting of core expressions and physical query
plan optimizations are also described in [2]. To our knowledge, no work has been
published that tries to decrease the number of XPath expressions within a query
by combining multiple XPath expressions using semantic constraints. A related
work is utilizing schema constraints to determine whether an update specified
over an XML view is translatable into updates over the source XML document
[8]; here the authors determine whether a source XML element can contribute
to multiple view elements.

7 Conclusions and Future Work

Using an algorithm similar to the one described in Sect. 4, it is possible to com-
bine multiple XPath expressions within a query based on the constraints in the
given schema. When the schema is not recursive, such rewriting is always possi-
ble; when the schema is recursive, rewriting is still possible as long as the schema
constraints and the query prohibit duplicates appearing in the result. Our tests
indicate that query engines that use an execution model similar to the model de-
scribed in Sect. 5 will derive a significant benefit in execution time performance
using our rewriting. Our approach may also be applicable to streaming query
processors in reducing memory footprint. Because our approach is orthogonal to
deeper query optimization techniques, it can easily be used in conjunction with
other techniques.

Future work might consider further uses of an XML schema to simplify and re-
arrange specific XPath expressions. In some instances it might be advantageous
to split a single expression into multiple disjoint expressions in order to perform
optimizations that are possible on only a few of the resultant expressions. Knowl-
edge of the schema is necessary in order to perform such an operation correctly.
Another optimization that is worth investigating in the future is to rewrite two
XPath expressions into two different XPath expressions while still maintaining
the original query semantics, based on the schema constraints. Additionally,
some XQuery engines might perform better with more general expressions. Se-
mantic rewriting could be used to generalize expressions that are unnecessarily
specific.
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1 Department of Software Engineering
Faculty of Mathematics and Physics, Charles University in Prague

Czech Republic
jakub.klimek@mff.cuni.cz

2 Department of Computer Science and Engineering
Faculty of Electrical Engineering, Czech Technical University

Czech Republic
loupalp@fel.cvut.cz

Abstract. Conceptual modeling of XML data was made easier with
the introduction of the XSEM model, which utilizes the MDA (Model-
driven architecture) ideas of multi-level modeling. XCase is an imple-
mentation of this model, enabling users to model their problem domain
as a Platform-independent model (PIM), from which Platform-specific
models (PSM), XML schemas in our case, can be derived. The main
advantage of this approach is maintainability of multiple XML schemas
describing the same data from different views as XCase maintains con-
nections between PIM and PSM levels, so that in case of a change to
some element, this change can be propagated to all the places where this
element is used.

1 Introduction

Recently, eXtensible Markup Language (XML) [16] has become a popular lan-
guage for data representation. XML assumes data represented in documents
whose parts are labeled by marks. Concrete sets of marks (XML formats) are
provided by data designers, so they can create various XML formats, each suit-
able for a particular situation. Exploiting various XML formats in an information
system is useful. Each component of the system can process the data in a form
that best serves its functions and users. Nonetheless, the existence of a number
of XML formats in the system puts several practical questions like how to de-
sign the XML formats effectively, how to integrate them in a system and how to
maintain them. These questions are fundamental for our work.

Today, data designers use XML schema languages, e.g. DTD [16], XML Schema
[17] orRelaxNG [4], for describingXML formats. AnXML format is specifiedby an
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of the Czech Grant Agency No. GA201/09/0990.
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XML schema that is expressed in one of these languages. However, the languages
are unsuitable when designing a set of XML formats that represent the same prob-
lem domain. In that case, each XML format is specified by a separate XML schema
which leads to modeling certain parts of the domain (e.g. patient) repeatedly for
more XML formats (e.g. patient entrance report, surgery record, etc.). This is not
only time–consuming and error–pronebut also causes problems later when the sys-
tem evolves. For instance, a new user requirement can result in several changes in
more XML schemas. These changes must be done manually by the designer.

In his previous work [11], Nečaský studied how conceptual modeling can help
to solve these problems and he proposed a new conceptual model for XML called
XSEM (Xml SEmantics Modeling). Contribution of this paper is presenting the
XCase project, an implementation of XSEM.

Motivation. Conceptual modeling for XML has a wide range of application ar-
eas that serve as a motivation for our work. Service–Oriented Architecture (SOA)
[5] is an architectural style for building distributed software systems based on
services that communicate among each other by messages. The most employed
messaging language is XML. SOA can be applied in various domains. Since such
domains are heterogeneous, application of XML is profitable. However, interfaces
of services in such environments can vary and effective methods for their design,
integration and maintenance are important.

Many applications today are in fact web applications based on the client/
server pattern. A modern approach today is to apply XML as a communication
language between the client and the server. Users usually fill in various types of
forms during their work with the application. For each form, a different XML
format is applied to send the data to the server. XCase can be directly applied
for integration and maintenance in this type of applications as well.

1.1 Roadmap

The rest of this paper is organized as follows. Section 2 surveys the existing
approaches to XML schema modeling, describes their main disadvantages and
drawbacks and lists possible applications of XCase. Section 3 introduces XSEM
model for conceptual XML schema modeling. Section 4 describes XCase in-
cluding its features and advantages over other existing approaches. Section 5
concludes and suggests future extensions of XCase.

2 Related Work

There exist several approaches to designing XML formats. They can be divided
into three categories: XML schema visualization, ER–based approaches, and
UML–based approaches. Nevertheless, these approaches all have serious draw-
backs described later in this section.

2.1 Model–Driven Architecture

Model-Driven Architecture (MDA) [9] is a general approach to modeling software
systems and can be profitably applied to data modeling as well. MDA distinguishes
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several types of models that are used for modeling at different levels of abstraction.
For our work, two types of models are important. A Platform-Independent Model
(PIM) allows modeling data at the conceptual level. A PIM diagram is abstracted
from a representation of the data in concrete data models such as relational or
XML. A Platform-Specific Model (PSM) is intended for modeling how the data is
represented in a concrete target data model. For each target data model, we need
a special PSM that is able to capture its implementation details. A PSM diagram
then models a representation of the problem domain in this particular target data
model. In other words, it provides a mapping between the conceptual diagram and
a target data model schema.

2.2 Approaches to Designing XML

In practice, two conceptual modeling languages are usually considered: Entity-
Relationship Model (ER) [3] and Unified Modeling Language (UML) [12]. The
main problem of approaches in the area is that they do not apply MDA suffi-
ciently which brings problems.

ER–based Approaches. ER is for conceptual modeling of relational databases.
It contains two modeling constructs. Entity types are for modeling real–world
concepts. Relationship types are for modeling associations among concepts. Both
can have attributes that model characteristics of a concept or association. Ap-
proaches in this category extend ER to be suitable for conceptual modeling of
XML formats. They consider the basic ER constructs and add new ones. EER
[1] adds constructs for modeling specifics of DTD. XER [15] allows modeling
specifics of XML Schema. There are also approaches extending ER with con-
structs that do not strictly follow any target XML schema language. Examples
of such approaches are EReX [8], ERX [13] or X-Entity [7].

The authors of these approaches do not consider MDA, but their proposed
models are in fact PSMs. This has two negative impacts: (1) At the conceptual
level, the designer considers how the data is represented in a XML format instead
of considering the data itself. This does not belong to the conceptual level where
one should model the domain independently of target XML formats. (2) For two
different XML formats two independent conceptual diagrams must be designed
without any interrelation. When a concept is represented in both, it must be
modeled twice. This makes the conceptual diagrams non–transparent and goes
against the principles of conceptual modeling.

UML–based Approaches. UML is a language composed of several sublan-
guages designed for modeling aspects of software systems. For data modeling,
a part called UML class diagrams is applied. The basic constructs are classes
and associations whose semantics is similar to ER entity and relationship types.
Classes have attributes. Neither ER nor UML can be directly applied for mod-
eling XML formats and must be extended. There already are approaches based
on UML [2][10][14] which apply MDA. As a PIM they apply the UML class
diagrams. As a PSM they propose profiles. A profile is a set of stereotypes -
constructs that can be applied to a construct in a PIM diagram and that specify
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how this PIM construct is represented in an XML schema. There are only minor
differences in the profiles proposed by the approaches in this group. A typical
representative of this approach is Enterprise Architect.

These approaches apply MDA but have significant drawbacks. They are de-
pendent on a certain XML schema language: proposed PSMs are usually in-
tended for XML Schema. Moreover, they consider automatic derivation of PSM
diagrams from a PIM diagram. In practice, we need to specify more different
XML formats that represent our problem domain for various situations. It would
be therefore more practical if a designer could derive more PSM diagrams from
the same PIM diagram according to user requirements. This can not be done
automatically, manual participation of the designer in the process is necessary.

XML Schema Visualization. This approach is based on visualizing constructs
of a particular XML schema language, usually XML Schema, and does not con-
sider MDA at all. It is widely applied in practice and implemented in commercial
XML schema design tools, e.g. Altova XML Spy [6]. They do not provide any
shift of XML schema languages towards conceptual modeling and do not elim-
inate problems caused by applying XML schema languages for designing XML
formats.

3 Conceptual Modeling with XSEM

XSEM [11] is a conceptual model for XML. It utilizes UML class diagrams to
apply MDA to model XML data on two levels: PIM and PSM. For example, a
PIM can be a description of a company domain, which usually already exists.
A PSM diagram is a visualization of a single XML schema describing a specific
type of an XML message used in a company. While the PIM is usually only one,
there can be any number of PSM diagrams representing different views on the
same company data.

The main feature is that all the XSEM PSM components are formally interre-
lated with the components of the PIM level. This allows for describing semantics
of the PSM components by components from the PIM level. A software imple-
menting XSEM can maintain connections between corresponding PIM and PSM
components. These connections enable a change in a PIM component to be prop-
agated to all the affected PSM components in PSM diagrams. Also, a change
in a PSM component can be propagated to the PIM level, where all the other
derived PSM components can be discovered and updated.

4 XCase

XCase1 is a tool for conceptual XML data modeling implementing the described
XSEM model. Since a tool for conceptual modeling of XML with XSEM has not
been developed yet, the main purpose of the project was to examine possibilities
of XSEM as well as conceptual modeling for XML in general.
1 http://www.ksi.mff.cuni.cz/xcase

http://www.ksi.mff.cuni.cz/xcase
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User work is organized into projects. Each project contains a PIM and a num-
ber of PSM diagrams. XCase serves as a full-fledged UML editor. To design PSM
diagrams, UML metamodel was extended to support XSEM constructs. Auto-
matic translation of XML formats from their representation as PSM diagrams
into XML Schema language is also part of the project.

4.1 Features

Quick and easy to use defining XML formats. XSEM model was de-
signed to visualize XML formats. Working with the visual representation is eas-
ier than directly editing the XML Schema files. Moreover, being fully familiar
with schema languages is not required.
Avoiding duplications when using the same PIM concepts in different
formats. All PSM diagrams in the XCase project are bound to a PIM. Common
PIM concepts, their attributes and relations are defined only once in the PIM.
When such a concept is created, it can be included in a PSM diagram - a link
between the PIM concept and its PSM representation is created.
XML formats design independent of schema language. Modeling XML
formats with PSM diagrams is not bound to any specific schema language. Cur-
rent version of XCase allows users to translate PSM diagrams to XML Schema,
but export to other languages such as Relax NG [4] would also be possible.
Consistency checking. During the design process, links between PIM concepts
and their representations in PSM diagrams are maintained and can be used to
check consistency, to locate usages of PIM concepts in PSM diagrams or to
propagate changes. A user can alter both PIM and PSM diagrams at any time
without worrying about loss of consistency.

4.2 Platform-Independent Model

PIM enables one to design conceptual diagrams describing the model indepen-
dently of the intended representation in various XML formats. As a PIM, XCase
applies UML class diagrams. Although there is only one PIM in the project, we
allow the user to divide it into multiple PIM diagrams to increase readability.
In Figure 1(b), there is a PIM diagram of a domain of a company that keeps
evidence of purchases. The constructs that are available at the PIM level are the
same as defined in the UML class diagrams.

4.3 Platform–Specific Model

A PSM diagram is a visual representation of an XML document structure, so
its shape is a forest. XCase supports all the XSEM constructs presented in [11].
A user constructs a desired XML document format from the classes already
present in the PIM. This process guarantees that all the PSM components have
been derived from their conceptual counterparts, maintaining this connection for
further use. This includes changes, that can be propagated to all affected compo-
nents. When a PSM diagram is finished, it can be exported to an XML schema



XCase - A Tool for Conceptual XML Data Modeling 101

language. Today, only XML Schema is supported, but there is no problem in
exporting to other languages such as Relax NG etc. A more detailed description
of the PSM components follows.
PSM Class must be derived from (represent) a PIM class. A PSM class models
how instances of the represented PIM class are expressed in the XML format.
The PSM class has a name and an element label. Root classes of a PSM diagram
are created by deriving directly from a PIM class in the PIM. Child PSM classes
are added by choosing a PIM path in the PIM from the PIM class represented
by the parent PSM class to the desired PIM class to be represented by the new
child PSM class. PSM classes are connected by PSM associations.
Structural Representative (SR) is a specific kind of PSM class that refers
to another PSM class and obtains automatically its attributes and content. The
SR extends these obtained components by its own attributes and content. The
obtained components are taken into account during the translation to the XML
schema. Therefore, SRs allow reusing an already modeled content at more places
in a PSM diagram at once. Since PSM diagrams must have a tree structure, we
use SRs for modeling recursive structures. Instead of a name of a represented
PIM class, the name of a referenced PSM class is displayed.
PSM Attribute belongs to a PSM class. This attribute can either be derived
from a represented PIM class attribute, or it can be PIM-less, indicating that
it only exists in the XML format and not on the conceptual level. Also, a PSM
attribute can have an alias - a name that it should have in the XML document.
Attribute Container is used to specify that a set of PSM attributes (now
inside the attribute container) is expressed as elements instead of attributes.
Content Container allows for modeling an element that does not have any
semantics in terms of the PIM. A PSM content container has a name and has
a PSM class as a parent. It models that for each instance of the parent PSM
class, the XML code modeled by the components of the container is enclosed in
a separate XML element named by the name of the content container.
Content Choice models variants in the content of a PSM class. It is assigned
to a PSM class and contains PSM associations coming from it. It models that
for each instance of the PSM class, only one of the associations is instantiated.
Class Union is an endpoint of a PSM association and contains one or more
PSM classes. It models a mixture (i.e. union) of the contained PSM classes. At
the instance level, it models a mixture of their instances.

4.4 PSM Examples

In Figure 1(a) there is a PSM diagram of a message representing a purchase,
which could be sent to an envelope printer. In Figure 1(c) there is a PSM
representation of another message describing the purchase, which could be sent
to a counter of purchases made by people and those made via e-shop.

The thing is, that both PSM classes representing the Purchase are connected
to the one PIM class Purchase. Therefore, any change to any one of those classes
can be propagated to the other two automatically.
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(a) PSM diagram of Pur-
chase 1

(b) PIM diagram (c) PSM diagram of
Purchase 2

Fig. 1. PIM and PSM diagram examples

4.5 XML Schema Translation

XML formats (represented in XCase as PSM diagrams) describe a set of XML
documents. The XSEM representation needs to be translated into one of the
schema languages before it can be introduced into a system. XCase currently
supports translation from XSEM to XML Schema.

The translation algorithm is automatic and is based on the algorithm proposed
in [11], which was fully elaborated to cover all possible PSM diagrams. It uses
Venetian Blind2 design for resulting XML Schema. The XSEM model introduces
constructs that provide control over the structure and layout of the conceptual
data: Content container allows encapsulating some parts of the content under
one element. It is translated into an element declaration. Content choice and class
union are translated to choice content models. Attributes in attribute containers
are translated to element declarations with simple contents.

5 Conclusions and Future Work

In this paper, we have pointed out current problems with XML data model-
ing and we analyzed current approaches and among them XSEM, a model for
conceptual modeling of XML data. Then we described XCase, a tool implement-
ing XSEM. We described all the constructs used for the two-level modeling in
XCase. The algorithm used for XML Schema export is described in detail in
XCase documentation.

XCase is currently in use by Fraunhofer Institute for Software and System
Engineering (ISST) in Berlin, which has recently given us a positive feedback and
also requested some new features. Currently, we work on XML schema evolution
and reverse engineering in XCase.
2 http://www.xfront.com/GlobalVersusLocal.html#ThirdDesign

http://www.xfront.com/GlobalVersusLocal.html#ThirdDesign
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Abstract. We propose linear systems of hedge language equations as a
formalism to represent regular hedge languages. This formalism is suit-
able for several algebraic computations, such as intersections, quotients,
left and right factors of regular hedge languages. We indicate algorithms
for the translation between hedge automata and linear systems of hedge
language equations, and for the computations mentioned before.

1 Introduction

Regular hedge languages (RHLs) play an important rôle in computer science
where they are well known as a formalism for a schema of XML [8]. There are
many equivalent ways to represent RHLs: by hedge automata [7], regular hedge
grammars [6], regular hedge expressions [7], regular expression types for XML [3],
etc. The choice of a suitable representation depends on the computation under
consideration, and conversions between representations are often required.

We propose a new characterization of RHLs, by linear systems of hedge lan-
guage equations (LSH for short). LSHs can be viewed as a generalization of the
notion of system of linear equations over a Kleene algebra [4] which is linear
in both horizontal and vertical directions. An important result is that LSHs
have a unique solution and that the solution consists of regular hedge languages.
Solving LSHs can be achieved by a slight generalization of solving linear systems
over a Kleene algebra. Conversely, for every language L represented by a hedge
automaton we can compute an LSH with variables x1, . . . , xn whose solution for
x1 coincides with L. Thus, we can use LSHs to represent RHLs.

LSHs are convenient for several computations in the algebra of RHLs. Many
properties of regular word languages carry over to RHLs, such as closure under
intersection and quotient, and the fact that the factors of RHLs are regular and
finitely many. In this paper we indicate how LSHs can be used to compute the
intersection, quotient, left and right factors of regular hedge languages.

The paper is structured as follows. In Sect. 2 we define LSHs and provide al-
gorithms to translate between LSH and hedge automaton. Sections 3–5 describe
algorithms for the computation of intersection, right quotient, and left factors
of RHLs represented by LSHs. Section 6 concludes.
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2 Linear Systems of Hedge Language Equations

For any set S, by 2S we mean the set of all subsets of S. For any finite set A
we consider the set A∗ of all finite words over A, and denote the empty word
by ε. The set Reg(A) of regular expressions over A is defined by the grammar
r ::= 0 | 1 | a | r + r | r r | r� where a ∈ A. We write [[r]] for the usual
interpretation of r ∈ Reg(A) as a regular language, and r1

.= r2 if [[r1]] = [[r2]].
The constant part o(r) of r is defined recursively on the structure of r such that
it is 1 if ε ∈ [[r]] and 0 otherwise [1].

Hedges over an alphabet Σ with constants from a set K are finite sequences
of trees produced by the grammar h ::= ε | k | a〈h〉h where a ∈ Σ and k ∈ K.
We denote this set by H(Σ, K). A hedge language (HL) is a set of hedges. The
product of two HLs L and M is the HL L M := {h h′ | h ∈ L, h′ ∈ M}.

In this paper we consider only HLs with no constants. We also consider an
infinite set X of hedge language variables and regular hedge expressions over
Σ and X generated by w ::= 0 | 1 | x | a〈w〉 | w + w | w w | w� where a ∈ Σ
and x ∈ X . An assignment is a mapping σ from variables to HLs. Given an
assignment σ, we interpret regular hedge expressions over Σ and X as follows:
[[0]]σ := ∅, [[1]]σ := {ε}, [[x]]σ := σ(x), [[w1 + w2]]σ := [[w1]]σ ∪ [[w2]]σ, [[w1 w2]]σ :=
[[w1]]σ [[w2]]σ, [[a〈w〉]]σ := {a〈h〉 | h ∈ [[w]]σ}, and [[w�]]σ :=

⋃∞
n=0[[w]]nσ where

[[w]]0σ := {ε} and [[w]]nσ := {h1 . . . hn | h1, . . . , hn ∈ [[w]]σ} for n ≥ 1. Also, we
write w1

.=σ w2 if [[w1]]σ = [[w2]]σ.
A hedge automaton (HA) is a 4-tuple A = (Σ, Q, P , r1) where Σ is the alpha-

bet for hedges, Q is a finite set of states, r1 ∈ Reg(Q), and P is a finite set of
transition rules of the form a〈r〉 → q with q ∈ Q, a ∈ Σ, and r ∈ Reg(Q). The
language accepted by A is the set L(A) := {h ∈ H(Σ, ∅) | h →∗

P v ∧ v ∈ [[r1]]},
where →P is the transition relation induced by P on H(Σ, Q). A hedge language
is regular (RHL) if it is accepted by a hedge automaton.

A linear system of hedge language equations (LSH) over a finite alphabet Σ
with variables from {x1, . . . , xn} is a system of equations of the form

xi = bi + 	i1 x1 + . . . + 	in xn (1 ≤ i ≤ n) (1)

with 	ij sums of elements from {a〈xl〉 | a ∈ Σ, 1 ≤ l ≤ n} and bi ∈ {0, 1} for
all i, j ∈ {1, . . . , n}. If 	ij �= 0 then we say that xj occurs at horizontal position
in the right side of the equation of xi. A solution of (1) is an assignment σ for
X = {x1, . . . , xn} such that xi

.=σ bi + 	i1 x1 + . . . + 	in xn for all 1 ≤ i ≤ n.

Solving Linear Systems of Hedge Language Equations. Suppose Σ =
{a1, . . . , ap}. We solve (1) in two steps:

Abstraction step. Let Q := {qkl | 1 ≤ k ≤ p, 1 ≤ l ≤ n} be a set of fresh
symbols. We replace every coefficient ai〈xj〉 of (1) with qij . This replacement
produces a linear system of equations over the Kleene algebra Reg(Q):

xi = bi + mi1 x1 + . . . + min xn (1 ≤ i ≤ n)

where mij are sums of elements from Q, and bi ∈ {0, 1}.



106 M. Marin and T. Kutsia

Solving step. Let P := {ak〈rl〉 → qkl | 1 ≤ k ≤ p, 1 ≤ l ≤ n}, and compute
⎛

⎜
⎝

r1
...

rn

⎞

⎟
⎠ := M�

⎛

⎜
⎝

b1
...

bn

⎞

⎟
⎠ where M =

⎛

⎜
⎝

m11 . . . m1n

...
. . .

...
mn1 . . . mnn

⎞

⎟
⎠

and M� is the asterate of matrix M [4].
The unique solution of (1) is σ := {x1 �→ L1, . . . , xn �→ Ln} where, for every
1 ≤ i ≤ n, Li is the language accepted by the HA (Σ, Q, P , ri).

The correctness of this algorithm can be explained as follows. Let μ be the ex-
tension of σ to X ∪ Q with the assignments μ(qkl) := [[ak〈xl〉]]σ for all qkl ∈
Q. Then xi

.=μ mi1 x1 + . . . + min xn + bi for 1 ≤ i ≤ n. Since [[mij ]]μ ⊆⋃p
k=1

⋃n
l=1[[ak〈xj〉]]σ for all i, j, we learn that mij denote languages of terms,

which are ε-free HLs. By [5, Lemma 1], we have

⎛

⎜
⎝

x1
...

xn

⎞

⎟
⎠

.=μ M�

⎛

⎜
⎝

b1
...

bn

⎞

⎟
⎠, thus

xi
.=μ ri for 1 ≤ i ≤ n. This relation shows that the solution of (1) is unique and

that, for every 1 ≤ i ≤ n, [[xi]]σ coincides with the language recognized by the
hedge automaton (Σ, Q, P , ri) where P = {ak〈rl〉 → qkl | 1 ≤ k ≤ p, 1 ≤ l ≤ n}.

Example 1. The equations x1 = 0 + (a1〈x1〉 + a2〈x2〉)x1 + a1〈x1〉x2 and x2 =
1 + a2〈x2〉x2 form an LSH over signature Σ = {a1, a2} that can be solved as
follows. First we abstract the coefficients a1〈x1〉 and a2〈x2〉 by replacing them
with q11 and q22 respectively. This replacement produces the new system of

equations
(

x1
x2

)

= M

(
0
1

)

where M =
(
q11 + q22 q11

0 q22

)

. Then

M�

(
0
1

)

=
(

(q11 + q22)� (q11 + q22)�q11q�
22

0 q�
22

) (
0
1

)

=
(

(q11 + q22)�q11q�
22

q�
22

)

and we conclude that the solution of this LSH is the assignment σ such that
σ(x1) = L((Σ, {q11, q22}, P , r1)) and σ(x2) = L((Σ, {q11, q22}, P , r2)), where
r1 := (q11 + q22)�q11q�

22, r2 := q�
22, and P := {a1〈r1〉 → q11, a2〈r2〉 → q22}. ��

Since an LSH has unique solution, we can define the notion of LSH for a hedge
language L as any LSH whose solution σ assigns language L to the variable that
occurs in the left hand side of its first equation.

Converting HA into LSH. Suppose A = (Σ, Q, P , r1) is an HA and Σ =
{a1, . . . , ap}. We indicate how to compute an LSH over Σ and a set of variables
{x1, . . . , xn} such that its unique solution σ has σ(x1) = L(A).

Let R := {r1} ∪ {r | ∃ a〈r〉 → q ∈ P}. It is well known [1] that for any
regular expression r ∈ Reg(Q) we can compute: (1) a finite set ∂Q∗(r) of regular
expressions in Reg(Q) \ {0}, and (2) for every s ∈ ∂Q∗(r), a finite set lf(s)
of pairs 〈q, s′〉 ∈ Q × ∂Q∗(r), such that s

.= o(s) +
∑

〈q,s′〉∈lf(s) q s′. Thus, if
{r1, . . . , rn} :=

⋃
r∈R ∂Q∗(r) then ri

.= o(ri) +
∑

〈q,r〉∈lf(ri) q r for 1 ≤ i ≤ n.



Linear Systems for Regular Hedge Languages 107

Let X := {xi | 1 ≤ 1 ≤ n} be a set of fresh variables, and the assignment σ of
variables from X ∪ Q such that σ(xi) is the language accepted by (Σ, Q, P , ri)
for all 1 ≤ i ≤ n, and σ(q) is the language accepted by (Σ, Q, P , q), for all q ∈ Q.
If we replace every horizontal occurrence of ri with xi in the previous equations,
we obtain xi

.=σ bi +
∑n

j=1 mij xj for 1 ≤ i ≤ n, where bi = o(ri) ∈ {0, 1}
and mij are sums of elements of Q for all 1 ≤ i, j ≤ n. We define the regular
hedge expressions re(q) :=

∑
(a〈ri〉→q)∈P a〈xi〉 for all q ∈ Q, and re(mij) :=

∑
q∈Sij

re(q) where Sij is the subset of Q for which mij =
∑

q∈Sij
q. Then

obviously mij
.=σ re(mij) for all i, j ∈ {1, . . . , n}, and thus we have xi

.=σ

bi +
∑n

j=1 re(mij)xj for 1 ≤ i ≤ n. Since re(mij) are sums of regular hedge
expressions from {a〈x〉 | a ∈ Σ, x ∈ X}, what we’ve got is an LSH over Σ with
variables x1, . . . , xn whose unique solution is the restriction of σ to X . The first
component of the solution of this LSH is σ(x1), which is L(A).
Example 2. Consider the HA A = (Σ, {q11, q22}, P , (q11 + q22)�q11q�

22) where
Σ = {a1, a2} and P = {a1〈(q11 + q22)�q11q�

22〉 → q11, a2〈q�
22〉 → q22}.

This is the HA computed in Example 1 from an LSH with 2 equations. In this
example we have R = {r1, r2} where r1 := (q11 + q22)�q11q�

22 and r2 := q�
22, and

∂Q∗(r1)∪∂Q∗(r2) = R. We have o(r1) = 0, o(r2) = 1, r1
.= (q11 +q22) r1 +q11 r2,

r2
.= q22 r2 + 1, and re(q11 + q22) = re(q11) + re(q22) = a1〈x1〉 + a2〈x2〉,

re(q11) = a1〈x1〉, re(q22) = a2〈x2〉. We obtain the equations x1 = 0+(a1〈x1〉+
a2〈x2〉)x1 + a1〈x1〉x2 and x2 = 1 + a2〈x2〉x2 which form an LSH whose unique
solution σ satisfies the condition that σ(x1) is the language of A. ��

3 Intersection of Regular Hedge Languages

In this section we indicate how to compute an LSH for L ∩ M from LSHs for L
and M . Let’s assume given an LSH S made of equations xi = ci +

∑m
k=1 aik xk

(1 ≤ i ≤ m) and with solution σ such that σ(x1) = L, and an LSH T made of
equations yj = dj +

∑n
l=1 bjl yl (1 ≤ j ≤ n) with solution τ such that τ(y1) = M ,

and that ci, dj ∈ {0, 1}, aik are sums of elements from {a〈xu〉 | a ∈ Σ, 1 ≤
u ≤ m}, and bjl are sums of elements from {a〈yv〉 | a ∈ Σ, 1 ≤ v ≤ n}. The
idea of computing an LSH for L ∩ M is based on the principle of intersecting
equations of S with equations of T . When we intersect xi = ci+

∑m
k=1 aik xk with

yj = dj +
∑n

l=1 bjl yl, we aim at computing an equation that characterizes the
intersection of RHLs σ(xi)∩μ(yj). We regard the set of expressions Z := {xk∩yl |
1 ≤ k ≤ m, 1 ≤ l ≤ n} as variables and consider the assignment ν for variables
from Z defined by ν(xk ∩ yl) := σ(xk) ∩ μ(yl) for all 1 ≤ k ≤ m and 1 ≤ l ≤ n.
Since xi

.=σ ci +
∑m

k=1 aik xk and yj
.=μ dj +

∑n
l=1 bjl yl, we can compute regular

hedge expressions sijkl such that xi∩yj
.=ν min(ci, dj)+

∑m
k=1

∑n
l=1 sijkl (xk∩yl)

for 1 ≤ i ≤ m and 1 ≤ j ≤ n, where sijkl are sums of regular hedge expressions
of the form a〈z〉 with a ∈ Σ and z ∈ Z. More precisely:
– We identify two families of finite sets {Uik | 1 ≤ i, k ≤ m} ∈ 2Σ×{x1,...,xm}

and {Vjl | 1 ≤ j, l ≤ n} ∈ 2Σ×{y1,...,yn} such that aik =
∑

〈a,u〉∈Uik
a〈xu〉

and bjl =
∑

〈a,v〉∈Vjl
a〈yv〉 for all 1 ≤ i, k ≤ m and 1 ≤ j, l ≤ n.

– We define sijkl :=
∑

a∈Σ

∑
〈a,xu〉∈Uik∧〈a,yv〉∈Vjl

a〈xu ∩ yv〉.
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For example, the intersection of the equations x1 = 1 + (a〈x1〉 + b〈x3〉)x1 +
(b〈x3〉+d〈x4〉)x2 and y2 = 1+(a〈y1〉+c〈y2〉) y1 +b〈y4〉 y2 produces the equation
x1 ∩ y2 = 1 + a〈x1 ∩ y1〉x1 ∩ y1 + b〈x3 ∩ y4〉x1 ∩ y2 + b〈x3 ∩ y4〉x2 ∩ y2.

We can construct an LSH I for the HL L ∩ M = [[x1 ∩ y1]]ν as follows:

1. Intersect the first equation of S with the first equation of T and add it to I.
This intersection produces an equation with variable x1 ∩ y1 to the left.

2. For every variable xk ∩ yl that occurs in the right side of some equation
already in I, add to I the intersection of the equation for xk in S with the
equation for yl in T .

This process will terminate because Z is a finite set, so we can not add indefi-
nitely equations to I. We end up with an LSH of at most m × n equations for
the RHL [[x1 ∩ y1]]ν = L ∩ M.

4 Quotient of Regular Hedge Languages

The quotient of an HL L with respect to an HL M is the HL M−1L := {h | ∃h′ ∈
M such that h′ h ∈ L}. Like for regular languages, we can prove that if L is RHL
and M is any HL then M−1L is RHL. To see why this is so, assume L is the
language recognized by an HA (Σ, Q, P , r) and let {r1, . . . , rn} :=

⋃
w∈Q∗ ∂w(r).

It can be shown for any hedge h, the HL {h}−1L is recognized by an HA from{
(Σ, Q, P ,

∑
s∈Q′ s)

∣
∣
∣ Q′ ⊆ {r1, . . . , rn}

}
. This is a finite set of at most 2‖r‖+1

HAs, where ‖r‖ is the alphabetic width of r ∈ Reg(Q) [1, Corollary 10]. Thus,
{{h}−1L | h ∈ M} is a finite set of RHLs. But M−1L =

⋃
h∈M{h}−1L is a finite

union of RHLs, hence it is RHL too.
Similarly, we can define the right quotient of an HL L with respect to an

HL M as the HL LM−1 := {h | ∃h′ ∈ M such that h h′ ∈ L}. If we define
the symmetric Ls of L as the language obtained by reversing the order of trees
at the outermost level in hedges, then (Ls)s = L and M−1L = (Ls(M s)−1)s

for any HLs L and M . Moreover, if L is RHL then Ls is RHL too. Since
M−1L = (Ls(M s)−1)s, we can achieve quotient computations via right quotient
computations. Therefore, in the remainder of this section we consider only the
computation of right quotient.

If M is RHL then we can compute a representation of LM−1. In the remainder
of this section we indicate a method to compute an LSH for LM−1 when we know
an LSH for L and an LSH for M .

Suppose the LSHs for L and M are S and T like in the previous section,
X := {x1, . . . , xm}, Y := {y1, . . . , yn}, and let σ and μ be their unique solutions.
We can construct an LSH S for LM−1 as follows:

1. Let →∗ be the be the reflexive-transitive closure of relation → defined by
xi → xj if xj occurs at horizontal position in the right side of the i-th
equation of S,

and {i1, . . . , ip} := {i | x1 →∗ xi}. Since x1 →∗ x1, we can assume p ≥ 1
and i1 = 1. Let Z := {zi1 , . . . , zip} be a set of p fresh variables and ν be
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the assignment for X ∪ Z which extends σ by associating every zij with the
hedge language [[xij ]]σ[[y1]]−1

μ for all j ∈ {1, . . . , p}.
2. Since xij

.=σ cij +
∑p

k=1 aijik
xik

for all j ∈ {1, . . . , p}, we can multiply it to
the right with [[yij ]]−1

μ and obtain zij

.=ν eij +
∑p

k=1 aijik
zik

where eij = 1 if
ε ∈ [[xij ]]σ[[y1]]−1

μ and e1 = 0 otherwise. In this way we obtain the equations

zij = eij +
p∑

k=1

aij ik
zk (1 ≤ j ≤ p)

which together with the equations of S constitute an LSH with solution ν.

To compute ei1 , . . . , eip we note that for every 1 ≤ j ≤ p we have eij = 1 iff
ε ∈ [[x1]]σ[[yij ]]−1

μ iff [[x1]]σ ∩ [[yij ]]μ �= ∅. Thus, it is sufficient to be able to decide
for every i ∈ {1, . . . , m} and j ∈ {1, . . . , n} whether [[xi]]σ ∩ [[yj ]]μ �= ∅. Since
[[xi]]σ = [[ci]]∪

⋃m
k=1[[aik]]σ[[xk]]σ and [[yj ]]μ = [[dj ]]∪

⋃n
l=1[[bjl]]μ[[yl]]μ, we learn that

[[xi]]σ ∩ [[yj ]]μ �= ∅ iff

1. ci = dj = 1 (in this case, ε ∈ [[xi]]σ ∩ [[yj ]]μ), or
2. there exist k ∈ {1, . . . , m} and l ∈ {1, . . . , n} such that [[aik]]σ ∩ [[bjl]]μ �= ∅

and [[xk]]σ ∩ [[yl]]μ �= ∅.

It follows that [[xu]]σ ∩ [[yv]]μ �= ∅ iff the judgment xu�yv can be inferred with

[ci = 1 ∧ dj = 1]
xi � yj

xi1 � yj1 xi2 � yj2 [a〈xi1 〉xi2 ∈ rs(xi) ∧ a〈yj1〉yj2 ∈ rs(yj)]
xi � yj

where a〈xi1 〉xi2 ∈ rs(xi) means that a〈xi1 〉xi2 occurs in the right side of the
equation for xi, and the meaning of a〈yj1〉 yj2 ∈ rs(yi) is that a〈yj1〉 yj2 occurs
in the right hand side of the equation for yj . In particular ei = 1 iff the judgment
xi � y1 can be inferred with the inference rules mentioned above.

Example 3. Consider the LSHs

x1 = 1 + a1〈x2〉x1 + a2〈x4〉x2 y1 = 1 + (a1〈y1〉 + a2〈y2〉 + a3〈y1〉) y1
x2 = 1 + a2〈x4〉x2 y2 = 0 + (a1〈y1〉 + a2〈y2〉 + a3〈y1〉) y3
x3 = 0 + (a2〈x4〉 + a3〈x4〉)x4 y3 = 1
x4 = 1 + a1〈x4〉x4

with solutions σ and μ. Our construction of an LSH for [[x1]]σ[[y1]]−1
μ yields the

LSH with the equations z1 = e1 + a1〈x2〉 z1 + a2〈x4〉 z2 and z2 = e2 + a2〈x4〉 z2
besides the equations of the first LSH, where e1 and e2 are still to be computed.
In this example, e1 = e2 = 1 because the inference rules

x1 � y1

x4 � y2 x2 � y3

x1 � y2

x4 � y1 x4 � y3

x4 � y2 x2 � y3 x4 � y1 x4 � y3

are available to infer the judgments x1 � y1 and x1 � y2. ��
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5 Left and Right Factors of a Regular Hedge Language

The following are straightforward generalizations to HLs of notions from Con-
way’s theory of factorizations of regular languages [2]. A product of HLs F1 . . . Fn

is a subfactorization of a an HL E if and only if F1 . . . Fn ⊆ E. The languages
F1, . . . , Fn are called the terms of the subfactorization. A term Fi is maximal
if it can not be increased without violating the HL inclusion. A factorization
of E is a subfactorization in which every term is maximal. A subfactorization
F ′

1 . . . F ′
n of E dominates another subfactorization F1 . . . Fn of E if Fi ⊆ F ′

i

for all 1 ≤ i ≤ n. A factor of E is any term of some factorization of E. A left
(resp. right) factor of E is one which can be the leftmost (resp. rightmost) term
in some factorization of E.

RHLs have finitely many factors. E.g., we can reason as follows to show that
the right factors of an RHL E are finitely many: F is right factor of E iff there
is a factorization GF of E iff F =

⋂
h∈G{h}−1E for some hedge language G.

We noticed that {{h}−1E | h a hedge} is a finite set of RHLs. Therefore, the
right factors of E are intersections of RHLs taken from a finite set. Hence, they
are RHLs (because RHLs are closed under intersection) and finitely many.

Note that F is a left factor of an HL E if and only if F s is a right factor of the
symmetric language Es. This property enables to conclude that the set of right
factors of an RHL is finite too, and to reduce the computation of left factors of
an RHL to a computation of right factors of an RHL and vice versa.

From now on we consider only the problem of computing LSHs for the left
factors of L when we know an LSH S made of xi = ci +

∑m
k=1 	ik xk (1 ≤ i ≤ m)

with solution σ such that σ(x1) = L. We tackle this problem in two steps:
(1) Compute LSHs for all RHLs L{h}−1 when h ranges over all hedges. (We saw
already that this set of RHLs is finite. We call these RHLs the right derivatives
of L); (2) Use the LSHs produced in step 1 to compute one LSH whose solution
contains bindings to all possible intersections of right derivatives of L.

Let X = {xi | 1 ≤ i ≤ m} and I := {i1, . . . , is} = {i | x1 →∗ xi} where i1 = 1
and →∗ is the reflexive-transitive closure of → defined by: xi → xj if xj occurs
at horizontal position in the right side of the i-th equation of S.

We have xj
.=σ cj +

∑m
k=1 	jk xk for all j ∈ I, and if we multiply all these

relations to the right with {h}−1, we obtain yj
.=μ dj(h) +

∑m
k=1 	jk yk where

dj(h) = 1 if h ∈ [[xj ]]σ and dj(h) = 0 otherwise, and μ extends σ with μ(yj) :=
[[xj ]]σ{h}−1 for all j ∈ I. Hence the LSHs for the right derivatives of L are

yij = vij +
∑s

k=1 	ijik
yik

(1 ≤ j ≤ s)
xi = ci +

∑m
k=1 	ik xk (1 ≤ i ≤ m)

(2)

with (vi1 , . . . , vis) ∈ Δ := {(di1(h), . . . , dis(h)) | h ∈ H(Σ, ∅)}. In order to
compute the set Δ, we define the relation M � N for M, N ∈ 2X , with the
reading “there exists a hedge h that belongs to [[x]]σ for all x ∈ M and does
not belong to any [[x′]]σ when x′ ∈ N .” Then (vi1 , . . . , vis) ∈ Δ if and only if
there exist M, N ∈ 2X such that M ∪ N = {xj | j ∈ I}, M � N holds, and
{j ∈ I | vj = 1} = {j ∈ I | xj ∈ M}. Thus, in order to compute Δ it is sufficient
to be be able to compute the pairs 〈M, N〉 ∈ 2X × 2X for which M � N holds.
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It is easy to see that M � N holds if and only if it can be inferred with

[∀j ∈ J. cj = 1 ∧ ∀k ∈ K. ck = 0]
{xj | j ∈ J} �� {xk | k ∈ K}

{xuj | j ∈ J} �� {xsn | n ∈ N1} {xvj | j ∈ J} �� {xtn | n ∈ N2} [α]
{xj | j ∈ J} �� {xk | k ∈ K}

where the side condition [α] of the second inference rule is

J ∩ K = ∅ and there is a ∈ Σ such that ∀j ∈ J. a〈xuj 〉xvj ∈ rs(xj) and
{a〈x〉x′ | a〈x〉x′ ∈

⋃
k∈K rs(xk)} = {a〈xsn〉xtn | n ∈ N} and

N1 ∪ N2 = N and N1 ∩ N2 = ∅

and the meaning of rs(xj) is as defined in Sect. 4. The first inference rule is valid
because ε ∈

⋂
j∈J [[xj ]]σ \

⋃
k∈K [[xk]]σ, whereas the second inference rule is valid

because of the existence of a hedge a〈h1〉h2 ∈
⋂

j∈J [[xj ]]σ \
⋃

k∈K [[xk]]σ. These
inference rules are finitely branching and they constitute an inductive definition
for the relation M � N defined on a finite set of 2m ×2m pairs. Therefore, these
inference rules render a decision algorithm for the relation M � N , and this
yields an algorithm for the computation of Δ.

We have just seen how to compute LSHs for all right derivatives of L, and
that these LSHs share the common structure of (2). Suppose these LSHs are
S1, . . . , Sp where every Sl is of the form

yl
ij

= vl
ij

+
∑s

k=1 	ijik
yl

ik
(1 ≤ j ≤ s)

xi = ci +
∑m

k=1 	ik xk (1 ≤ i ≤ m)

with i1 = 1 and the set of variables {yl
i1

, . . . , yl
is

} besides the set of variables X
that is shared by all of them. Note that p = |Δ| ≤ 2s because Δ ⊆ {0, 1}s. Let’s
denote the unique solution of Sl by σl.

The left factors of L are the elements of the set
{⋂

l∈G[[yl
1]]σl

| G ∈ 2{1,...,p}}.

We consider the set of variables Z :=
{⋂

l∈G yl
kl

∣
∣
∣ G ∈ 2{1,...,p} ∧ ∀l ∈ G. kl ∈ I

}
∪

{⋂
i∈H xi | H ∈ 2{1,...,m}} where variable names are identified modulo associa-

tivity, commutativity, and idempotency of intersection. We will construct an
LSH LF with variables from Z whose unique solution μ satisfies the conditions:
(c1) μ(

⋂
l∈G yl

kl
) =

⋂
l∈G[[yl

kl
]]σl

for every variable
⋂

l∈G yl
kl

that occurs in LF ;
and (c2) μ(

⋂
i∈H xi) =

⋂
i∈H [[xi]]σ for every variable

⋂
i∈H xi that occurs in LF .

Our main requirement is that variables of {
⋂

l∈G yl
1 | G ⊆ {1, . . . , p}} appear in

LF . Then LF can be regarded as LSH for every left factor of L because every
left factor of L is [[

⋂
l∈G yl

1]]μ for some G ∈ 2{1,...,p}, and a rearrangement of the
equations of LF which places the equation for

⋂
l∈G yl

1 first is an LSH for the left
factor [[

⋂
l∈G yl

1]]μ. LF is constructed incrementally, by intersecting equations of
the LSHs S1, . . . , Sp:

– For every G ∈ 2{1,...,p} we intersect the first equations of the LSHs from
the set {Sl | l ∈ G}. The intersection of any number of equations is the
obvious generalization of the intersection operation of 2 equations described
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in Sect. 3. There are 2p such intersections, and they will produce 2p equations
with variables

⋂
l∈G yl

1 in their left sides. We add these equations to LF .
– For every variable

⋂
l∈G yl

kl
that occurs at horizontal position in some equa-

tion of LF , add (if missing) to LF the equation obtained by intersecting the
equations of the set {kl-th equation of Sl | l ∈ G}.

– For every variable
⋂

i∈H xi that occurs in some equation of LF , add (if
missing) to LF the equation produced by intersecting the equations of the
set {i-th equation of the LSH for L | i ∈ H}.

This process terminates because Z is finite, so we can not add indefinitely equa-
tions to LF . We end up with LF being an LSH with properties (c1) and (c2).

6 Conclusion

LSHs are a representation of RHLs that is suitable for performing several op-
erations that show up in the analysis and processing of XML. The algorithms
described here indicate how the intersections, quotients, and the left and right
factors of RHLs can be computed when using the LSH formalism. It should be
mentioned, however, that there are also several operations for which LSHs are
not a suitable representation, such as the computation of symmetric language.
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Abstract. An element algebra supporting the element calculus is pro-
posed. The input and output of our algebra are xdm-elements. Formal
definition of element algebra is offered. We consider algebraic expressions
as mappings. A reduction of the element calculus to the element algebra
is suggested.

1 Introduction

The XML databases currently attract definite interest among researchers of
databases for the following reasons:

- DTD is a compromise between the strict-schema models such as the rela-
tional or object models and the completely schemaless world of semi-structured
data;

- in contrast to semi-structured data model, the concept of database schema
in the sense of conventional data models is supported;

- in contrast to conventional data models strict-schemas, there is possibility
to define more flexible database schemas (DTDs often allow optional fields or
missing fields, for instance) [12].
A big disadvantage of DTD is that it does not contain tools to include infor-
mation of types and integrity constraints. An important step in this direction is
the XML Schema [3,18] which is a formalism to restrict the structure of XML
documents and also to extend XML with data types. An XML query data model
[10] is developed which is based on the XML Schema type system. Notice that
the XML query model is the foundation of the XML query algebra [9]. In the
context of XML query data model and XML query algebra an XML query lan-
guage [4] is suggested. Notice that XML Schema = XML + data types. Here
data type has a non-classical interpretation: The value set of data type is defined
without corresponding operations [8]. Therefore on the level of XML Schema we
can not define the dynamics of application domain objects. XQuery [4] is a query
language for XML which allows to give queries across all these kinds of data,
whether physically stored in XML or viewed as XML via middleware. XQuery is
not a declarative query language (detailed see in [8]). In distinct to declarative
languages it is impossible to create an effective optimizer for XQuery due to its
procedural character. In [16] we suggested an extensible data model (xdm) to:

- extend semantics of the XML data model for supporting database concept;
- create a declarative query language.
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It is common in database theory to translate a query language into an algebra
since algebra is a language of execution level. Thus the algebra is used to:

-give a semantics for the query language;
-support query optimization.

The requirements above presume formal definition of the algebra. We have de-
veloped an element algebra to support the element calculus (a declarative query
language for xdm) [16]. The input and output of our algebra are xdm-elements.
The considered algebra supports standard algebraic operations. In the case of
standard algebra the operands of algebraic operations are relations. In our case
the operands of algebraic operations are the xdm-elements. Thus to directly
apply the standard algebraic operations to xdm-elements we needs:

- formalization the xdm-element in compliance with the theory of relational
databases;

- defining the inference rules of the resulting schemas of algebraic expressions;
- proving element calculus and element algebra equivalence.

2 Related Work

Many XML algebras are considered in literature, for example
[1,2,5,11,13,14,17,20,21]. Some XML algebras considered in [1,11,13,14] have
been developed to support XQuery. In fact, the XML data model could be either
a tree or a graph. A forest could be transformed to a single tree by simply adding
a root node as a common parent for all trees. The basic unit of information is an
individual member of a collection feeding operators. Notice that operator takes
relations as input and produces a relation as output in the relational algebra.
The relation composes of tuples which are basic units of information in the
relational algebra. In [21] an XML algebra (called XAL) for data mining has
been offered. In XAL, each XML document is represented as a rooted directed
graph with a partial order relation defined on its edges. The basic unit is a vertex
representing either element or attribute. An operator receives set of vertices as
input and produces set of vertices as output. XAL provides a set of equivalence
rules. Based on these rules a heuristic algorithm to transform a query tree into
on optimized tree has been suggested. In Niagara [20] the XML document is also
represented as rooted directed graph with elements and attributes as vertrices.
The basic unit is a bag of vertices. Thus the operators operate with collections
of bags of vertices. This approach to XML algebra assumes an implementation
independent optimization by rewriting using equivalence. TAX [13,14] treates an
XML document as a forest of labeled rooted trees. TAX takes a labeled rooted
tree as a basic unit by introducing the notation of pattern tree and witness
tree. A pattern tree ia a pair of P = (T, E), where T is a node-labeled and
edge-labeled tree, E is a formula with value-based predicates applicable to tree
nodes. Each node in T is labeled by a unique integer whereas each edge T is
labeled by either pc (parent-child) or ad (ancestor-descendant). A witness tree
is an instance of the data trees matching the pattern tree. All operations of this
algebra take collections of trees as input and produce a collection of trees as
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output. In [1] an XML algebra (called IBM) to support XQuery is considered.
The basic unit is a vertex that represents either element, attribute, or reference.
An operator receives a collection of vertices as input and produces a collection
of vertices as output. This model is a logical model and nothing is specified
about the underlying storage representation or physical operators. In addition to
standard operations a new reshaping operation to create a new XML document
from fragments of selected XML documents is offered. A YATL [5] algebra has
been developed for an XML-based integration system which integrates data from
different sources. Only two new operations the bind and the Tree are suggested.
The bind operation is used to extract relevant information from different sources
and produce a structure called Tab, which practically is a 1NF relation [7]. The
Tree is the inverse operation to bind and generates a new XML document. All
others are standard operations of relational algebra. An algebra is considered in
[17] for a DBMS designed specifically for managing semi-structured data. The
distinguishing feature of this approach is on cost-based query optimization and
manipulating dynamic data structures. Each query is transformed into a logical
query plan using logical operations such as select, project, name, etc. which can
be considered algebra operations. A cost-based approach is used to select the
best physical plan from generated physical plans. Another XML algebra, called
AT&T, is considered in [11]. The AT&T algebra is powerful enough to capture
the semantics of many XML query languages and several optimization rules have
been specified. In this algebra most of the operations are based on the iteration
operation. AT&T has distinctive ability in detecting errors at query compile time
with its well-defined list of the operations. A tree based algebra (called TA) is
considered in [2]. The basic unit is a tree that is used to model an XML data.
In this algebra operations take trees as input and produce tree as output. While
the IBM, Niagara, TAX, XAL, AT&T, TA algebras were proposed as standalone
XML algebras, the Lore [17] and YATL were developed for the semi-structured
database system and integration system, respectively. The Niagara, TAX, XAL,
AT&T, TA algebras support standard algebraic operations.

3 Formal Definition of Element Algebra

Definition 1. We say that S is an xdm-element schema, if
1. S=<name, atomictype, f>, where f ∈ {?, ∗, +, ⊥ 1}, or
2. S=<name, typeOp(S1, S2, ... , Sn), f>, typeOp ∈ {sequence, choice, all},

and Si is an xdm-element schema2, 1≤i≤n.

Definition 2. The xdm-element s of schema S is a finite collection of mappings
S → domain(firstComp(S)) × domain(secondComp(S)); if secondComp(S)=
typeOp(S1, S2, ... , Sn) then the following constraint should be hold for all e ∈ s:
e[Si] ∈ domain(Si), 1≤i≤n.

1 A ⊥ following an xdm-element means that the xdm-element may occur exactly one
time.

2 The xdm-attributes are not considered for simplicity.
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The firstComp, secondComp, domain functions have an obvious semantics in
the previous definition. Notice that

domain(secondComp(S)) =

⎧
⎨

⎩

valSet(atomictype), if secondComp(S) =
atomictype⋃n

i=1 domain(Si), if not

Definition 3. Let R and Q be xdm-elements schemas. We say that R and Q
are similar, if
1. secondComp(R)=atomictype1, secondComp(Q)=atomictype2, and

atomictype1=atomictype2, or
2. secondComp(R)=typeOp(R1, R2, ... , Rn), secondComp(Q)=typeOp(Q1, Q2,

... , Qn), and Ri, Qi are similar, 1≤i≤n.

Definition 4. Let R and Q be xdm-elements schemas. We say that R is sub-
schema of Q (R ⊆ Q), if
1. firstComp(R)=name1, secondComp(R)=atomictype1, firstComp(Q)=name2,

secondComp(Q)=atomictype2, and name1=name2, atomictype1=atomictype2,
or
2. firstComp(R)=name1, secondComp(R)=typeOp(R1, R2, ... , Rk),

firstComp(Q)=name2, secondComp(Q)=typeOp(Q1, Q2, ..., Qm), and
name1=name2, and ∀i ∈ [1, k] ∃j ∈ [1, m] that Ri ⊆ Qj.

Definition 5. Let r and q be xdm-elements with R and Q similar schemas cor-
respondingly3. Let us say that r and q are equal, if
1. secondComp(R)=secondComp(Q)=atomictype, and content(r)=content(q),

or
2. secondComp(R)=typeOp(R1, R2, ... , Rn), secondComp(Q)=typeOp(Q1, Q2,

... , Qn):
a) typeOp=sequence, ∀i ∈ [1, n] firstComp(Ri)=firstComp(Qi), and ri and

qi are equal xdm-elments with similar schemas Ri and Qi correspondingly;
b) typeOp=all, ∀i ∈ [1, n] ∃j ∈ [1, n] firstComp(Ri)=firstComp(Qj), and ri

and qj are equal xdm-elments with similar schemas Ri and Qj correspondingly;
c) typeOp=choice, there is a unique i ∈ [1, n] such that the following holds

for some unique j ∈ [1, n]: firstComp(Ri)=firstComp(Qj), and ri and qj are
equal xdm-elments with similar schemas Ri and Qj correspondingly.

Concantenation. The concantenation of xdm-elements r =< namer, r1, r2, ... ,
rk > and q =< nameq, q1, q2, ... , qm > is an xdm-element defined as follows:

r̂q =< r̂q, r1, r2, ... , rk, q1, q2, ... , qm >

Set-theoretic operations. In definition of set-theoretic operations union, intersec-
tion and difference it is assumed that schemas of operands are similar. Let r
and q be xdm-elements with R and Q similar schemas correspondingly4. The

3 Without loss of generality it is assumed that an xdm-element schema is a pair of the
following type <name, type>.

4 We will use 〈〉 to signify a multiset, {} to denote a set, while [] symbolizes a list.
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union, intersection and difference of r and q xdm-elements are the xdm-elements
defined as follows:

r ∪ q =< r ∪ q, 〈t|t ∈ r ∨ t ∈ q〉 >

r ∩ q =< r ∩ q, 〈t|t ∈ r ∧ t ∈ q〉 >

r − q =< r − q, 〈t|t ∈ r ∧ t /∈ q〉 >

Notice that union and intersection are commutative and associative operations.
Cartesian Product. Let r and q be the xdm-elements with R and Q schemas
correspondingly. The Cartesian product of r and q xdm-elements is an xdm-
element defined as follows:

r × q =< r × q, 〈t̂s|t ∈ r ∧ s ∈ q〉 >.

Selection. Let r be an xdm-element with schema R, and P be a predicate. The
result of operation of selection from r by P is an xdm-element defined as follows:

σP (r) =< σP (r), 〈t|t ∈ r ∧ P (t)〉 >

Projection. Let r be an xdm-element with schema R and πL(r) be a projection
operation, where L is a list of elements. For simplicity let us assume L = [A, E →
Z, X → Y ] (A, X ∈ R), then the result of the projection operation is an xdm-
element defined as follows:

πL(r) =< πL(r), 〈< name,
̂̂

t[A]Zt[Y ] > |t ∈ r ∧ Y = X ∧ Z := E〉 >

Natural Joins. Let r and q be xdm-elements with R and Q schemas correspond-
ingly, such that R �⊆ Q and Q �⊆ R and R ∩ Q �= ∅. The natural join of r and q
xdm-elements is an xdm-element defined as follows:

r � q =< r � q, 〈 ̂ts[L̄]|t ∈ r∧s ∈ q∧t[L] = s[L]〉 >, where L = R∩Q, L̄ = Q−L

Grouping. Let r be an xdm-element with schema R and γL(r) be a grouping oper-
ation, where L is a list of elements. For simplicity let us assume L = [A, f(B) →
C] (A, B ∈ R, f ∈ {min, max, sum, count, average}), then the result of the
grouping operation is an xdm-element defined as follows:

γL(r) =< γL(r), { ̂t[A]s|t ∈ r ∧ s =< C, f(πB(σA=t[A](r))) >} >

Notice that our algebra also includes the conventional theta joins, duplicate elim-
ination, division, renaming, sorting operations and aggregate functions.

4 Algebraic Expressions as Mappings

We will use Exp and schema(Exp) to signify an algebraic expression and its
schema correspondingly. Let us define the following operations ⊕, ⊗ and �:

?⊕? =? ?⊗? =? ?�? =? +� ⊥= ∗ ∗� ⊥= ∗ ⊥ ⊗ ⊥=?
? ⊕ ∗ = ∗ ? ⊗ ∗ =? ? � ∗ =? ⊥ � ⊥=? + ⊕ + = + ∗ ⊗ + = ∗
? ⊕ + = ∗ ? ⊗ + =? ∗�? = ∗ ∗ � + = ∗ + ⊗ + = ∗ ⊥ �? =?
?⊕ ⊥=? ?⊗ ⊥=? ? � + =? + � ∗ = ∗ ⊥ �+ =? ⊥ �∗ =?
⊥ ⊕∗ = ∗ ⊥ ⊗∗ =? +�? = ∗ ∗ � ∗ = ∗ ⊥ ⊕ ⊥=⊥ ∗ ⊕ ∗ = ∗
⊥ ⊕+ = + ⊥ ⊗+ =? ?� ⊥=? + � + = ∗ ∗ ⊕ + = ∗ ∗ ⊗ ∗ = ∗
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The following recursive rules are used to define schema(Exp):
r1. If Exp = r, where r is an xdm-element with schema R, then

schema(Exp) =< Exp, secondComp(R), thirdComp(R) >;
r2. If Exp = Exp1 ∪ Exp2 or Exp = Exp1 ∩ Exp2, or Exp = Exp1 − Exp2,

then if
a) secondComp(schema(Exp1)) = secondComp(schema(Exp2)) =

atomictype, and schema(Exp) =< Exp, secondComp(schema(Exp1)),
thirdComp(schema(Exp1)) Op thirdComp(schema(Exp2)) >, where

Op =

⎧
⎨

⎩

⊕, if Exp = Exp1 ∪ Exp2
⊗, if Exp = Exp1 ∩ Exp2
�, if Exp = Exp1 − Exp2

b) secondComp(Exp1) = typeOp(schema(Exp1
1), schema(Exp2

1), ...,
schema(Expn

1)), secondComp(schema(Exp2)) = typeOp(schema(Exp1
2),

schema(Exp2
2), ..., schema(Expn

2)), and schema(Exp) =< Exp,
typeOp(schema(Exp1

3), schema(Exp2
3), ..., schema(Expn

3)),
thirdComp(schema(Exp1)) Op thirdComp(schema(Exp2)) >, where
∀i ∈ [1, n] schema(Expi

3) =< Expi
3, secondComp(schema(Expi

1)),
thirdComp(schema(Expi

1)) Op thirdComp(schema(Expi
2));

r3. If Exp = Exp1 × Exp2, then schema(Exp) =< Exp,
sequence(secondComp(schema(Exp1)), secondComp(schema(Exp2))),
thirdComp(schema(Exp1)) ⊕ thirdComp(schema(Exp2)) >;

r4. If Exp = σP (Exp1), then schema(Exp) =< Exp,
secondComp(schema(Exp1)), thirdComp(schema(Exp1)) ⊗ ” ∗ ” >;

r5. If Exp = πL(Exp1) (in general case L = sequence(L1, L2, L3), where
L1 ⊆ secondComp(schema(Exp1)), L2 is a list of renamed xdm-elements, and
L3 is a list of derived xdm-elements), then
schema(Exp) =< Exp, L, thirdComp(schema(Exp1)) >;

r6. If Exp = Exp1 � Exp2, then schema(Exp) =< Exp,
secondComp(schema(Exp1)) ∪ secondComp(schema(Exp2)),
(thirdComp(schema(Exp1)) ⊕ thirdComp(schema(Exp2))) ⊗ ” ∗ ” >;

If in Exp the r1, r2, ..., rn xdm-elements with R1, R2, ..., Rn schemas are used,
then Exp is defined by the following mapping:
Exp : Coll(R1) × Coll(R2) × ... × Coll(Rn) → Coll(schema(Exp)), where
Coll(R) is a collection of all xdm-elements with schema R.

5 Element Calculus Reduction to Element Algebra

An expression in the element calculus has the following type5: 〈x1x2...xk|ψ(x1,
x2, ..., xk)〉, where ψ is a formula with x1, x2, ..., xk free variables. Let s be an
xdm-element of schema S and E(S) is defined as follows:
E(S) = π1(s) ∪ π2(s) ∪ ... ∪ πn(s). If s1, s2, ..., sn occur in ψ, then
DOM(ψ) = E(S1) ∪ E(S2) ∪ ... ∪ E(Sn) ∪ {α1, α2, ..., αn}, where ∀i ∈ [1, n] αi

5 This section is based on the similar facts and techniques of the theory of relational
databases [15,19].
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is a constant of ψ. Let E be an expression of element algebra defined as follows:
E : DOM(ψ) → DOM(ψ). Let us proof that for each safety expression of
element calculus an equivalent expression of element algebra exists. For that, for
each subformula ω of ψ we recursively define the expression of element algebra
equivalent to 〈y1y2...ym|ω(y1, y2, ..., ym)〉. Notice that from safety of expression of
element calculus, does not foolow safety of subformulas of the formula. Therefore
we search for the equivalent expression of element algebra for (DOM(ψ))m ∩
〈y1y2...ym|ω(y1, y2, ..., ym)〉, where ω is a subformula of ψ and Dm means D ×
D × ... × D (m times).
Case 1. If subformula ω is an atom of type xθy, xθx, xθc, cθx (where x and
y are element calculus variables, c is a constant, and θ ∈ {=, �=, >, ≥, <, ≤}),
then σxθy(E × E), σxθx(E), σxθc(E), and σcθx(E) are equivalent expressions of
element algebra correspondingly.
Case 2. The subformula ω is an atom of type (pe)(x1, x2, ..., xl), where ∀i ∈ [1, l]
xi is element calculus variable, and (pe) is the result of path expression [6] pe
converted to multiset. Notice that the path expression is a sequence of steps
defined as follows: [/|//]Step1[/|//]Step2[/|//]...[/|//]Stepn. The equivalent ex-
pression of element algebra for the path expression is created by the following
recurrent relation:

Stepi+1 =

⎧
⎨

⎩

πLi(Stepi), if condition is not given
πLi(σP (Stepi)), if P is a predicate
πLi(σP (γL1(Stepi))), if condition is given by a aggregate function

here i = 0, 1, ..., n − 1, Step0 = initial xdm-element, Li is the resulting list
both of the xdm-elements and attributes in the stepi+1, L1 = grouping xdm-
element/attribute + aggregate function → xdm-element. If ae is the equiva-
lent expression of our algebra for the path expression, then πL(ae) will be
an equivalent expression of element algebra for (pe)(x1, x2, ..., xl), where L =
[x1, x2, ..., xl].
Case 3. ω(y1, y2, ..., ym) = ¬ω1(y1, y2, ..., ym). If E1 is equivalent expression of el-
ement algebra for (DOM(ψ))m∩〈y1y2...ym|ω1(y1, y2, ..., ym)〉, then Em−E1 is an
equivalent expression of element algebra for (DOM(ψ))m −〈y1y2...ym|ω1(y1, y2,
..., ym)〉, which is equivalent to (DOM(ψ))m ∩ 〈y1y2...ym|¬ω1(y1, y2, ..., ym)〉.
Case 4. ω(y1, y2, ..., ym) = ω1(u1, u2, ..., un) ∨ ω2(v1, v2, ..., vl). Let Eω be equiv-
alent expression element algebra for (DOM(ψ))m ∩ 〈y1y2...ym|ω(y1, y2, ..., ym)〉.
If Eω1 and Eω2 are equivalent expressions element algebra for
(DOM(ψ))n ∩ 〈u1u2...un|ω1(u1, u2, ..., un)〉 and
(DOM(ψ))l ∩ 〈v1v2...vl|ω2(v1, v2, ..., vl)〉 correspondingly, then
Eω = πy1,y2,...,ym(Eω1 × Em−n) ∪ πy1,y2,...,ym(Eω2 × Em−l).
Case 5. ω(y1, y2, ..., ym) = (∃ym+1)ω1(y1, y2, ..., ym+1). Let E1 be equivalent ex-
pression of element algebra for (DOM(ψ))m+1 ∩〈y1y2...ym+1|ω1(y1, y2, ..., ym+1)
〉. It is obvious that ym+1 ∈ DOM(ψ) as ψ is a safety formula.
Thus πy1,y2,...,ym(E1) is equivalent expression of element algebra for
(DOM(ψ))m ∩ 〈y1y2...ym|(∃ym+1)ω1(y1, y2, ..., ym+1)〉.
It is easy to see that we can analogously create the equivalent algebraic expres-
sions for have not considered formulas.
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6 Conclusion

An element algebra supporting the element calculus is proposed. The xdm-
elements are inputs and outputs for the suggested algebra. Formal definitions
of xdm-element schema, xdm-element with given schema, similar schemas, sub-
schemas and equal xdm-elements are given. Based on these definitions an element
algebra is formally defined. The equivalence rules for algebraic expressions are
presented. The algebraic expressions are considered as mappings. Inference rules
of resulting schemas of algebraic expressions are offered. The equivalence of el-
ement calculus and element algebra is proved. Finally, our approach to XML
algebra allows to apply relational optimization techniques.
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Shall I Trust a Recommendation?  
Towards an Evaluation of the Trustworthiness  

of Recommender Sites 

G. Lenzini, Y. van Houten, W. Huijsen, and M. Melenhorst 
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NL-7523 XC – Enschede, The Netherlands 

Abstract. We present a preliminary study the aim of which is to provide a high 
level model for the evaluation of the trustworthiness of recommender systems 
as e-commerce services. We identify and comment on relevant trustworthiness 
indicators for the following different perspectives: user interface, content in-
formation and quality of recommendations. 

Keywords: Trustworthiness, Recommender Systems, Review sites. 

1   Introduction 

Consumers book their holidays on Tripadvisor (www.tripadvisor.com), on Amazon 
(www.amazon.com) they receive recommendations for products they might also want 
to buy, and people share their tastes, experiences and suggestions on Kaboodle 
(www.kaboodle.com). These examples show that more and more online shopping 
activities are becoming a social process, just as it often happens in a regular shopping 
mall. Moreover, there is a growing need for information re-education and classifica-
tion, as the abundance of reviews, suggestions and products is overwhelming to  
consumers. Hence, recommender systems are introduced to help users cope with the 
options they can choose from. As shopping in the real world involves trusting advices 
and recommendations from other people, trust is also an important factor that must be 
considering when designing an online shopping service. In this paper we address trust 
factors within e-commerce recommender sites.  

Despite being welcomed with some reserve years ago, the concept of trust in digi-
tal information is nowadays widely accepted. Only few years ago trust was considered 
possible only among people, but successive studies in human-computer interaction 
have indicated that people can have relations (including the social relation of trust) 
also with computer technology. According to [10] “individuals can be induced to be-
have as if computers warranted human treatment, even though users know that the 
machines do not actually warrant this treatment”. In other words, modern computer 
technology has the ability to influence human perception so that computers can be 
perceived as if they were human partners [2]. Therefore, comprehensive models of 
trust, originally designed to be applied in social science, have been adapted to fit digi-
tal information. Trust models can now describe trust in digital information as well as 
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trust in information systems, in e-commerce, and in on-line relationships [6]. Trust is 
thus the intervening variable that directly affects the use of a certain technology [10]. 
This statement is actually even truer for web sites, which today offer their users a 
wide range of features, some of these explicitly pushing social aspects.  

This paper focuses on recommender sites within the e-commerce domain. Our re-
search’s goal is to compose a criterion for the evaluation of the trustworthiness of  
e-commerce and recommender sites. Part of this evaluation can be done automati-
cally, yielding trustability indicators that may support a higher-level trust evaluation. 
In its simpler version, this criterion is a checklist that arranges the relevant aspects 
that a recommender site has to possess to be considered trustworthy. In its most ad-
vanced version, it can lead to the development of a tool that automatically evaluates a 
web site and gives back the site’s trustworthiness rank. We underline that our ap-
proach to trust does not target the improvement of the accuracy of reviews and rec-
ommendations as it happens; we are not interested in this computational approach to 
trust. Instead, we look at a recommender site as an e-commerce service, and when we 
talk about the trustworthiness of a recommender site we mean the perception of trust 
that a user has when using that service. We aim to improve the understanding of the 
aspects that influence the perception of trust that a user has when choosing a certain 
recommender site instead of another. From this point of view, the accuracy of the 
predictions that a recommender system is able to provide, is only one of the possible 
variables that can affect the overall trustworthiness of the service. 

 

Fig. 1. Trust model (adapted from [6]). At the bottom of the picture there are the preconditions 
of trust; in double squares, the elements of trustworthiness and the elements of trust; in the 
squares at the top of the figure, there are the factors that influence trust; in round boxes, the 
processes of trust. 

2   Trust in Recommender Sites 

Among the different natures of trust (individual, interpersonal, relational, societal) we 
are interested in the interpersonal trust. “Interpersonal” means that trust is treated as a 
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tie between two entities, the trustor and the trustee. This tie is defined in terms of an 
attitude that the trustor holds towards the trustee. Among the existing trust models we 
have selected that by Kelton et al [6]. It has been presented as a trust model for digital 
information and we consider it a candidate to describe trust in recommender sites. The 
main elements on this model are depicted in Figure 1; the reader can refer to [6 for a 
detailed description of them.  

In the following section we instantiate the Kelton’s model to describe trust in our 
objective of research: the recommender sites. First we observe that the preconditions 
of trust are fulfilled in the specific context of recommender sites. Because there is no 
standard procedure that helps users evaluate the quality of information, users are 
forced to work in a situation of uncertainty; users may suffer from potential harm 
when relying upon reviews and recommendations: A misinformation may bring to a 
loss of time, to a loss of money, or both. Therefore users find themselves in a position 
of dependence when resorting to a recommender site and to the information it pro-
vides, and they have to balance the risk of a loss and the probability of a gain before 
taking a decision to trust and proceeding with a purchase. Users that have confidence 
in the proper functioning and in the reliability of a recommender site have, neverthe-
less, the possibility of refusing a recommendation, of quitting the process of purchas-
ing, and of switching to a different site. In some cases, even after having paid, users 
have the option to return the good back to the seller and to be refund of what paid. 
The elements of trust (i.e., confidence and willingness) are then well specified in the 
context of recommender sites. 

In the following sections we provide an overview of the variables that, according to 
the literature, are related with the elements of trustworthiness of a recommendation 
service. Where possible, we also indicate how they support and influence the proc-
esses of establishing trust. Our analysis addresses user interface, linguistic content 
and quality of recommendations as relevant aspects for a recommender site. As far as 
possible, all the elements we are going to analyze are related to the model presented 
in Figure 1. 

2.1   User Interface Analysis 

User interfaces are the users’ gateways to services. In fact, elements of trustworthi-
ness emerge, and are influential, already at this level: For instance, a badly designed 
interface may be perceived as a sign of lack of professionalism. Users’ willingness to 
engage with a website is strongly dependent on the extent to which the site succeeds 
in conveying trustworthiness. Hertzum et al. [4] indicate that trust emphasizes that 
even seemingly objective factors are, actually, perceived factors. Trust does not reside 
in sources as a label that can be read, but has to be established actively by the individ-
ual person: it is ultimately the information seeker’s responsibility to assess the source 
trustworthiness. Thus, websites – including recommender sites - must be accessible in 
ways that enable information seekers to form an opinion about their trustworthiness. 
The available elements in a user interface thus influence the subjective perception  
of trust.  

Shneiderman [12] provides a number of guidelines for ensuring users that they are 
engaging in a trust relationship. First, a website should disclose patterns of past per-
formance. For example, airlines should report on the percentages of flights that landed 
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without delays. Information about the organization and its management, employees 
and history may also engage and assure skeptical users. Second, a website should 
provide references from past and current users. Opinions and experiences of other 
users provide valuable information on a product or a service. Third, a website should 
get certifications from third parties. For example, seals of approval from consumers 
and professional groups (e.g. displayed in the form of logos) help to establish trust. Of 
course, means for verifying the reliability of the information provided should also be 
present. Fourth, it should be easy to locate, read, and enforce policies involving pri-
vacy and security: Privacy policies that are difficult to find and that are incomprehen-
sible or awkward to read only undermine trust.  

Of course, users may question whether all this information eliciting trust is actually 
trustworthy information. What if comments of satisfied costumers were actually writ-
ten from employees of that company? One way to improve the users’ perception of 
trust is to allow users to compare information, for example by allowing users to have 
easy access to different sources of information and to check whether the information 
is consistent. The system the user interacts with should facilitate making these kinds 
of comparisons. In the case of recommendations, multiple recommendations should 
be available, and the source of the recommendations should be explicitly visible. 
When applied to recommender sites, first-hand experiences are related to a person’s 
own experience with the trustworthiness of the system as a whole, or of a reviewer in 
particular. Reputations of reviewers can be managed by the systems, e.g., by granting 
top reviewers a visible top status and their characterizing attributes. Surface attributes 
refer to user interface elements, including the name and use of words by the reviewer. 
General assumptions and stereotypes concern expectations about the interests and the 
competence of a reviewer. In sum, the user interface elements described in [12] can 
not only be applied to the recommender system as a whole, but also to reviewers pro-
viding a recommendation. All these aspects are related to the elements of trustworthi-
ness as presented in the model displayed in Figure 1: competence, positive intention, 
ethics, and predictability. 

2.2   Automatic Trustability Analysis of Content 

The trustability of an individual or of a piece of content (e.g., a written review) can be 
gauged from a number of indicators, such as the text's internal consistency, and the 
author's reputation. The indicators can be considered input to the trustor; this process 
can be supported programmatically by analyzing the content of the trustee. Trustabil-
ity indicators are measures of aspects of the extent to which a text can be trusted, and 
provide a rough sense of trustability: a text may score poor on an indicator and still be 
trustworthy. It is by an overview of a number of indicators that a general trustability 
may be determined. In the following we discuss some of these indicators, and how 
language and web spidering technologies can be applied to derive measures for them. 
Language technology is a wide area of research whose techniques can be used for 
analyzing the trustability of a text from a linguistic point of view. Web spidering is 
the programmatic analysis of the content and of the links between websites, used 
whenever structured information is required that is published on web sites and when 
that information is not available in a structured format. 
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Contact Information. The availability of contact information indicates openness and 
verifiability. Contact information can be available in the text itself, on the same web-
page, or elsewhere on the site on which the text is published. 

Grammar and Spelling. This indicator concerns the extent to which a text adheres to 
grammar and spelling rules. The rationale is that texts that adhere to grammar and 
spelling rules more closely are also more likely to have been written with greater care, 
and may therefore be more trustworthy. 

Duplication. This indicator concerns the extent to which (parts of) the text occurs in 
other texts and locations. The rationale is that texts of which multiple copies exist 
have been copied, and must therefore be considered valuable and trustworthy. Auto-
matic plagiarism detection is a research area within language detection that addresses 
this issue.  

Publication Date. The publication date is the date on which the text was published. 
Related information that may be of interest is the date of the latest change. For some 
types of content, this may have implications for the trustability. Also, this information 
may be used to determine whether the information is out-of-date. E.g., information 
published a decade ago on topics that have seen a lot of changes in the last few years 
are less likely to be trustworthy. The publication date may be obtained directly from 
the text itself of by spidering the web page. 

Source Reputation. This indicator concerns the reputation of the source: the author, 
the author's organization, and/or the publisher of the text. If the source is known and 
trusted, then the text may be trusted as well. In order for the name of the author, or-
ganization, or publisher to be determined, one may use named entity recognition. This 
is a technique that analyzes a text to extract proper names. A good example of source 
reputation tool is WikiScanner (wikiscanner.virgil.gr) 

Subjectivity. Natural-language texts convey emotions and opinions about people, poli-
ticians, products, companies, etc.. A text’s subjectivity may be used to determine 
whether one will trust the information. A text may have a negative subjectivity or a 
positive subjectivity on a given topic, and the level of subjectivity may vary from low 
to high. Sentiment analysis (a.k.a. opinion mining) [11] analyses texts for their emo-
tional content, mostly to determine whether this is positive or negative attitude. For 
example 5 derives a “Dutch subjectivity lexicon” automatically. Instead, [14] presents 
a way to automatically determine subjective words and collocations (e.g., “unwise 
in”, “ad hoc”, and “drastic as”) from corpora. Unique words we found to be subjective 
more often than expected. A good example of subjective analysis tool is given by the 
Dutch website Vox-Pop (vox-pop.nl/), which performs sentiment analysis on thou-
sands of Dutch-language web pages with news and opinions on news. 

2.3   Quality of Recommendation Analysis 

Modern recommender systems must cope with an increasing demand of complexity; 
for instance, a recommendation application for restaurant should take into account the 
contextual information (e.g., has the restaurant been recommended for a romantic 
dinner or for a business lunch?). To provide a guideline for the evaluation of how 
recommendations provided by the recommender system can be trustworthy for the 
users, we have analyzed a large number of recommender sites and we have identified 
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a list of indicators (also cf. [1]) for the trustworthiness of their recommender or re-
view services. We also considered the solutions that have been presented in relevant 
conferences (e.g., RecSys and IFIPTM conferences). The list is still incomplete and it 
will be extended as future work. 

Robustness of Rating System: This criterion focuses on the strategies used to provide 
recommendations and ratings, and on the solutions that the web-site maintainers apply 
to avoid attacks that tries to subvert the fairness of reviews and consequently to bias 
recommendations. 

Multi-criteria reviews. This criterion focuses on the number and on the type of the 
criteria used to rate the quality of a product or a service. More and more web site are 
now moving from offering only one general overall “quality” rating towards the use 
of multi-criteria. For example E-bay (www.ebay.com) has changed its rating system 
by asking buyers to enter four ratings corresponding to four different criteria about 
sellers (communication, shipping, speed & charges, and description adequacy). 

Recognition and Roles. This criterion focuses on evaluating the availability of differ-
ent roles in the users. For example, recommenders can be classified depending on 
their activities (e.g., sellers or buyers) or depending on their recognized reliability 
(e.g., experts or simple users) as in CNET.com (www.cnet.com). The criterion also 
describes if the recognition mechanism specifies how roles are managed, for instance, 
how a user changes role, if a certification is required to be addressed as an expert etc, 
as done by Dooyoo (www.dooyoo.com). 

Rewards. This criterion evaluates the presence of rewarding mechanisms that stimu-
late recommender in leaving ratings and textual comments. An example is given by 
Epinions (www.epinions.com) that encourages members leaving good quality re-
views, by rewarding them with Eroyalties, which are redeemable in U.S. dollars 
tracks how much a member earns for writing reviews. These bonuses are not tied di-
rectly to product purchases, but are based instead on more general use of reviews by 
consumers when they making decisions. Thus a member could potentially earn as 
much for helping someone make a buying decision with a positive review as he could 
for helping someone avoid a purchase with a negative review. 

Personalization. This criterion evaluates the presence of mechanisms for the personal-
ization of ratings, i.e., the presence/absence of solutions that help users understand 
whether a given opinion matches their taste, scope, context, etc. For example, users 
can block certain opinions because inappropriate, or unconvincing. Alternatively, 
users can perform searches based on their profiles or preferences. Explainability, that 
is the presence of a written explanation why a certain good has been recommended, is 
also a way to improve the degree of personalization [9]. 

Web of Trust. This criterion evaluates the presence of solutions that facilitate the es-
tablishment of a user’s trusted network of recommenders, or alternatively the pres-
ence of solutions for the evaluation of the quality of the source of recommendations. 
Many review systems start offering their users an ad-hoc Web of Trust, composed by 
the network of reviewers whose reviews and ratings have been consistently found to 
be valuable by that member. The Web of Trust mimics the way people share word-of-
mouth advices every day, and it is based on sociological concepts. The scientific 
community is devoting more and more attention to the role of trusted recommenders 
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in improving the accuracy of recommendations (cf. [8]). It has been proved that trust-
based recommendations are both competent and well intentioned; the resulting re-
commender system is more accurate and robust [3]. 

3   Conclusion and Future Work 

We started with an important question in mind: how can we to provide a scheme for 
the evaluation of the trustworthiness of a recommender site? In fact, not all the word-
of-mouth is equal and consumers need to distinguish between ‘good’ (honest, true) 
and ‘bad’ (dishonest, false) information before deciding upon a purchase. Therefore 
the issue “how consumers choose their information source and the mechanisms that 
help them find trusted information sources will be of particular interest for future 
research” is of paramount importance for the success of a recommender site. 

Recommender sites were born with the goal of helping users to cope with the in-
formation complexity typical of the Web 2.0 paradigm, but recommender systems’ 
qualities and efficiencies also depend upon different factors. In this preliminary study 
we have identified and commented some of the most common indicators of trustwor-
thiness. We addressed the following different “perspective” upon a recommender site: 
user interfaces, automatic content analysis, and quality of recommendations. We also 
found that techniques from language technology and web spidering can be used to 
support higher-level trustability analysis. Existing systems such as Melanie Martin's 
system and WikiScanner implement some of these ideas. The following table summa-
rized our preliminary check list of relevant indicators for trustworthy recommender 
sites, according to the criteria we have introduced so far.  

This checklist should be considered an early attempt to classify the variables or the 
factors that affect the perception of trust in the design of trustworthy e-commerce and 
recommender websites. Hence, validation is required to assess its applicability in dif-
ferent contexts and to test its comprehensiveness. Such a validation exercise would be 
the next step of our research. Nevertheless, knowing what factors determine trust does 
not suffice: We need to research ways to visualize these aspects in order to aid users 
in their assessment of the trust-related variables mentioned in Table 1. How can we 
present them? What effect does this have on purchasing behavior and on perceived  
 

Table 1. Preliminary check list for trustworthiness evaluation of recommender sites 

 User Interface  Content Analysis  Recommendations  

Trustworthiness 
indicators 

Certification from trusted  
parties; 
Management infos; 
Past reviews patterns; 
References from past and  
current users; 
Offer/Compare reviews; 
Source of reviews present and 
easy to check; 
Reputation of the reviews  
managed. 

Contact info; 
Grammar/Spelling; 
Duplication; 
Publication date;  
Source reputation; 
Subjectivity. 

Robustness; 
Multi-criteria  
reviews; 
Recognition and 
roles; 
Rewards mechanisms; 
Personalization; 
Web-of-Trust. 

 



128 G. Lenzini et al. 

ease of use? And what role can social communities play with regard to trust? Finally, 
an interesting future work is to understand how to incorporate these variables into the 
design of recommender systems. Here, we suggest the need of tools for web design 
that support software engineers in automatically including “trust-enhancing” features 
in their products during the development phase. 
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1 Introduction

Reducing Internet auction fraud is one of the greatest challenges in today’s electronic
market. Most of the electronic auction platforms use only simple reputation system
that can be easily manipulated [1,2,3]. Although reputation systems can be used to
detect frauds, they provide little detailed information about the fraud itself except user
comments.

Despite many help pages and tutorials provided by auction platforms, in most cases it
is not easy to teach users how to protect themselves from Internet fraud. To inform their
users, auction services are offering insight into other user feedbacks. Yet, a large number
of feedbacks presented to the user is sometimes an obstacle, rather than a support for
the decision making user. Different users can have different opinions about the behavior
of another user, but reputation systems treat every feedback equally. Thus it becomes
necessary for the decision making user to read and analyze every comment, sometimes
even proceeding recursively in order to evaluate how realiable the commenting user is.

We have developed a hierarchical model of user behavior in Internet auctions (sepa-
rately for buyers and sellers) that will allow a meaningful distinction of different types
of negative and neutral comments. The classification uses classes that have a clear inter-
pretation for users, and that allow to evaluate the harmfulness of another user’s behav-
ior. The classes are created using both a Top-down and a Bottom-up method through
an analysis of comment contents. The proposed classification method has been evalu-
ated on a large trace from a real Internet auction site. We have also proposed method
for rating complaints against sellers and buyers that can be used to modify the Internet
auction reputation algorithms.

The rest of this paper is organized as follows: in the next section we describe related
work. In section three, we discuss the characteristics of users in electronic auction mar-
ket and their risk. In section four we propose the classification of complaints for seller
and for buyer. Section five describes the classification results for real data from Internet
auction platform. In section six we propose a system of rating of feedback types de-
pending on the harmfulness of reported behavior. Section seven concludes and presents
ideas for future work.
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2 Related Work

Most of recent work has been focused only on the seller’s profile [4,5]. Much work has
been devoted to inducing users to behave properly [6,5] as well as detecting fraudulent
users [2,1]. There are some tools dedicated detecting fraudulent sellers (ProtoTrust1) or
entire cliques of fraudulent agents (NetProbe [7]). Gavish and Tucci [3] have presented
the seller’s swindling methods in Internet auctions. Gregg and Scott [4] have proposed
a model of complaints against sellers. Although their model is similar to ours, they have
used a manual process to classify feedbacks and did not propose a rating of feedback
types. The work of Dellarocas [6] applies in situations where users can intentionally
give unfair ratings to each other. The author has proposed to conceal the identities of
buyers and sellers to prevent such discrimination.

3 Characteristics of Agents in the Electronic Auction Market

We can distinguish three types of agents in Internet auctions: buyers, sellers and the
auction service provider. Each type of agent has different interests and can execute
different actions in the auction system.

– The Buyer
The buyer is most vulnerable to fraud, because of the online auction architecture
which in most cases requires the use of the advance payment method. Sometimes
items can be paid by cash on delivery which is safer for the buyer. In general the
buyer is obliged to make the payment before receiving the item. Hence a buyer’s
risk is much higher than a seller’s.

– The Seller
The sellers usually have a better position, because they do not risk any money, but
the time spent on maintaining an auction indirectly affects their income. According
to regulations sellers cannot interfere in their auctions, and they cannot refuse to
sell the item if the auction is finished. In some cases a seller can revoke the bid of a
user for a specific reason, but in most cases the seller has to deal with the winning
buyer. If there is no payment after an appropriate time the seller can put this item up
for auction once again. However, the seller has lost time on maintaining the auction
as well as the handling fee. In some cases (specified by the auction platform) sellers
can get their handling fee back.

– The Service Provider
The third agent - the auction service provider risks no money, but its income de-
pends directly on the total number of auctions carried out by sellers. Moreover there
is a possibility (for example when the buyer does not pay for an item) that the seller
can demand his handling fee back. Thus it is in the best interest of the auction ser-
vice provider to discourage agents from cheating and punish frauds as quickly as
possible.

1 utrust.pjwstk.edu.pl
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4 Feedback Classification Model

In order to create our classification model, we have obtained a real world dataset. The
dataset has been acquired from www.allegro.pl which is the leading Polish online auc-
tion provider. We have selected the subset of 15159 negative or neutral feedbacks for
12188 different users. We have partitioned the feedbacks into two groups (for sellers
and for buyers) and designed two independent classification rules for each group.

We have mined the information from the users’ comments using two independent
classification rules for each group - top down and bottom up. These approaches helped
us to compare the outcomes - different types of complaints, on the basis of which we
created a taxonomy by connecting the types according to different meanings.

4.1 Classification Methods

We have used two approaches to create the taxonomy of user complaints. In the first
approach In the second approach we have used advanced data mining techniques to
cluster the co-occurring words into groups. Then we have confronted the results from
both methods and created the tree structures presented in Figure 1 and 2.

In the top down classification approach we have created a simple typology tree by
a semi-automatic method using our regex creator tool. Tool has a mechanisms for cre-
ation of a regular expressions and assign new patterns to complaint types. The tool still
needs human control to find a new pattern.

In the bottom up approach we have detected groups of words which frequently exist
together. In order to do so we applied the Newman Girvan algorithm [8][9] for commu-
nity detection. This approach is based on the measures of shortest paths and between-
ness centrality calculated for edges. The effect of the application of Newman Girvan
algorithm consisted of sets of words which usually occured together in our dataset.
These sets were treated as meaningfull types of complaints.

4.2 A Taxonomy of User Complaints

Complaints Against the Seller. The full model of complaints against sellers is pre-
sented in Figure 1. We distinguish two kinds of losses due to fraud: time and money
related. We mark complaints related to loss of time with striped lines. Those colored
in light-grey are related to loss of money. We have observed that there are two general
groups of complaints: seller behavior related and item related.

– Fraudulent behavior. Shill bidding or shipping overcharge. We consider only ex-
plicitly formulated accusations, not those computed from historical auction data.

– No response. Communications with the seller after the auction was impossible.
The seller did not answer phones, nor responded to e-mails.

– Odd behavior. The seller behaved in a completely unpredictable manner, commu-
nication with the seller was possible but handicapped. The seller sent the item with
a delay or did not define the payment method and shipping price.

– Item not sent or lost. The item was not sent to the recipient. Sometimes the seller
argues that the item was lost by the courier or post office.
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Fig. 1. Typology of complaints against seller

– No product to sell. The seller declares that the item was already sold to another
buyer, or the item is no longer on sale. In this case the item is not sent to the buyer.

– Careless Packing. The seller did not take care about the packaging of the items.
This type also includes the situation when the received item was damaged. It is not
possible to verify if the seller sent a damaged item or the item was destroyed during
shipment.

– Wrong item. The seller made a mistake and sent a wrong item (wrong color or
type) or the received item was not complete.

– Item not as expected The item seems to be illegal goods (a fake, or a pirate copy
of software) or just does not satisfy the buyer.

Complaints Against the Buyer. In Figure 2 we present the complaints model for the
buyer. Similarly to the previous model we mark with striped lines complaints related
to loss of time. Those colored in light-gray are related to loss of money. We can also
partition complaints into user related and item related.

– No response. Communications with the buyer after the auction was impossible.
The buyer did not answer phones, nor responded to e-mails. Complaints of this
type are in most cases also classified as ’no payment’ complaints (every complaint
could be classified into more than one type).

– Odd behavior. The buyer seems not to follow the auction rules, or did not read the
information provided by the seller. Sometimes the buyers tries to force the buyer to
choose a particular payment method.

– Delivery not accepted. The buyer did not accept the delivery which should be paid
for by cash on delivery. The seller must pay the round trip shipping charges, which
is sometimes a significant amount of money. This is the only type of complaints
against the buyer related to loss of money.
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Fig. 2. Typology of complaints against Buyer

– No intention to buy. The buyer did not pay for the item, and did not inform seller
about her plans. Sellers call such behavior childish or bidding for fun.

– Reneged on buying. The buyer contacts the seller and declares that she will not
buy the item.

5 Classification Results

We have partitioned all negative and neutral feedbacks into the detailed types of the
complaint taxonomy, using regular expressions prepared by the two classification meth-
ods. Each complaint type has its own meaning and also a unique set of regular expres-
sion patterns. In our evaluation we have used only types from the general level of the
taxonomies, in order to obtain more legible results. Patterns from the detailed types are
used in types from the general level. We have tested all negative and neutral feedbacks
made by sellers and buyers and assigned to types in our taxonomy (for the seller and
the buyer respectively). We have matched each feedback against all patterns from our
model. A feedback could be assigned to more than one pattern from different types. We
present normalized results of all neutral or negative feedbacks separately.

Our regular expression tool has matched 68% of negative comments (for the seller
and the buyer equally), 54% of neutral comments for the seller and 35% of neutral
comments for the buyer. Unclassified comments contain mostly useless information
(no specified reason or lots of spelling errors). The amount of such feedbacks can be
reduced by enabling users to choose one of our proposed complaint types from a list
instead of editing comments by themselves, keeping the possibility of editing comments
afterwards to add more information if desired.

The difference in classification quality between negative and neutral feedbacks is
caused by the fact that neutral comments contain less complaints which are the most
useful information for classification.



134 T. Kaszuba, A. Hupa, and A. Wierzbicki

Fig. 3. a) Results for seller complaints, b) Results for buyer complaints

5.1 Classification of Complaints against the Seller

Negative feedback. In Figure 3a we present the frequency of occurrence of complaints
against the seller. Most of the negatives are due to a lack of response from the seller or
not receiving the item (Please compare it to the taxonomy presented in Figure 1). This
is predictable since users do not like to be uninformed, especially when they risk their
money. A significant amount of negative feedback is due to problems with the item, like
sending a wrong or low quality item.

Neutral feedback. Neutral feedback was sent in most cases when the item did not live
up to buyers expectation or the item was different (for example different color or size)
than described in the auction. Seller behavior such as problems with understanding the
seller or delays in sending the item was also a frequent reason for a neutral, rather than
negative feedback. In comparison with negative feedback we can observe a significant
drop (almost 50%) of complaints related to not sending the item or ignoring the buyer.

5.2 Classification of Complaints Against the Buyer

Negative feedback. We present the classification results for the buyer in Figure 3b.
Similar to the results for the seller, most of negative feedback was sent due to problems
of communication with the buyer. There have been two main reasons to send a nega-
tive comment: the first is the lack of payment, the second is no communication at all
(which often occurs simultaneously). We can observe a significant drop in the amount
of negative feedback when the buyer declares that he will not buy the item (for any
reason).

Neutral feedback. As we can see sellers tolerate all strange behavior of buyers as long
as they pay for the item. They are also tolerant when the buyer declares explicitly that
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he resigns from buying the item (item can be put for auction once again). In comparison
with negative feedback we observe a considerable drop in the amount of neutral feed-
back when communication with buyer was not possible and thereby also no payment at
all has been made.

6 Rating the Harmfulness of Unfair Behavior

To make our research more applicable to Internet auctions we propose a simple method
for rating the types of complaints along their harmfulness. We propose harmfulness to
be the difference between the frequency of occurrence of negative and neutral feed-
back. We compute the harmfulness for every type in our complaint taxonomy. A type
of complaints tends to be more harmful if more negative than neutral feedback is clas-
sified into that type. We have sorted the groups of complaints along the harmfulness
and present the detailed results in Table 1. We have also juxtaposed the harmfulness
with the frequency of occurrence of each type of complaint. Values of the frequency of
occurrence were generated from nonpositive feedbacks (negative or neutral feedback).
In addition we have added the relation of each type to losses of time or money from the
model presented in Figures 1 and 2. Our rating scheme does not need to be approved
as is, but it can be used to detect major threats. We suggest that every user tunes this
scheme to her preferences.

The most harmful seller behavior is lack of response (23%). To reduce this kind of
unfair behavior, auction platforms can provide additional channels of communication
with the seller. Another type of harmful behavior is not sending the item after the auction.
This type can be reduced by charging the seller an amount which depends on the final
price of an item, and to return this amount after the transaction completes successfully.

Table 1. Rating and the frequency of occurrence of types of nonpositive feedback

Complaint type against seller Harmfulness Time or Money Frequency of occurrence
[ % ] related [ % ]

NO RESPONSE 15.71 T 23.48
ITEM NOT SENT OR LOST 11.86 M 18.22
NO PRODUCT TO SELL 0.44 T 1.29
FRAUDULENT BEHAVIOR -1.09 M 1.46
CARELESS PACKAGING -2.1 M 13.4
ITEM NOT AS EXPECTED -6.22 M 18.96
ITEM WRONG -6.7 M 11.58
ODD BEHAVIOR -11.9 T 11.62

Complaint type against buyer

NO INTENTION TO BUY 18.11 T 36.47
NO RESPONSE 12.11 T 36.09
DELIVERY NOT ACCEPTED 0.42 M 3.07
RENEGED ON BUYING -5.59 T 9.67
ODD BEHAVIOR -25.06 T 14.7
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The most harmful buyer behavior is bidding without intention to pay for the item
and lack of response after the end of an auction. The joint frequency of occurrence of
both types is 72% of all non positive feedback against the buyer. A good idea can be to
introduce some time threshold after which the seller can automatically put the item for
an auction again without paying the handling fee.

7 Conclusion and Future Work

In this work, we have presented a taxonomy of complaint types for buyers and sellers
in Internet auctions. Our model is based on real data from www.allegro.pl. We have also
proposed the rating of complaint types which can be a building block for an improved
reputation system. Our rating scheme may be used by Internet auction platforms to
detect and fight against the most harmful frauds and thereby gain more trust from the
users. It can be deployed alternatively to the user’s feedback list.

We are currently integrating our model with the ProtoTrust tool which is an inter-
active web browser extension that helps user in decision making process using trust
management techniques. Through the integration with ProtoTrust we hope to create a
helpful, user-friendly tool that can help users to detect unreliable contractors.
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1 Introduction

Internet auctions are used everyday by millions. However, despite frequent crit-
icism, only the most simple reputation systems are used by the most popular
Internet auctions today. As a consequence of this, an experienced auction user
is forced to undergo the menial task of reading and judging comments about his
potential transaction partners. While it is true that the human mind is the best
possible method of evaluating this information, the task is time-consuming and
error-prone: the sheer number of comments is sometimes an obstacle to making
a good decision under uncertainty. An inexperienced auction user, on the other
hand, is often daunted by the task of understanding the information provided to
him. It takes some learning to understand the value of a negative feedback, to
evaluate the contents of the comments, or to understand what it means that the
auction system has returned the handling fee. The reason for this situation may
be the fact that the management of auction sites uses other mechanisms, like
auction insurance or escrow, to protect users against outright fraud. And, as has
been argued by the management of auctions sites when we have had an opportu-
nity to discuss the issue, the simplicity of the presently used reputation system
is an added bonus: it creates the impression of a simple, easy-to-understand tool.
The fact that this simple tool is vulnerable to several adversary strategies [1,2,3]
and that its design has an adverse impact on the reporting behavior of users
[4,5] is not a sufficient argument for a change.

Our goal has been the improvement of trust management for Internet auction
users. In our view, the trust management (TM) system should have as a goal
the simplification of the users’ search for relevant information, reducing the time
complexity of the task of browsing through all relevant feedbackand increase
the safety and comfort of the user. To solve this problem, we have designed an
extension for a popular Web Browser (Firefox1) that gives users access to our
algorithms. The algorithms themselves are part of a library of trust management
tools developed in the uTrust[6] project. The extension obtains its information

� The work reported in this paper has been funded by the Polish Ministry of Science
and Higher Education under the research grant N N516 4307 33.

1 http://www.mozilla.org/

J. Grundspenkis et al. (Eds.): ADBIS 2009 Workshops, LNCS 5968, pp. 137–144, 2010.
© Springer-Verlag Berlin Heidelberg 2010
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by automatically performing the task that is performed by an auction user: by
crawling parts of the auction site. The results of the crawling provide input in-
formation for the improved trust management algorithms. The user is presented
with a graphical interface that gives access to a wealth of information that should
support her in making the right decision.

We have decided to choose simple, yet useful algorithms for the first suite
of tools provided by our extension. We have tested our algorithms on extensive
traces of Internet auction use.

The rest of this paper is organized as follows: in the next section, we present
the algorithms that have been implemented in the first version of the extension.
Section three describes the evaluation of the proposed algorithms using traces
of Internet auctions. Section four concludes and presents ideas for future work.

2 Related Work

In the area of Internet Fraud, most of recent work has been focused on the
seller’s profile [7,8]. Much work has been devoted to inducing users to behave
properly [9,8] as well as detecting fraudulent users [2,1]. The work of Dellarocas
[9] applies in situations where users can intentionally give unfair ratings to each
other. The authors have proposed to conceal the identities of buyers and sellers
to prevent such discrimination. Gavish and Tucci [3] have presented the seller’s
swindling methods in Internet auctions. Gregg and Scott [7] have proposed a
model of complaints against sellers.

Currently, some stand-alone applications aim to solve a similar problem [2][10],
but as long as they have no integration with web browsers they are not user
friendly. Since ProtoTrust uses the Firefox extension mechanism to install and
update itself, it is easily accessible to all potential on-line auction users.

3 ProtoTrust Algorithms

We have designed several methods to help the users with decision to buy an
item from a certain seller or not. The methods perform three tasks: they sup-
port the decision of the user based on various TM algorithms, they increase the
amount of information available from the auction site by considering implicit
non-positive feedbacks, and they perform a classification of auction comments
to support the user in understanding them. In this paper we focus on the deci-
sion support algorithms that aim to directly recommend whether the user should
buy an item from a specific seller. Two types of decision support methods are
used by ProtoTrust: price dependent and probability dependent methods. Both
types of methods take into consideration user preference such as risk propen-
sity Rprop that is an amount of money that a user is willing to risk, or a risk
threshold Rthres that is a threshold level for the probability methods. The exact
meaning of these values depends on the used algorithm and will be explained fur-
ther. Probability dependent methods are based on a proportion between count
of negative feedback to all feedback collected by an agent. These methods are
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similar to original reputation methods used currently in on-line auction services.
In addition, we formulate decision rules for all the algorithms that may help the
user to make decision about participating in an auction or discarding it.

3.1 Decision Support Methods

The main focus of this paper are decision support methods that use various
TM algorithms to recommend the right decision to the user. In this section, we
describe the TM algorithms implemented in uTrust for this purpose, and used
in ProtoTrust.

Fraud Probability. Fraud probability FraudProb, or simply reputation, is the
standard measure provided by any Internet auction service. It is a proportion
between the number of negative feedbacks M and total number of feedbacks N .

We compute several variations of this measure that depend on the time class
of the feedback. For seller s the fraud probability is defined as:

FraudProbst = Mt/Nt (1)

where Mt is amount of seller’s s negative feedback not older than t, and Nt is
total count of feedback not older than t.

ProtoTrust warns the user about this seller’s auction when:

FraudProbst > Rthres (2)

This means that seller s has carried out too many fraudulent operation in time t.
The value of Rthres is the threshold chosen by the user from the range of [0, 1].

The fraud probability FraudProbc for every category c is computed in a
similar manner, but we do not use it in this algorithm since we want to pick out
every possible fraudulent seller. On the other hand, we use FraudProbc in other
algorithms described below.

Reputation with Price Context. Many researchers [4,5,11,12] have proven
that the reputation of a seller is related to selling prices. Therefore we propose
our measures which can be complementary to the standard reputation.

We propose to compute the weighted average price for the sellers’ auctions.
AvgPrices - is the seller’s s weighted average price, in which weights are de-
pendent on the value of the auction’s feedback. For each seller’s auction i we
multiply the final price Pi and the buyer’s feedback value FV ali. Weights are
−1 for negative, 0 for neutral and 1 for positive feedback. Let n be the number
of auction carried out by seller s. Average price for the seller s is given by the
equation:

AvgPrices =
∑n

i=0(FV ali ∗ Pi)
n

(3)

We are not willing to compute the average price for the entire category too often,
due to the computational cost. Since most of the auction systems are mature
markets, the value of the average price for a category does not change frequently.
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We compute the average price and standard deviation σ for each category using
the full TM system information. These values may be computed once a fixed
period of time and kept as constant values in the TM system.

When the user’s AvgPrice is significantly lower than the AvgPrice in a con-
text, there is a possibility that the seller will cheat in such an auction (by selling
cheap items and not sending them to buyers or selling defective or illegal goods).
Thus our system alerts the user by testing the seller s in a category c when:

AvgPrices + Rprop < AvgPricec (4)

where Rprop is the risk propensity parameter defined by the user.
If we include the standard deviation σ we get:

AvgPrices + Rprop < AvgPricec + σ (5)

However sometimes it is hard to point out a fraudulent seller basing only on his
transaction history. Such sellers can establish a certain level of reputation before
carrying out fraudulent auctions. Most of them gain reputation by selling many
low-cost items. Note that one positive feedback from a e1000 auction is worth
the same as from a e1 auction.

To protect from such cheating techniques we propose to compute the minimal
price with a negative feedback MinPriceWithNegs. We should be wary of all
offers from seller s which are much above the minimal price with some parameter
Rprop which is the risk propensity. Our system alerts when the actual bid in an
auction i is higher than the seller’s s minimal price with a negative feedback.
There is no reason to alarm when user has no negative feedback.

Pi − Rprop > MinPriceWithNegs (6)

Risk. The measures proposed above may be not understandable for an inexpe-
rienced user. Sometimes it is more convincing for a user to compute the amount
of money she can lose if the seller is fraudulent. Our risk measure Riski is the
multiplication of the actual bid Pi by the fraud probability in a context. It is
given by the equation:

Riski = Pi ∗ FraudProbc (7)

We compare risk to the risk propensity Rprop that is the amount of money that
a user wants to risk in an auction. A user can set her risk propensity value to
tune the TM system to her preferences.

Riski > Rprop (8)

Our system alerts when Riski is greater than a user’s risk propensity Rprop.

4 ProtoTrust Algorithms Evaluation

We have evaluated ProtoTrust using a real world dataset. The dataset has been
acquired from www.allegro.pl that is the leading Polish on-line auction provider.
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In this service, each auction has an explicit deadline and all current bids are
exposed to all participants. Moreover, all information about all participants is
accessible.

We have selected the subset of 9500 sellers and their 186000 auctions listed
in 6300 categories. We have tested our decision support algorithms using all
328000 feedbacks that are sent by the buyers. The unequal amount of auctions
and feedbacks is caused by existence multi-item type auctions.

4.1 Experiments

We have reimplemented some of the uTrust algorithms to work with our off-line
data. To recreate the on-line environment, we have sorted the auctions according
to the termination date. For each auction in the set we have computed all the
algorithms using only the data that was available until that moment. After
computing all algorithms we have tested if they are good predictors of the real
feedback value. For each algorithm we store: the count of successful detections
of negative feedbacks Trueneg (the accuracy of the algorithm), and the count of
unsuccessful detection Falseneg (Type II error in statistics) of negative feedback.

4.2 Evaluation Criteria

For the evaluation criteria of our algorithms we use two values: the probability
of fraud detection FrD (recall) and frequency of alerts FoA (precision).

Let N be the total number of feedbacks and M the total number of negative
feedbacks. Fraud detection is given the by equation:

FrD = Trueneg/M (9)

and the frequency of alerts is given by:

FoA =
Trueneg + Falseneg

N
(10)

We have also computed the difference between fraud detection FrD and fre-
quency of alerts FoA. We have used the random classifier as a reference level.
For the random decision the FrD and FoA are equal (for example if we choose
to alert in 50% of cases we discover 50% of true negatives Trueneg).

4.3 Evaluation Results

We have evaluated the algorithms presented in the previous section from two dif-
ferent perspectives: probability dependent and price dependent. Results in each
group depend on the user preferences (risk threshold Rthres and risk propensity
Rprop). For better presentation, we have selected three best algorithms from each
group. We have presented detailed results achieved by all algorithms in Table 1.
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Table 1. Best performance achieved by algorithms

Algorithmtype Rprop Rthres FrD FoA Performance
[PLN ] [ ‰] (FrD - FoA)

FraudProbinf − 5 0.42 0.12 0.3
FraudProb2 − 5 0.35 0.09 0.26
FraudProb4 − 5 0.41 0.12 0.29
Risk 1 − 0.48 0.07 0.41
AvgPrice 19 − 0.45 0.18 0.27
MinPriceWithNeg 19 − 0.51 0.23 0.28

Probability Dependent Methods. For probability dependent algorithms, we
have run the experiment several times, changing the risk threshold parameter
Rthres. Rthres is the acceptable probability of fraud and it is expressed in permils
[ ‰]. On Figure 1a we present the effect of the risk threshold Rthres on detection
of fraud FrD and frequency of an alert FoA.

Best fraud detection was achieved by the algorithm that used all available
feedbacks (FraudProb inf ). However, this algorithm also had a high frequency
of alerts. Moreover, in a real situation we would not gather all historical data
about the seller because of time and network usage. Similar results have been
achieved using only feedbacks that are not older than 4 weeks (FraudProb 4 ).
Using feedbacks that are at most 2 weeks old (FraudProb 2 ) gives us a 10% lower
detection rate, but also has a much lower frequency of alerts. Both Fraud De-
tection and Frequency of Alerts decline linearly with increasing of risk threshold
Rthres. When we increase the risk threshold, our system is less likely to alert the
user about fraudulent sellers, because it accepts some sellers’ negative feedbacks.

As shown in Table 1, the best trade-off between fraud detection and frequency
of alerts was achieved when the risk threshold value was fixed at 5 ‰. This
is because we observe a significant drop of the frequency of alerts and slight
decrease of fraud detection when this value of the risk threshold is exceeded.

Price Dependent Methods. Similarly to the previous methods, we have run
the experiment several times, with different risk propensity Rprop parameter
values.

We have selected three algorithms described in 3.3S. Figure 1b presents the
fraud detection FrD and frequency of a alerts with regard to the risk propensity
Rprop. Best results have been achieved by Risk. This algorithm has detected
every fraudulent auction while it was alerting every second auction. With an
increase of the risk propensity, the algorithm detects less fraudulent auctions.
We can observe a drastic gap between fraud detection and frequency of alerts
for Risk when Rprop equals to 1 PLN (1 Polish Zloty is about e0,25). The
algorithm can eliminate half of possible fraudulent auctions while alerting only
in 7% of all offers. The two other algorithms provide similar a detection rate with
a much higher frequency of alerts (about 25%). We have modified the AvgPrice
algorithm (described in 3.3) by including information about sellers’ minimal
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Fig. 1. Probability of Detection of Fraud FrD and Frequency of an Alert FoA in
respect of: a) risk threshold Rthres [ ‰] and b) risk propensity Rprop [PLN] (Polish
zloty)

price with a negative feedback. As a result, the MinPriceWithNeg algorithm
has a slightly better score than the original AvgPrice.

The best trade-off between FrD and FoA was achieved by Risk with a risk
propensity equal to 1. It is 41% better than the random algorithm. Detailed
results are presented in Table 1.
The risk algorithm tends to be the most effective. It provides a good fraud
detection rate with a very low frequency of alerts. When the risk propensity is
between 1 and 4PLN (e1), the risk algorithm performs better than any other
presented algorithm. Using this measure we can warn user against almost half
(48%) of the frauds before the they occur.

5 Conclusion and Future Work

In this work, we have presented ProtoTrust, an environment for improving Trust
Management for Internet auctions that operates independently of the auction
providers. We have designed new algorithms that detect Internet auction frauds
and proposed the decision making rules that help users to detect fraudulent
sellers. We have evaluated our algorithms on real data from the largest Polish
Internet auction provider (Allegro), and have shown that we can protect users
from almost half of fraudulent auctions when ProtoTrust alerts users in only 7%
of auctions.

In the future we are planning to adapt our ProtoTrust environment to work
with other major auction services. We plan to distribute the crawling tasks
between all active instances of ProtoTrust to increase the efficiency.
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Abstract. This paper presents a way of reducing the risk involved with
downloading corrupt content from unknown (and hence untrusted) prin-
cipals in a P2P network. This paper gives a brief overview of the need
for trust in P2P networks, introduces a new notion called trust*, and
shows how this may be used in place of the conventional notion of trust.
Finally, we apply trust* to the Turtle P2P client and show how the in-
tegrity of downloaded content can be guaranteed without assuming that
trust is transitive.

1 Introduction

Peer-to-peer (P2P) based networks are widely used on the Internet to enable
file sharing, streamed media and other services. With a traditional client-server
based network, many clients connect to a fixed server. Whereas P2P clients are
all considered equal and connect directly to each other. Because of this topology,
tasks such as sharing files and other resources can be more efficient as a client
can connect to many other clients and download content simultaneously.

Much of the content currently distributed via P2P networks is either illegal
or violates copyright laws in some way. However, there are also many legitimate
reasons why content might be distributed using P2P, and there is copyright-
free content also available such as open source software. P2P protocols such as
BitTorrent enable sharing of very large files such as operating systems, and many
Linux based distributions are downloadable in this way in order to lower the load
on an individual server.

P2P networks have many advantages such as scalability, and due to there
being no centralised server, network loads can be easily balanced. However, for
the same reasons, a problem with P2P networks is that all peers are regarded
as equal and there is no real way to moderate content. Anyone can use a P2P
client and share any files they wish. Malicious users can easily insert incorrect
files into a network which are searchable by other clients and will therefore
propagate further. Even non-malicious users might be unaware that they are
serving incorrect files from their computer. To counter this, hosts might publish
an MD5 check-sum on their website. However, this is unlikely and it is the user’s
decision whether and how they actually verify this, and getting hold of the correct
checksum leads us back to the initial problem. Also, this approach assumes that
the trustee is the original source and not just a middleman provider.

J. Grundspenkis et al. (Eds.): ADBIS 2009 Workshops, LNCS 5968, pp. 145–152, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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This paper describes how a new concept called trust* [3] can be applied to
P2P networks to guarantee the integrity of files being shared. This paper uses
the Turtle P2P client [11] as a basis on which to discuss the concept, although
trust* can be applied to various other P2P clients. Turtle enables files to be
shared among friends (people whom you know in the real world) in the hope
to improve safety and overall integrity of the shared content. However, friend-
ship isn’t transitive. Trust* aims to reduce the perceived risk involved when
sharing files over multiple hops with unknown principals. Trust* achieves this
by providing incentives to act correctly and deterrents for acting maliciously or
incompetently.

2 Extending Trust

This section briefly describes the concept of trust* [3]. The main purpose of
trust* is to allow unknown principals to interact whilst at the same time lower-
ing the perceived risk incurred by transitively trusting or relying on reputation
(particularly when the intention is to use a client once and never again).

In the real world, this is often achieved by using an intermediary as a guaran-
tor. An example of this is letting houses to students, where landlords require a
guarantee against a particular tenant. The guarantor trusts the tenant and the
landlord trusts the guarantor so the landlord has shifted the risk of not receiving
the rent to the guarantor. The landlord believes that he will always get his rent
whether it be from the tenant or the guarantor.

Trust* is based on the electronic equivalent of the real world guarantee solu-
tion. Say that Alice needs to trust Carol about something and doesn’t personally
know or trust Carol. However, Alice trusts Bob who in turn trusts Carol to do
whatever it is Alice needs her to do. In order to change Alice’s perception of the
risks involved, Bob could guarantee to Alice that Carol will act as intended and
offer Alice compensation if Carol doesn’t. The concept of “extending” trust in
this way by using localised guarantees is what we call a trust* relationship.

The trust*er (Alice) can then act as if they trust the trust*ee (Carol) directly.
In order to shift the risk, forfeit payments are used. All forfeits are paid locally;
if Carol defaults then Bob must pay Alice the agreed forfeit whether or not
Carol pays Bob the forfeit she owes him (and the two forfeits may be of different
amounts). Failure to provide a service – or to pay a forfeit – may result in an
update to a local trust relationship; for example, between Bob and Alice, or
between Carol and Bob. Figure 1 illustrates a typical trust* relationship.

Trust* can be composed to an arbitrary number of hops because all trust is
now local and so are the forfeits. It is worth noting that trust isn’t the same as
trust* even in a one hop scenario; in this case, if Bob trust*s Carol to provide a
service, it means that Bob trusts Carol to either provide the service or else pay
the forfeit1.

1 Bob may believe that Carol cannot provide the service, but will always pay the
forfeit.
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B CA Direct trust Direct trust

Trust*

Fig. 1. A trust* relationship

3 Trust in P2P Networks

Due to the nature of P2P networks and the likelihood that interactions are
between completely unknown and untrusted principals, peers in a network need
a way to mitigate the risks they would incur if they temporarily trust others.
The risks involved are likely to vary depending on what is actually being shared.
For example, software should be the correct version and should not be corrupted
in any way, documents should be authentic and music should be licensed.

There are many security and trust issues related to P2P networks [1,5,9,13]
and the trustworthiness of others is normally gauged using some kind of repu-
tation system [8,12]. However, reputation systems have a vital flaw; they imply
that trust is always transitive [6] which can be a bad assumption [2]. Assume a
user wants to determine the risk involved if they were to trust another (eg. to
provide a described service) by looking at their reputation rating. This might
contain comments and ratings left from previous transactions. It is unlikely that
the user looking knows (or trusts) the other users who have left the comments.
Also, reputation systems are prone to threats such as Sybil attacks [4] where
the same user can operate under many pseudonyms. But even if a user does
know and trust the people who left the comments, they will still be transitively
trusting the service provider in question.

According to Jøsang et al [7], transitivity is possible with the correct com-
bination of the referral and functional variants of trust. However, trust* allows
the risk involved to be underwritten, even when these delicate conditions for
transitivity are not satisfied. With trust*, Bob is not only making a recommen-
dation to Alice, but also offering compensation if something goes wrong. The
trust scope is decided locally between Alice and Bob when the guarantee is cre-
ated. It is assumed that the final guarantor in a trust* chain will have functional
trust in the end-point (or trust*ee).

Most services provided over a distributed system or network have (as in the
real world) an underlying contract or agreement. In most cases, this could simply
be that service X will be provided for a fee P and that the service will conform
to the terms and conditions of X . In P2P networks, such guidelines do not at
present generally exist and clients connect to other clients to become an equal
part of the network. Peers are usually free to download anything they wish from
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other peers and vice versa. There may be situations where content could be
charged for or where a particular service level agreement is in place, however, it
is more likely that peers in a P2P network hold a “download at your own risk”
policy regarding the files that they are sharing.

Trust* can be deployed to provide the missing assurance when indirectly trust-
ing others. For example, Carol doesn’t care if someone wants to download file X
and doesn’t care if they are unhappy with it. However, Bob has previously down-
loaded files from Carol, and hence trusts that her files are of a high standard.
Alice trusts Bob so Bob’s guarantee reduces the risk for Alice. If Bob was wrong,
he will compensate Alice with the agreed forfeit. However, in this example, Carol
hasn’t necessarily done anything wrong and isn’t obliged to reimburse Bob. Bob
however is likely to lower his high perception of the quality of Carol’s files and
perhaps never guarantee her again. Bob’s motivation to provide the guarantee
is a commission payment from Alice2. Bob will set the level of this commission
depending on his perception of the probability of Carol defaulting3.

4 Applying Trust* to Turtle

The Turtle client requires you to list your friends whom you trust to share files
with. The Turtle protocol works by only sending queries for files to these friends,
who pass on the query to their friends as their own query and so on4. Such queries
and their results are only ever swapped within these local trust relationships.
The second stage is for the original requester to choose the file to be downloaded
from the list of results. The file is then downloaded locally by each peer in the
chain in the same manner as the search query.

This localised trust setting is perfect for also finding routes of trust* guaran-
tees, as the query and result route used could also make up a chain of guarantees.
Extending the example to a longer chain, Alice wants to download file X and
sends a query to Bob whom she trusts. Bob forwards this query to Carol whom
he trusts. Carol continues to forward this to her friends. Dave receives the query,
he has file X and sends back a positive response to Carol which is forwarded
back to Bob and then Alice. Assuming now Alice chooses Dave’s file via Bob
from the list of search results and requests that it comes with a guarantee from
Bob, a guarantee chain could be negotiated at the same time as retrieving the
file. The scope of the trust* guarantee is also negotiated between each pair which
states the terms of the guarantee and what constitutes a breach.

Suppose Alice discovers that the file X is corrupt in some way. Alice can claim
the forfeit from Bob. Bob may also claim from Carol. Suppose Dave does not

2 In a commercial case, where Carol provides a service for payment, Carol may pay
Bob a commission for acting as an intermediary.

3 Provided Bob’s estimate of the probability of Carol defaulting is lower than Alice’s
a priori estimate, then both Alice and Bob will be happy with the guarantee.

4 If you have read the spam-proof application in [3], please note that the direction of
trust in that case goes in the opposite direction to that described here for Turtle.
Trust* works perfectly in either direction.
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Fig. 2. Principals exhibiting bad behaviour

care if his files are correct. So rather than Carol claiming from Dave, she is likely
to stop trusting him altogether, or not guarantee against him again, or charge a
higher commission from Bob in future for providing the guarantee.

Eventually, say that Dave is habitually sharing corrupt content, all principals
who once trusted him are likely to never guarantee his files again. In a fair
P2P system where credit or reputation is gained depending on the quantity of
uploaded content, and is used to download files from others, Dave will also have
trouble buying guarantees from others (or they will be very expensive for him).
In this example, the commission can be thought of as an insurance payment.

Alternatively, someone might guarantee only certain types of files from an-
other peer. For example, Carol might be happy to guarantee any of Dave’s music
files but considers the software that he shares as risky so Carol will not guaran-
tee these files. Trust* can enable these fine-grained decisions to be made. Even
when Carol trusts Dave directly, she can still be selective over what she’ll actually
guarantee.

4.1 Simulation of Trust*

In order to analyse the effectiveness of applying trust* to a P2P scenario, the
model was simulated with the Repast Simphony modelling toolkit [10]. A sce-
nario where Alice wishes to download a file from Carol was simulated. There
are five possible trust* routes (via the guarantors numbered 1 to 5) and each
principal holds many properties including a credit rating5. Two global attributes
t and m define the probability of Alice being truthful and Carol sharing incor-
rect files respectively. The trust* protocol is invoked once every “tick” of the
simulation and stops when all available routes have been exhausted. The graphs
in figures 2 and 3 show the resulting credit ratings for each principal and how
long each simulation ran for.

In graphs (a) and (b), where Carol has a high chance of sharing corrupt files,
the simulations stop after 42 ticks. By graphs (c) and (d), the probability of files

5 This is purely to gauge the total gains and losses of a principal.
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Fig. 3. Principals exhibiting good behaviour

being corrupt decreases, and hence, the simulation runs for longer. By graph
(d) where the corruption chance is 0%, only one guarantor is ever used and
the simulation would run forever. Many other graphs show fluctuations in forfeit
rates and claims etc, however results presented here are limited for space reasons.
The results show that long term trust* usage implies good behaviour from all
involved principals. The guarantors will only tolerate misbehaviour for so long
before refusing to provide further guarantees of the offending principal.

5 Discussion

5.1 Heterogeneity and Anonymity

In order to implement the trust* relationship mechanism, whether to initiate, pro-
vide, or receive a guarantee, a way of making decisions and payments is necessary.
This functionality could easily be incorporated within P2P client software. One of
the advantages of our approach is that the trust management and payment sys-
tems can both be heterogeneous, due to the fact that trust (and payments) are
confined or localised. If a guarantee has been made from one principal to another,
any trust management and payment schemes could be used between them. At the
same time, other pairs of principals might use completely different schemes.

Because of this localisation of trust, end-point anonymity can also be main-
tained as principals only speak to their direct neighbours. No knowledge need
be gained about other principals or the schemes they might be using. Also,
participants need not know whom they are downloading from.

5.2 Payment by Resource

The most obvious use of a forfeit is either to deter a principal from defaulting
on what they have guaranteed or to provide a way of compensating the other
party if they do6. The commission payment was introduced in order to provide
6 Note that these are slightly different requirements; a lower forfeit will often suffice

for the first.
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an incentive for a principal to act as a guarantor and can be seen as a spot
price for a guarantee. A principal needing to trust* could pay this commission
to a guarantor whom they trust directly. Forfeit and commission payments serve
different purposes and don’t need to be of the same type (or paid by the same
means), although in the case of P2P networks, they could easily be.

Due to the heterogeneous nature of the localised trust between individual pairs
of principals, the payments could take the form of a more immediately valuable
commodity to them than a conventional micro-payment. In P2P file sharing
applications, this could be the content itself. For example, credit to download
further files or to buy licenses or guarantees.

6 Conclusion

This paper has presented the concept of trust* as a mechanism for guaranteeing
the integrity of content or services provided over a P2P network. Trust* builds
on the idea of sharing with friends in the Turtle P2P client but also guaran-
tees the integrity of downloaded content from unknown peers derived through
transitivity.

Using trust* in this way also reduces the risk involved for the downloader as
they will be compensated in the worst case scenario. It therefore lowers the risk
of transitively trusting others, and privacy is still maintained. This is because
the guarantees and payments are confined within the same localised trust rela-
tionships as the ones that are used to communicate the actual search queries and
their corresponding results. This approach therefore allows complete localisation
of trust management, and the risk of trusting by referral is underwritten by the
guarantees. We regard local trust management as a significantly easier prob-
lem than global reputation management, particularly in a P2P system where
the majority of participants wish to be anonymous (except to their friends). As
mentioned earlier, the use of trust* does not constrain the way in which local
trust is managed.

Simulation of the trust* protocol shows that misbehaving principals quickly
become isolated before major damage can be made. This means that threats
such as a Sybil attack can be identified and the perpetrator will eventually be
removed from local trust relationships. This will make it harder for them to
share files in a P2P community that employs the trust* model as eventually all
routes will be removed (or become too expensive).

The Turtle client was developed with an emphasis on privacy and safety of
sharing files that might be of a controversial or provocative nature. Due to the
localised direct trust in a trust* chain, such privacy can be easily maintained7.
We have argued that applying trust* to P2P file sharing will also be beneficial
in guaranteeing the integrity of free content such as open source software or
copyright-free movies.

7 However, privacy is not so much of an issue when sharing open content, and in other
applications where the integrity of the content is more important.
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Abstract. Modern business is going to be global and more complicated, rap-
idly evolving and requiring frequent changes. This leads the software systems 
growing and going more complex, widely distributed and being pressed by 
business for continual changes at the same time. This result the need of new 
methods and methodologies used for modern software development. One of 
such relatively new additions in the field of traditional software development 
is business rules and model transformation driven approach. The paper dis-
cusses existing business information systems engineering issues arising out of 
such additions based on running researches in the field also carried out by the 
authors. 

Keywords: business rules, model driven architecture, model transformation, 
software development. 

1   Traditional Approaches of Software Development 

The main success factor of software development is the selection of proper and 
efficient software development approach and the selection of suitable software 
development methodology. Such methodology defines software development proc-
ess, methods being used and artefacts delivered in every step of the software devel-
opment process. It provides a set of formal guidelines and instructions which define 
how all the software development process should be organized and executed. 

Traditional software development process is based on iterative waterfall model of 
software development life cycle. This model contains iterative phases such as: con-
ceptualization and requirement engineering, analysis and functional decomposition, 
design, coding, testing and deployment. All the traditional software development life 
cycle phases in some form could be found in both classes of software development 
approaches like heavyweight and lightweight (or agile) methodologies [1]. 

Nowadays most common heavyweight methodologies used in practice are based on 
Rational Unified Process (RUP) [2], Microsoft Solutions Framework (MSF) [3] and 

                                                           
* The work is supported by Lithuanian State Science and Studies Foundation according to High 

Technology Development Program Project "Business Rules Solutions for Information Sys-
tems Development (VeTIS)" Reg. No. B-07042. 



154 O. Vasilecas and A. Smaizys 

lightweight (agile) methodologies are based on eXtreme programming (XP) [4, 5] or 
on some combination of them. Both the heavyweight and lightweight methodologies 
have limited flexibility and poorly adapt to the changing environment. 

OMG initiative [6], The Model Driven Architecture (MDA) has shifted the focus 
of software development from writing code and documentation to building models 
and using them for generation of automated code or at least design specifications. 
However when organization considers applying MDA-based software development 
process it still faces the lack of methodologies implementing model-oriented software 
development paradigm. 

The paper discuses development of agile software systems (SS) of business infor-
mation systems (BIS) based on Business rule (BR) model involvement, transforma-
tion and integration into the model of traditional software system development to 
combine traditional software engineering processes, model-oriented software devel-
opment paradigm and business rules approach and provide new methodology and 
methods suitable for intelligent software system development, ensuring business 
needs for rapid changes. 

2   Business Rule Model Based Software Development Process 

In the year 1992 Zachman with J. Sowa [7] extended the Zachman framework adding 
tree additional columns people, time and motivation. This was the first time when BR 
were explicitly introduced in the motivation column and became its place in process 
of IS engineering. The sixth - motivation - column of the framework represents BR 
aspect in business system and IS of the enterprise according to the different views: 
scope, business model, system model, technology model, components and describing 
the final implementation of BR in a newly functioning enterprise after system is  
implemented. 

To describe BR model based software development process first of all we need 
to discuss definition of what we call functional and process views. From our opin-
ion the main difference here is in the analysis perspective (Fig. 1). If we look at the 
system as a black box, then from outside of the system function view reflexes sys-
tem outputs; and resource view reflexes external interfaces. This way process view 
will be the view into the inside of the box to analyse how resources from the input 
are processed into the results (services or products) on the system output. 

Also it is possible to look at the inputs and outputs of the system from inside of the 
system. This can lead to different descriptions of the same things. For example we can 
look at the information system (IS) from different perspectives as in fig. 2 providing 
different models according to the Zachman Framework [7]. 

Or we can look at the IS as a part of BS, or as a set of SS’s providing it’s function-
ality as resources needed for IS (fig. 3). Different views and perspectives are the main 
issue of misunderstanding and confusing definitions of what BIS, IS and SS or plainly 
software really is. 
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Fig. 1. System analysis perspectives - resource, process and function views 

BIS is a system threaded through all the levels BS, IS and SS. First of all it is a part 
of BS providing functionality needed for business processes servicing all BS partici-
pants and evolving to automate more and more complex business processes growing 
from operational to strategic levels.  

From IS view BIS is an IS providing data analysis and communication functional-
ity for informational BS processes represented and modelled in IS level. Same time 
looking from the bottom, from developers perspective BIS consists of several soft-
ware applications elaborated in SS, which provide resources needed for servicing 
informational processes of IS and BS. 

 

 

Fig. 2. Owner, designer and builder views to provide IS models 
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Fig. 3. Resource, process and functional views to provide BS, IS and SS models 

Fig. 3 represents framework for BR model based BIS development process and 
models used. This framework is presented in detail in [8]. The main idea is in using 
metamodel based models and model transformations like in MDA-based software 
development process. However we use Business system (BS), Information system 
(IS) and Software system (SS) models as displayed in fig. 3 instead of Computation 
Independent Model (CIM), Platform Independent Model (PIM) and Platform Specific 
Model (PSM). We propose to develop several related models to reflect all the needed 
views and perspectives in every horizontal set of models or so called level of the 
models such as BS, IS and SS. Where Business rule model is a part of Business model 
and it is related to the Business object model which provides vocabulary and terms 
needed for specification of Business rules represented and stored in Business model. 
There are two main concepts of the proposed model framework – model relation and 
model transformation in both horizontal and vertical directions. 

The same way as the transformations produced we can look at the separate systems 
such as business system, information system and software system to analyse inputs 
and outputs of each of them trading SS as a part of IS and IS as a part of BS. Where 
all of them are integrated and represented as one BIS, which represents not only soft-
ware produced, but also shows how such software is integrated into the whole busi-
ness system and how it is servicing informational business processes according to the 
business logic captured and represented in the separate BR model of Business system 
model. 

From the software engineering perspective it is important to highlight that pack-
aged BIS applications already have some embedded business rules technology. Rules 
in such packages usually cover basic business rules, but in case you have, for  
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instance, a complex financial or legal scenario you would need to extend rules and 
enable flexible BR enforcement. This could be allowed in Business rule based  
software systems, leading to the need of selection of corresponding architecture, com-
ponents, techniques and tools. On the base of our experience we could define the 
following different strategies and BR approaches based on IS development maturity 
and used engineering process complexity: 

 

• Separation of business logic model in early design process and software engineer-
ing process-driven BR implementation in the software system, typically using 
model transformations into the active DBMS component code dynamically or 
manually in the stage of system design; 

• Centralisation of business logic execution in dedicated BR execution component 
using interpretation mechanisms of rule engine and BR enforcement in the inte-
grated software systems activating built-in executable business processes for se-
lected decisions; 

• Intellectualisation of BIS by implementation of intelligent algorithms to allow 
system self adaptation involving automated business rule mining out from enter-
prise data and artificial intelligence; 

 
Further in this section we will discuss all of these approaches of BR based BIS devel-
opment and analyze their weak and strong sides according to the particular purposes. 

2.1   Separate Development of Business Logic Model 

Judging from the works of [9] we can draw a conclusion that the business logic ex-
change is vital for easy and fast software modification and adaptation to the business 
changes. There are several ways of separate development of business rule base busi-
ness logic model development and implementation into the final software system 
proposed: to implement into relational database constraints [10], triggers [11, 12] or 
executable code in applications using resolution of separately stored BR and facts 
representing entered value instead of validation code [13, 14]. Usually this approach 
could be used for development of one particular component of the system, and 
achieved by separate development of static business logic model used in BIS for exe-
cution of structured decisions using software system parameterisation [15] and later 
reuse of components developed [16] and model driven service composition [17]. This 
approach is similar and usually does not need the use of rule engine. However infer-
ence processing and involvement of some rule engine is useful for validation of BR 
combined into the rule sets used for further automated transformations. Summarising 
our experience we could define two different alternatives of such BR enforcement and 
separately developed business logic model implementation: 

 

• Parameter driven approach - system parameterization using BR and business 
logics usually represented in decision tables [18]; 

• Model transformation driven approach - Business rule and business process 
model automated transformation into the executable business processes and busi-
ness logics exchange between separate parts of the business processes implemented 
into the several software applications later on [8]; 
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Another alternative strategy of the business logic exchange is achieved by centraliza-
tion of business logic execution presented in the next section. 

2.2   Centralized Business Logic Execution 

Business logic used in business processes is distributed through different information 
systems software and usually differs depending on technology used for each particular 
software system. This leads to the problems dealing with inadequate automated deci-
sion processing and implementation of changes into different software or several parts 
of the whole system. This can be avoided by using centralized business logic execu-
tion and BR enforcement in the integrated software systems according to the frame-
work presented in [9]. 

The main advantage of this approach is that here the part of software dedicated to 
the business decisions together with the rules describing business logic is separated 
and implemented as the separate central component also called business rule man-
agement system (BRMS). This component is responsible for business decisions and 
includes a model of decision propagation into the components of enterprise software 
through several available information system interfaces. The central part of proposed 
framework includes some reasoning processor for business rule execution. For exam-
ple, rule execution engine also called BRE carries out various actions based on the 
reasoning results in the internal inference engine, ensuring data transferred between 
any two integrated subsystems to conform according to the centrally stored BR and 
data entered by users representing facts. 

Due to a flexible XML language used for BR formalization, it allows introducing 
an open organisation structure with a new intelligent functionality. Such a BR based 
meta-knowledge base system creates an open organization structure and allows a new 
intelligent functionality to enter the meta-knowledge and use it in all subsystems with 
corresponding rule exchange and enforcement interfaces to engage more duties in 
decision making process. 

2.3   Intellectualisation of Information Systems 

Summarising intelligent features of information systems that we can get from the 
approaches described in previous sections – they usually are acting by structured rules 
and do not deal with every possible impact on the business environment or future 
consequences. That is the main reason why automated decisions based on such rules 
can not take responsibility and requires involvement or approval of dedicated business 
people. This limits decision automation possibilities. The use of fuzzy logic instead or 
together with crisp logic in information systems can be used to simulate a real  
business environment and evaluate possible impact providing automated heuristic 
decisions. 

During our research we have challenged a few problems not discussed before and 
related to the situations, when BR are not known at the beginning or they are incom-
plete even contradicting but we still need decisions. Moreover such BR system are not 
static and should be changed when a business situation changes. This means the  
need of development of the software systems that could be self adaptable to such 
changes and ensure information system adaptation to maximise achievement of goals  
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dedicated by the executive staff. Such situations may be resolved by involvement of 
fuzzy logic or flow engines implemented in BRMS component called BR mining 
engine. We have made some experiments for solution of such problem by building a 
risk model [14]. Similarly in [19] author uses statistical methods for simulation of 
decision influence on future state of business system. Such approach allows dynami-
cal adaptation of the user interface of the software system application to the changes 
in business system observed from the collected enterprise data and generation of the 
business service and results in the extensions or modifications to the workflow logic, 
business logic or data logic being directly reflected in the operative user front-end and 
the presentation logic of information system. 

3   Conclusions and Future Work 

In this paper we have overviewed BR model and model transformation driven ap-
proach integration and separated three main strategies based on maturity and com-
plexity of engineering processes and methods used. Depending on the approach it 
may be possible to ensure different level of agility by an instant deployment of 
changes in the Business policy and immediate reaction to the changes on the market 
or competition by changing existing business rules and introducing new rules not by 
programmers, but by business analysts. Such advances allow modern systems to be 
more transparent, auditable and to achieve cost reduction because of more efficient 
process of introduction of changes in business policy into the software systems of BIS 
used for implementation of decision automation and decision support. 

BR based software systems have more complex development process in an initial 
phases, but such a system is more efficient in further maintenance and simplified 
modifications that is especially needed for businesses with frequently changing regu-
lations and business policy, competitive behaviour on the market and requiring a high 
level of customisation and adaptation to the large scale of separate customer needs, 
especially when the software is designed using SOA. 
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Abstract. Though there is a lot of support for model driven development the 
support for complete model driven path from requirements to code is limited. 
The approach proposed in this paper offers such a path which is fully supported 
by model transformations. The starting point is semiformal requirements con-
taining behaviour description in a controlled natural language. A chain of mod-
els is proposed including analysis, platform independent and platform specific 
models. A particular architecture style is chosen by means of selecting a set of 
appropriate design patterns for these models. It is shown how to define infor-
mally and then implement in model transformation language MOLA the re-
quired transformations. By executing these transformations a prototype of the 
system is obtained. 

Keywords: model driven development, transformations, requirements, UML.    

1   Introduction 

The main goal of this paper is to demonstrate how transformations could be used to 
support the full path from requirements to code in a model driven development. Re-
quirements are specified in the requirements specification language RSL [1,2] which 
has been developed as a part of the ReDSeeDS project [3]. A significant part of 
RSL is the specification of requirements to system behaviour in a controlled natural 
language. In this paper it is demonstrated how such requirements can be used as the 
basis for transformations to code via Analysis, Platform Independent (PIM) and Plat-
form Specific models (PSM). Models are generated according to a particular architec-
ture style, including the selection of appropriate design patterns for these models. 
Each transition in this chain is to a great degree assisted by formal model transforma-
tions. Though one specific chain of models is described here the approach could be 
applied to any similar setting of models. 

In the Model Driven Architecture (MDA) approach [4] it is assumed, that the 
proper contents for CIM are requirements. Requirements model is built in a special 
requirement specification language (RSL) (see section 3). The required behaviour 
specification is sufficiently precise, therefore this specification can be processed by 
model transformations in order to generate initial versions of the next models. 

The next models are built using subsets (and profiles) of UML 2[5]. In our extended 
MDA approach the next model is Analysis model borrowed from the standard OOAD 
methodology [6] (see section 5). The most important model in the proposed model 
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chain is the PIM model (as in MDA). This model is built according to the selected 
design patterns (see section 2) and contains the description of structure and detailed 
behaviour of the system-to-be in a platform independent way. Transformations which 
generate the initial version of this model use both Requirements and Analysis as in-
puts. This is the step in the whole chain of transformations which contributes most to 
the rich system functionality inferred directly from requirements. The principles by 
means of which a nontrivial system behaviour description in PIM can be extracted 
from requirements in a controlled natural language with keywords are also the most 
innovative aspect of the paper. The contents of PIM are described in section 6.  

The next model is the Platform Specific Model (PSM) fairly in standard MDA 
style (section 7). It is built by transformations from PIM by adding the platform rele-
vant details. The paper demonstrates the combination of Java and Spring /Hibernate 
frameworks in the role of target platform. Finally, PSM is transformed to code (anno-
tated Java EE in this case).  

The main practical value of the approach is that a nontrivial executable prototype 
of the system can be obtained from requirements without manual extension of inter-
mediate models. Certainly, a true model driven development should follow, where at 
each step the required details of the real system are filled in manually. 

All model-to-model transformations in our approach are implemented in model 
transformation language MOLA [7] which occurs to be very appropriate for the given 
kind of tasks. The transformation development is discussed in section 8.    

2   Principles of Model Structure Creation 

Nowadays enterprise systems are developed using a set of design patterns. There are 
two types of design patterns: platform independent and platform specific ones. The 
traditional GoF design patterns [8] represent the former type. On the other hand, low 
level patterns such as the adequate usage of Spring framework are platform specific. 

We use the concept of architecture style, which includes the system and model 
structure and the related set of design patterns. In this paper only one architecture 
style is discussed. The selection of architecture style is out of scope of the paper.  

We have chosen four layer architecture, with the following layers: Data access 
layer, Business layer, Application logic and User interface. We have domain objects 
as data containers (“POJO”). Another general principle is that our approach is based 
on a declarative object-relational mapping (ORM). Persistent domain objects are 
treated as the basis for ORM definition. Whenever possible, we use the interface 
based design style. The design relies on the dependency injection pattern for referenc-
ing other classes. At the Data access layer Data access objects (DAO) are used for 
explicit ORM - related actions. DAO classes have CRUD operations and the standard 
transaction support. At the Business layer for each domain object participating in 
business logic a class is created, which encapsulates all business level operations 
related to this concept.  

The application logic and User interface layers are governed by the MVC pattern. 
For application logic in addition the façade pattern [8] is used. Application logic op-
erations are invoked by MVC controllers within this use case. UI part is kept as sim-
ple as possible. It contains only calls to application layer. All the above mentioned 
style elements apply to the PIM level. 
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Platform Specific design patterns are used in the PSM and in code. The POJO pat-
tern is used in a most complete way, adapted to the Spring style. We use the declara-
tive ORM definition based on annotations (coded as stereotypes in the PSM). The 
selected design patterns allow creating really usable code, not only code skeletons. 

3   Requirements Model 

The Requirements Specification Language (RSL) [1,2] is a semiformal language 
for specifying requirements to a software system. It employs use cases for defining 
precise requirements to the system behaviour. Each use case is detailed by one or 
more scenarios, which in turn consist of special controlled natural language sentences. 
The main type of sentences is the SVO(O) sentence [2], which consists of subject, 
verb and direct object (optionally, also indirect object). In addition to SVO(O), there 
can be also conditions, rejoin sentences (“gotos” to a point in the same or another 
scenario) and invoke sentences (invoke another use case). Alternatively, the set of 
scenarios for a use case can be visualized as a profile of UML activity diagram. RSL 
example is demonstrated in Fig.1. (For this to be a correct requirements model the 
relevant notions must also be defined.) 

 

Fig. 1. RSL example from Fitness Club system, reservations - how a customer can book regular 
access to the selected fitness facility  

Domain definition in RSL consists of actors, system elements and notions. Notions 
correspond to elements (classes) of the conceptual model of the future system. It is 
also possible to define generalizations and simple associations between notions.  

The precise syntax of RSL is defined by means of a metamodel [1]. The behaviour 
and domain parts in valid RSL requirements model must be related. The subject of an 
SVO(O) sentence must be an actor or system element. An object must be a notion.  
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For the existing version of RSL a tool support [9] has been built. Currently RSL is 
extended by introducing keywords, which assign a predefined meaning to some verbs 
and nouns. This paper is based on the extended RSL version. 

Transformations described in this paper can be applied to any valid set of require-
ments in RSL for a system. To generate something more than skeleton from such 
requirements some knowledge about meaning of theses sentences is required. To 
solve this problem transformations use keyword based heuristics for generating plat-
form independent model. The chosen verb keywords for SVO(O) sentences are show, 
select, build, add and remove. The noun keywords are form and list – for use as parts 
of complex notion names. Conditions can contain the verb keyword click and select. 
The adjective empty is also treated as a keyword. The heuristics and choice of key-
words depend on the selected architecture style. 

4   Analysis Model 

The Analysis model is generated by transformation from the domain (notions) part of 
Requirements. It creates classes from notions in Requirements. In addition to pure 
domain model of the system all design related concepts such as forms, their elements 
and ways of user interaction with the system are extracted from requirements and 
stored in the Analysis model. Certainly, all this is done in a platform independent 
way. Stereotypes are used to mark properties of classes, for example, <<entity>> 
(persistent class), <<form>>, <<list>>, etc. Some associations having a special mean-
ing are also given special stereotypes (<<Owned>>, <<ListItem>> etc.).  

 

Fig. 2. Fragment of the generated Analysis model from requirements in Fig. 1 

Class stereotypes are determined by analyzing keywords. However, some elements 
can be generated only by analyzing scenarios. For example, select-sentences (such as 
... selects time slot from reservable time slot list) permit to conclude that the relevant 
form (that in the preceding show-sentence) permits to select elements exactly from 
this kind of list. Hence, this list (here, ReservableTimeSlotList) is visualized in the 
form (the <<owned>> association can be built), and the relevant selection element 
corresponds to an element of this list (the <<ListSelection>> association is built).   

Using these and some other principles the Analysis model for the example (see Fig. 
2) can be generated from notions and the scenario in Fig.1. This model can be ex-
tended manually in the Analysis step.  
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5   Platform Independent Model 

This model is the most important one in our approach since the whole platform inde-
pendent functionality is generated into this model. This is done by repeatedly analyz-
ing use case scenarios taking into account the (possibly manually extended) Analysis 
model. In combination with the keyword based sentence analysis a significant part of 
application and business logic can be generated.  

 

Fig. 3. Informal mapping example for transformations to PIM 

One result of this step is the design class model: packages, interfaces and classes 
with all attributes and operations (with parameters), all annotated using stereotypes. 

The class model is created according to the platform independent design patterns 
described in chapter 2. For each application logic class methods are generated on the 
basis of UI related scenario analysis. For business logic classes methods are created in 
the general context of behaviour generation, by analyzing scenarios in requirements. 
For each DAO class CRUD operations are needed. Bodies of these operations are 
similar for all classes, only types vary. Therefore we propose to implement them once 
in a template class, which contains parameterized types.  

Another result is sequence diagrams, covering also significant part of business 
logic method bodies. All method invocations with appropriate parameters which can 
be generated are coded this way. Whenever possible, invocation logic up to DAO 
level is documented. In order to build an application logic method body, we look for 
consecutive scenario sentences with the subject System and recipient system (in other 
words, any verb other than “System shows …). All these sentences correspond to calls 
to the Business logic layer. The immediate recipient of this call depends on the sen-
tence structure. For example, if the indirect object (e.g., …for facility) is present, the 
call is directed to the manager for the corresponding entity (here, FacilityService). 
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There are also other “patterns” for sentences which correspond to business logic calls  
The grouping of the generated business logic calls is done in a simple way – all these 
calls up to the next UI call (corresponding to the next “System shows …” sentence) 
are included in the body of the current application logic method body (see Fig. 3). The 
“System shows …” sentence generates a call to the user interface layer, which com-
pletes the current body.  

Fig. 3 illustrates one typical application of the transformation rules described above 
by an informal “model mapping diagram”, with arrows going from source model 
instances (bottom) to the corresponding target model instances (top). The second 
sentence in the scenario fragment (“Customer selects time slot from reservable time 
slot list”) is an actor-to-system action, therefore it implies the method invocation 
selectTimeSlotFromReservableTimeSlotList() to the application logic class (Reserv-
ationsService). The next two sentences correspond to the actions in the body of this 
application logic method. These are list operations which are treated as elementary 
actions within the method body. Add and remove in this context are treated as key-
words. The sentence “System shows …” is a system-to-actor sentence. There are 
some more rules in the approach quite similar to those explained on the example.  

6   Platform Specific Model and Code 

This model is a specialisation of PIM to a specific platform. Currently Java with 
Spring + Hibernate 3 is chosen, with declarative (annotation based) style. The main 
task is to create annotations according to the style required by Spring and Hibernate. 
However some new model elements should be added as well. For example, database 
diagram (with tables, columns, PK, FK etc) is generated from the domain objects.  

Domain objects are used to describe Hibernate specific ORM functionality. All Hi-
bernate and Spring specific annotations are added (coded as stereotypes) to domain 
classes, attributes and operations. Traceability links between PIM and PSM elements 
are generated by transformations and used to maintain various annotations related to 
mappings between different parts of the model.  

For each DAO class the annotation <<@Repository>> and annotations describing 
the transactional mode are added. Application logic layer classes are included in the 
Business logic layer. Classes in these layers are given the annotation <<@Service>> 
(to mark them as Spring beans). The annotation <<@Autowired>> (Spring specific 
dependency injection) is used to initialize references to other beans. 

For UI currently a rudimentary solution based on Spring MVC directly is incorpo-
rated. We use JSP for data visualisation and controllers to manage user actions. We 
use one controller per form, with a method for each user action. Typically a controller 
method directly calls the appropriate application logic method.  

The provided PSM can be used for Java code generation. The structure of Java 
code will directly correspond to the structure of PSM. Method bodies form sequence 
diagrams are also generated. An initial version of configuration files, data base script 
and Java project for Eclipse IDE are also generated. All this provides a complete 
prototype – simple but ready to execute. In order to switch to other platforms, only the 
transformations from PIM to PSM and from PSM to Java have to be modified. 
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7   Implementation of Transformations 

All described transformations have been implemented in transformation language 
MOLA [7, 10]. A transformation fragment can be seen in Fig 4. It represents a proce-
dure for creating the UML lifeline corresponding to the call target. 

The metamodel used for transformations (RSL + UML) is extended by special 
traceability elements. Transformations in every step build also the relevant tracea-
bility links. In addition to enabling the general traceability support in the toolset, 
traceability links are reused by transformations for finding the context of an element. 

 

Fig. 4. Fragments of transformations in MOLA (to PIM) 

All transformations in the chain must support repeated runs; therefore, support for 
various result merge actions is included. It mainly relies on traceability links.  

The complete implementation of the described rules and merge facilities has con-
firmed the applicability of MOLA for the support of sophisticated model driven de-
velopment. The most distinguishing quality of MOLA here appeared to be its easy 
readability which permits to adapt easily the transformations to changing models and 
informal rules.  

8   Related Work and Conclusions 

The CIM model [4] means requirements for the system, understandable by domain 
experts. Typically requirements are written as a free text, but a strong intention is to 
apply transformations also to CIM. Therefore a natural approach is to specify require-
ments in a controlled natural language, as is done in this paper. A similar kind of re-
quirements are used as a starting point in [11,12,13]. The approach closest to ours is 
[11], where the Natural MDA language is proposed for behaviour description. This 
language uses a large set of keywords therefore it is much closer to programming lan-
guages than RSL, and the transformation based approach there is only partial. The  
approach in [12] is based on the Language Extended Lexicon and does not use the be-
haviour description thoroughly. An interesting approach is proposed in [13] where the 
initial requirements in natural language are manually converted into a list of semiformal 
functional features which then can be transformed formally using the topological model.  
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There is much work on transforming PIM to PSM, but this is not the main topic of 
our paper. To sum up, none of the mentioned approaches support a full path from 
textual requirements directly provided by domain experts to a system prototype where 
all transitions are performed by model transformations. 

The paper shows the feasibility of a transformation supported path from semiformal 
requirements to code in a model driven way. The key aspects which have enabled this 
are the selection of an appropriate architecture style (the general structure and appro-
priate set of design patterns) for the system and an appropriate requirements language. 
Then a corresponding set of transformations can be defined which can extract maxi-
mum facts from requirements and convert them into appropriate elements of models in 
the development chain. The most crucial of models in the chain is the PIM. For build-
ing of this model the most sophisticated analysis of requirements has been done. The 
next model – PSM is adapted to the selected platform – Java, Spring and Hibernate. 
For models in the chain – Analysis, PIM and PSM appropriately defined UML profiles 
are used. The models obtained during this approach serve as the basis for further man-
ual model driven development, using the same transformations for support. All the 
transformations are implemented in the model transformation language MOLA. 
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Model driven architecture usually is represented by computation independent 
model, platform independent model, and platform specific model. It is assumed 
that transformations from computation independent model to platform specific 
model via platform independent model are possible. However, authors rarely 
discuss the contents of computation independent model, its validity and corre-
spondence to the notion „computation independent”. Philosophically, from the 
point of view of organizational information systems pure computation inde-
pendent models do not exist, because information technology solutions are 
threading through the way people think in their task performance, decision 
making and information search strategies. Considering information as inter-
preted data it is possible to distinguish between two inter-related models in the 
upper level of model driven architecture, namely, human intelligence informa-
tion processing model and artificial intelligence information processing model, 
which are titled depending on the substance of the object that interprets the data 
available and recognizable in the business domain. 

1   Introduction 

Model driven development (MDD) and model driven architecture (MDA) are notions 
that have become very popular in the area of software engineering and information 
systems development. MDA is usually represented by computation independent 
model (CIM) at the upper level of the model hierarchy, platform independent model 
(PIM), and platform specific model (PSM). MDA is a general framework, which can 
accommodate different models belonging to UML and non-UML [2] notations at 
different levels of model hierarchy, e.g., [1] and [2]. Regarding CIM there are two 
basic streams of suggestions of what is to be represented by CIM. One of the streams 
suggests that the business model is to be represented at this level [3]. Another stream 
points to CIM as model, which represents system requirements [4]. Some researchers 
position both models representing business knowledge and system requirements at the 
CIM level [5]. There are also approaches that practically do not consider CIM [6]. 
This diversity of viewpoints on the nature of CIM points to the necessity to analyze 
the role of this model in MDA. In this paper the analysis of the nature of CIM is done 
from the point of view of information systems development. The research question 
stated is “How can CIM be incorporated in the information systems development 
process?”. To answer this question we analyze the main elements of information sys-
tems and separate software from other information systems components. By doing 
this, the exact role of CIM emerges quite transparently and it is possible to identify 
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particular information systems development situations and corresponding uses of CIM 
in these situations.  

The paper is structured as follows. We discuss different approaches to CIM in Sec-
tion 2. In Section 3 the notion of information system is analyzed. In Section 3 a new 
interpretation of CIM as consisting of human intelligence information processing 
model and artificial intelligence information processing model is proposed. In Section 
5 different information systems development situations are analyzed and methods of 
the use of the information processing models are discussed. Section 5 consists of brief 
conclusions. 

2   Related Works 

MDA is a framework which attracts numerous systems developers. In many cases 
they try to interpret their previous and current methods in terms of CIM, PIM and 
PSM as well as develop new methods in MDA framework [1]. Table 1 represents 
some of these interpretations. 

Table 1. Interpretations of CIM and PIM 

No  CIM PIM Ref. 
1 Environment of the system and 

requirements for the system 
 

Part of the complete  specification 
that does not change from one 
platform to another 

[7]  

2 Business Model, Domain Model, 
Business Requirements 

BPMN Model Independent of 
workflow engine, UML model 
independent of computing platform 

[8] 

3 Task Model and Use Case Model Abstract Interface Model and User 
Model 

[9] 

4 Requirements Models Analysis and Design Models [10] 
5 Knowledge about the problem 

domain 
Client’s requirements, System 
Requirements Specification, Use 
Case Model, and Conceptual Model 

[5] 

6 Semantics of business vocabulary 
and business rules 

Production rule representation, 
Specific rule language, Rule  
interchange format 

[11] 

7 Communication contracts, Global 
policies, Failover, Infrastructure 
capabilities 

Routing model, Communications 
model 

[4] 

8 Product Line Requirement Model  Template driven portal-type 
interface 

[12] 

9 Business systems  Information systems [13] 
10 Business Process Model; System 

Requirements Model (Visual Use 
Cases) 

Four archetypes: Moment-Interval, 
Role, (Party, Place, Thing),  
Description 

[14] 

11 Enterprise Integration Model: 
Organization Model, Process 
Model; Data Model, System Model 

Service Model [15] 

12 - Model of the system [6] 
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Table 1 is structured in four columns. The first column refers to the number of the 
interpretation. Column 2 shows what is considered as CIM in a particular interpreta-
tion. Column 3 shows what is considered as PIM. Column 4 shows the reference 
sources for the particular interpretation. Interpretation of PSM is not reflected in the 
table as the contents of the paper concern mainly upper levels of MDA. 

3   Information and Information System 

In Table 1 presented in Section 2 only Row 9 explicitly shows the concept ”Informa-
tion System” (IS).  This leads to the conclusion that the role of information system is 
not yet well understood in the context of MDA. One of the reasons of overlooking the 
impact of MDA on the organizational information system could be the diversity of 
definitions and understanding of IS notion [16]. Figure 1 illustrates a variety of con-
cepts that are used in different IS definitions amalgamated in [16]. These concepts 
show that IS concerns all levels of MDA. 

 

 

Fig. 1. Concepts used in information systems definitions 

According to Steven Alter [16] “an IS is a work system whose processes and ac-
tivities are devoted to processing information, that is, capturing, transmitting, storing, 
retrieving, manipulating, and displaying information. A work system is a system in 
which human participants and/or machines perform work (processes and activities) 
using information, technology and other resources to produce specific products and/or 
services for specific internal or external customers”. In MDA the basic concern is 
software development. In fact, any new piece of software takes over from humans a 
particular information processing task which is a part of business level information 
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processing. The use of software usually changes the way how employees think when 
performing their routine tasks, because they have to understand at least partly what to 
expect of their “co-worker” - the software system. Therefore we can claim that phi-
losophically there is no such phenomenon as computation independent model. In all 
kinds of enterprises where any tools for information processing are used the way of 
information processing (thinking) is more or less computation dependent.  However 
in [7] it is stated: “The computation independent viewpoint focuses on the environ-
ment of the system, and the requirements for the system; the details of the structure 
and processing of the system are hidden or as yet undetermined“. Taking into consid-
eration that software essentially is a part of IS, the question arises what is the envi-
ronment and what is the system from the point of view of IS in MDA. To answer this 
it is necessary to consider the relationship between human and software information 
processing.  

In Knowledge Management literature [17] information is regarded as interpreted 
data. Thus for information to come into existence it is necessary to have some  
intelligent system that can interpret data. In general, the interpretation is the matter of 
human intelligence. But in software development situations, the software system 
imitates human knowledge interpretation at least at a conceptual level and at least to 
some extent. Therefore data received by software system from human performers is 
processed artificially according to data interpretation rules, patterns, and algorithms 
embedded in the system by programmers. Therefore one can consider CIM as consist-
ing of two related abstractions: 

• Abstraction of human information processing, which in this paper is called Hu-
man Intelligence Model of information processing (abbreviated as HIM)  

• Abstraction of software information processing, which in this paper is called 
Artificial Intelligence Model of information processing (abbreviated as AIM) 

HIM and AIM are connected by interface which represents data transfer from one 
model to another. An essential feature of data represented by the interface is its inter-
pretability by HIM and AIM, so that the data would correspond to these information 
processing activities that are meaningful from the point of view of enterprise per-
formance.  The relationship between HIM and AIM is discussed in more detail in the 
next section. The interface belongs to both HIM and AIM. In MDA terms [7] HIM 
together with the interface corresponds to the environment and AIM together with the 
interface corresponds to the requirements for the system.  

4   CIM = HIM Related to AIM 

The question may arise concerning the level of detail HIM and AIM should be repre-
sented at. While the needed level of detail depends on the modeling situation and 
modeling purposes, there are the following essential features of the models and mod-
eling situation that are always to be taken into the consideration: 

• External input and output reachability 
• Possibility of the identification of changes with respect to previous versions of 

models 
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In an organization the role of the IS is to support productive performance of the or-
ganization. Thus information flow has to reach decision points that are located on the 
border with organizational environment. The circulation of information is ensured by 
particular information processing steps that consist of input/output data interpretation 
aligned with information capturing, transmitting, storing, retrieving, manipulating, 
and displaying [16]. Three types of borderline decision points may be identified (1) 
external information input oriented, (2) external information output oriented, and (3) 
external information input and output oriented. When all relevant decision points are 
identified, it is necessary to decide about their mutual causal dependence. If the de-
pendence exists, then there should be an information path between decision points. So 
the minimum level of detail of modeling requires possibility to identify all informa-
tion paths between dependant borderline decision points. The paths may be located 
only in HIM, only in AIM, or in both models. 

Nowadays organizations very rarely operate without using software for informa-
tion processing. Thus the development of new software depends on the one that al-
ready exists in the organization [15]. If at the time point ti the decision about a new 
software project is made, then the software should conform to HIM and AIM in time 
point ti+1. AIM at time point ti+1 could be considered as requirements for software 
development; however, it is essential that the scope of the project is determined not 
only by AIM, but also by already existing software solutions. This leads to situation 
dependent methods of the use of AIM and HIM that are described in the next section. 

5   Methods of the Use of AIM 

Organizational information systems depend on ever changing business needs, hence 
the process of information systems development is a continuous sequence of imple-
mentation of different information systems projects including the development of new 
software. In approaches describing MDA, the main emphasis is usually put on the 
possibility to transform or map models of upper levels of MDA hierarchy to lower 
level ones, however it is not often that the models of human and artificial information 
processing are considered explicitly and separately, and taking into consideration time 
dimension.   

Fig. 2 illustrates MDA in a continuous information systems development context. 
Traditional MDA thinking requires transferring/mapping CIMi+1 to PIMi+1 and PIMi+1 
to PSMi+1. However taking into consideration that during a particular project all soft-
ware is rarely developed “from scratch” we have to consider the following basic mod-
eling situations, each of which requires different methods of information systems 
development and use of AIM and HIM: 

• Situation 1. The organization has no software; it is the first time when CIMi and 
correspondingly HIMi and AIMi, (i=1 in Fig. 2) are built. Employees of the or-
ganization actively participate in requirements definition for the new information 
system. A part of their business knowledge is transferred into software solutions 
via AIMi. Developing requirements they change their internal information proc-
essing models, and at the end of this process they understand what to expect from 
the new information systems solutions. If AIMi is developed, it can be directly 
transformed into PIMi (see Fig. 2).  
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• Situation 2. The organization already has software solutions. The as-is CIM 
(CIMi in Fig. 2) and to-be CIM (CIMi+1 in Fig. 2) are being built. For new soft-
ware solutions the conceptual gap ΔAIM between AIMi+1 and AIMi is to be 
found. This gap then may be transferred into particular ΔPIM, it integrated to 
PIMi will correspond to PIMi+1. The question remains to what extent the new 
PIMi+1 corresponds to AIMi+1 and HIMi+1, because the PSMi is built on the basis 
of human knowledge existing at time point ti-1. This knowledge can hardly be 
known and taken into consideration when building CIMi and CIMi+1.      

• Situation 3. The organization already has software solutions. The as-is CIM 
(CIMi in Fig. 2) exists or is being built and to-be CIM (CIMi+1 in Fig. 2) is de-
fined. However, it appears that no new software is to be developed to map AIMi+1 
into PIMi+1 and PIMi+1 into PSMi+1. The software has to only be reconfigured. In 
this case the relationship between AIMi+1 and PIMi+1 is to be identified and 
documented to achieve the correct use of MDA. The question remains to what 
extent the new PIMi+1 (via AIMi+1) corresponds to HIMi+1 because the PSMi that 
is reconfigured to develop PSMi+1 that, in turn, corresponds to PIMi+1 is built on 
the basis of human knowledge existing at time point ti-1. This knowledge can 
hardly be the same as the one reflected in CIMi+1. 

Considering the above described situations and assuming that CIM consists of HIM 
and AIM which are mutually related, it is clear that in each situation methods of use 
of AIM are different. The same applies to the use of HIM. Only in Situation 1 knowl-
edge from HIM is directly transferred to AIM. In Situation 2 and Situation 3 HIM is 
quite alienated from AIM and transferability/mapping gap between HIM and AIM is 
to be analyzed to ensure professional use of software by users (e.g. by establishing 
proper training and educational programs). The width of the gap may depend on the 
involvement of users in the development of to-be models. User participation in to-be 
model development would allow expecting smaller transferring/mapping gap between 
HIM and AIM.  

 

 
 

Fig. 2. MDA in continuous information systems development context 
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Above discussed situations do not cover all possible cases of software develop-
ment. However they clearly show that from the perspective of IS development correct 
use of MDA approaches requires careful consideration of human knowledge at the 
CIM level. In Section 2 and Section 3 we suggested building CIM as a combination of 
HIM and AIM. In Table 1 (Section 2) practically none of the approaches addresses all 
relevant issues of HIM and AIM discussed in Section 4. On the other hand, the second 
column of Table 1 covers a wide area of methods used in organizational modeling and 
software engineering. The fact that none of them transparently and separably consid-
ers information processing by human and artificial intelligence suggests that new 
methods (which could take into consideration dependence of human thinking on soft-
ware information processing) are to be developed for modeling at CIM level to 
achieve meaningful correspondence between HIM and AIM as well as correct trans-
formations/mappings between AIM and PIM.  

6   Conclusions  

This paper analyzes MDA from the information systems perspective and proposes the 
position that models of how human and software “actors” collectively process the 
information are to be developed to achieve a correct use of MDA in IS development 
context. The following basic conclusions are drawn on the basis of the analysis of 
spectrum of IS definition elements and spectrum of interpretations of CIM: 

1. It is useful to develop human and artificial intelligence information processing 
models at the upper level of MDA (HIM and AIM respectively). 

2. It is necessary to ensure meaningful and right information interpretability between 
HIM and AIM. 

3. External input and output reachability analysis helps to ensure completeness of 
CIM consisting of HIM and AIM. 

4. It is necessary to take into consideration that correspondence between HIM and 
AIM may deteriorate with time due to the user alienated software development. 

5. Different methods of the use of HIM and AIM are to be applied depending on the 
IS development situation. 

Research findings presented in this paper are a part of a larger research on agile IS 
development and management. Currently, the methods for the representation and 
analysis of HIM aim AIM in the context of agile IS are under development. 
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Abstract. The paper presents research results of formal notations and
Unified Modeling Language (UML) integration framework within the
model driven software engineering. The originality of the solution is
based on the combination of three technologies (formal notations, UML
and category theory), in order to ensure their theoretical basis for inte-
gration in Model Driven Architecture. Framework is characterized by a
principle according to which each UML model and corresponding formal
specification is examined as an independent object, while morphisms be-
tween them specify how they are mutually linked. This allows to specify
specific aspects of the system in a notation that is the best suited.

Keywords: MDA, UML, Category theory, Formal notations.

1 Introduction

Category theory (CT) is a field of mathematics that studies the properties of
mathematical structures, by examining not the internal structure of the objects,
but rather their relations (morphisms) with each other. CT can be used to iden-
tify interconnections between different unrelated structures (categories), and by
using appropriate functors these structures can be linked, thus allowing to select
the most appropriate structure for the solution.

The applications of CT in the computer science have at least two approaches.
Classical approach also referred to as type theory or functional theory is per-
ceived by computer scientists as a computer science focusing on computing [1].
Namely, categorical morphisms encapsulate the calculations or their abstrac-
tions, thus allowing to calculate target object from source object.

More recent CT approach examines the design of computer systems and is
closely related with software engineering [2]. In this approach morphisms are
regarded as relations between components, modules, software and the like arte-
facts of the system, for instance, refinement from high level specifications down
to executable code.

In the paper we apply latter approach as a basis for formal notations inte-
gration framework with Unified Modeling Language (UML) in the model driven
software engineering.

J. Grundspenkis et al. (Eds.): ADBIS 2009 Workshops, LNCS 5968, pp. 177–184, 2010.
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2 Category Theory and Model Driven Architecture

Literature survey reveals that the scope of applications of CT in computer sci-
ence is broad. However, there are several problems that have not been thoroughly
analysed so far. One of them is nowadays topical issue of practical implementa-
tion of Model Driven Architecture (MDA) concepts [3].

On the one hand, MDA is based on such standards as UML, Meta Object
Facility (MOF), Object Constraint Language (OCL), Query/ Views/ Transfor-
mations (QVT), Common Object Request Broker Architecture (CORBA) and
others, that allow software designers to create and exchange models, as well as
automatically generate software source code from them. On the other hand, ma-
jority of them are not yet completely formalized semantically. Therefore, there
is a place for misinterpretations that impede the development of MDA tools.

One of the ways of eliminating ambiguity in the model elements is to introduce
additional formal notations that would explain the system model in an unam-
biguous manner. We propose integration of formal notations with UML models
and model elements, thus ensuring mutual complementation. UML model dia-
grams are mainly used to obtain easily perceivable views of the designed system,
while formal notations define the systems formal specification in an unambiguous
manner.

For this purpose, CT can be used to integrate formal notations and afterwards
to integrate them in the development process of model driven software engineer-
ing. The use of CT for this solution is based on application of transformation
approach – computing approach in this case is not applicable, since system mod-
els are perceived as objects and morphisms are perceived as relations between
them, describing how one model acts as a part of another model or how one
model is reflected in another.

By using CT constructions it is possible to define a framework that is in-
dependent from particular formal notations, as long as they are interlinked at
the level of the same notation (e.g., metamodel). This means that each notation
has own semantics; however there are semantic regions that are overlapping,
such as illustrated in Fig. 1. Thanks to these overlapping regions, we can ensure
mutual integration of the notations. The regions that do not overlap specify a
certain system’s viewpoint, for instance, data structure, process, modifications
of system states over time etc., but all together they constitute a single system
specification.

Fig. 1. Different formal notations semantic domains overlap scheme
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3 UML and Formal Notation Integration Framework

In this chapter we sum up formal notation and UML model integration frame-
work proposed and elaborated in [4], [5], and is partly inspired from [6].

When examining UML model transformations within MDA, it is necessary to
define certain conditions and criteria based on which the transformation possi-
bilities should be described and applied in practice.

Transformations in the context of MDA require to satisfy the following prop-
erties: defining of transformation rules, adaptation of transformations by means
of parameters, ensuring of incremental consistency, two-way traceability, support
for transformation objects, and classes and hierarchies of transformations [7]. We
believe that as long as it is not possible to fully satisfy these conditions, the po-
tential efficiency of transformation approach will not be used to the full extent
and the ideas posed by MDA will not be fully implemented.

We propose the solution by the application of CT principles, since CT con-
structions have been used to formally describe each step of refinement and trans-
formation in the specification of each model.

The main emphasis in the proposed framework is put on the practical ap-
plication of CT, not its theoretical advancement. Namely, by using the studies
of formal specification languages from the CT point of view, its constructions
are applied to the specification integration and the analysis of semantics of the
transformations.

The most important condition for formalisms to be integrated in MDA is
the following: it must be possible to implement the UML and formalization of
UML usage specification in easily expandable and automated manner, and the
integration must support the composition of specifications, as well as the inter-
operability of the tools. Therefore, proposed framework focuses on metamodeling
and the process of verification thereof, as well as the support of unified tools,
which allows to perform formalization of semiformal modeling notations.

Another important aspect is that the framework should be based on MOF
principles, i.e. UML metamodel should be taken into account, which, conse-
quently, also requires formalization.

The general diagram of the UML and formal notations integration framework
is illustrated in Fig. 2. The framework is abstract enough to be applied to any
formal notation described below, but is not limited only to them.

Application of CT is manifested by the fact that the main emphasis is put
on the relations between the elements of the framework nodes, namely, arrows.
Namely, if each node is formalized in a category, arrows represent the relations
between these categories (i.e. functors). The main difference between this frame-
work and other frameworks of formalization is the following: formal specifica-
tions can be used to describe the structure and behaviour of objects, while CT
based approach directly reflects the relations between the objects to be specified,
namely, the emphasis is put on transformation relations.

In Fig. 2 arrows depict mappings (categorical functors) and have the fol-
lowing interpretation. Mapping (1) describes formalization of UML metamodel.
Formal laws are used to describe how metaobjects of UML semantics should be
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Fig. 2. UML and formal notation integration framework

transformed into formal specification (for instance, Z or Maude). In addition,
the meaning of each transformation law and the possible alternatives of the
transformation laws can be described.

Mapping (2) specifies the software and tool support requirements in order to
automatically transform UML models into formal specifications in accordance
with the formalization laws defined under mapping (1). The result is represented
by formal specification or UML formal domain.

Mapping (3) specifies all the possible UML diagrams that can be created from
the UML metamodel by using the tool. In other words, it is an interpretation of
UML diagrams in UML metamodel. Mapping (1) and (3) jointly form the basis
for further formalization of UML diagrams.

Mapping (4) ensures the verification of UML diagram translation. It helps to
verify whether the formal specifications obtained from UML graphical domain
correspond with the abstract UML theory of UML formal semantics.

Mapping (5) is an illustration of platform specific metamodel, which, for in-
stance, could be one of the UML profiles or transformation models. This map-
ping also is described with the help of formal notation. Knowing the semantics of
specification mappings and by using appropriate laws of transformations, with
mapping (6) we can map each formal specification precisely and afterwards verify
by using mapping (7) in accordance with the requirements of formal semantics
of Platform Specific Model (PSM).

In this framework each specification module is examined as independent ob-
ject, while morphisms between them demonstrate the mutual relations between
specification objects. This allows specifying certain aspects of computer systems
in the specification languages that are most efficient in terms of expressing these
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aspects and properties (i.e., languages that are capable of describing required
properties). For instance, one notation is used to describe states, while other is
used to describe data structures and/or processes.

In case of CT approach the correctness of results in automated transforma-
tion of UML models into formal specification is reduced to the proof that the
model class generated by transformer falls within the model class of UML meta-
model. Thus it is necessary to prove the existence of morphisms from each UML
metamodel theory to mapping theory of particular UML model.

We have defined metamodel level integration of UML state machines with Z
notation as shown in Fig. 3 and UML class diagram integration with algebraic
Maude approach (see Fig. 4).

Fig. 3. UML state machine integration with Z notation

To sum up, Z specification corresponds to one state machine diagram, while
each Z specification scheme corresponds to an UML state. Z specification can be
used to specify invariant of state machine that is valid irrespective of the state
and for each state it is possible to specify additional specifications in Z notation,
which can be expressed as a scheme, axiom or general Z notation statement.

Algebraic Maude specifications are linked to the UML package, where each
Maude object module is linked with particular UML class.

Verification of mappings can be automated. Namely, if both metamodel and
model are formalized, the checking of mapping verification process is reduced to
transformation of metamodel axioms into model theorems – whether the model
is not conflicting with axioms defined within the metamodel. If conflicts are iden-
tified, they can be eliminated, since it is possible to determine, which particular
model element is inconsistent.
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Fig. 4. UML class diagram integration with Maude notation

Model transformation into PSM is the next step after one has verified that
Platform Independent Model (PIM) is correct form the point of view of UML
formal syntax and semantics. The main aim of the PSM model is to ensure that
it is possible to automatically transform it into executable code. Therefore, in
this case it is not as important to clarify whether the model is semantically
correct (given that the correctness is verified already in PIM), as to whether
it is determined and can be translated to application code in an unambiguous
manner. Namely, it is necessary to formalize each element of model up to the
level that allows generating executable specification or code. In this case, it
is necessary for each UML profile of PSM to formalize and demonstrate the
relations of its concepts in a formal notation.

We have tested proposed framework in implementation of distributed transac-
tion coordination system “TraSer” (from Transaction Service). It can be applied
to support implementation of applications where possibilities of data locking
offered by the data base management systems are not sufficient to efficiently
implement client applications which operate at the business process level.

Algebraic Maude specifications of “TraSer” was specified to enrich systems
static structure (i.e., to complement its UML class diagram), but translation
from UML class diagram and state machine into Z specification was performed
in order to formally specify the behavior of a system as reactive state machine.
By linking each Z scheme of “TraSer” with appropriate state in UML state
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machine model, a richer specification was obtained than in case of separate Z
specification and UML state machine.

UML state machine defines easily perceivable yet informal aspect of systems
dynamic properties, but Z notation supplements it by introducing formal speci-
fication of the model. For instance, Z notation specified system properties that
are not directly represented in UML state machine, namely, one Z scheme spec-
ified the systems state scheme, i.e. systems invariant that had to be satisfied
irrespective of the current state in UML state machine.

4 Related Work

As we already mentioned, the proposed framework is partly inspired from [6]. In
it authors present metamodel based framework and demonstrate its application
to UML model translations formal verification with the formal notation Slang.
At time of publication their approach where not described in the context of MDA
where PSM has to be introduced.

There are also other different attempts to describe MDA model transfor-
mations by means of UML metamodel. For example, in [8], authors propose
metamodel for mapping specifications, but in [9] authors use pattern-based trans-
formations.

Another integration method we inspired from is described in [10]. Its author
proposes the method, which uses heterogeneous partial (also called viewpoint)
specification integration. He also uses category theory to formalize specification
languages and define a relational semantic framework.

We have also done research on UML model checking methods, where we out-
lined the main problems developer must deal with when UML state machine
diagram model checking is performed [11].

The common conclusion is that the most notable shortcoming of current UML
specification is the lack of its full formalization, which, in turn, makes tool cre-
ators do their own formalization, which may differ from other formalization
approaches.

5 Conclusions

In order to correctly construct and maintain software systems, in the paper we
present framework, which facilitates the integration of formal methods in the
software engineering development processes where currently they are not used
to the full extent. Studying of the possibilities of integration of formal methods
and theories with partially formalized approaches may improve the methods and
skills currently employed by the software development industry.

The originality of the proposed solution is based on the combination of three
technologies (formal notations, unified modeling language and category the-
ory), in order to ensure their integration in model driven software development
process.
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The proposed framework is characterized by a principle according to which
each UML model and its formalized specification is examined as an independent
object, while morphisms between them specify how they are mutually linked.
It allows to specify certain aspects of system in a notation that is best suited
to describe them. For instance, one specification examines the processes of a
computer system, while other examines data structures and/or states. At the
same time, category theoretical approach ensures well harmonized and justified
theoretical basis for mapping of formal specification language structures and
linking them via UML metamodel.

Combinations of both types of notations (informal graphical UML and formal
mathematical notations) allow to obtain enriched PSM from which it is possi-
ble to generate more detailed application code. However, by applying further
refinements it is possible to specify systems behaviour in more detail, in order to
generate complete application code, the correctness of which can be verified by
using the traceability information saved in the transformations and refinements.
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Abstract. Models and model transformations are defined as primary artifacts in 
OMG’s Model Driven Architecture (MDA). The main idea of MDA is to sepa- 
rate the formal representation of the system, preserving the highest possible 
level of abstraction in the form of system model, as well as to transform this 
model to the level required for system implementation. Two-hemisphere model 
represents the problem domain from the business perspective. It uses two  
inter- related system models—a business process model and a concept model, 
expressed in GRAPES notation. The main emphasis of this research is con-
cerned with applying the OMG’s notation to represent the business hemisphere 
in Business Process Modeling Notation (BPMN). This paper comprises the 
general issues of the research, difference between the notations, as well as the 
results on generated set of elements of UML class diagram. 

Keywords: Two-hemisphere model, GRAPES, BPMN, model transformations. 

1   Introduction 

A model is an important artifact of software development and should represent the 
system to be developed from different aspects as close to the system as possible. The 
model provides information about the system, helps to find problems before imple-
mentation is started, and helps to find the solution of these problems. Model Driven 
Architecture (MDA) [1] is the central component in the strategy of Object Modeling 
Group to make the development process fast and qualitative. For achievement of this 
goal the role of explicit models and model transformations becomes more important. 

Two-hemisphere model driven approach [2] is defined as a model driven approach 
for software development and satisfies the main statements of MDA on definition of 
models and model transformations. The essence of two-hemisphere model driven 
approach is to reflect the initial information about system in two main components – 
business process and concept models for further transformation to software. An inves-
tigation of model transformations defined for generation of UML class diagram [3] 
from two-hemisphere model is discussed in [4]. Two-hemisphere model [2] itself 
represents the problem domain and serves as a basis for further system development 
in the object-oriented manner [5]. Basically, the elements of two-hemisphere model 
are being transformed into elements of UML class diagram in a formal way [6].  
Two- hemisphere model uses elements of GRAPES notation [7] for business process 
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modeling and interrelated presentation of system concepts of problem domain. These 
two hemispheres are interrelated each to other by using GRADE tool [8], specified for 
GRAPES notation. The present paper continues author’s investigations in the area of 
two-hemisphere model transformations under object-oriented software development 
and tries to find more suitable notation for presentation of functional hemisphere of 
problem  domain.  Business  Process  Modeling  Notation  (BPMN)  [9]  is  developed 
under the supervision of Object Management Group (OMG) for acquisition and repre-
senting of initial business information. The fact that OMG is also an “ideologist” of 
Model Driven Architecture and its abilities for formal transformations of models 
gives to authors to make an assumption that BPMN can serve as a more suitable form 
for presentation of functional hemisphere of problem domain instead of GRAPES. 

The goal of this paper is to research strengths and weaknesses to be detected under 
the change of notation from GRAPES into BPMN for business process model applied 
in two-hemisphere model driven approach for generation of UML class diagram. The 
comparison is made in relation to the class diagram, as since two-hemisphere model is 
used for generation of class diagram with its further generation into software code. 
The second section of this paper describes two-hemisphere model, applying of 
GRAPES and BPMN for business modeling in framework of two-hemisphere model. 
The third section describes advantages and disadvantages of applying of these two 
notations. The fourth section is conclusions of the paper. 

2   Transformations from Two-Hemisphere Model into UML Class 
Diagram 

The two-hemisphere model driven approach [2] is a version of business process 
model driven approach that utilizes two models of problem domain: the concept 
model and the business process model for driving the software development process 
in object-oriented manner. Fig. 1 shows the transformations between diagrams in 
accordance with two-hemisphere model driven approach [6]. 

As stated above, the two-hemisphere model is defined as two-interrelated models 
(Fig. 1): the first one is designed for system functionality (Process model), but the 
other one—for system concepts (Concept model). UML communication diagram is  
 

 

Fig. 1. Transformations from two-hemisphere model into UML class diagram 
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used to concatenate both hemispheres in one issue, as well as to share responsibilities 
of objects in object-oriented manner for software development. Then, UML class 
diagram is defined in accordance with the information of system operations in UML 
communication diagram; furthermore, the refinement of class attributes is done in 
Concept model. The formal algorithm for transformation from two-hemisphere model 
into class diagram is defined in [6]. Hence, [4] discusses several limitations on the set 
of elements of UML class diagram to be generated from two-hemisphere model ex-
pressed in GRAPES. 

2.1   Two-Hemisphere Model Defined by GRAPES Notation 

The original version of two-hemisphere model [2] contains two interrelated models: 
business process model (Process model on Fig. 1) and concept model (Concept model 
on Fig. 1.) defined in GRAPES [7] notation. Process model represents the functional-
ity of the system in the form of processes, which are performed in order to achieve 
business goals, performers of these processes and events among the processes.  
According to Larman [10] real-world classes with attributes relevant to the problem 
domain and their relationships are presented in concept model. Concept model is a 
variation of well-known entity-relationship diagram notation. It consists of concepts 
(i.e. entities or objects) and attributes. Thus, elements of GRAPES notation used in 
two-hemisphere model are [7]: 

— Business process usually means a chain of tasks that produce valuable result to 
some hypothetical customer, and is a gradually refined description of a business activ-
ity (task). 

— Event is defined (as a rule) in the moment, when it is mentioned in business 
process diagrams for the first time. Events are the input/output objects of certain busi-
ness process (perhaps, these can be material things or just information). 

— Data object exists during one business transaction. From the viewpoint of in-
formation system specification, data objects should correspond to common files or 
variables: one task to fill in the information, another—to retrieve it. 

— Performer section lists all objects involved in the completion of the task. The 
task may be performed by different sets of objects; in general, the possible per- form-
ers are described by a logical expression with `&' and `|' connectors. 

Fig. 2 shows an example for hotel room reservation system on how information from 
business process and Concept model is used for construction of UML communication 
diagram for its further transformation into class diagram. Tasks or processes, events, 
which executes transitions among tasks, as well as performers of tasks, defined in 
Process model (see in Fig. 2), are the main components for defining the UML  
communication diagram [3] with transformations defined in [6]. Objects of communi-
cation diagram are defined based on concepts of Concept model. Communication 
diagram can be defined directly from elements of business process model by using 
graph transformations [6]. The purpose of these transformations is concerned with the 
usage of processes (process model) as object operations (communication diagram), 
and events (process model) as owners and executors of operations (communication 
diagram). Class diagram, which is based on Concept model, is defined in accordance 
with information of object interaction (shown on communication diagram) [5].  
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Fig. 2. Model transformations from two-hemisphere model defined in GRAPES notation 

Furthermore, attributes of classes are defined just like the attributes of corresponding 
concepts in Concept model [6]. 

The investigation of 2HMD approach in [4] shows that approach could be applied 
for generation of several elements of class diagram, in order to generate class names, 
attributes, methods and relations between classes. Still, the ability to define stereo- 
types in classes for further definition of software architecture is missed in the two- 
hemisphere approach; also, the detailed definition of system dynamic component 
based on elements in two-hemisphere model is under development. In fact, these 
limitations are the motivation for further research, including the ability to set addi-
tional elements for two-hemisphere modeling of the system, to find more suitable 
notations for process model, and interrelated Concept model to generate fuller set of 
elements of UML class diagram. 



 Application of BPMN Instead of GRAPES 189 

2.2   Two-Hemisphere Model Defined by BPMN 

Business Process Modeling Notation (BPMN) [9] is a standard for representing the 
business information [9]. Authors research the ability of the application of BPMN in 
order to represent the functional hemisphere in two-hemisphere model driven ap-
proach. Elements of process model in BPMN are defined as follows: 

— Activity is a generic term for work that company performs. An activity can be 
atomic or non-atomic (compound). The types of activities that are a part of a Process 
Model are: Process, Sub-Process, and Task. Tasks and Sub-Processes are rounded 
rectangles. Processes are contained within a Pool [9]. 

— Pool represents a Participant in a Process, acts like a “swim-lane” and is a 
graphical container for partitioning a set of activities from other Pools [9]. 

— Data Objects are considered Artifacts as they do not have any direct effect on 
the Sequence Flow or Message Flow of the Process; however, they do provide infor-
mation about what activities require to be performed and/or what they produce [9]. 

— Sequence flow shows the order of how the activities should be performed in a 
Process [9]. 

— Message flow shows the flow of messages between two participants that are 
prepared for information exchange (send/receive). In BPMN, two separate Pools in a 
Diagram will represent the two participants [9]. 

— Association associates information with Flow Objects. Text and graphical Non- 
Flow Objects can be associated with Flow Objects. An arrowhead on the Association 
indicates a direction of flow, when appropriate [9]. 

The transformations from process model (in  BPMN) and interrelated Concept model 
has to be the same as the flow defined for process model in GRAPES notation. And 
the fact that central elements of process model in BPMN are activity (instead of  
process in GRAPES) and sequence or message flow (instead of event in GRAPES) 
make it possible to assume that the main statement of two- hemisphere modeling [6] 
has to be satisfied also in BPMN. That is the assumption that node of process model 
becomes an arc (operation to be fulfilled) in UML communication diagram and arc in 
process model becomes a node (object to interact) in UML communication diagram. 
Therefore the transformations for generation of elements of communication diagram 
are the same as defined for elements of two- hemisphere model in GRAPES notation 
(see an example in Fig. 3). 

In addition, BPMN makes possible to generate new elements for object interaction 
and class diagram definition. Generally, data objects and concepts of Concept model 
are used to define the interacting objects. In case, with GRAPES notation all proc-
esses are transformed into operations of classes. However, in BPMN such elements 
allow to define the operations of objects on communication diagram; such elements as 
message flow and transitions between pools allow to judge about object of system 
interface, or so called classes-boundaries [3]. Additional element to the model trans-
formations which are shown on Fig. 3, is class Form1—boundary class, which is 
defined in the place of transition among pools. 
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Fig. 3. Model transformations from two-hemisphere model defined in BPMN 

Therefore, the application of BPMN for definition of functional hemisphere in 
problem domain refines generation of elements of class diagram with an ability to de-
fine stereotype class-boundary, which is a very useful component in object-oriented 
system development [3]. 

3   Several Outlines on Application of BPMN Elements Instead of 
GRAPES in Two-Hemisphere Model Driven Approach 

Both notations may be used for representation of initial information and further sys- 
tem modeling in accordance with two-hemisphere system modeling. The strengths of 
GRAPES notation in comparison with BPMN are the following: GRAPES gives the 
ability to represent all of the elements required for business process model (support 
from GRADE tool is required [8]). This allows the creation of system model, its ac-
cordance with model completeness and consistency, and the generation of text de-
scription for elaboration. Thus, this ability is used in authors’ research on possibility 
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to automate the transformations offered in two-hemisphere model driven approach. 
Tool for generation of class structure from two-hemisphere model is developed by 
authors and is described in [6]. This tool is based on textual description of business 
process and Concept model, generated by GRADE tool. However, this textual file is 
very specific and needs the standard description of its structure. 

BPMN is originally proposed by OMG and is a standard notation in the business 
modeling domain. This notation is supported by many tools; it allows the generation 
of textual description for created business process model. Therefore, it is possible to 
continue the present research in the way of developing the tool to support the trans- 
formations defined by two-hemisphere model driven approach, where process hemi-
sphere is expressed in elements of BPMN. The strengths of applying of BPMN are the 
following: 

— BPMN separates the input/output data objects from transitions among proc-
esses. Thus, it becomes much easier to define the ownership of operations and all 
kinds of relationships among classes; 

— In order to define area of responsibilities of every object, BPMN allows the re- 
presentation of pools (this allow to judge about classes-boundaries); 

— BPMN gives the ability to use an extension written in BPEL (Business Process 
Executive Language) [11], which is used to define a model that is transformable into 
executive code. 

In general, BPMN has more notational details. Therefore, it gives the ability to de- 
fine a more user-oriented model, than in GRAPES notation. 

4   Conclusions 

This paper summarizes the results of application of two notations for modeling of 
business information in two-hemisphere model driven approach. GRAPES is a busi-
ness modeling notation used in the initial version of two-hemisphere model driven 
approach [2]. In turn, BPMN is a modern way to represent the business aspects of the 
system. Authors tried to investigate its abilities in generation of elements of UML 
diagrams  in  the  context  of  two-hemisphere  model  driven  approach  instead  of 
GRAPES notation for modeling of business hemisphere of problem domain. 

According  to  research  discussed  in  the  paper  the  main  difference  between 
GRAPES and BPMN is that BPMN allows to model interaction of processes and 
separate the data objects from process flow, as well as to separate the modeling of the 
sequence flow from message flow. This gives a possibility to discuss about identifica-
tion of operations from messages among the objects and definition of boundary 
stereotype for classes in object-oriented manner for development of the system. It 
could be chosen as directions of future work. Another future work direction is to find 
out the possibility of arguments of operations identification with detailed modeling of 
initial information – business process model. 

Acknowledgments. The research reflected in the paper is supported by Grant of Lat-
vian Council of Science No. 09.1245 “Methods, models and tools for developing and 
governance of agile information systems.” 
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Abstract. Data clustering is essential problem in database technology – suc-
cessful solutions in this field provide data storing and accessing optimizations, 
which yield better performance characteristics. Another advantage of clustering 
is in relation with ability to distinguish similar data patterns and semantically 
interconnected entities. This in turn is very valuable for data mining and knowl-
edge discovery activities. Although many general clustering strategies and algo-
rithms were developed in past years, this search is still far from end, as there are 
many potential implementation fields, each stating its own unique requirements. 
This paper describes data clustering based on original spatial partitioning of 
force-based graph layout, which provides natural way for data organization in 
relational databases. Practical usage of developed approach is demonstrated. 

Keywords: clustering, database, relationship, force, graph. 

1   Introduction 

Clustering of objects is required in case if data units must be evaluated in terms of its 
similarity or semantic closeness. Two examples of such analysis in the field of data-
base technology are optimization of storing data in memory and deriving hidden pat-
terns in large loosely structured data sets. 

The first case deals with necessity to decrease number of pages being retrieved 
while performing data querying [1]. Classic implementation of “Many-to-Many” 
relationship between two entities via auxiliary table is a good example – in case if 
according tables will be stored in different memory regions, unnecessary additional 
fetching of memory pages would be required (in comparison with mutually close 
storing of tables). 

The second case is in relation with business analysis. Detecting of dense semantic 
relationships among certain entities (for example – consuming rates of products being 
developed and seasonal changes) may influence ongoing management strategy and 
even trigger development of new business rules crucial for increasing income. This 
also applies to exploration of different types of data, as in [2], [3], [4]. 

Considering that mentioned improvements might bring serious benefits in the con-
text of work being done, there is no wonder that clustering problem became a major 
research topic in past years and continues to attract attention nowadays. Of course 
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there is no universal clustering algorithm that would be able to make desired classifi-
cation regardless semantic meaning of the data under inspection. That is why many 
clustering domains (i.e. hierarchical [5], partitional [6], spectral [7], etc.) emerged, 
each with its own set of algorithms and problem solving strategies. Detailed analysis 
of some existing approaches is presented in chapter 5. 

In this paper the application of force-based graph layout calculation technique will 
be considered by author as initial step for clustering of relational data. It will be sup-
plemented with custom partitioning strategy in order to provide full-fledged clustering 
algorithm.  

Taking into consideration the above mentioned, it is possible to identify the follow-
ing goal: to assist in databases design and analysis activities by providing force-based 
clustering mechanism. In order to reach this goal, there are being defined four sub-
tasks: 1) to evaluate concept of force-based graph layout and outline its potential 
advantages for clustering; 2) to enhance this method with space partitioning strategy; 
3) to evaluate results of such combination in a case study; 4) to make conclusion 
about benefits and drawbacks of force-based approach and its application in relation 
to other existing clustering methods. 

2   General Characteristics of Force-Based Graph Layout and Its 
Clustering Capabilities 

Force-based graph layout approach emerged in the field of graph visualization in mid 
80-s, with such publications as Eades’s “A heuristic for graph drawing” [8]. 

The main idea is as follows: geometric properties of elements of a graph are being 
calculated using simulation of forces. The graph is presented as a physical system, in 
which nodes are being replaced with metallic rings, while edges – with springs. At 
initial step rings are scattered randomly in space with deformation of springs. Taking 
into consideration, that springs will tend to compensate the deformation, all systems 
will also tend to find a state with minimal potential energy ξ.  

This approach was originally defined in two-dimensional Euclidean space, al-
though it might be also easily extended to the three-dimensional space, just by adding 
z (depth) component into position, velocity and kinetic energy calculations. There are 
many other potential improvements both of quantitative and qualitative characteristics 
of this approach, although in this paper it will be considered in its general form (for 
detailed description of mentioned improvements – refer to [9]).  

The common emerging of graph layout pattern from initial random scattering is 
shown is Fig.1. 
 

 
 
 
 
 
 
 

Fig. 1. Emerging of force-based graph pattern 
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The transformation of structure of relational database to corresponding graph is a 
straightforward process without any ambiguity – each table will be represented with 
unique graph node, while relationships between tables (according primary and secon-
dary keys) will be captured in form of graph edges. 

Fig. 1 depicts one secondary effect of force-based approach: the final layout tends 
to group densely interconnected nodes close to each other, while separating loosely 
connected groups in different space regions (to amplify this feature, repulsion force 
must express stronger effect than attraction force). This is a very useful property that 
highly correlates with clustering logics, although such positioning is not self-
sufficient for classification. A space partitioning mechanism is required to derive the 
final desired results – separate sets containing unique data elements. The next chapter 
provides description of such mechanism along with its control parameters. 

3   Space Partitioning and Regions Merging 

The general logics of space partitioning require to divide the whole space under con-
sideration into disjunction of separate isolated regions to identify mutually close  
objects within each region. The most common metrics of mutual “closeness” of two 
objects in Euclidean space is the geometrical distance d. Thus, the volume of an arbi-
trary region can be easily defined as a circle (in two-dimensional space) or a sphere (in 
three-dimensional space) which origin is equal to the center of this region and radius d. 

Although this is the simplest way, it is not the most convenient for clustering – 
even the densest possible packing of spheres (without mutual penetration) produces 
gaps that may leave some nodes out of scope (marked with red) in Fig.2 part A. 

 

 
 

Fig. 2. Space partitioning using spheres versus orthogonal grid 

Although allowing mutual penetration solves gap problem, it introduces another 
one – the need to resolve ownership in case if node traps in more than one region – 
see Fig.2 part B. The best way to overcome these problems, according to author’s 
opinion, is the usage of an orthogonal grid, as it won’t allow gaps or crossing of re-
gions – see Fig.2 part C.  

Additional advantage of orthogonal grid is in relation to performance (especially in 
case of multiple regions and nodes under inspection): queering whether an arbitrary 
node traps into an arbitrary region requires execution of a single “if” statement (test-
ing along region bounding box planes), while determining of distance for a sphere 
involves calculation of a square root, which is relatively slower. 

(A) (B) (C) 
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Two general models of space partitioning are being offered – two-dimensional grid 
model, based on recursive division of a square and three–dimensional grid model, 
using same approach for a cube. The number of regions being generated is controlled 
by a parameter k that defines how deep is the recursion division, as shown in Fig. 3. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Recursive space partitioning in two and three dimensions 

The last mechanism needed for accomplishment of clustering is regions merging, 
otherwise (increasing k) we may end up with extreme situation, when each single 
node will be identified within its unique class. Merging of neighbor regions is the 
natural way how to bring multiple close nodes into corresponding cluster. A 
neighborhood of a region R is defined as a set of surrounding regions {R’} that share 
at least one edge or vertex with R. 

Definition of a cluster with a set of neighbor regions is recursively transitive by its 
nature – region R, its neighbors {R’}, neighbors of neighbors {R’’), …, etc. belong to 
the same class. An author proposes the pseudo-code for the algorithm for assigning 
unique cluster identifications for an ordered set of regions that is as follows: 

proc assign_cluster_id 
   for each region r process_region(r); 
end 
 
proc process_region(r) 
   if r = Ø or r has id assigned then return; 
   if r has neighbors with id assigned then 
         assign same id to r; 
   else 
         assign new id to r; 
   end 
   for each neighbor n 
       process_region(n); 
   end         
end 

2D, k=1 

3D, k=1 

2D, k=2 

3D, k=2 
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The first procedure assign_cluster_id initiates sequential processing of regions by 
calling subroutine process_region. When non-empty and un-marked region has been 
found, it becomes either a core of new cluster (generation of new identifiers is based 
on auto-increase principle) or a part of already existing one – depending on the state 
of surrounding regions. Then all its neighbors are recursively revisited. 

Fig. 4 depicts example of sequence (left to right, top-down) of regions being inves-
tigated (marked with red numbers) and resulting clusters (marked with blue). 

 
 
 
 
 
 
 
 

Fig. 4. Recursive space partitioning in two and three dimensions 

4   Clustering Database Using Force-Based Method: A Case Study 

In order to evaluate characteristics of application of force-based approach to relational 
data, modified MS Access template “Northwind Traders Sample Database” [10] will 
be used. 

Original database consists of 8 tables, namely: “Suppliers”, “Categories”, “Prod-
ucts”, “Orders”, “Order Details”, “Employees”, “Customers” and “Shippers”. In this 
article it is enhanced with 3 additional tables: “Urgency”, “Penalty” and “Reputa-
tion”. Related columns and mutual relationships between tables are shown in Fig. 5. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 5. Data relationships in modified “Northwind Traders Sample Database” 
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Fig. 6. Clustering of sample data 

Common visual results of according graph clustering in 2D and 3D (with k=4 in 
both cases) are shown in Fig. 6. 

In order to visually distinguish different clusters, thicker region borders and  
individual colors are being used. As it is seen, a set of four clusters is identified  
after running implementation of above-mentioned algorithm: C1={“Suppliers”, 
“Categories”, “Products”}; C2={“Reputation”, “Urgency”, “Penalty”}, C3={“Order 
Details”} and C4={“Orders”, “Employees”, “Customers”, “Shippers”}. This is a 
meaningful solution that emphasizes semantic relationships between three separate 
domains – products, orders and urgency of completion of orders, via fourth logically 
interconnecting domain – product orders. As it was mentioned above, this information 
about data groups might be useful both for business analysis and data storing optimi-
zations. 

Although this certain result is logically valid, it is not the only one possible. Initial 
random scattering of nodes in a space (before the search of equilibrium state) pro-
duces a set of common clustering patterns. In this case these are as follows: 

1. The one mentioned above. 
2. C1={“Suppliers”, “Categories”, “Products”, “Order Details”}; 

C2={“Orders”, “Employees”, “Customers”, “Shippers”}; C3={“Reputation”, 
“Urgency”, “Penalty”}. 

3. C1={“Suppliers”, “Categories”, “Products”}; C2={“Orders”, “Employees”, 
“Customers”, “Shippers”, “Order Details”}; C3={“Reputation”, “Urgency”, 
“Penalty”}. 

4. C1={“Suppliers”, “Categories”, “Products”}; C2={“Orders”, “Employees”, 
“Customers”, “Shippers”}; C3={“Reputation”, “Urgency”, “Penalty”, “Order 
Details”}. 

As it is seen, boundary domain “Order Details” can be trapped inside arbitrary pri-
mary group – the one that contains information about orders, products or urgency. 
This result is also valid, because the border table might be considered as logically 
related to all three primary domains equally (in case if no additional heuristics was 
provided by user). 

In order to evaluate statistical distribution of these results, a set of experiments was 
carried out by author, to identify frequency of resulting patterns – refer to Table 1. 
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Table 1. Distribution of clustering pattern types 

Pattern type 1 2 3 4 
Count 23 10 6 11 

Two-
dimensional 

model Frequency 0.46 0.2 0.12 0.22 
Pattern type 1 2 3 4 

Count 26 10 5 9 
Three-

dimensional 
model Frequency 0.52 0.2 0.1 0.18 

 
The graph of frequency distribution is shown in Fig.7. 

 

Fig. 7. Frequency distribution graph for pattern types 

During statistical processing of clustering results, following metrics were acquired: 
mathematical expectation for two–dimensional model M=2.1, statistical dispersion 
D=1.45 and standard deviation σ=1.2. For the three-dimensional model, these values 
are following: M=1.94, D=1.36, σ=1.17. 

It is possible to note that the most common pattern type is the first, while the third 
pattern is twice less as common as the second and the fourth. The explanation of this 
phenomenon is as follows: according to force-based layout calculation, “Orders” 
group consists of four elements and expresses stronger repulsion force, pushing the 
boundary table further to other groups (that consist of three elements and express 
weaker repulsion force). The attraction force in this case is equally compensated by 
all three primary groups and doesn’t affect the position of boundary table. 

5   Related Works 

Different methods have been developed to solve clustering problems. Han, Karypis 
and Kumar [11] rely on hypergraph structure – according weighted graph is con-
structed to represent relations among different items in the original data array. This 
graph is then processed with “HMETIS” algorithm that minimizes the weighted  
hyperedge cut and produces partitions in which connectivity among the vertices is 
high. Resulting partitions are evaluated using fitness function that allows locating and 
eliminating bad clusters. Although the idea of assigning a set of related items to  
the single hypegraph edge is innovative, it requires additional modeling iteration. 
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Force-based approach requires no such overhead, as graph structure is captured in its 
original form from the input data. 

The method proposed by Taskar, Segal and Koller [12] implies usage of probabil-
istic relational models (in its essence – templates for a probability distribution over a 
relational database of a given schema) for classification and clustering. According 
methods rely on extension of Bayesian networks to a relational setting. This, in turn, 
involves application of such techniques as “belief propagation” to evaluate mutual 
interconnection of elements. The choice of predetermined models requires careful 
selection based on the knowledge about the semantics of the underlying domains. 
This routine is similar to adjusting clustering parameters of force-based approach, 
however the latter requires no additional knowledge input. 

Another approach by Yin, Han and Yu [13] which is called “CrossClus” performs 
cross-relational clustering with user’s guidance. This algorithm accepts user queries 
that contain a target relation, and a small set of attributes. Then it searches for other 
pertinent features, and groups the target tuples based on those features. “CrossClus” 
adopts heuristic approach, which starts search from the user-specified feature, and 
then repeatedly searches for useful features in the neighborhood of existing features. 
In this way it gradually expands the search scope to related relations, but will not go 
deep in random directions. This concept is similar to proposed recursive space parti-
tioning in force-based layout, although the latter has no predefined limiter for recur-
sion level and examines all nodes local to a specific node under investigation. 

Another important aspect of clustering approaches is in relation with performance. 
Nowadays O(n) complexity algorithms do exist, for example – refer to the algorithm 
introduced by Zong, Gui and Adjouadi [14].  Computation of graph layout with force-
based method is relatively slow process that conforms to O(n2) complexity model. 
Still, this is not a critical task – clustering process must be initiated only after struc-
tural changes in table relationships. The most common tasks – changing or queering 
data has no impact on clustering because database structure stays the same. 

Additional tempting benefit of proposed approach is as follows: in case if database 
structure needs to be visualized (for example to analyze it) there is no need to recalcu-
late graph layout, as it is equal to the result of first clustering step. None of the other 
clustering methods provides this opportunity. 

6   Conclusions 

The general benefits of using force-based graph layout approach for clustering of 
relational data, according to author’s opinion, are as follows: 1) wide choice of space 
partitioning strategies, merging models and its control parameters that makes this 
approach flexible enough to deal with different database relationship types; 2) intui-
tive light-weight clustering strategy that is based on natural way of treating densely 
interconnected elements by keeping them closely grouped. 

The main drawback is as follows: proposed method is semi-automated – there is a 
need for imperative experimenting with a set of clustering parameters (such as mini-
mal potential energy of equilibrium state ξ and depth of recursive space division k) in 
order to achieve best clustering results, otherwise final clustering may be unsatisfac-
tory. For example, certain tables will trap in its own unique clusters regardless dense 
logical connections with nearby table groups. 
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Initial experiments with distribution of clustering patterns approved, that proposed 
approach may lead to valid logical results. Automatic distinguishing of logically de-
sired solution (M=1) dominated in case of three-dimensional space: M=1.94 versus 
M=2.1 in case of two-dimensional model. 

These are the main aspects of force-based clustering. The further investigation of 
this approach might include analysis of possible optimizations of force-based layout 
algorithm (together with the impact of according changes to clustering results), analy-
sis of similar space division models (for example – based on hexagonal grid in two-
dimensions and dodecahedrons in three-dimensions, etc.) as well as deeper analysis of 
distinctions of using 2D versus 3D space for clustering complex data. 
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Abstract. In this paper we present data structures for the Multiversion
Data Warehouse (MVDW). The data structures include: (1) BitmapShar-
ing – developed for sharing data between multiple DW versions and (2)
a MultiVersion Join Index – developed for supporting star queries that
join multiple fact and dimension tables in the MVDW. The presented
data structures have been evaluated experimentally showing their good
performance.

Keywords: data structures, multiversion data warehouse, join index,
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1 Introduction

Nowadays, data warehouses (DWs) are indispensable in companies as core com-
ponents of their decision support systems. From a technical point of view, a DW
is a database that integrates data from various external data sources (EDSs).
Data integrated in a DW are analyzed by the so-called On-Line Analytical Pro-
cessing (OLAP) applications, for the purpose of discovering trends, patterns of
behavior, anomalies, and dependencies between data. In order to support such
kinds of analyses, a DW uses a dimensional model. In this model, an elementary
information being the subject of analysis is called a fact. It contains numerical
features, called measures that quantify the fact. Values of measures depend on a
context set up by dimensions that often have a hierarchical structure, composed
of levels.

Most of the existing technologies for data warehouses assume that data ware-
house structures are time invariant. In practice, changes to these structures are
frequent [28]. As a consequence, a DW structure evolves. One of the solutions
to the DW evolution problem is a MultiVersion Data Warehouse (MVDW) ap-
proach [17,28]. It represents a schema and dimension evolution by the sequence
of separate DW versions. Single DW version corresponds to, either the content
of data warehouse within given time period, or to a simulation scenario. A DW
version is composed of a schema version and an instance version that stores
versions of data.

Versioning techniques similar to the MVDW have to solve an important prob-
lem of making the same set of data available for multiple DW versions. In a
straightforward solution, the set of data that is used by multiple DW versions
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is physically copied into each of these DW versions, resulting in data redundan-
cies, update anomalies, and additional system overhead for keeping the copies
consistent.

Another research problem is related to processing queries in multiversion data
warehouses. Typically, analytical queries intensively use star queries that join
multiple dimension tables with a fact table. To this end, a special data structure,
called a join index was developed [26] for traditional relational databases. Star
query optimization in the MVDW is more difficult since data of user interest
may be distributed among multiple DW versions and may be shared. As a con-
sequence, the traditional join index cannot be directly applied to the MVDW.
It has to be extended in order to support an efficient access to data that are
physically stored in different DW versions and to data that are shared between
multiple DW versions.

1.1 Contribution

This paper proposes solutions to the two research problems mentioned above. In
order to solve the first problem we propose a technique called BitmapSharing. It
was developed for sharing fact records and dimension records between multiple
DW versions. In BitmapSharing, the information about all DW versions a given
record is shared by is represented by the set of bitmaps, where one bitmap rep-
resents one DW version. The efficiency of the technique has been experimentally
evaluated and compared to two advanced data sharing techniques proposed in
the literature.

In order to solve the second problem we propose a data structure, called a Mul-
tiVersion Join Index (MVJI), developed for the purpose of indexing dimension
and fact tables in the MVDW. Two kinds of the index were proposed, namely a
ROWID-based one and a Bitmap-based one. Both kinds of the MVJI have been
evaluated experimentally and compared to a straightforward approach where
every DW version is indexed by an independent traditional join index.

2 Related Work

The work presented in this paper encompasses two research problems, namely:
(1) data sharing techniques for multiversion databases/data warehouses, and (2)
indexing versions of data.

2.1 Data Sharing

There are several techniques of sharing versions of data. From these techniques,
the most advanced are DBVA, applied to object databases, and Framework,
applied to relational databases. DBVA [2] uses the concept of a multiversion
object. Each multiversion object contains a unique object identifier and the set
of its versions. An object version can be either physical or logical. A physical
version stores an object value whereas a logical version represents an existence
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of a physical version in a given database version. Thus, multiple logical versions
of an object may share the same physical version. In order to represent sharing,
a physical version of object oi has attached the set of database version identifiers
that share oi.

In Framework [22], records have associated sets of version ranges. A version
range describes versions a given record is valid within. The version range contains
a start version identifier and the set of end version identifiers. Each end version
identifier points to the first version (in a version derivation graph) where a given
record does not exist. The set of end version identifiers includes one identifier
for one version derivation branch. In a database, records are stored as triples
containing: sets of version ranges, unique key, and data.

2.2 Indexing Versions of Data

Several indexing techniques for the management of data versions were proposed
in the research literature. Some of them focus on supporting access to data
stored on write-once read-many media. The indexes are mostly B-tree based
[6,13]. Other approaches focus on B-tree based indexes for managing temporal
versions of data [8,12,1,27]. In [18,19] the authors proposed an indexing technique
where time intervals (either valid or transaction) are mapped into a single value
which is indexed by a B+-tree. In [14,25] the authors proposed an index for
indexing data records in a 2-dimensional space (transaction time and data value).
In [22] the authors proposed an indexing technique for temporal versions of
data records whose versions may branch. To this end, a B-tree like structure is
used for indexing both data values and database versions, i.e. entries in index
pages include: a key value and a database version. Physically, data records are
partitioned into disk pages by version identifiers and keys. Recently, in [10], three
different B+-tree based index structures for multiversion data were compared
analytically and experimentally.

The application of the aforementioned indexes to the MVDW is strongly lim-
ited since the indexes were developed for storing and searching versions of data
that are stored in the same table. Secondly, they do not offer means for optimiz-
ing queries that join tables (possibly stored in multiple DW versions).

3 Sharing Data in Multiversion Data Warehouse

As mentioned before, sharing data between multiple DW versions is a desirable
feature of the MVDW. To this end, we proposed a data sharing technique called
BitmapSharing [5]. This technique enables sharing fact and dimension data by
multiple DW versions. In this technique, information about DW versions that
share a data record is stored with every record, in a fact or a dimension level
table, by means of the set of bitmaps (bit vectors) attached to a shared table.

Figure 3 presents data sharing between 2 versions of fact table Items. Version
R1 of Items stores four records: itemA, itemB, itemC, and itemD. Version R2
shares one record (itemA) with version R1 and it contains two additional records,
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Fig. 1. The BitmapSharing technique

namely itemE and itemF. A bitmap describing data sharing between versions
R1 and R2 is stored in BitmapNo=1 attribute of table Items(R1). The fact
that bitmap number 1 describes data sharing between table Items in versions
R1 and R2 is represented by record <R1,R2,1> in additional data structure
called BitmapDir(Items).

BitmapSharing was evaluated experimentally and its performance was com-
pared to DBVA and Framework. These techniques were implemented in Java.
Data were stored out of a database in order to eliminate the influence of data
caching and query optimization. The experiments were run on the MVDW com-
posed of 10 linearly ordered versions. The experiments measured the performance
of: constructing the content of a queried DW version, inserting data into a DW
version, deriving a new DW version that shared data with its parent version,
deleting records from a DW version.

Figure 3 shows the performance of constructing the content of a queried DW
version. Two DW versions were queried, i.e. version no. 5 (located in the middle
of the version derivation graph) and version number 10 (located at the end of
the version derivation graph). Each version shared all its data with its parent
version. The number of records physically stored (not shared) in each version
was parameterized and equaled 10 000, 50 000, 100 000.

In this experiment, BitmapSharing offered the best performance. It is because
for finding records belonging to a given DW version, the program had to retrieve
bitmaps by executing simple table scans. Then, final selection of records was done
by AND-ing the bitmaps. The number of shared records does not influence the
processing time as the system processes the same number of bitmaps, regardless
of the number of shared records. In the case of Framework, data were accessed
by multiple reads of a B-tree index (efficient for queries that retrieve up to
approximately 10% of records), which was not the case of the test scenario. In
the case of DBVA, the sets of versions were read for all records and it caused a
considerable time overhead.

Other experimental results (not presented here due to space limitation) show,
that BitmapSharing outperforms DBVA and Framework for operations that in-
clude: (1) inserting data into a DW version, (2) deriving a new DW version that
shares data. BitmapSharing offers worse performance for deleting data from a
DW version. This feature is less important since usually, data are not deleted
form a DW. They may be archived (moved from a DW into an external storage)
but this operation is executed every a few years.
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Fig. 2. Constructing the content of a DW version

4 MultiVersion Join Index

For the purpose of optimizing star queries in the MVDW, we propose the Multi-
Version Join Index. The index joins multiple versions of a fact table with multiple
versions of a dimension table. The index was developed in two variants, namely,
a ROWID-based MultiVersion Join Index (R-MVJI) [3] and a Bitmap-based
MultiVersion Join Index (B-MVJI).

4.1 R-MVJI

Its structure combines 2 indexes, namely Value Index (ValI) and Version Index
(VerI). Both indexes are B+-tree based. The structure of the R-MVJI is shown
in Figure 4.1. The ValI is created on a join attribute, similarly as in a traditional
join index. Its leaves store both: (1) values of an indexed attribute (denoted
as K1, K2, . . ., Kn) and (2) pointers to VerI (denoted as V Iptr1, V Iptr2, . . .,
V Iptrn). The VerI is used for indexing versions of a data warehouse. Its leaves
store lists of ROWIDs, where ROWIDs in one list point to data records (of a
fact and a dimension table) in one DW version. This way, for a searched value
v of a join attribute A, the leaves of ValI point to all DW versions that store
versions of records whose value of attribute A is v. A star query that addresses
multiple DW versions can be answered with the support of the MVJI as follows.
First, the ValI is accessed and searched for the value of a join attribute specified
in the query. Second, being routed from the leaves of ValI, the VerI is searched
in order to fetch versions of data records.

Since the R-MVJI is B-tree based, it offers good performance while defined
on attributes of wide domains and for queries that access up to maximum 10%
of rows. For attributes of narrow domains bitmap indexes are more efficient. For
this reason, we developed also a Bitmap-based MVJI (B-MVJI).
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Fig. 3. ROWID-based MultiVersion Join Index

4.2 B-MVJI

The index is composed of two bitmap indexes, i.e., a Value Bitmap Index (ValBI)
and a Version Bitmap Index (VerBI). The ValBI, created on a join attribute,
points to records in all DW versions that have a given value of an index key. The
VerBI points to records belonging to their DW versions. A query addressing fact
and dimension tables in multiple DW versions uses the B-MVBJI as follows.
First, the VerBI is accessed in order to compute a bitmap pointing to DW
versions of interest. Second, the ValBI is accessed in order to compute a bitmap
pointing to data records of interest. The final bitmap is computed by AND-ing
the two aforementioned bitmaps.

4.3 Experimental Evaluation

The R-MVJI and B-MVJI were implemented in Java and evaluated experimen-
tally. Their performance was related to a standard approach where each DW
version contained its own standard join index. The experiments evaluated the
performance of the indexes with respect to the number of versions accessed
by a star query on multiple DW versions. The indexes were created on a join
attribute whose selectivity equaled 0.1%. The values of this attribute were dis-
tributed evenly. Data records were stored in a file. Indexes of two different orders
p={16, 32} were evaluated. The query selected 10% of data records from every
DW version. The number of queried DW versions varied from 4 to 50. Every
DW version contained 50 000 rows.

The experimental results are shown in Figure 4. The vertical axis represents
the number of fetched index blocks, whereas the horizontal axis represents the
number of DW versions accessed by a query. "nSJI" is the characteristic of the
traditional approach, "R-MVJI" is the characteristic of the R-MVJI, and "B-
MVJI" is the characteristic of the B-MVJI.

As we can observe from the charts, the B-MVJI performs better (requires
less block accesses) for lower tree order p. For example, for p=16, the B-MVJI
performs much better than its competitors when the number of DW versions
accessed increases above 10. For p=32, the B-MVJI performs much better when
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Fig. 4. Variable number of DW versions accessed by a star query

the number of queried DW versions is greater than 20. Such a behavior results
from higher values of a B+-tree height for smaller p. That, in turn, results in
more B+-tree pages that have to be fetched for indexes of smaller p. Bitmap
indexes are not impacted by the value of p thus their performance characteristic
remain constant.

5 Conclusions

This paper focused on data structures for the MultiVersion Data Warehouse.
Two such structures were developed and evaluated experimentally. The first one
– BitmapSharing was designed for sharing data between multiple DW versions.
The second one – the MultiVersion Join Index was designed for supporting star
queries that join multiple fact and dimension tables in multiple DW versions.
The MVJI was developed in two variants, namely the ROWID-based MVJI and
the Bitmap-based MVJI. The presented data structures have been evaluated
experimentally showing their good (promissing) performance.

Currently we are developing a modification of the B-MVJI that includes
bitmaps sorted by DW versions. Such an approach is acceptable since histor-
ical DW versions do not change their content, thus can be freely reorganized.
Its pilot experimental evaluation shows that sorted bitmaps substantially im-
prove query processing. In future we will develop an analytical cost model for
the B-MVJI.

Concurrently we are also working on an index data structure suitable for
indexing dimension hierarchies. Such a dimension index is applied to the op-
timization of analytical queries that perform roll-up and drill-down operations
along a dimension hierarchy. First results are presented in [4]. Further research
will focus on extending the concept of a dimensional index in order to encode a
dimension taxonomy directly in the index.
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Abstract. Vehicular Ad Hoc Networks (VANETs) is an emerging type
of information networks in urban areas. A lot of research has been done
in the area of increasing the vehicle awareness by disseminating collision
and congestion warnings, and parking place availability information. In
this paper we propose a novel idea and framework for dissemination of
location based information, called digital maps, which are useful not only
directly for the drivers and vehicle onboard navigation systems, but also
external entities, such as tourists, environmental scientists, emergency
services, advertisement companies. Centralized authority defines cooper-
ative knowledge collection tasks and disseminates orders in the network
while every vehicle decides which tasks it takes part of, based on hard-
ware equipment, geographical position and individual interests of the
driver. The results of preliminary simulation, with vehicles driving in an
artificial city, show, that 200 vehicles/km2 is minimum reasonable den-
sity to deploy proposed dissemination system.

Keywords: Distributed data bases, vehicular sensor networks, system
architecture, framework.

1 Introduction

Vehicles are a significant part of everyday lives of urban people. Contemporary
vehicles are equipped with onboard computers and wide range of sensors, measur-
ing vehicles position, direction, speed, acceleration as well as various phenomena
and events of surrounding environment: temperature, level of light, distance to
obstacles and surrounding vehicles.

To improve the safety and efficiency of transportation, Intelligent Transporta-
tion System (ITS) paradigm is being intensively developed in recent years. The
term ITS describes a range technologies with a common goal - to augment sens-
ing capabilities and therefore enhance the intelligence of vehicles. To share the
individual knowledge with other vehicles on the road, wireless vehicle-to-vehicle
(V2V) communication support is added. Term Vehicle-to-Infrastructure (V2I)
communication describes vehicles communicating with roadside units. DSRC
and 802.11p (WAVE) are the state of art wireless vehicular communication pro-
tocols at the moment.

Using sensing and communication capabilities intelligent vehicular networks
are created, on top of which distributed information systems are built. While each
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vehicle has limited resources and geographical coverage, together the network
possesses a great potential for large scale information collection, storage and
dissemination. In previous work this potential is mainly used for collision and
congestion information exchange.

In this paper we propose a novel application for vehicular networks - collection
of digital maps, containing location based information, which includes, but is
not limited to: traffic flow speed and congestion; parking place availability; road
quality; aggressiveness of drivers (breaking, acceleration, honks); temperature;
air and noise pollution; weather indicators: raininess, fogginess, windiness.

Each of the tasks require specific sensing equipment, for example, thermome-
ter, GPS. A vehicle can take a part of all the tasks it has required hardware for.

Our work has just began, the initial results of ongoing study are presented
here. More extensive research and evaluation will be done, to find optimal system
parameters and bring the proposed solution in deployment.

2 Related Work

Most of the previous research has been done in the area of collision detection
and congestion information exchange. Authors of [1] propose to detect traffic jam
events based on vehicle movement history. System called Nericell [2] explores the
capabilities of identifying potholes, bumps and car horns on the city streets using
mobile phone with accelerometers and microphone carried in a vehicle.

Physical limitations of wireless media have been studied in both simulations
and real world experiments. Simulation results of the paper [3] show that maxi-
mum throughput is reached when 150-200 vehicles communicate simultaneously
in the same area. A real world experiment from [4] concludes that communica-
tion time for vehicles on a highway varies from 15-30s while the average distance,
at which the connection is established, is 133m. In [5] Torrent-Moreno et al. con-
clude that in saturated environments wireless broadcast reception rate can be
as low as 20-30%.

Taking the above mentioned physical limitations in account, it is clear that it is
not possible to use simple flooding for all the collected data. Various aggregation
and diffusion techniques have been proposed in previous work. Authors of [6] pro-
pose to divide road in segments relative to each vehicle and aggregate data of each
segment. In [7] passive on-demand cluster formation algorithm is advocated for
data flooding in ad hoc networks. Authors of Cath-Up aggregation scheme [8] pro-
pose to forwardmessageswith a randomdelay increasing the possibility ofmultiple
reports to meet on their way and become aggregated. TrafficView [9] framework
forwards messages in counter-flow direction, the same idea is used in [10].

Local data of multiple vehicles may appear contradictory, merging techniques
must be applied to fuse it. Authors of [11] use modified Flajolet-Martin sketch
as probabilistic approximation of real data values.

Pan hui et al. [12] propose to classify contacts based on their frequency and
duration. The nodes with most frequent and long-lasting contacts form a com-
munity, having the greatest potential for data dissemination. Carreras et al. [13]
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show, that knowing neighbor interests improves the possibility of finding required
data in ad hoc networks.

Several prototype systems and frameworks for traffic data exchange have been
built, including CarTel [14], TrafficView [9], SOTIS [15] and Mobile Century
Project [16]. Authors of SOTIS prove the ability of their system to function
even when a tiny part of all vehicles (2%) are equipped with it.

However none of the previous work has been done in the area of distributed
digital maps with location based information in VANETs.

3 Problem Description

We examine tasks of collecting spatio-temporal data using vehicles. Let us denote
a spatio-temporal map by a tuple < c, w, h, uW , uH , tF , tT , tU , V >, where:

c ∈ N × N : top-left corner of the map, described as geographical longitude
and latitude, encoded with natural numbers;

w, h ∈ N : width and height of the maps in units uW and uH ;
uW , uH ∈ N : size of one width/height unit of the map, in meters;
tF , tT ∈ N : time boundaries of the task (seconds after Jan/01/1970 00:00:00);
tU ∈ N : time unit, described in seconds;
V : fact value set, map specific.
Example map:
< (56862487, 24289398), 1000, 800, 10, 10, 1240203600, 1240581600, 60, {0, 1} >
Here top left corner is a point near the city of Riga, the area is 10x8km, the

collection task time boundaries are from 20/apr/2009 08:00 until 24/apr/2009
17:00, with a time unit of 60 seconds, and each fact can take value either 0 or 1.

The vehicular network contains a set of maps M. Each map contains a set of
facts F. Let us denote fact as a tuple < m, a, v, t >, where

m ∈ M : the map;
a ∈ N × N : coordinates of the fact, offset from top-left corner;
v ∈ V : value of the fact, map specific;
t ∈ N : time, when the fact was registered by its originator.

3.1 VANET Specifics

Vehicular ad hoc networks pose a set of specific problems:

1. Rapid changes in topology is the reason, why communication is the critical
problem: links are very short and dynamic;

2. Vehicle on-board computers have not so strict resource limitations as conven-
tional sensor network devices or mobile phones. Therefore more computation
can be done to minimize and optimize the communication.

3. Vehicle movements follow a common pattern: streets are static. This fact can
be used to predict future locations [17] and communication links.
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4 Proposed Solution

The goal of our application is to merge local and limited information of individual
vehicles to build a consolidated map containing the knowledge of the whole
vehicular network. Advantages of our approach:

1. The map consists of numerous, exact local measurements with increased
accuracy, compared to data collected by several, statically located devices
(induction loops on the roads, meteorological stations).

2. The data accuracy increases in more dense regions, having more vehicles.
3. While a central authority is used to define the region and data to collect, and

maintain security, it does not break the network scalability: vehicles act as
both data collectors and aggregators. It is however advisable to have subset
of network nodes connected to the central data base, giving opportunity to
build a complete map and provide data for external users.

The potential users of the acquired data: vehicle drivers; tourists, city visitors
and local inhabitants; public transport companies; public emergency services;
environmental researchers; advertisement companies.

We argue that a completely centralized solution, where each vehicle sends
the data and service requests directly to a central data base, is not reasonable
because:

– Centralized solution is not scalable [18];
– Direct link with centralized server requires powerful and expensive infras-

tructure, and more energy is required for long range communication;
– Using cellular networks invokes cost per each transmitted byte.

There are, however, several advantages of central data processing:

– In situations, when city traffic is divided in separate clusters and data is
never exchanged between them, having at least one node in each cluster
connected to a central database, it would serve as data bridge;

– According to [19] it is unrealistic to assume, that V2V communication will
function the same way in real world, as it does in simulations, because of the
low V2V-ready vehicle percentage. Therefore even a minimal infrastructure
improves the communication probability;

– More resources for data storage and report generation are available to a
server compared to individual vehicles;

– To share collected data with third parties, a centralized sercer is necessary;
– To issue, sign and revoke security certificates for encryption and authentica-

tion, and define data collection tasks, a central trusted authority is needed.

Based on the above arguments, we propose a hybrid approach, where a cen-
tral authority (CA) defines data collection tasks and maintains security while
the data is disseminated in the network in a decentralized manner, using V2V
communication. Subset of network nodes function as bridge-agents between the
CA and decentralized network. Requirements, proposed architecture and system
components are described in the following sections of this paper.
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4.1 Requirements and Assumptions

To participate in the network, each vehicle is required to have:

– Global Positioning System (GPS) and navigation system with street maps;
– Radio communication unit (DSRC);
– Data processing unit;
– Graphical and/or audial user interface to interact with the driver.

The Intermediate Agents (IAs), which are described in the following section,
require additionally a connection to the Internet, to communicate with both
the vehicles (using DSRC) and the CA. The type of internet connection de-
pends on the type of the IA - it could be a stationary base station on the road
side, connected to a wired network, or a mobile taxi cab, which uses temporary
connections while passing by WiFi access points. 3G cellular network is also a
possible solution for IA connection to the server.

4.2 System Architecture

The distributed data network consists of nodes with the following roles:

– The Central Authority (CA) - a central server, which maintains a data base
containing all the gathered data, defines data collection tasks, maintains
security procedures and communicates with external data users. Connected
to the Internet;

– Vehicles - responsible for data collection and dissemination in the network.
Communicate with each other, using short range radio communication;

– Intermediate Agents (IA) - function as a bridge between vehicles and the CA,
are connected to both vehicular network and the Internet. Deliver control
meta data from the server into the network and transfer data between discon-
nected clusters of vehicles. A subset of vehicles (taxi cabs, public transport
vehicles) or stationary base stations are potential players of the IA role;

– External data users - services and information systems which use the data
provided by the CA.

4.3 System Components

System components are shown in Figure 1. They include three Input/Output
devices, which communicate with the exterior: Radio, Sensors and User Prefer-
ences. User Preferences represent graphical/audial user interface providing com-
munication with the driver of the vehicle. All other components are internal.

We do not specify exact algorithm for each component. For example, multiple
aggregation techniques, used by Fact validator, are proposed previously, [11],
[6] are some of them. Each component is a homogenous part of the system,
using predefined I/O interface for communication with other system components.
Multiple implementations are allowed for each component, switched at runtime.

The remainder of this section describes motivation and function of each
component.
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Fig. 1. System components

Communicator : transforms fact and interest objects into packets and vice
versa. Exchanges packets with radio transmitter. Forwards received objects to
Judge. Functions as data buffer and bandwidth controller. Performs aggregation
techniques, which use data forward delay variation ([8]).

Judge: receives other vehicle interests and facts, as well as CA advertised new
tasks from communicator. Answers and ignores requests, based on information
received from Task table and Interest table. Also stores security information to
check neighbor authenticity. Forwards data to Fact validator and Neighbor table.

Neighbor table: Stores actual and frequently visited neighbor list. Used for
data muling: node also stores data, which it is not directly interested in, but
which is requested by its neighbors [12], [13]. Modifies local interests by sending
statistics to Interest table.

Interest table: Stores local interest information in form of (m, r, p), where
m ∈ M - the map, r =< cr, wr, hr >, cr ∈ N ×N, wr, hr ∈ N - region, described
by top-left corner coordinates cr, width wr and height hr, p ∈ N - priority.
Makes decisions based on user input, actual and frequent neighbor interests,
actual data collection tasks, statistics of actual stored facts (regions with more
data become less interesting) and predicted future location.

Task table: stores actual data collection tasks. Receives new tasks, advertised
by the CA, from Judge. Provides information to Sensor reader and interest table.

Sensor reader : Reads raw data from sensors and position from GPS, interprets
it as facts, based on actual tasks. Forwards position to Position predictor.

Position predictor : Receives position of the vehicle and calculates statistics,
which are used to predict future location [17], used to prioritize local interests.

Fact storage: Data base, storing actual knowledge of the vehicle in terms of
facts - locally measured and remotely received. Sends facts to Fact validator and
Judge upon request. Statistics are reported to Interest table.
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Fig. 2. Data flow in the network

Fact validator : validates new facts before storing them. Queries storage and
performs aggregationwhen needed. Follows local interests. Serves as non-validated
data storage [9]. Data validation takes computational resources and time, there-
fore this task has a low priority and is performed in background.

4.4 Communication Protocol

We identify the data flow between network nodes, shown in Figure 2, with-
out specific implementation details, which depend on Communicator component
used. Whether facts are broadcasted periodically ([8]), in specific directions ([9],
[10]) or only sent in response to periodically broadcasted requests containing
interests, is up to implementation.

Data flow contains three different objects:
New Task : request to start new data collection task. Created by the CA, sent

to all IAs. Disseminated further in the network by each IA and vehicle. Must be
signed by CAs private key to assure the authenticity of the tasks origin.

Interests : request sent by IAs and vehicles to let neighbors know facts of which
regions should be sent first and in higher resolution. When sending fact reports,
vehicles should take interests of local neighborhood into account.

Fact : data collected by vehicles. Each vehicle forwards its fact knowledge to
neighbor vehicles and IAs. IAs act the same way as vehicles, but additionally
they periodically forward received facts to CA.

Interest broadcasts or fact reports serve as beacons for neighbor tracking.
Therefore smaller packets containing less interests and/or facts are preferred.

5 Evaluation

We have made a preliminary evaluation of vehicle communication patterns in a
simulated city, using C++ simulation application. A city of size 1km × 500m is
used, streets forming a grid: horizontally and vertically, every 20 × 30 meters.
Vehicles are placed on streets randomly, start driving in a random direction at a
random speed, distributed evenly in interval 5-50 m/s. When crossing an inter-
secting street, a vehicle decides whether to go straight (8/16 chance), turn left
(3/16), turn right (3/16) or turn around (2/16). When turning, vehicle chooses
a new speed at which to travel until the next turn.

We run three different simulations with 10, 100 and 1000 vehicles respectively.
Simulation time was chosen 10 minutes - enough to catch global trends. The
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communication time was fixed. Two cars are considered to be in a communication
range, if they are on the same street (other area considered to be buildings,
blocking signal) and the range between them is less than 200 meters (typical
range for DSRC communication). The results are shown in Figure 3 - distribution
of communication durations in terms of count and overall percentage.

Several conclusions can be made from the results. Communication possibility
increases with vehicle count. However 80% of all sessions are shorter that 2
seconds, even for high vehicle density scenarios. Minimum reasonable vehicle
density is at least 100

1∗0.5 = 200(vehicles/km2).

6 Conclusion and Future Work

In this paper we propose a framework for location based information storage and
dissemination in VANETs. Hybrid network architecture is used, having a central
authority, which serves as centralized data base server, security maintainer and
data provider to external users, and decentralized vehicular network for data
collection and dissemination. Intermediate agents bridge the central authority
and vehicular network together.

We have formalized the problem of data collection, described related work,
potential advantages and drawbacks of both completely centralized and com-
pletely decentralized architectures. We describe the architecture of our proposed
framework, identify data flow, system components and information flows in the
network. A preliminary evaluation with simulated vehicular network in a small
part of a city has been done. The results show, that even in dense scenarios
80% of communication sessions last only 2 seconds or less, therefore the data
exchange must be done in an efficient manner.

In future work more extensive implementation and simulation work must be
done. We will focus on simulating data exchange, using real life movement data
traces from a set of real vehicles, driving around the city of Riga for multi-
ple hours. A realistic radio signal propagation must also be used. Analysis of
communication improvement by using static base stations is also planned.
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Abstract. In this paper a problem domain and system static modeling formal-
ization approach and formalization of static models based on topology bor-
rowed from topological functioning model (TFM) is proposed. TFM uses 
mathematical foundations that holistically represent complete functionality of 
the problem and application domains. With the application of TFM within 
software development process it is possible to do formal analysis of a business 
system and in a formal way model static structure of the system. Software de-
velopment starts with construction of TFM of a system functioning, after what 
the constructed TFM is transformed into problem domain object model. By do-
ing further transformations of TFM it is possible to introduce more formalism 
in the Unified Modeling Language (UML) diagrams, their construction and in 
software development process. In this paper topology is introduced into the 
UML class diagrams and is defined approach for developing topological class 
diagrams. 

Keywords: Problem domain modeling, software architecture, system static 
modeling, topological modeling. 

1   Introduction 

The Unified Modeling Language (UML) is a graphical language for visualizing, 
specifying, constructing, and documenting the artifacts of a software-intensive 
system. The UML offers a standard way to write a system's blueprints, including 
conceptual things such as business processes and system functions as well as concrete 
things such as programming language statements, database schemas, and reusable 
software components. [3] and [8] 

Since the publication of first UML specification, researchers have been working 
and proposing approaches for the UML formalization. Despite the fact that the latest 
UML specification [11] is based on the metamodeling approach, the UML metamodel 
gives information about abstract syntax of UML but does not deal with semantics 
which are expressed in natural language, and with the formalism of information 
contained in UML diagrams. The researchers deal mainly with formalization of UML 
syntax; formalization of information modeled with the UML diagrams is not their 
concern. For exampple, the aim of [2] is to work firmly in the context of the existing 
UML semantics: as a formalization instrument they use several formal notations, for 
example, Object Constraint Language or the formal language Z. Another research on 
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formalizing UML constructs is [10] in which mathematical expressions are used to 
describe semantics of the class diagrams. 

The main idea of the given work is to introduce more formalism into the UML 
diagrams and propose a formal approach for developing solution domain representing 
UML models. For this purpose formalism of a Topological Functioning Model (TFM) 
is used [6]. The TFM holistically represents a complete functionality of the system 
from the computation independent viewpoint. It considers problem domain 
information separate from the solution domain information. The TFM is an expressive 
and powerful instrument for a clear presentation and formal analysis of system 
functioning and the environment the system works within. Problem domain modeling 
and understanding should be the primary stage in the software development. This 
means that class diagrams must be applied as part of a technique, whose first activity 
is the construction of a well-defined problem domain model. 

This paper is organized as follows. Section 2 describes the TFM development 
methodology and discusses the weak point of this methodology. Section 3 discusses 
the formalization of UML diagrams and sugested formalization approach for UML 
class diagrams which uses topology defined with the help of TFM. With the help of 
suggested approch it is possible to introduce more formalism into UML class diagrams 
by means of formalizing information conatined in these diagrams and precisely 
defining relations between classes. Section 4 shows an example of developing software 
by using suggested approach (software development with the emphasis on topology). 
Section 5 gives conclusions of this research and discuss future work. 

2   Topological Functioning Model Development Methodology 

TFM has strong mathematical basis and is represented in a form of a topological 
space (X, Θ), where X is a finite set of functional features of the system under consid-
eration, and Θ is the topology that satisfies axioms of topological structures and is 
represented in a form of a directed graph. The necessary condition for constructing 
the topological space is a meaningful and exhaustive verbal, graphical, or mathemati-
cal system description. The adequacy of a model describing the functioning of a con-
crete system can be achieved by analyzing mathematical and functional properties of 
such abstract object [6]. 

A TFM has topological characteristics: connectedness, closure, neighborhood, and 
continuous mapping. Despite that any graph is included into combinatorial topology, 
not every graph is a topological functioning model. A directed graph becomes the 
TFM only when substantiation of functioning is added to the above mathematical 
substantiation. The latter is represented by functional characteristics: cause-effect 
relations, cycle structure, and inputs and outputs. It is acknowledged that every busi-
ness and technical system is a subsystem of the environment. Besides that a common 
thing for all system (technical, business, or biological) functioning should be the main 
feedback, visualization of which is an oriented cycle. Therefore, it is stated that at 
least one directed closed loop must be present in every topological model of system 
functioning. It shows the “main” functionality that has a vital importance in the sys-
tem’s life. Usually it is even an expanded hierarchy of cycles. Therefore, a proper 
cycle analysis is necessary in the TFM construction, because it enables careful analy-
sis of system’s operation and communication with the environment [6]. 
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Fig. 1. Topological functioning model development process 

Schematic representation of the development process of TFM is given in Fig. 1. 
Within previous researches there are stated three steps for developing TFM of sys-

tem functioning [6] [7]: 

Step 1: Definition of physical or business functional characteristics, which consists of 
the following activities: 1) definition of objects and their properties from the problem 
domain description; 2) identification of external systems and partially-dependent 
systems; and 3) definition of functional features using verb analysis in the problem 
domain description, i.e., by finding meaningful verbs. 

Step 2: Introduction of topology Θ (in other words – creation of topological space), 
which means establishing cause and effect relations between functional features. 
Cause-and-effect relations are represented as arcs of a directed graph that are oriented 
from a cause vertex to an effect vertex. Topological space is a system represented by 
Equation (1), 

Z = N ∪ M (1)

where N is a set of inner system functional features and M is a set of functional fea-
tures of other systems that interact with the system or of the system itself, which af-
fect the external ones. 

Step 3: Separation of the topological functioning model from the topological space of 
a problem domain, which is performed by applying the closure operation over a set of 
system’s inner functional features (the set N) as it is shown by Equation (2), 
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where Xη is an adherence point of the set N and capacity of X is the number n of 
adherence points of N. An adherence point of the set N is a point, whose each 
neighborhood includes at least one point from the set N. The neighborhood of a vertex 
x in a directed graph is the set of all vertices adjacent to x and the vertex x itself. It is 
assumed here that all vertices adjacent to x lie at the distance d=1 from x on ends of 
output arcs from x. 

Construction of TFM can be iterative. Iterations are needed if the information col-
lected for TFM development is incomplete or inconsistent or there have been intro-
duced changes in system functioning or in software requirements. 

While the three steps for construction of TFM is well defined, the method for cre-
ating sufficient informal description (the problem domain description) is not devel-
oped yet. When creating TFM of system’s functioning a number of questions arise: 

• How much information is needed within informal system description? 
• Is it needed to identify roles which are responsible for doing corresponding ac-

tions? 
• How much attributes of objects to include in informal system description? 
• How to make structure of informal system description? 
• And finally: when the informal description of system functioning is finished 

and sufficient for successful software system development? 

These questions cover part of Fig. 1. (this part is denoted with bold lines). 

3   Formalization of Unified Modeling Language 

With the help of TFM it is possible to introduce more formalism in UML diagrams. The 
formalization level of UML diagrams is increased by transforming topology from TFM 
into UML diagrams’ elements. There are several researches made for UML formaliza-
tion, for example, [2] and [10]. Mainly researches for formalizing UML diagrams are 
concerned with formalization of UML diagrams’ syntax and notation. This is because 
the UML specification [11] is given in natural language. Within this research formaliza-
tion of UML diagrams is stated as formalization of information contained in UML  
diagrams. The idea about topological UML diagrams is published in [5]. 

As the first diagram in which to introduce more formalism by using topology is 
chosen class diagram. Class diagrams reflect the static structure of the system, and 
with the help of class diagrams it is possible to model objects and their methods in-
volved in the system. Regardless of the opportunities provided by the class diagrams, 
it is not possible to reflect the cause and effect relation within a system or to indicate 
which certain activity accomplishment of an object triggers another object’s certain 
activity accomplishment. 

Topological relations between classes throughout this article are marked with di-
rected arcs (this means that within this article notation used for topological relations 
between classes is similar to notation of associations in UML). The example of topo-
logical relations can be viewed in Fig. 2. 
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Fig. 2. Example of topological relations between classes 

Before topological class construction it is needed to construct the TFM of the sys-
tem functioning. After construction of TFM it is possible to transform topology de-
fined in TFM into class diagrams. It is possible to transform topology from TFM into 
class diagrams because TFM has strong mathematical basis. In this way the formalism 
of class diagrams means that between classes are precisely defined relations which are 
identified from the problem domain with help of TFM. In traditional software devel-
opment scenario relations (mostly associations and generalizations) between classes 
are defined by the modeler’s discretion. 

In order to develop a topological class diagram, after the creation of TFM a graph 
of problem domain objects must be developed and afterwards transformed into a class 
diagram. In order to obtain a problem domain object graph, it is necessary to detail 
each functional feature of the TFM to a level where it uses only one type of objects. 
After construction of problem domain object graph all the vertices with the same type 
of objects and operations must be merged, while keeping all relations with other 
graph vertices. As a result, object graph with direct links is defined. Schematic repre-
sentation of class diagram development is given in Fig. 3. 

 

 

Fig. 3. Topological functioning model development process 

In the [7] is offered development of UML class diagrams as the final step of the 
TFM usage within software system development process. In this class diagram rele-
vant information – directions of associations between the classes – is lost. This impor-
tant information is lost because within approach described in [7] the relations between 
classes are defined with one of the relations given in UML – the associations. It is not 
possible to transform topological (cause and effect) relations between TFM functional 
features into associations between classes. It is impossible because: 

1. the direction of topological relation is not always the same as direction of as-
sociation, 

2. association also can be bidirected (topological relationship can not be bidi-
rected), and 

3. topological relationship only can be binary relation (association can relate 
more than two classes, for example, ternary association which relates three 
classes). 
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Because of this constraint in [7] it is recommended to define those association direc-
tions in further software development, for example, to develop a more detailed soft-
ware design. But at this point a step back should be taken to review the TFM and its 
transformation on the conceptual class diagram. To avoid such regression and to save 
the obtained topology between the classes, by using the idea published in [5] about 
topological UML (TopUML) diagrams (including topological UML class diagrams), 
it is possible to develop a topological class diagram where the established TFM topol-
ogy between classes is retained. In traditional software development relations (mostly 
associations and generalizations) between classes are defined by the modeler’s discre-
tion. The approach given in the [7] helps to identify associations between classes but 
the identification of direction for these associations again is defined by the modeler’s 
discretion. By using within this research defined topological class diagrams and topo-
logical class diagrams development approach the relations between classes now are 
precisely defined according to constraints found between objects in problem domain. 

4   Case Study of Using Topology within Software Development 

For a better understanding of software development with the emphasis on topology 
(the construction of the TFM and development of the topological class diagram) let 
me consider small fragment of an informal description from the project, in which a 
document management system is developed. 

4.1   Construction of Topological Functioning Model 

Informal description of this project’s problem domain is as follows: “When a docu-
ment is received at the company, the secretary checks if this document has been  
already received. If the document is new, then secretary registers it in documents 
registry and gives to it new registration number. After that secretary gives archival 
number to it and puts it into the documents archive. If the new document demands an 
answer to it, then secretary delivers it to director. Director prepares answer document 
and gives it to secretary. Then secretary prepares copy of answer and sends the an-
swer. Then secretary registers copy of answer in documents registry and performs all 
the actions which is performed when new document is received.” 

As given in 2nd chapter, the construction of TFM consists of three steps. 

Step 1: Definition of physical or business functional characteristics. 
For the document management system project example there are defined following 
ten functional features (in the form of tuple (as defined in [1]) containing the follow-
ing parameters: identificator, object action (A), precondition (PrCond), object (O), 
mark if functional feature is external or internal), where “In” denotes Inner, and “Ex” 
– External: 

<1, “Receiving a document”, Ø, Document, Ex>, <2, “Checking the document”, Ø, 
Secretary, In>, <3, “Registration of document”, “If the document is new”, Secretary, 
In >, <4, “Assigning registration number to document”, Ø, Secretary, In >, <5, “As-
signing archival number to document”, Ø, Secretary, In >, <6, “Putting the document  
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in archive”, Ø, Secretary, Ex>, <7, “Forwarding the document to director”, “If the 
document demands answer on it”, Secretary, In >, <8, “Preparation of answer docu-
ment”, Ø, Director, In >, <9, “Sending the answer”, Ø, Secretary, Ex>, and <10, 
“Preparation of copy of answer document”, Ø, Document, Ex>. 

Step 2: Introduction of topology Θ. 
Introduction of topology is done by introducing cause and effect relations (cause and 
effect relations are represented as arcs of a directed graph that are oriented from a 
cause vertex to an effect vertex) between functional features and thus defining topo-
logical space of a problem domain functioning (see Fig. 4). 

 

 

Fig. 4. Topological space of the document management functioning 

In the Fig. 4 is clearly visible that cause and effect relations form functioning cy-
cles. All cycles and sub-cycles should be carefully analyzed in order to completely 
identify existing functionality of the system. The main cycle (cycles) of system func-
tioning (i.e., functionality that is vital for the system’s life) must be found and ana-
lyzed before starting further analysis. 

Step 3: Separation of the topological functioning model. 
The example below illustrates how is performed the closuring operation over the set 
of inner functional features (the set N) in order to get all of the system’s functionality 
– the TFM (the set X). The set of the system’s inner functional features N = {2, 3, 4, 
5, 7, 8, 10}. The set of external functional features M = {1, 6, 8}. The neighbourhood 
of each element of the set N is as follows: X2 = {2, 3}, X3 = {3, 4}, X4 = {4, 5, 7},  
X5 = {5, 6}, X7 = {7, 8}, X8 = {8, 9, 10}, and X10 = {3, 10}. 

The obtained set X (the TFM) = {2, 3, 4, 5, 6, 7, 8, 9, 10} (see Fig. 5). 

 

 

Fig. 5. Topological space of the document management functioning 

The example represents the main functional cycle defined by the expert, which in-
cludes the following functional features “3-4-7-8-10-3” and is denoted by bold lines 
in Fig. 5. These functional features describe registering document and preparing an-
swer on it. 
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4.2   Development of Topological Class Diagram 

Before development of topological class diagrams it is needed to construct problem 
domain object graph (see Fig. 3). Problem domain object graph of document man-
agement is given in Fig. 6. 

 

 

Fig. 6. The graph of problem domain objects with operations 

After construction of problem domain objects graph it is possible to develop topo-
logical class diagram (see Fig. 3.). The developed topological class diagram of docu-
ment management can be seen in Fig. 7. 

 

 

Fig. 7. The topological class diagram of document management system 

With the boldest lines in developed topological class diagram is maintained main 
functional cycle which is defined by the expert within the constructed TFM. This 
reflects the idea proposed in [5] and [6] that the holistic domain representation by the 
means of the TFM enables identification of all necessary domain concepts and, even, 
enables to define their necessity for a successful implementation of the system. 

5   Conclusions and Future Works 

By using TFM within software development it is possible to introduce more formal-
ism into UML diagrams (in this research formalization of UML diagrams is stated as 
formalization of information contained in UML diagrams) – it is possible to transform 
topology defined in TFM into UML diagrams. In this paper is described topology 
introduction into class diagrams and defined an approach for doing this introduction. 
It is possible to transform topology from TFM into class diagrams because TFM has 
strong mathematical basis. In this way the formalism of class diagrams means that 
between classes now are precisely defined relations which are identified from the 
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problem domain with help of TFM. In traditional software development scenario 
relations (mostly associations and generalizations) between classes are defined by the 
modeler’s discretion. 

While the methodology with three steps for construction of TFM is well defined, 
the method for creating sufficient informal description (the problem domain descrip-
tion) basing on which the TFM is constructed is not developed yet. When creating 
TFM of system’s functioning a number of questions arise. The main question is: when 
the informal description of system functioning is sufficient for successful software 
system development? 

Future research directions are as follows: study possibilities for introducing topol-
ogy and in this way to increase formalization level of other UML diagrams, for exam-
ple, activity diagrams; define method for creating sufficient informal description of 
problem domain for construction of TFM; and develop a tool that supports TFM and 
topological UML diagrams within software development process. 
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Abstract. Project management is a complex process which is governed by pro-
ject management methodologies, standards and other regulatory requirements. 
This process is supported by project management information systems, which 
could be configured according to requirements of particular methodologies rep-
resented in a standardized manner. This standardized representation is based on 
a comprehensive project management domain model. However, existing con-
ceptualizations of the project management domain have limited scope. There-
fore, this paper proposes to elaborate a comprehensive concept model of the 
project management domain to be used for development of XML schema for 
configuration of project management information systems. Development of the 
comprehensive concept model is based on analysis and integration of existing 
conceptualizations of project management and concept model integration. Four 
existing conceptualizations are integrated, and the integrated project manage-
ment domain concept model incorporates data, process, and knowledge related 
entities. 

Keywords: Conceptual modelling, schema integration, project management  
information system.  

1   Introduction 

Project management (PM) is a complex process involving planning, decision-making, 
execution and control activities. In order to ensure quality of PM processes, it is 
guided by various methodologies and standards that usually define PM processes, 
project structure, deliverables, templates and other items. There are general and do-
main specific PM methodologies. Project Management Body of Knowledge 
(PMBOK) [2] and PRINCE [3] belong to the general PM methodologies. The specific 
methodologies cover PM issues as well as product development issues. These meth-
odologies are developed for certain domain area or individual organizations and fund-
ing agencies to meet their PM requirements. RUP [4] and MSF [5] are examples of 
specific PM methodologies in the software development area. 

Regardless of PM methodology used, successful PM requires an appropriate pro-
ject management information system (PMIS). It provides a framework to help guide 
the progress of project, because accurate, timely and relevant information is essential 
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to the decision-making process of a project and inadequate information puts a project 
at risk. Large automated and integrated PMIS are usually developed on the basis of 
packaged PM applications. Ideally PMIS would adhere to all requirements of PM 
methodology used for a particular project. However, organizations have multiple 
projects often governed by different methodologies and regulatory requirements and 
implementation, and modification of PMIS becomes a complex task Therefore, an 
approach for implementation and configuration of PMIS was developed [1]. It uses 
principles of model and templates driven configuration of packaged applications to 
reduce efforts of implementing PMIS. An important part of this approach is a stan-
dardized definition of the project management domain [1]. PM methodologies and 
other project requirements are specified according to this standardized definition, 
which is subsequently used to configure a packaged project management application 
by means of package specific transformations. The standardized definition can be 
represented as a project management domain definition XML schema. This schema 
must be sufficiently comprehensive so that different PM methodologies can be de-
scribed in terms of this definition.  

In order to develop this schema referred as XML for Configuration of Project 
Management information systems (XCPM), conceptual modelling of the project man-
agement domain is performed. It is based on analysis and fusion of different existing 
definitions of the project management domain. Thus, an objective of this paper is to 
elaborate a comprehensive concept model of the PM domain to be used for develop-
ment of XCPM. The concept model is a composition of different concepts relevant to 
PM. It is developed on the basis of existing conceptualizations of the PM domain, 
including XML schemas used in PM applications, PM ontologies and PM methodolo-
gies. A separate concept model is created for each of these sources. The concept 
model integration is performed to obtain the comprehensive concept model of the PM 
domain, which subsequently will be used to develop XCPM. The paper describes 
development of the separate concept models, integration process and the resulting PM 
concept model. The concept model is developed following an expansive approach to 
ensure that none of important concepts is left out. A more reductionist approach will 
be taken in development of XCPM. 

The contribution of this research is development of the comprehensive definition 
of the PM domain suitable for further development of XCPM and PMIS configuration 
methods. The new model is developed because existing conceptualizations, which are 
analyzed in Section 2, have narrower scope and none of them contains all necessary 
items for configuration of PMIS. A distinctive feature of the developed concept model 
is incorporation of data, process and knowledge related entities.  

The rest of the paper is structured as follows. Section 2 reviews literature about 
existent project management schemas, ontology and PM methodologies. Section 3 
briefly describes the PMIS configuration process. Section 4 describes concepts model 
integration method and results.  Section 5 concludes.  

2   Literature Review 

Existing PM XML schemas, PM ontologies and PM methodologies are used as 
sources for development of the comprehensive PM domain model. 
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2.1   Project Management XML Schemas 

Two XML schemas for specification of PM data are available: PMXML [6, 7] and 
Microsoft Project XML schema [8]. These schemas are mainly intended for project 
data exchange between different PM software tools. Both definitions describe projects 
using four main concepts – project, task, resource and assignment.  

PMXML [7] and MS Project XML [8] schema concept models are created based 
on the available schemes specifications. Fragment of the PMXML schema concept 
model and relationships are shown in Figure 1. Full information about this concept 
model and all others concept models referred in the article are available at 
http://www.berzisa.com/publication/ADBIS2009/Figures_ADBIS2009.html. 

 

Fig. 1. Fragment of the PMXML concept model 

2.2   Project Management Ontology 

Several PM ontologies have been developed to define the PM domain. The most sig-
nificant are PROMONT [9] and domain ontology for PM (PMO) [10]. PROMONT is 
proposed as reference ontology to support collaboration among multiple enterprises 
working on common projects [9]. PMO is a set of ontologies that captures and stores 
the PM knowledge [10].  

 

Fig. 2. Fragment of the PM ontology concept model 

There are also some ontologies that describe the specific project elements, for ex-
ample, project metrics ontology [11], ontology that describes the project team of a 
building project [12], project plan ontology for research program [13] and research 
project ontology [14].  

All reviewed PM ontologies concepts and relations based on literature are joined 
together to develop a PM ontology concept model (fragment in Figure 2).  



232 S. Bērziša 

 

2.3   Project Management Methodologies 

Information about the PM domain also can be found in methodologies and guidelines. 
Some of the best known generic PM methodologies are PMBOK and PRINCE and 
domain specific methodologies in software development are RUP and MSF. 

PMBOK [2] describes general guidelines for PM that represents PM as closed 
loop of initializing, planning, executing, controlling and closing. Nine PM areas (e.g., 
integration, scope, cost, quality, risk management) are defined. Each area is described 
by presenting the management process and defining activities of the process by their 
input, tools and techniques and outputs. A similar methodology is PRINCE2 [3] that 
is a structured PM method based on best practice. Eight processes and eight compo-
nents (areas of knowledge) are defined. Each process consists of the sub-processes 
which is used a certain input and output information. Only three techniques are de-
fined, but also fourth technique is added – planning of activities and resources.  

RUP [4] is one of the most complete software development methodologies devel-
oped by Rational Software (now part of IBM). It describes organization and execution 
of software development project. The methodology defines project roles. Each role 
performs a number of activities using specific tools and produces certain artefacts. 
Roles, activities and artefacts are describes in a standardized manner. For instance, 
each role is defined by description, required skills and activities and artefacts it is 
responsible for. It also defines general PM and software development workflows. The 
structure of MSF [5] is also very similar to RUP. This methodology defines roles, 
typical work items and work products and PM and product development workstreams.  

The PM methodologies concept model is developed by using PMBOK as a basis 
and by adding concepts from other surveyed methodologies. This concept model 
consists of about 95 concepts and 218 relations (fragment in Figure 5.b.).  The 
PMBOK is selected as the basis because it is generic and has wider reach than other 
methodologies considered. 

The conceptualizations reviewed have limited scope and do not constitute as suffi-
cient basis for developing XCPM. PMXML and MS Project XML define only opera-
tional PM data. PM ontologies focus on PM knowledge while data and process related 
aspects are represented only at very high level of abstraction. Knowledge and process 
are described in PM methodologies though this description is unstructured and, in the 
case of specific methodologies, represent just a single viewpoint of PM. 

3   Overview of Configuration of PMIS 

Development of XCPM is a part of ongoing research on development of the model 
and template driven approach for configuration of PMIS according to requirements of 
project management requirements and regulatory requirements. Figure 3 gives an 
overview of this approach (more detailed description can be found in [1]). The ap-
proach assumes that an organization aims to set up its PMIS according to require-
ments defined by a project management methodology or regulatory guidelines. These 
requirements are represented in a standardized manner. The standardized representa-
tion can be automatically transformed to configure a PMIS by using PM application 
specific transformation scripts. The standardized representation enables using the 
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same transformation scripts for different project management methodologies. XML 
based representation is chosen because of its compatibility with other technologies to 
be used in configuration of PMIS (e.g., process modelling and packaged applications) 
and wide usage in standardization. 

The standardized representation is developed using XCPM. Therefore XCPM 
should be comprehensive enough to enable description of different PM methodolo-
gies. The analysis of the PM domain shows that XCPM should resemble data, process 
and knowledge related aspects of PM.  

 

Fig. 3. An approach to configuration of project management systems 

4   PM Concept Model Integration 

Four concept models have been identified during the literature review. There are 
many common elements in these concept models, but at the same time each model has 
its specific concepts and attributes. In order to obtain a comprehensive PM domain 
concept model all four concept models are integrated using an algorithm described in 
Section 4.1. The integrated PM domain concept model is given in Section 4.2.  

4.1   Model Integration Algorithm 

Although majority of data model integration methods are developed for integration of 
database models or XML schemas, the same principles and techniques can be used for 
integration of concept models. The model integration consists of the following main 
tasks: pre-integration, model (schema) conforming, schema merging and schema 
restructuring [15, 16]. The concept models are created in pre-integration phase. Dur-
ing the conforming phase conflict detection and conflict resolution are performed. 
Three common types of the conflicts are naming, semantic, and structural conflicts 
[17]. Three main types of schema conforming transformations are entity/attribute, 
entity/relationship, and attribute/subtype equivalence [15]. Related concepts are iden-
tified and a single federated concept model is produced in the merging phase. Four 
types or schema merging transformations are used, namely, entity merge, introduction 
of is-a relationships, addition of union, and addition of intersection [15]. During 
schema restructuring quality of the federated concept model is improved [15, 16]. 
Four types of schema restructuring transformations are used – redundant attribute 
removal, optional attribute removal, generalization of attributes, and redundant rela-
tionship removal [15]. Schema conforming and schema merging are executed in an 
iterative manner in each stage adding one concept model. 

In order to establish the integrated PM domain concept model, all four source 
models are integrated step-by-step starting with integration of PMXML and MS Pro-
ject XML concept models by applying aforementioned model integration mechanisms 
(Figure 4). Nine steps of the integration algorithm are: 1) the pre-integration step,  
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Fig. 4. PM concept model integration algorithm 

which was performed during the literature review, and four PM concept models are 
produced as the result; 2) the PMXML and Microsoft Project XML concept models 
conforming step; 3) the PMXML and Microsoft Project XML concept models merg-
ing step, which yields a federated PM concept model I; 4) the PM concept model I 
and the PM ontology concept model conforming step; 5) the PM concept model I and 
PM ontology concept model merging step, which yields a federated PM concept 
model II; 6) the PM concept model II and PM methodology concept model conform-
ing step; 7) the PM concept model II and PM methodology concept model merging 
step, which yields a federated PM concept model III; 8) the PM concept model III 
technical restructuring step, which yields a PM concept model IV; 9) the PM concept 
model IV knowledge based restructuring step, which yields the final PM concept 
model. All concept models generated during the integration process can be viewed in 
web page. 

Schema conforming and merging transformations are used to perform individual 
steps of the process. Details of application of these transformations are presented for 
Step 6 and Step 7 using simplified examples of concept models (Figure 5). Input data 
of the schema conforming activity in Step 6 are simple examples of PM concept 
model II (Figure 5.a.  – obtained by integrating the concept models of Figure 1 and 
Figure 2) and the PM methodology concept model (Figure 5.b). One synonym con-
flict is detected in this example. Entity Task in PM concept model II means the same 
as Activity in PM management concept model. To eliminate this synonym conflict, 
entity Task is renamed to Activity. According to the entity/relationship equivalence, 
entities Project and Process are directly related in PM concept model II, but in the 
PM methodology model through entity Knowledge Areas. To solve this conflict, a 
new entity Knowledge Areas is created in PM concept model II that links Project with 
Process. Outputs of the Step 6 schema conforming activity are modified PM concept 
model II and the PM methodology concept model. Entity/attribute and attrib-
ute/subtype equivalences have not been used in this model conforming example.  In 
Step 7, schema merging uses these output models and generates PM concept model 
III. Initially, schema merging unites entities that are in both models using the entity 
merge transformation. Then entities, which are only in one of the models, are added to 
the new model using the addition of units/intersection transformation. In this example, 
a new entity from PM concept model II is Calendar, but a new entity from PM meth-
odology concept model is Risk.  The result of this conforming and merging example is 
shown in Figure 6. 
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Fig. 5. Concept models fragments before integration 

4.2   PM Concept Model 

After completing the integration process, which was described in Section 4.1 the PM 
concept model is obtained. This model consists of 104 entities and has 243 relation-
ships. A fragment of the model is shown in Figure 6. The model defines all main 
entities and relationships present in the project management domain approached from 
the information systems perspective. 

The central entity of the model is Project. This element is directly or transitionary 
related to sets of entities describing project planning and project controlling. The 
KnowledgeArea entity defines well-established PM knowledge areas describing 
knowledge, skills and processes needed for successful PM. It represents a generic 
case, while there are several entities representing specific knowledge related entities 
such as RiskManagement and IntegrationManagement. The knowledge related entities 
are associated with the Project entity through other entities, for instance, Schedule-
Management is associated with Project through the Activity entity. The Process entity  
 

 

Fig. 6. Fragment of PM concept model 
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represents various PM processes, which are performed as part of quality management, 
risk management, issues management and other PM activities. 

The concept model is comprehensive enough to be suitable for representing differ-
ent project management methodologies, regulatory requirements and guidelines. That 
is implied by diminishing number of model modifications made at each consecutive 
step of the concept model integration process.  

5   Conclusions 

The paper described development process of the PM domain concept model. PM 
concept model development process consists of two parts: the literature review and 
the concept model integration process. During the literature review, four separate 
concept models are created from existing conceptualizations, including PM software 
XML schemas, PM ontologies and descriptions of PM methodologies. During the 
integration process, existing models are integrated together by applying schema con-
forming and merging transformations in the nine steps process. The result of the inte-
grating process is the comprehensive PM concept model that in future will be used for 
development of XML schema for configuration of PMIS. The distinctive feature of 
the model is representation of data, process and knowledge related entities, what is 
important for configuration of PMIS. The paper and future research on configuration 
of PMIS also contributes to the area of automated configuration of packaged applica-
tions. The PM domain is particularly well-suited for automated configuration of pack-
aged applications because it is relatively well-defined domain and has high level of 
uniformity from case to case. 

This article is the first part of XCPM schema design that describes main schema 
elements and defines its theoretical basis and justification. Definition of XCPM 
schema structure will be the next step of future research. The concept model has rela-
tively complex structure, which will be optimized and streamlined during the schema 
development. Some entities, relationships and attributes may be changed in relation to 
the developed PM concept model. The main steps of future research are elaboration 
and approbation of XCPM schema and it transformation to PMIS.  
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Abstract. Clustering of XML documents is an important data mining method, 
the aim of which is the grouping of similar XML documents. The issue of clus-
tering XML documents by structure is being considered in this paper. Two dif-
ferent and independent methods of clustering XML documents by structure are 
being proposed. The first method represents a set of XML documents as a set of 
labels. The second method introduces a new representation of a set of XML 
documents, which is called the SuperTree. In this paper, it is suggested that the 
proposed methods may improve the accuracy of XML clustering by structure. 
Such thesis is based on the tests, the aim of which is to assess advantages of the 
proposals, as conducted respectively on the heterogeneous and homogenous 
sets of data.  

Keywords: XML, data mining, similarity measure. 

1   Introduction 

XML is becoming a standard for developing numerous web applications that deal 
with document retrieval and storage. There is a number of articles that have raised the 
issue of processing, storing and management of XML documents. However, in the 
field of XML processing, mining of XML documents has become a new topic. Clus-
tering of XML documents definitively represents one of the most interesting trends in 
this research area. The process aims at grouping together similar XML documents, 
though the problem of data clustering has been considered in various context 
throughout many years. This has led to the development of several methods. At this 
point, it is worth mentioning that XML documents differ from traditional data. An 
XML document consists of a structure and content. If follows therefore that the  
existing clustering algorithms are considered to be inappropriate for the purposes of 
clustering XML documents [1]. Thus, there is a need to develop a new clustering 
algorithm specifically for XML documents. Those can be categorised in separate 
groups. The first group of methods is based on both, structure and the content of XML 
documents, while the second relies solely on the structure.  

The clustering of XML documents by structure has many applications. Identifica-
tion of XML documents with similar structure can prove useful while focusing on 
detection of structural similarities among documents. Consequently, this helps to 
solve the problem of recognition of different sources that provide the same kind of 
information, or alternatively in the structural analysis of a Web site. The documents 
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that represent the same information may be presented differently, however the struc-
ture of the documents can be similar.  XML documents may be presented in many 
ways. They can be shown as graphs, trees, set of paths, set of labels, time series etc. 
The representation of XML documents has a crucial impact on both, the quality and 
efficiency of the clustering process. Another important factor determining the quality 
and efficiency of this procedure with regard to XML documents is the character of the 
source of data. The distinction shall be made between the heterogeneous and ho-
mogenous sources. Processing the data from the heterogeneous source is easier than 
from a homogenous one as the documents from the heterogeneous set of data have 
different structure features (labels, paths etc.), which are generally easier to find. In 
the case of homogenous data the method must encompass the structure features in-
stead of the labels, therefore the method should be considered as more complex. 

The aim of this article is to present two various methods, which can be used in the 
process of clustering XML documents by structure. The first method is based on la-
bels from which the vectors representing a given document are construed. The second 
one relies on paths to generate patterns, on the basis of which the clusters are created. 
In this method a new structure is being proposed (SuperTree), which represents a set 
of documents. To illustrate, SuperTree can be considered as the main tree construed 
from the set of paths, which consists all of the documents in the form of subtrees. The 
proposed methods are tested as against the heterogenous and homogenous sets of 
data. The preliminary results of the research have been illustrated in this paper.  

An adequate and specific analysis is essential for the suggested method of cluster-
ing XML documents by structure and can be illustrated as follows: the choice of  
representation of XML documents, selection of appropriate measures for each repre-
sentation, selection of appropriate algorithms for each pair of representation and 
measures, experimental evaluation. 

The structure of the paper can be presented as follows: Section 2 presents relevant 
work on the issue of clustering XML documents by structure; Section 3 contains the 
problem formulation; Section 4 presents the basic notions; Section 5 describes pro-
posed solutions; Section 6 shows the achieved results; Section 7 consists of conclu-
sion and the future direction.  

2   Related Works 

So far the problem of clustering XML documents by structure has not received a great 
deal of attention, therefore there are only few solutions proposed. In the literature 
there are various areas of research relating to either representation of XML documents 
or similarity measures and clustering by structure. In order to come up with a proposi-
tion of an end-to-end method of clustering XML documents by structure it is neces-
sary to include each of the research areas. The layout of the document can vary and 
could be shown as respectively a tree, a graph [10], sets of paths [3][4], time series 
[6], vectors and others like the BitCube proposed in [7] or SOM (Self-Organizing 
Map) in [8]. Most of the existing models for the representation of XML documents 
are based on labelled tree [5][9], as it is a natural illustration indicating a hierarchical 
structure of XML documents. An XML document transforms into a rooted labelled 
tree. Every element from the document stands for a node in the tree. Every node has 
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its own name and is represented by a label. An edge portrays an existing relationship 
between the nodes. The method of computing similarities between structures of XML 
documents varies accordingly. If the solution is based on the tree, the authors have 
used tree edit distance to measure the similarity between the structures of documents. 
If the demonstration is based on the graph, the similarity is being calculated on the 
basis of the set of nodes and edges [10]. In [11] the authors have computed structural 
similarity against the source of XML Schemas to domain the XML Schema. In [12] 
the authors have proposed solution based on the path. They have used sequential 
pattern mining to extract the frequent paths from XML documents and then used them 
for clustering. 

The similarity measures may constitute an appropriate means for choosing repre-
sentation. The survey about similarity measures for XML documents may be found  
in [14]. 

The sole method of grouping, namely algorithm, is a consequence of both, a cho-
sen representation and the similarity measures. At this stage it is possible to separate 
two different paths. Firstly, an adaptation of existing grouping methods as taken from, 
the classic approach and secondly, a proposal of a new algorithm. In the solutions 
suggested by this paper more emphasis has been put on representation and an ade-
quate manner of measuring similarities of documents. A grouping algorithm is rather 
a consequence of the two preceding steps.  

3   Problem Formulation 

The problem of clustering XML documents by structure can be stated as follows. 
Given an input set of XML documents (for example web documents) as well as the 
representation of these documents and a similarity measure as defined for a specific 
representation, the aim of XML documents clustering is to group together structurally 
similar documents. From the above statement it is possible to appoint the factors.  
Both the representation of XML documents and the similarity measures accepted for 
the representation play a crucial role in mining XML documents. As previously men-
tioned, the representation of XML documents may vary. The XML documents may be 
represented as a tree, as a graph, as a time series, as a vector or as the set of paths. 
Similarity measure as applied in clustering algorithm must be appropriate to a specific 
representation of the XML documents. In the case of a path, the similarity measure is 
usually based on distance metrics (Euclidean, norm L1, L2, etc.). 

The next section presents an XML document representation and the similarity 
measure accordingly to the representation applied in our methods. 

4   Basic Notions 

Two XML document representations, which model the XML document representation 
as set of labels or set of paths will now be presented. Afterwards the similarity meas-
ures, which are going to be used accordingly in our experiments will be introduced. 
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4.1   XML Document Representation 

To illustrate, assume that there is a set of XML documents D. Each document Di is 
represented as a labelled tree T in which labels are denoted the nodes of the tree. A 
path is a sequence of nodes from the root to node in a tree T. The absolute path is a 
path from the root to the node (leaf) in the tree T. Given that the set of labels which is 
denoted as L=(l1,…,lm) is a set of distinct labels from documents, enumerate labels 
from L with successive numbers start with 1 to m (|L|=m, ∈ N>0), where m is a posi-
tive integer. The document Di ∈ D is represented by a vector of coefficient: 
v(Di)=<ui1,ui2,...uim>, where each uik denotes the number of occurrences of a label li in 
the document Di. 

The document Di ∈ D is represented by a set of absolute paths: 
P(Di)=<pi1,pi2,...,pik>, where pij is the absolute path in the document Di.  

4.2   Similarity Measure 

The similarity of a pair of documents Di and Dj is defined with regard to the set of 
labels as follows: 
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The similarity between documents sim1(Di,Dj) depends on the angle between their 
vector representations, which is achieved by computing cosine coefficient for the 
vectors. Since every uik takes only non-negative values, sim1(Di,Dj) ∈ <0,1>. For 
instance uik can be defined as follows: 

uik =
1, label k exists in document i

0, otherwise

⎧ 
⎨ 
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 (2)

The similarity between a pair of documents Di and Dj may be defined with regard to a 
set of paths as follows: 
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P(Di),P(Dj) denotes set of absolute path in document Di,Dj respectively. 

5   Proposed Solution 

In this section we illustrate two methods of clustering XML documents by structure 
based on the presented representation of XML documents. The first method is based 
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on representation of a set of XML data as a set of labels. The second one is relying on 
the representation of a set of XML data as a set of paths.  

The first method is aimed at small, heterogenous collection of XML documents. It 
is not applicable though to a bigger and homogenous set of data. This is because for 
that kind of data the method proved not to be effective. The second method, however, 
may be applied to both types of data. In Figure 1 a schema of the proposed approach 
based on labels is presented and in the Figure 2 a schema of an approach based on 
paths is being illustrated. In the input there is a set of XML documents, and in the 
output clusters of structurally similar documents are achieved (denote C). 
 

 

Fig. 1. Schema of the approach based on labels 

5.1   Representation Based on Labels 

Preparation - the input set of XML documents is transformed into a set of labels. The 
set of labels is transformed to a vector for further processing.  
 

Structural similarity - prepared vector is used to estimate the structural similarity 
between documents. To compute structural similarity the cosine measure presented in 
Section 4.2 is used. The comparison is made between all documents as well as be-
tween one another and themselves respectively.  

Clustering - in order to cluster the data, an algorithm AHC (Agglomerative Hierar-
chical Algorithm) is used to end up with the structurally similar groups. In the imple-
mentation, the algorithm does not calculate similarity between documents but is given 
this similarity in advance. Levels identifier corresponds to steps in the algorithm. 
Input data should be recorded in the database tables. The next thing is running ade-
quate PL/SQL procedure and reading output data from specified database tables.  

 

 

Fig. 2. Schema of the approach based on paths 

5.2   Representation Based on Paths 

The input set of XML documents is transformed into new representation called the 
SuperTree. The SuperTree is a representation based on labelled tree (set of paths). 
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This new concept could be defined as the tree, which will include all the documents 
(every document is a subtree in the SuperTree). From the SuperTree the patterns of 
structures are being generated, which form the basis for further processing (pattern of 
cluster).  

Preparation - the process in this method is more complex. Initially, the patterns of 
structure must be derived. Then, basing on these patterns of structure the structural 
similarity of documents will be compared.  

Summarize the document – in order to reduce the size of the SuperTree, the docu-
ments were summarised. The absolute path has been reduced until the unique appear-
ance of a given path in a tree has emerged. Due to this, the size and the structure of 
the SuperTree have been considerably reduced.  

Building a SuperTree – an inspiration for building the SuperTree was the FP-Tree 
from algorithm FP-Growth [13] used to find frequent patterns. Every XML document 
can be represented as a labelled tree, where nodes correspond to the tags of an XML 
document. Two nodes are connected if there is a relationship between them. The Su-
perTree is a minimal tree that contains every tree from its input. In other words, every 
single tree from the input is a subtree of the SuperTree. To build the SuperTree, each 
input tree in the collection is recursively traversed. SuperTree links all documents by 
a common added root called the 'root' (root label). Given the tree, each node is 
searched in the SuperTree. If this node does not exist, it is inserted. At the end of the 
process of constructing the SuperTree, the SuperTrees nodes are labelled with integer 
numbers in breadth first search order. For example we present five structures of XML 
documents, as presented on the Figure 3 and the build of the SuperTree as presented 
in the Figure 4. 

 

 

Fig. 3. Structure of exemplary documents 

 

 

Fig. 4. The SuperTree 
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Generate patterns – based on the SuperTree structure frequent patterns are searched 
for. Patterns are being construed from the paths, which satisfy the minimal support 
(the number of occurrence of the paths in the whole dataset, given as input parameter) 

Clustering – the already obtained frequent patterns are compared with the input data 
set using similarity measures described in section 4.2. In this way the output clusters 
with structurally similar XML documents that generated the basis for frequent pat-
terns have been achieved. 

6   Experiments 

In this section the preliminary results and the plan of further research proposed are 
being presented.  

First of all, the research was conducted on the basis of heterogenous data set in-
cluding 1120 documents from three different sources (articles from Wikipedia [2], 
IMDB and RSS). The main goal of these experiments was to achieve clusters repre-
senting their original sources. The second sets of data were homogenous the 
MovieDB [2]. The MovieDB is a collection of XML documents describing movies. It 
contains 4820 XML documents. There are eleven defined structural categories, which 
correspond to the transformations of the original data structure. The experiment based 
on the application of the first method for the heterogenous set of data gave very good 
results, which are presented in Tables 1. Clusters involving aboriginal category of 
documents (source of documents) have been received. Mdb category appears twice, 
because this dataset possesses two sorts of labels, namely an original label like an 
‘author’, ‘title’ etc. and the mapped one like ‘a’,’b’ etc. The proposed solution took 
these differences under consideration.  

Table 1. Results for heterogenous set of data 

Aboriginal category Cluster Docs 
Mdb 1 393 
Inex 2 500 
Mdb 3 120 
Rss 4 107 

 
The second method for the same data gave as good results as the first one. Addi-

tionally, second method was tested for homogenous data. The XML documents from 
MovieDB, which were mentioned above, have created the structure of the SuperTree 
consisting of 433 nodes. Six common structures have been obtained (patterns of clus-
ters), which formed the basis for further processing. It is also known that the cluster is 
build from eleven structural groups, so it is expected to achieve the same number of 
patterns at this stage. The proposed solution, however, was based on an assumption 
that the patterns were disjoined. The results of the experiment are presented in  
Table 2. It is possible to conclude that the information about further structures is con-
tained in six structures, and therefore the similarity in the others is so low. This situa-
tion is bringing on repetition of absolute path in different cluster, which contain this  
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Table 2. Experiments on MovieDB Collection 

 C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 
C1 598 0 0 0 0 0 0 0 0 0 0 
C2 0 486 0 0 0 0 0 0 0 0 0 
C3 0 690 0 0 0 0 0 0 0 0 0 
C4 0 0 0 172 0 0 0 0 0 0 0 
C5 0 0 0 0 435 0 0 0 0 0 0 
C6 0 0 0 0 0 231 0 0 0 0 0 
C7 0 0 0 0 0 0 261 0 0 0 0 
C8 0 0 0 0 0 769 0 0 0 0 0 
C9 0 0 0 0 0 0 172 0 0 0 0 
C10 0 0 0 0 0 387 0 0 0 0 0 
C11 0 0 0 0 0 448 0 0 0 0 0 
Purity 1 0.41 0 1 1 0.12 0.6 0 0 0 0 

 
set of data. The data in the Table 2 C as presented in the row indicate an expected 
class of documents. Contrastingly, the data under C in the column denote an obtained 
cluster of documents. As an evaluation measure the ‘Purity’ measure had been 
adopted, which assesses the relationship between the accuracy adjustment and the 
class of documents.  

This particular dataset has been utilised because the information about the class, to 
which the document belongs, have been known. At this point, the main aim was to 
obtain the most precise and the ‘purest’ possible set of documents belonging to one 
class. The measure of ‘Purity’ indicates the accuracy with which the document has 
been adapted to a specific class. Had the group of documents contained the unique 
pattern our proposed solution was adequate (as was the case with data in C1, C4 and 
C5). In the other set of documents belonging to one class there were documents 
matching the isolated pattern. However, in that instance, one class of documents con-
tained the paths, which were repeatable in the other classes, in which case the pro-
posed solution proved to be ineffective. As a consequence, a group of documents 
belonging to one class have turned out to be empty. This means that a given class of 
documents has not been defined by the pattern, on which our method is based. The 
problem of common pattern will be considered in the further research. 

7   Conclusions 

In this paper two different approaches of clustering documents by structure are pro-
posed. The first method focuses on the heterogonous and small collection of data. The 
second method may be applied to both types of sources of data (heterogonous and 
homogonous) as well as to the larger data. 

The research shows that if there is a group of documents from different sources and 
the purpose is to assign documents to a given category (source), the labels are suffi-
cient to meet this goal. In the case of homogenous sources the problem is more com-
plicated and requires a more refined approach. If the homogenous sources are dealt 
with, it is not possible to rely solely on the labels as the whole cluster will have the 
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same ones. Therefore another approach is preferable. The SuperTree representation 
satisfied the ‘missing’ requirements, however further research involving large sets of 
data is needed in order to confirm the results.  

At this stage, the evaluation method to improve quality of clusters, have not been 
used. To estimate the accuracy of the results the ‘Purity’ measure was utilised. In the 
future, however, other possibilities will be considered. In the above research the 
original label of nodes was used, without distinction on the upper or lower case letter 
or semantic meanings (synonyms, homonyms etc.) There are plans, thus, to use em-
bedded subtrees in spite of the original tree. Further research on structural similarity, 
using various test data, is being planned in the future. There are also plans to conduct 
the research focused on finding the dependence between the structure and content of 
the documents and to answer the question - whether we can define the content (cate-
gories) of the document based solely on the structure.  
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Abstract. The paper discusses an approach that enables incremental business 
process modeling and analysis from multitude set of perspectives, thus combin-
ing wide spectrum of business process characteristics in a common multidimen-
sional model, and allowing the translation of business process modeled in a par-
ticular perspective into other perspectives. The paper presents basic terms and 
general stages for iterative construction of a multidimensional business process 
model.  
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1   Introduction 

Organizations have many reasons to capture their business processes (BPs). Compa-
nies, which have merged, may want to examine processes across their lines of busi-
ness to discover which one is the best of breed; or companies may need to improve 
their existing processes, or to automate them by developing appropriate information 
systems [1]. Usually BP models are constructed to create a knowledge base that could 
satisfy different purposes, i.e., BP management, reengineering, integration, monitor-
ing, etc. The set of modeling dimensions of BP included in the model depends on 
particular modeling goal and the available and desired knowledge about this BP. In 
this paper we regard dimension as a particular BP parameter or characteristic, where 
the group of dimensions represents the part of n-dimensional business process model, 
considered from a certain perspective. In BP modeling it is usually not possible to 
consider many dimensions at one go. Instead, the model is constructed gradually, 
according to growing knowledge about BP obtained by different ways of its analysis, 
as a result of a changing focus of modeling goals, adding new modeling dimensions, 
switching to a different set of dimensions and reusing already constructed BP models.  

Thus, on the one hand, there is the need for an approach that combines a wide spec-
trum of BP characteristics in a common multidimensional model and allows to con-
struct it incrementally with possibility to translate the BP model built from a particular 
perspective to other perspectives. On the other hand, literature offers a wide range of 
frameworks (for instance, enterprise modeling environments) that provide the opportu-
nity to capture knowledge about BP and examine it from multiple viewpoints.  
However, in most cases it is necessary to develop each model separately and to apply 
distinct modeling techniques, because usually the methods and techniques for BP  
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modeling and analysis express only some aspects of the processes (e.g. activities, roles, 
interactions, data, etc.) and are applicable in limited scope of application areas [2]. 
Consequently, it is necessary to combine several modeling methods and techniques to 
achieve the desired results. Limited possibilities of reuse of BP modeling artifacts and 
necessity to maintain several modeling environments lead to non-effective use of en-
terprise time and recourses. To accommodate the diversity of process modeling and 
analysis knowledge we need a unified multidimensional modeling space, which could 
provide an opportunity not only to view, but also to construct incrementally and ana-
lyze BP in a dimension sensitive level of conceptual granularity, corresponding to 
evolving business knowledge and multiple modeling purposes [3]. 

The paper presents initial results of doctoral work discussing general issues of the 
proposed multidimensional BP modeling approach. This investigation is a branch of 
broader research of multidimensional BP model (MBPM) development carried out at 
the Riga Technical University. The purpose of the doctoral research is to develop a 
problem domain oriented BP modeling approach that allows to analyze BP parameters 
according to the set of dimensions that is appropriate for a particular business situa-
tion. The discussion in this paper concerns only basic issues of multidimensional BP 
modeling, such as the basic issues of multidimensional BP modeling and the concep-
tual guidelines of how to construct MBPM.  

The paper is structured as follows – Section 2 briefly presents related works rele-
vant to the research problem. Section 3 describes the research method, possible re-
search stages and deliverables. Section 4 gives an overview of initial results thus 
presenting basic concepts of a MBPM and guidelines for multidimensional BP model-
ing. In Section 5 conclusions outline some directions of the future work and current 
and expected final contribution of the research work. 

2   Related Work 

Over the years the scope of BPs and BP modeling has broadened.  Less than a decade 
ago, BP modeling was known as a method for managing and driving largely human-
based, paper-driven processes. Nowadays BP modeling is an enterprise integration 
technology applicable for a wide spectrum of objectives, complementing such specific 
tasks as Service-Oriented Architecture (SOA), Enterprise Application Integration 
(EAI), and Enterprise Service Bus (ESB) [4].  Many forms of information must be 
integrated into a process model in order to satisfy possible BP modeling tasks, includ-
ing perspectives that just cover the detailed sequence of the process and eventually 
adding perspectives that address specific BP context characteristics such as business 
goals, performance measures, deliverables, process owner, process type, customer and 
other process characteristics presented by essential process theory. In most cases BP 
modeling languages and techniques (e.g., UML2 Activity Diagram, BPMN, Event 
Driven Process Chain, IDEF3, Petri Net, Role Activity Diagram) permit the use of 
functional and behavioral decomposition of the process, while the organizational and 
informational perspectives are only partly supported [5]. However, these modeling 
languages and techniques do not support BP context fully. Consequently, if it is nec-
essary to analyze a wide spectrum of BP characteristics, a multiple set of modeling 
techniques and languages should be applied. Besides, tools that support BP modeling 
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do not facilitate a unified modeling space. Several tools such as GRADE [7], ARIS 
[8], JOpera [9], EML [10], IBM WebSphere [11] and BPMO [12] in most cases pro-
vide modeling by just some dimensions dealing with one and the same process model 
and make emphasis on the representation facilities ensuring the choice of personalized 
view [13].  Thus, we could conclude that in most cases it is not possible: a) to model a 
BP incrementally from different perspectives simultaneously; b) to construct several 
process models that reflect different views on the same BP with possibility to switch 
between models with different set of BP characteristics; 3) to translate BP modeled in 
a particular set of dimensions to other set of dimensions. Though there are transfor-
mation patterns and wizards that are developed for BPs, they are used for simulation 
and optimization tasks [6] or for the process model transformation into executable 
code [5]. The present situation in the areas relevant to BP modeling is reflected in 
Figure 1.   

 

Fig. 1. Several disadvantages identified in areas relevant to BP modeling 

Analyzing the situation, we can conclude that in several areas relevant to BP model-
ing there are some disadvantages (see Figure 1) that point to the necessity of multidi-
mensional BP modeling approaches and environments. Analogous approaches for data 
analysis already exist, e.g., multidimensional data models and data warehouses have 
been developed to represent data by means of multidimensional cube [17]. However, 
there are no additional theoretical basis and tools in the case of BPs. Already available 
ingredients of BP modeling available in terms of methods, frameworks, tools and 
transformation algorithms should be integrated and expanded in order to develop  
comprehensive theoretical background for multidimensional BP modeling. This  
should provide an opportunity not only to view, but also to construct incrementally and 
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sensitively analyze BP dimension according to evolving business knowledge and mul-
tiple modeling purposes.  

Multidimensional BP modeling should provide a normalized set of dimensions that 
are equally relevant in any BP modeling situation (see Figure 2 on the left), unlike 
essential BP modeling approaches that concentrate on certain aspects of BP and are 
applicable in a particular application area (see Figure 2 on the right). We regard di-
mension as a particular BP aspect or characteristic, where the complete set of dimen-
sions allows illustrating any necessary characteristic of BP. Within multidimensional 
space it is possible to develop several process models as several variants of one and 
the same BP that are appropriate for particular modeling goal, e.g., developing BP 
maps for current and future business situation, analyzing BP improvement opportuni-
ties, developing new BPs, and developing requirements for new services. As a result, 
each of these models will reflect certain view or perspective of BP and include an 
appropriate set of dimensions. Here, we regard perspective as a way of showing or 
seeing from a particular position in order to achieve a pictorial representation or view 
of the entire MBPM model. The obtained view will represent part of the whole 
MBPM according to a particular modeling or analysis purpose. 

The overall set of dimensions are interrelated in a particular way that makes it pos-
sible to switch between views in order to obtain personalized views on a MBPM 
(such as process role holder, process owner, process performer) and partially trans-
form modeled in one model to another in order to extend MBPM with new informa-
tion. It is essential that models at different dimensions may be obtained also from 
scratch or by reorganizing models initially developed from another viewpoint.  

 

Fig. 2. Different BP modeling approaches: on the left - construction of the BP models in the 
classic way; on the right – BP modeling in the multidimensional modeling space 
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For example, we show a fragment of BP modeling using two different ap-
proaches: the classic approach in Figure 2 on the left and the multidimensional mod-
eling approach in Figure 2 on the right. In both cases initial modeling purpose is to 
show functional decomposition of the process (Model I) reflecting two BP character-
istics - functions and data. Further, the initial model is decomposed into two  
sub-models (sub-models I.A and I.B). Then, the modeling goal is changed and the 
technical aspects of the process are now in focus (Model II). Finally, models are 
extended with new dimensions that show informational perspective (Model III) and 
knowledge perspective (Model IV). In the case of classic modeling approaches the 
BP models are not related and are built either from scratch or one and the same 
model is extended with new dimensions. Alternatively in the case of multidimen-
sional modeling approach, the obtained models are constructed incrementally ex-
tending or transforming initial models with necessary characteristics of BP that are 
relevant for current modeling situation. As a result, the obtained models are interre-
lated, e.g., business modeler or analyst can easily navigate through them by using 
different combinations of modeling dimensions in order to illustrate and analyze the 
desirable characteristics of the BP. 

A description of the proposed approach and a research method that could be  
applied to develop the intended approach is given in sections below.   

3   Research Approach 

The research presented in the paper intends to develop an approach that combines a 
wide spectrum of BP characteristics in a common MBPM and allows the translation 
of BP model built from a particular perspective into other perspectives. The aim of the 
approach is to utilize the knowledge of the BP by its modeling in a multi-structured 
and systemic way and thus supporting BP analysis by multi-perspective BP represen-
tations. Expected results of the research are the constructs (concepts) and vocabulary 
of the domain, models and methods for the construction and analysis of MBPM that 
are experimentally tested in multiple domains of application, as well as requirements 
for the supporting modeling tool and its prototype.  

The research process is divided into iterations according to design research frame-
work [18].  The iteration is accomplished, if the planned results are achieved and the 
intermediate version of research is obtained. Each iteration includes following activi-
ties: 1) Prepare – define a questions for current iteration and plan investigation activi-
ties; 2) Build – make appropriate investigation, rationally interpret and implement the 
results (‘implementation’ can range from model to proof-of-concept prototype or to 
full implementation); 3) Evaluate – determine, if any progress have been made (basic 
question is how it works). Evaluation metrics and measurements should be developed; 
4) Theorize – explicate the characteristics of the artifact and its operation with envi-
ronment that result in the observed performance; 5) Justify – gather evidence to test 
the theory. In each iteration almost all of the mentioned tasks are carried out, the 
amount of work and granularity level only differs. 
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Fig. 3. The stages of scientific research 

As the above-mentioned framework our research started with the investigation of 
relevant scientific literature in order to define basic constructs or concepts that form 
the vocabulary of domain, determine a normalized set of BP modeling dimensions, 
interdependency between dimensions, transformation possibility from one dimension 
into other, the available classifications and representation forms proposed by model-
ing techniques, languages and tools. As a result, we expect to build constraints, mod-
els and methods that should be evaluated (see Figure 3 .1.). Several reports of the 
study are to be prepared in order to receive feedback (see Figure 3 .2.). The next ac-
tivity is theorizing that includes the development of the approach for multidimen-
sional BP modeling and analysis (see Figure 3 .3.). The developed approach must be 
justified with appropriate metrics and the measurements, as well as tested in multiple 
domains of application, such as modeling of the processes of commercial and public 
organizations, knowledge-intensive processes, educational processes, and product 
development processes (see Figure 3 .4.). The next iteration (see Figure 3 .5.) starts 
with the investigation of modeling tool generation platforms that could be used for 
prototype development. Then, requirements and transformation algorithms could be 
proposed and the prototype developed and evaluated in a complex BP (Figure 3 .6.). 
The prototype should be described (Figure 3 .7.) and justified, int. al., the usability of 
given prototype should be compared to the usability of currently available advanced 
modeling tools (Figure 3 .8.). 

The next section presents initial results of the first iteration that is not yet accom-
plished, e.g., the building activities of research (see Figure 3 .1.) are still under inves-
tigation. Further research activities, according given research framework, are  
discussed in Section 5. 
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4   Preliminary Results 

In this section we discuss initial results of the doctoral work, that is:  a) we specify 
general constructs such as “dimension”, “perspective”, “scale”, “value” and “group of 
dimensions” for establishing theoretical basis of multidimensional modeling and 
analysis of BPs; b) point to the dimensions that are widely used for BP modeling tasks 
and are extensively discussed in scientific literature; c) define groups of dimensions 
based on semantic meaning; d) review presentation forms of modeling dimensions 
that provide some BP modeling tools; and e) outline basic stages (which are intended 
to be elaborated in future research) for constructing MBPM. A more detailed descrip-
tion of some results could be found in the following sub-sections.   

A., B. and C. Basic constructs, widely used dimensions and groups of dimensions 
We propose to base the notion of multidimensional BP model on the following 

multiple interrelated terms used in BP modeling discipline [15]:  

• Business process modeling dimension – is a notion derived from mathematics 
where the dimension of space is roughly defined as the minimum number of 
coordinates needed to specify every point within it. In the case of BP modeling 
the dimension allows to represent a particular parameter associated with the 
BP, for example, time, process performer, information, etc. The finite set of all 
dimensions allows representing any set of relevant characteristics of BP, thus 
reflecting the real world in n-dimensional model (Figure 4).  

• Business process modeling perspective – is a notion derived from graphical art 
where the perspective is a technique of representing the relationship or propor-
tion of the parts of a whole, regarded from a particular standpoint or point of 
time. In the case of BP modeling a perspective is representation of the part of 
n-dimensional business process model, considered from a certain viewpoint 
(Figure 4). A perspective thus corresponds to a particular set of dimensions 
used in particular BP model representation.  

• Scale – identifies the chosen granularity of a particular dimension, e.g., a time 
dimension scale can be a particular time period (Figure 4). The scale of a di-
mension may be reflected also as the hierarchy of decomposition/abstraction 
levels of a modeling aspect corresponding to the dimension (e.g., organiza-
tional hierarchy) [13].  

• Value – identifies the denominations of each granule prescribed by the chosen 
scale of a dimension, e.g., the names of the days of the week or months for the 
time dimension (Figure 4). 

• Group of dimensions – is a set of dimensions used simultaneously during the 
modeling process. An example of some groups of dimensions that could be 
found in related works [3, 14] is shown in Figure 4. Usually one of the dimen-
sions is the “leading” dimension, which, e.g., is represented by swim lanes for 
grouping process model elements. The groups of modeling dimensions are 
candidates for the analysis perspectives. 

It is essential to note that different granularity of a dimension may be required de-
pending on the depth of analysis done from each perspective. The overall set of BP 
modeling dimensions that have their roots in popular enterprise architecture products  
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Fig. 4. Multidimensional space for BP modeling that consists of dimensions, groups of dimen-
sions and perspectives (for example, the administrative organization perspective includes three 
dimensions that have appropriate scale and values) 

 

and comparatively new non-traditional modeling frameworks and approaches, such as 
intentional, ontological, systems dynamics, ecosystems, and task-oriented oriented 
ones, as well as the possible grouping of dimensions based on the semantic meaning 
are discussed in our previous publications [13, 15]. 

D. and E. Basic construction stages and representation forms  
The approach proposed in this paper takes a particular group of BP modeling di-

mensions as the starting point and then the BP model is gradually developed accord-
ing to the needs of its analysis. Initially it contains a comparatively small amount of 
information and reflects one or a couple of dimensions. There are several approaches 
how to represent information according to particular dimensions of a chosen group of 
dimensions that are discussed in previous publications [13, 15]. Different approaches 
may be combined to achieve clarity and expressiveness of the model. 

Subsequently the model may expand and be enriched with new dimensions, where 
some of the model parts could be automatically obtained from the already existing 
multidimensional model. We propose the following types of modifications [15]:  
elaboration – the existing model is modified without adding new dimensions, e.g., a 
new level of decomposition may be added; extension - the existing model is extended 
with new dimensions by reorganizing existing models initially developed according to 
other dimensions; transformation - the model is extended by new dimensions, some 
of which may be automatically obtained from the already existing part of the model. 
A more detailed description of construction stages could be found in [15].  
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5   Conclusions and Future Work 

Preliminary results of the first year doctoral research are presented in this paper. An 
essential issue of constructing BP models, namely, the multidimensional space of 
process modeling was addressed. The purpose of the study was to analyze the motiva-
tion of and define the basic terms for multidimensional BP modeling, propose corre-
spondence between different modeling dimensions and modeling dimension groups, 
define guidelines and provide an example of MBPM construction stages. The result of 
this paper reflects research in progress on BP modeling in multidimensional modeling 
space and points to the following future work: 

• Provide guidelines suggesting what levels of scales and the range of values are 
to be used for each dimension and what canonic sets of dimensions are to be 
chosen for different modeling purposes 

• Investigate each dimension separately in order to determine convenient ways 
of representing particular modeling dimensions and perspectives, and to de-
velop unified form for representation of any dimension in the multidimen-
sional modeling space 

• Investigate the interdependence of dimensions and perspectives in order to de-
fine rules of transformations and rules of switching between the dimensions 

• Define what purposes MBPM’s are built for and what modeling techniques 
and languages are used for each modeling purpose 

• Compare usability of multidimensional BP modeling to usability of currently 
available advanced BP modeling approaches by using Delphi method [16]. 

The use of the approach could facilitate related scientific researches, such as the 
analysis of BP flexibility and control possibility, the development of novel solutions 
for business and information systems in the context of enterprise collaboration net-
works, the development of service-oriented architecture for the support of BPs. Be-
sides, it is expected that research results will be beneficial for commercial activities in 
the industry sector, as comprehensively designed BP may promote collaboration in 
enterprise networks in both organizational and technological contexts.  
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