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Abstract. Iterated semantic translation as reflected in dual space of
two different languages provides - through a normalized reference set
of dictionary expressed vocabulary that is inclusive of double sided link
direction correspondence - a mechanism for assessment of word extent
breadth and meaning delineation. This measure resolves according to
the number of source language passages in round translating steps, until
content exhaustion. Semantic clusters emerge in above procedural for-
mat through graph decomposition of the united word set above language
pair to isolated segments of connected semantic vertices. Such a linkage is
also present in single language morphological context of thesaurus format
with enumerated word content proximity, typically farther subjected to
additional support that arises from accompanying clauses, applied level
of grammatical compatibility, and overall linguistic usage purity. Resort-
ing to algorithmic reverberation and numerical case studies on stochastic
data samples, it is argued that resemblance of contained and mirrored
semantic vertex structures follows cultural interaction, although shad-
owed at various degrees of virtualization, in evolving linguistic relation
that ultimately leads to a knowledge cohesion level frame of scientific
depth. Since it has been known that complexity information depth as
content purity grade paraphrases itself in Kolmogorov efficiency sense,
either to stability measure of fixed structures or manifests as a catalytic
growth factor in nurturing substances, this work provides a particular
instantiation in topological context of semantic graphs.

1 Introduction

Content information measured in terms of the shortest available program to en-
code a given dataset is known to stochastically equate the system entropy value
as expressed by means of the compositional probability function in constructive
proof of such statement [1]. Application context of computing machinery, library
science and language standardization provides interesting filter frames in practi-
cal instantiation so as to encompass incompleteness and organizational restrains
for optimal content reconstruction.

To assess a vocabulary content in its entirety, a complete composition scheme in
knowledge space is required from alphabet specification via meaning dimensions
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and notion typing stencils, both physical and abstracted, towards emergence of
knowledge accumulation formalism. Such a process may start from replication of
a single element (existence) to enumerated finite set of alphabet (replication and
separation) and syllable formation, leaving aside a certain minimal subset with
economic functions (determination, preposition), and continues further to mor-
pheme formation, thereby usually subjected to notational combinatorial complex-
ity, and consequently adjusted instead to fundamentals of actual semantic pro-
cessing architecture, such as typical thinking and categorizing patterns native to
a processing brain (action, emotion, subject), in a process gradually forcing out-
ward and inward views to postulated coincidence patterns, which manifests as a
reflection of the stabilizing processing organization onto semantic output fixation
(function selector catalogues for instance).

In terms of self composition, nature selected and seed encoded complex struc-
turing processes in plant growth mechanisms, while human civilization increas-
ingly accumulates instances of such external knowledge for abstracted utilization
elsewhere, a mechanism used in education that itself may alter or produce vo-
cabulary items to above effect. This work concerns with a word level snapshot
of language in two frequented semantic tool frames, first a thesaurus, then a
dictionary, both reduced to word correspondence grains with logical, integer,
and fractional weight scales adopted for numerical analysis. Such approach es-
tablishes a transform from construction parameters of probabilistic word data
samples to the semantic cluster appearance. A reference numerical text corpus
is then composed using derived cluster probability density of words, and sub-
jected to metalevel analysis, namely text abstraction first by means of sentence
extraction with local and global similarity coefficients, and then using absolute
hierarchical ranking, in order to address representative features that arise from
finite and restrained vocabularies, and apply to natural language datasets. Since
the field of semantic processing is long established [2,3], this work focuses on
purely numerical capture aspects that recently regained attention [4].

The article is organized as follows. After a section dedicated to graph formal-
ism of numerical semantic circuits, construction of derived text documents is
given along with the examples of related substance extraction methods. Repli-
cation of computational formalism is then recognized as a quantifiable cultural
personalization mechanism, which is accompanied with actual natural language
processing illustrations to conclude this text with a brief summary.

2 Numerical Semantic Circuits

Since all computational text processing methods reduce content manipulation to
number processing at certain depth of representation layer (program, software,
compilation, middleware, instruction set) an enumerated semantic dataset is
denoted as a graph collection of vertices,

V = {vi}nV

i=1 , (1)

where domain meaning relations expressed in vertex annotation patterns are
given in form of multiple connection edges,
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E = {e(vi; τi, vj ; τj)| ∀vi, vj ∈ V ∧ τi ∈ T } , (2)

where T is a set of tags (synonym domain, antonym domain, sets of cultural links,
economic links, object resource links, processing links, or different languages).
Edges are naturally represented as logical weights, integer weights, and rational
weights,

e(; , ; ) = {0 ∨ 1}
e(; , ; ) = {∞ ∨ p ∨ p − 1 ∨ . . . ∨ 1}
e(; , ; ) = {∞ ∨ 1 ∨ 1/2 ∨ . . . ∨ 1/q} (3)

so as to map elementary arithmetic thinking patterns. Numerical labels in Eq.
(3) are sorted from edge absence value to the highest proximity. Connection cir-
cuits can be enabled with τi �= τj thus forming an overlay multigraph structure.
In what follows edges are directed (e(i; , j; ) is not necessarily symmetric) and ap-
pear as a result of serial probabilistic generative process that can be conditioned
with current graph snapshot topology.

Derived semantic evaluation criteria of practical interest include graph tran-
sitive closure with number and sizes of extracted strongly connected segments.
Weighed graphs subresolve transitive closure to the shortest path version charac-
terized with segment wide square pattern of minimal connection cost. Transitive
closure is also a suitable aggregation level to derive and utilize complement
graphs for semantic closure.

It is noticed here that optimized subgraph vertex skeleton layout, from which
each word locates at most l-edges away, can provide a core vocabulary set for
self-learner extension, whereas determination of all complete subgraphs (prior
to transitive closure, and furthermore in comparison) shows aggregation depth
in original dataset. Both approaches are nondeterministic polynomial complete
problems even if tractable with low size of content nucleation typical in natural
languages, and as such are not pursued here. Similarly, sparse nature of data
content allows us to leave aside graph theoretic applications of vertex and edge
set reconstruction paths as frame transforms of access compression and topo-
logical sort. Instead, multigraph structure of vertex colorization is applied using
tags τi ∈ T for self-consistent frame-compatible content enhancement.

2.1 Thesaurus Format

Enumerated single layer word graph structure as given above (source and reverse
coincide, τ1 = τ2 = τ , is initialized by expanding list of source vertices one by
one while assigning a n end vertex thus forming a thesaurus edge. Structure
formation then continues according to three generative procedures,

1. uniform method selects a pair of vertices at no bias,
2. shaped method is binomially modulated (parameter p),
3. cluster method adopts current vertex degree statistics,
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with vertex selection probability functions given as

π(vk) =

⎧
⎪⎨

⎪⎩

1
nv

uniform
nCkpk(1 − p)n−k shaped

deg(vk)
∑ nV

l=1 deg(vL)
cluster

k = 1, . . . , nV , (4)

where indegree is selected for reverse end, outdegree is selected for source end,
and denominator of the last fraction stands for the current number of graph
edges. Weighted graphs, in addition, adopt in either case label value of d + 1 or
1/(d + 1), where d is the outdegree preceding current edge addition.

Symmetric version of the above algorithm automatically includes opposite
directed edge to the graph at every generation step. In either case, data structure
is represented in adjacency matrix A[; τi][; τj ] (to be resolved into τ pair instances
in what follows).

The structure generation process grows above semantic circuits to edge con-
centration levels at fixed inverse proportion to graph size (constant average out-
degree as common for natural language dataset) or higher, up to a numerical
fabric with connection density c ∈ (0, 1) that mirrors parallel destruction of se-
mantics on behalf of intense vertex feature generalization that turns to bypass
specialization importance.

2.2 Dictionary Format

Vertex side duplication in thesaurus procedure provides dictionary structure
as a naturally derived extension, in which both vertex lists are link initialized
(category format inclusion operator) and extended (structure builder) separately.
Denoting total graph size as 2nv, there are following possibilities (T = {τ1, τ2})
1. pure dictionary (e(; τ1, ; τ2) = 0 = e(; τ2, ; τ1)
2. semicomplete base (e(; τi, ; τ3−i) = 0 for i = 1 ∨ i = 2)
3. complete base (full dictionary and thesaurus pair).

To compare thesaurus and pure dictionary structures, the size of the latter dou-
bles graph size of the former. Uniformly structured dictionary (on both sides,
τi → τ3−i) combined with uniformly structured thesauri (source and reverse)
scales a single thesaurus format from nV to 2nV as expected, to which mixed
structures provide suitable means for semantic layout comparison.

2.3 Content Separation

Strongly connected graph segments correspond to semantic domain clustering
as contained between original graph and its transitive closure version, and are
conditioned by the path length of the shortest indirect connection (twice the
number of translation rounds in case of pure dictionary closure). Whenever the-
saurus and dictionary are combined, transitive closure of thesaurus should pre-
cede the phase that allows language translation, at least in classical linguistic
way of frame categorization.

The algorithm for transitive closure in compact form reads [5].
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procedure Floyd_Warshall(A[1:n][1:n])
extern binop1, binop2
C[][]:=A
for k:=1 to n /*get links through 1 to k*/
for j:=1 to n
for l:=1 to n

C[j][l]=binop1(C[j][l],binop2(C[j][k],C[k][l]))
return C

end ! transitive closure and shortest path

Here the two binary operators are{ ∨, ∧} on logical graphs and {min, +} on
weighed graphs. To determine strongly connected components (the transform
C[i][j]=((C[i][j]==∞)?0:1) is used for weighted graphs) it suffices (in cubic time
complexity) to perform a straightforward postprocessing analysis below.

function Strong_Connected_Components(C[1:n][1:n])
inlabel[1:n]=1, c=0
for i=1 to n
if (inlabel[i])
print(line end, i), c=c+1
for j=1 to n

if (C[i][j] .and. C[j][i] .and. inlabel[j])
print(space,j), inlabel[j]=0

return c
end ! a posteriori analysis to Floyd_Warshall

If only strong connected graph components are needed (interlink statistics
between full blocks is omitted), graph search is known to provide the required
result in quadratic time complexity [6].

! uses stack of graph node labels
visited[1:n]=0

procedure search(i,first) ! recursive
visited[i]=1;
for j=1 to n
if(C[i][j] .and. !visited[j])
visited[j]=1, search(j,first)
if(first==1) push(j)

end ! direction conditioned depth first search

procedure Kosaraju(c)
for i=1 to n
if(!visited[i]) search(i,1)

for i,j=1 to n C[i][j]<->C[j][i] ! graph transpose
visited[1:n]=0
while(!stack_empty())
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i=pop(), print(line end,i), c=c+1 ! new component
search(i,0) ! reversed traverse
for j=1 to stack_size()
if(visited[k=pop()]) print(space, k)
else (push(k), break)

end ! strongly connected components

One sided (source or reverse) connected components rooted at a particular source
word vi are obtained with breadth first algorithm that is merely augmented with
the tree depth labels along the node link extraction process.

! uses a first in first out queue of graph labels
depth[1:n]=-1

procedure translation_set(i,A[1:n][1:n])
! matrix A is (tau_1-> tau_2 and tau_2->tau_1) projected
put(i), depth[i]=0
while(queue_empty==0)
j=get(), level=depth[j]
for k=1 to n
if (A[j][k]!=0 .and. A[j][k]<infty .and. depth[k]==-1)

depth[k]=level+1, put(k)
end ! tree-depth-tracked breadth first search

When the above search procedure of translation set is depth conditioned in
addition with each vertex inclusion to the strongly connected component of the
root node vi, the term

σ(i : τi, j; τi) = |depth[i] − depth[j]|/2 (5)

gives the minimal number of translation passes via language τj to connect words
i and j in language τi.

The above components provide notational and procedural basis for numerical
patterns analyzed below.

2.4 Stochastic Patterns

Figure 1 shows an inset view of two graphs, one composed with uniformly based
binomially-augmented fixed vertex selection, and one augmented with a scale free
growth procedure emphasizing the vertex indegree when determining endpoint
of a new oriented edge. All graphs are initialized in the semantic frame proper
sense, meaning each vertex indegree and outdegree is at least one. The extra
average vertex valence is set to five in all computations with the exception of
dense numerical image illustration of Fig. 1 (Nm = 50). Figure 2 gives an account
of indegree and outdegree statistics resulting from the above outlined numerical
circuit prototype composition, including the indegree power law behavior of the
scale free component.
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Fig. 1. Connection weight pattern in a semantic subgraph with (a) binomial and (b)
clustering vertex selection methods

Fig. 2. Layout of vertex indegree and outdegree population for vertex selection methods
explained in the text

Figure 3 gives vertex changing frequencies for the shortest paths among all
vertex pairs obtained from the breadth first search generated traverse trees. Since
in order to utilize the number of strongly connected components a substantial de-
gree of frame incompleteness is needed, such a particular illustration is deferred
and can instead be found in statistical work on natural language processing.
Thus the current subgraph connection patterns, vertex linkage lengths, and his-
togram component shapes provide necessary elements for document processing
and meaning depth inference.
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Fig. 3. Histogram of shortest path edge numbers for vertex selection methods explained
in the text

3 Numerical Circuit Documents

Prototyped semantic layout of vocabulary circuitry generated above practically
links to a document content as the induced meaning range, whether in full or
additionally restrained, for instance up to a certain depth or an edge weight cut
off.

Naturally languages for human communication are complicated due to person-
alization of prototypes (incompatible layouts) or an incomplete personal acquisi-
tion depth pattern of the same prototype standard (varying education depth). A
communication problem in the latter situation is how to assess author depth of
meaning intent, while the former circumstance may also include multigraph edit-
ing preprocessing to match conventional semantic circuit etalons. Exclusion of
author intended meaning depth assessment through emphasis on recipients effect
or a personal semantic utility naturally leads to acknowledgement maximization
of received document text patterns.

Elementary document composition rules are outlined next and processed for
a numerical provision of illustrative examples. The number of clauses is fixed
as md; each is long from 1 to nc according to a binomial shape of probability
density with p = 0.5.

3.1 Markov Composition

Defining a current state as the word at the end of a clause fragment, the proba-
bility of the next word can be taken as

mpq =
Mpq

∑
q Mpq

. (6)
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Without introducing further composition parameters, Mpq may stand either for
graph matrix or its complement (computed for weighted graphs as a reversal
wi ↔ w|w|−i+1 in the set of predefined instantiated values). Since either case is a
path traverse on matrix M that is rather sparse in the original semantic domain,
complement matrix corresponds to a syntax-adjusted equally randomized text
population, whereas the original graph matrix would employ semantic shifts that
may cycle (or freeze if isolated vertices were allowed). Therefore the matrix type
is altered with probability ratio q set as 0.5 unless mentioned otherwise. Sentence
opening words in each clause are taken at random.

Although transitive closure matrices would provide for higher delineated tran-
sitions among strongly connected components, out of which instances could then
be taken at random or in above manner for more realistic semantic content nucle-
ation, the procedure in Eq. (6) suffices to provide an unbiased probabilistic test
document corpus that serves as a suitable comparative reference to the following
method.

3.2 Scale Free Assembly

Dynamic collaborative systems such as communication providers or certain types
of metabolic networks are known to exhibit hub structures and overal organi-
zation that is called scale free when the vertex degree density follows a power
law with negative exponent [7]. Such a complexity pattern may appear in text
documents and is simulated as follows.

An empty dynamic list to contain separate document included words and their
frequencies is initialized. Another static list is made for vocabulary and initialized
with vertex outdegrees. New clause members are selected from either list with
probability ratio q and 1 − q. All word inclusion operations are accompanied
with document word list update and frequency increment.

3.3 Substance Extraction

Document content compression to core information is usually performed by
means of abstract generation. Provided the actual vertex choice pattern in a
clause largely includes grammar effects (whether after accurate morpheme an-
notation with grammatical T tags in a clause, or directly adopting the sinogram
system that is complete as a sequence of graphical morpheme characters), the
abstract can be generated by means of clause extraction (and a posteriori indi-
rect grammar pattern restoration, if any is required). In such a representation,
substance extraction reduces to a clause selection algorithm. To this aim, first
the similarity clustering method of [10] is reviewed (as a document relative tool)
and then compared to clause ranking based on scores derived from the semantic
prototype (as its own knowledge-base-rooted absolute tool that can emphasize
any depth of semantic extent structure).

Content Similarity Clustering. Document substance extraction based on
similarity of clauses is an effective clustering method that selects new cluster
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parents as well as candidates for seed merger by using the percentage of shared
component vertices. The terminology is as follows [10].

Global similarity coefficient of two clauses Ci and Cj reads

GSC(Ci, Cj) =
2 × n(common words of Ci and Cj)

n(Ci) + n(Cj)
∀i �= j ≤ l (7)

Local similarity coefficient of a clause Ci and a cluster C reads in the same way

LSC(Ci, C) =
2 × n(common words of Ci and C)

n(Ci) + n(C)
∀i ≤ l. (8)

The method starts with a set of word lists and computes their pairwise global
similarity coefficient at first.

The pair with the highest GSC value, provided it is above a threshold level τ ,
is replaced with a new global cluster clause that enlists only the common words.
Then the local similarity coefficient is computed for all other lists, and if the
value is above τ , such a list is deleted at the end of round while the cluster list
updates to commonly shared words. The procedure then recurs.

Each cluster is annotated with a label to their single original clause placed
high at source document. As the cluster clauses diminish through common word
mergers in the length of representation words, similarity coefficients eventually
decrease below the parameter τ . Clusters are ranked with the clause count in
which order their labels enter the abstract text. The label with a higher position
in the original document is retained in symmetric mergers.

Vocabulary Template Scoring. Provided a given semantic prototype, here
expressed in its multigraph structure, the absolute vertex meaning relevance can
be represented as word outdegree (or negative cumulative weight of outgoing
edges in weighted version), and the relevance of entire clause then assessed as
the total of such values, rescaled to the average per contained vertex, so as to
obtain a scoring method independent of the numerical clause length,

S(C) =
1
l

l∑

i=1

w(Ci) C = {Ci}l
i=1, w = w(V, E, vi(ci)). (9)

Natural variations motivated above include scoring with sizes of connected trees
or strongly connected components, and, importantly, application of complement
graphs.

A word scoring method based on original graph emphasizes commonality of
meaning whereas the one derived from complement version accentuates the con-
tent specialization degree.

3.4 Stochastic Patterns

Above enumerated semantic composition structure in its procedural closure
transforms a particular set of probability density patterns (stochastic opera-
tors) forward from the level of prototype assembly to the level of expanded
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document set construction, and backward at the level of substance extraction
for abstract composition. Figure 4 provides numerical coordinates for an illus-
trative run of one hundred documents that have word vertices either selected
in random path attachment with interlaced straight connection matrices of the
original and complement graphs (a), or in a hub scaling growth process (b), for
each of the three sets of previously outlined semantic prototypes. The number
of clauses in a document, abstract, and the maximal word count parameters
are selected as 20, 5, and 50, respectively. The abscissa values represent the ra-
tio of clauses nucleated as clusters into the resulting abstract substance, and
consequently are rather sparse, which allows to apply a small horizontal shift
among all three datasets to avoid their overlap. The ordinate values use ver-
tex outdegree to weight the relevance domain of each word, at the levels of the
abstract and the entire document. It is confirmed that the scale free procedure
of document content composition makes the similarity ranking based method
of abstract extraction more effective. Since furthermore bottom semantic cir-
cuit structures imprint onto machine extracted abstracts differently, numerical
spaces of extraction method conditioned efficiencies could be used in complexity
assessment, genre categorization, and other linguistic applications.

It may be worthwhile noting that representation of Fig. 4, possibly with more
superposed evaluation dimensions, naturally brings material science issues of
point concentration, geometric separation, and focus location into a dynamic
picture of document evolution and message elaboration, for instance as it is
driven and represented in the genetic programming formalism for novel applica-
tions.

4 Replication Layer Saturation

Since above graph notation is optimally generic, it is worthwhile to review its
application domain in linguistics. Thesaurus is a language tool that can be
termed self explanatory. As it certainly appears in various editions of what
is widely considered the same standard, this fact implies equivalent numeri-
cal representation, excepting perhaps context emphasizing depth and content
volume effect. Such equivalence relation can be studied for practical purpose
using strongly connected component analysis as a tool for instance. Online en-
cyclopedias provide another illustration although at a higher level of topical
documents.

Partial instantiation schemes of the same graph semantic structure may corre-
spond to personal learning staging. If errors are admitted, interesting educational
tasks emerge on how as to infer them indirectly from documents and what fix-
ation mechanisms are effective for what purpose even in the absence or scarcity
of error signaling documents supplied for evaluation.

It is understandable that education and personal experience in a given en-
vironmental setting solidify with certain priors, that are learnt to flex in part
when a different language experience is met. A saturation problem then arises
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Fig. 4. Numerical documents as positioned by summary efficiency ratio pairs for (a)
fixed transition and (b) current state preference text growth methods

for each personal semantic fixation skeleton on as to what other semantic graph
structures have to be met before all acquired semantic path obstacles can be
overcome. Similarly language separation measures in a knowledge space including
innovative potential of new members could be hypothesized using linked vertex
structures, which applications are though not in scope of the present static frame
based article.

The field of numerical semantics extends to a number of other computer sci-
ence applications of practical interest [8,9].

5 Natural Language Excurse

This part provides application software examples for above notions in Asian
languages. In particular, Korean-Japanese-Chinese language family is known to
instantiate semantic patterns in a scientific manner from the processing operator
emphasized form to the knowledge system empowered formalism.

On practical footing, unicode’s CJK encoding long ago provided the practical
standardization platform to numerical text processing that was instantiated in
two Java virtual machine programming endeavors to natural language processing
that are referred hereafter.

5.1 Korean Syllabi Cycles

The applet environment shown in Fig. 5 implemented a Korean vocabulary
set with its Japanese dictionary counterpart, and illustrates translation routes
among both languages as a part of a broader study beyond scope of this article
[11].
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Fig. 5. Java applet for dictionary closure loops between Japanese and Korean languages
based on a graph search

Fig. 6. Java applet for abstract summarization of short sinogram text based on the
similarity clustering method
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5.2 Sinograph Characters

The applet environment shown in Fig. 6 implemented a Chinese character set
with the single language prototype left to readers, and illustrates similarity co-
efficient based abstract extraction as a part of a broader study beyond scope of
this article [12].

6 Concluding Remarks

Semantic translation closure was formulated using graph theory formalism and
instantiated in a metaphoric frame that numerically impersonalizes points of
view and thinking patterns as those culturally represented in closed thesaurus
and open dictionary knowledge structures. Apart from reinstating enumeration
nature of language processing in the machine framework that provides for fun-
damental stochastic transforms on knowledge probability spaces, significance of
direct semantic prototype linkage to document summarization and substance
extraction algorithms was found, namely one that can be reinforced as termi-
nological processing coincidence at notation and organization levels. Numerical
semantic circuit frame assembled in the present article has been accompanied
with recited actual natural language applications to illustrate structural interface
in either frame. Completion effort in sense of pure efficiency guides computerized
categorization efforts to incorporation of nature structures as imprinted onto ma-
terial organization in mosaic decomposition of knowledge. Confluent structures
of dictionary mediated knowledge culture interface outlined here may numer-
ically illustrate an old proverb the more languages you know, the more times
a person you are, perhaps most significantly in view of irreducible knowledge
components.

References

1. Shiryaev, A. (ed.): Selected Works of Andrey Kolmogorov: Information Theory and
Theory of Algorithms. Springer, Heidelberg (1993)

2. Minsky, M. (ed.): Semantic Information Processing. MIT Press, Cambridge (1968)

3. Sowa, J.F. (ed.): Principles of Semantic Networks: Explorations in the Represen-
tation of Knowledge. Morgan Kaufmann Publishers, San Francisco (1991)

4. Theoharis, Y., Tzitzikas, Y., Kotzinos, D., Christophides, V.: On Graph Features
of Semantic Web Schemas. IEEE Transactions on Knowledge and Data Engineer-
ing 20(5), 692 (2008)

5. Floyd, R.: Algorithm 97: Shortest Path. Communications of the ACM 5(6), 345
(1962); Warshall, S.: A theorem on Boolean matrices. Journal of the ACM 9(1),
11 (1962)

6. Aho, A., Hopcroft, J., Ullman, J.: Data Structures and Algorithms. Addison-
Wesley, Reading (1983)

7. Barabasi, A.-L., Albert, R.: Emergence of scaling in random networks. Science 286,
509 (1999)



224 L. Pichl

8. Raghavan, S., Rohana, R., Leon, D., Podgurski, A., Augustine, V.: Dex: A
semantic-graph differencing tool for studying changes in large code bases. In: Pro-
ceedings of the 20th IEEE International Conference on Software Maintenance, pp.
188–197. IEEE Computer Society, Los Alamitos (2004)

9. Ramamritham, K., Chrysanthis, P.: Semantics-based Concurrency Control. In: En-
cyclopedia of Database Systems 2009, p. 2591 (2009)

10. Kumar, A., Kumar, P., Rao, S., Reddy, K.: An Improved Approach to Extract
Document Summaries Based on Popularity. In: Bhalla, S. (ed.) DNIS 2005. LNCS,
vol. 3433, pp. 310–318. Springer, Heidelberg (2005)

11. Takagi, M.: Translation Routes and Implicit Language Structure of Japanese and
Korean, thesis work, International Christian University Library (2008)

12. Mikami, N.: Popularity-based Approach to Automatic Extraction of Abstracts from
Chinese Text Documents, thesis work, International Christian University Library
(2006)


	Semantic Network Closure Structures in Dual Translation of Stochastic Languages
	Introduction
	Numerical Semantic Circuits
	Thesaurus Format
	Dictionary Format
	Content Separation
	Stochastic Patterns

	Numerical Circuit Documents
	Markov Composition
	Scale Free Assembly
	Substance Extraction
	Stochastic Patterns

	Replication Layer Saturation
	Natural Language Excurse
	Korean Syllabi Cycles
	Sinograph Characters

	Concluding Remarks
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




