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Preface

Large-scale information systems in public utility services depend on computing
infrastructure. Many research efforts are being made in related areas, such as
mobile computing, cloud computing, sensor networks, high-level user interfaces
and information accesses by Web users. Government agencies in many countries
plan to launch facilities in education, health-care and information support as a
part of e-government initiative. In this context, information interchange man-
agement has become an active research field. A number of new opportunities
have evolved in design and modeling based on the new computing needs of the
users. Database systems play a central role in supporting networked information
systems for access and storage management aspects.

The 6th international workshop on Databases in Networked Information Sys-
tems (DNIS) 2010 was held during March 29–31, 2010 at University of Aizu in
Japan. The workshop program included research contributions and invited con-
tributions. A view of research activity in information interchange management
and related research issues was provided by the sessions on related topics. The
keynote address was contributed by Divyakant Agrawal. The workshop session on
“Networked Information Systems: Infrastructure” had invited papers by Harumi
Kuno and Malu Castellanos. The session on “Accesses to Information Resources”
had an invited contribution from Joachim Biskup. The following section on
“Information and Knowledge Management Systems” included invited contribu-
tions from Toyoaki Nishida and Tetsuo Kinoshita. The session on “Information
Extraction from Data Resources” included the invited contribution of Polepalli
Krishna Reddy. The section on “Geospatial Decision Making” comprised con-
tributions by Cyrus Shahabi and Yoshiharu Ishikawa. We would like to thank
the members of the Program Committee for their support and all authors who
contributed to DNIS 2010.

The sponsoring organizations and the Steering Committee deserve praise for
the support they provided. A number of individuals contributed to the suc-
cess of the workshop. I thank Umeshwar Dayal, Joachim Biskup, Divyakant
Agrawal, Cyrus Shahabi, and Mark Sifer for providing continuous support and
encouragement.

The workshop received invaluable support from the University of Aizu. In
this context, I thank Shigeaki Tsunoyama, President of University of Aizu. Many
thanks also go to the faculty members at the university for their cooperation and
support.

March 2010 Shinji Kikuchi
Shelly Sachdeva
Subhash Bhalla



Organization

DNIS 2010 was organized by the Graduate Department of Information Technol-
ogy and Project Management, University of Aizu, Aizu-Wakamatsu, Fukushima,
PO 965-8580, (JAPAN).

Steering Committee

Divyakant Agrawal University of California, USA
Umeshwar Dayal Hewlett-Packard Laboratories, USA
Toyoaki Nishida Graduate School of Informatics, Kyoto

University, Japan
Krithi Ramamritham Indian Institute of Technology, Bombay, India
Cyrus Shahabi University of Southern California, USA
Executive Chair Nadia Bianchi-Berthouze, University

College London, UK
Program Chair Subhash Bhalla, University of Aizu, Japan
Publicity Committee Chair Shinji Kikuchi, University of Aizu, Japan
Publications Committee Chair Shelly Sachdeva, University of Aizu, Japan

Program Committee

D. Agrawal University of California, USA
S. Bhalla University of Aizu, Japan
V. Bhatnagar University of Delhi, India
P.C.P. Bhatt Indian Institute of Information Technology,

Banglore, India
P. Bottoni University La Sapienza of Rome, Italy
L. Capretz University of Western Ontario, Canada
M. Capretz University of Western Ontario, Canada
G. Cong Aalborg University, Denmark
U. Dayal Hewlett-Packard Laboratories, USA
V. Goyal Indraprastha Institute of Information Technology

(IIIT D), Delhi, India
W.I. Grosky University of Michigan-Dearborn, USA
J. Herder University of Applied Sciences, Fachhochschule

Düsseldorf, Germany
Y. Ishikawa Nagoya University, Japan
Q. Jin University of Aizu, Japan
A. Kumar Pennsylvania State University, USA
H. Kuno Hewlett-Packard Laboratories, USA



VIII Organization

A. Mondal Indraprastha Institute of Information Technology
(IIIT D), Delhi, India

T. Nishida Kyoto University, Japan
L. Pichl International Christian University, Tokyo, Japan
P.K. Reddy International Institute of Information Technology

(IIIT), Hyderabad, India
C. Shahabi University of Southern California, USA
M. Sifer Sydney University, Australia

Sponsoring Institution

Center for Strategy of International Programs, University of Aizu,
Aizu-Wakamatsu City, Fukushima P.O. 965-8580, Japan.



Table of Contents

Networked Information Systems: Infrastructure

Data Management Challenges in Cloud Computing Infrastructures . . . . . 1
Divyakant Agrawal, Amr El Abbadi, Shyam Antony, and Sudipto Das

Managing Dynamic Mixed Workloads for Operational Business
Intelligence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

Harumi Kuno, Umeshwar Dayal, Janet L. Wiener, Kevin Wilkinson,
Archana Ganapathi, and Stefan Krompass

A Study on Workload Imbalance Issues in Data Intensive Distributed
Computing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

Sven Groot, Kazuo Goda, and Masaru Kitsuregawa

Information Extraction, Real-Time Processing and DW2.0 in
Operational Business Intelligence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

Malu Castellanos, Umeshwar Dayal, Song Wang, and Gupta Chetan

On Realizing Quick Compensation Transactions in Cloud Computing . . . 46
Shinji Kikuchi

Optimization of Query Processing with Cache Conscious Buffering
Operator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

Yoshishige Tsuji, Hideyuki Kawashima, and Ikuo Takeuchi

Access to Information Resources

Usability Confinement of Server Reactions: Maintaining Inference-Proof
Client Views by Controlled Interaction Execution . . . . . . . . . . . . . . . . . . . . 80

Joachim Biskup

AccKW: An Efficient Access Control Scheme for Keyword-Based
Search over RDBMS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

Vikram Goyal, Ashish Sureka, and Sangeeta Lal

Information and Knowledge Management Systems

Social Intelligence Design for Knowledge Circulation . . . . . . . . . . . . . . . . . . 122
Toyoaki Nishida

Agent-Based Active Information Resource and Its Applications . . . . . . . . 143
Tetsuo Kinoshita



X Table of Contents

Semantic Interoperability in Healthcare Information for EHR
Databases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

Shelly Sachdeva and Subhash Bhalla

Adaptive Integration of Distributed Semantic Web Data . . . . . . . . . . . . . . 174
Steven Lynden, Isao Kojima, Akiyoshi Matono, and
Yusuke Tanimura

Managing Groups and Group Annotations in madcow . . . . . . . . . . . . . . . 194
Danilo Avola, Paolo Bottoni, Marco Laureti, Stefano Levialdi, and
Emanuele Panizzi

Semantic Network Closure Structures in Dual Translation of Stochastic
Languages . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210
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Data Management Challenges in
Cloud Computing Infrastructures�

Divyakant Agrawal, Amr El Abbadi, Shyam Antony, and Sudipto Das

University of California, Santa Barbara
{agrawal,amr,shyam,sudipto}@cs.ucsb.edu

Abstract. The challenge of building consistent, available, and scalable data man-
agement systems capable of serving petabytes of data for millions of users has
confronted the data management research community as well as large internet
enterprises. Current proposed solutions to scalable data management, driven pri-
marily by prevalent application requirements, limit consistent access to only the
granularity of single objects, rows, or keys, thereby trading off consistency for
high scalability and availability. But the growing popularity of “cloud comput-
ing”, the resulting shift of a large number of internet applications to the cloud, and
the quest towards providing data management services in the cloud, has opened
up the challenge for designing data management systems that provide consis-
tency guarantees at a granularity larger than single rows and keys. In this paper,
we analyze the design choices that allowed modern scalable data management
systems to achieve orders of magnitude higher levels of scalability compared to
traditional databases. With this understanding, we highlight some design princi-
ples for systems providing scalable and consistent data management as a service
in the cloud.

1 Introduction

Scalable and consistent data management is a challenge that has confronted the database
research community for more than two decades. Historically, distributed database sys-
tems [16,15] were the first generic solution that dealt with data not bounded to the
confines of a single machine while ensuring global serializability [2,19]. This design
was not sustainable beyond a few machines due to the crippling effect on performance
caused by partial failures and synchronization overhead. As a result, most of these sys-
tems were never extensively used in industry. Recent years have therefore seen the
emergence of a different class of scalable data management systems such Google’s
Bigtable [5], PNUTS [6] from Yahoo!, Amazon’s Dynamo [7] and other similar but
undocumented systems. All of these systems deal with petabytes of data, serve on-
line requests with stringent latency and availability requirements, accommodate erratic
workloads, and run on cluster computing architectures; staking claims to the territories
used to be occupied by database systems.

One of the major contributing factors towards the scalability of these modern sys-
tems is the data model supported by these systems, which is a collection of key-value

� This work is partially funded by NSF grant NSF IIS-0847925.

S. Kikuchi, S. Sachdeva, and S. Bhalla (Eds.): DNIS 2010, LNCS 5999, pp. 1–10, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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pairs with consistent and atomic read and write operations only on single keys. Even
though a huge fraction of the present class of web-applications satisfy the constraints
of single key access [18,7], a large class of modern Web 2.0 applications such as col-
laborative authoring, online multi-player games, social networking sites, etc, require
consistent access beyond single key semantics. As a result, modern key-value stores
cannot cater to these applications and have to rely on traditional database technologies
for storing their content, while scalable key-value stores drive the in-house applications
of the corporations that have designed these stores.

With the growing popularity of the “cloud computing” paradigm, many applications
are moving to the cloud. The elastic nature of resources and the pay as you go model
have broken the infrastructure barrier for new applications which can be easily tested
out without the need for huge upfront investments. The sporadic load characteristics of
these applications, coupled with increasing demand for data storage while guarantee-
ing round the clock availability, and varying degrees of consistency requirements pose
new challenges for data management in the cloud. These modern application demands
call for systems capable of providing scalable and consistent data management as a ser-
vice in the cloud. Amazon’s SimpleDB (http://aws.amazon.com/simpledb/) is a first step in
this direction, but is designed along the lines of the key-value stores like Bigtable and
hence does not provide consistent access to multiple objects. On the other hand, relying
on traditional databases available on commodity machine instances in the cloud result
in a scalability bottleneck for these applications, thereby defeating the scalability and
elasticity benefits of the cloud. As a result, there is a huge demand for data manage-
ment systems that can bridge the gap between scalable key-value stores and traditional
database systems.

At a very generic level, the goal of a scalable data management system is to sustain
performance and availability over a large data set without significant over-provisioning.
Resource utilization requirements demand that the system be highly dynamic. In Sec-
tion 2, we discuss the salient features of three major systems from Google, Yahoo!, and
Amazon. The design of these systems is interesting not only from the point of view of
what concepts they use but also what concepts they eschew. Careful analysis of these
systems is necessary to facilitate future work. The goal of this paper is to carefully an-
alyze these systems to identify the main design choices that have lent high scalability
to these systems, and to lay the foundations for designing the next generation of data
management systems serving the next generation of applications in the cloud.

2 Analyzing Present Scalable Systems

Abstractly, a distributed system can be modeled as a combination of two different com-
ponents. The system state, which is the distributed meta data critical for the proper
operation and the health of the system. This state requires stringent consistency guaran-
tees and fault-tolerance to ensure the proper functioning of the system in the presence of
different types of failures. But scalability is not a primary requirement for system state.
On the other hand is the application state, which is the application specific informa-
tion or data which these systems store. The consistency, scalability and availability of
the application state is dependent purely on the requirements of the type of application
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that the system aims to support, and different systems provide varying trade-offs be-
tween different attributes. In most cases, high scalability and high availability is given
a higher priority. Early attempts to design distributed databases in the late eighties and
early nineties made a design decision to treat both the system state and applications
state as a cohesive whole in a distributed environment. We contend that the decoupling
of the two states is the root cause for the high scalability of modern systems.

2.1 System State

We refer to the meta data and information required to correctly manage the distributed
system as the system state. In a distributed data management system, data is partitioned
to achieve scalability and replicated to achieve fault-tolerance. The system must have a
correct and consistent view of the mappings of partitions to nodes, and that of a partition
to its replicas. If there is a notion of the master amongst the replicas, the system must
also be aware of the location of the master at all times. Note that this information is
in no way linked to the data hosted by the system, rather it is required for the proper
operation of the entire system. Since this state is critical for operating the system, a
distributed system cannot afford any inconsistency or loss. In a more traditional context,
this corresponds to the system state in the sense of an operating systems which has a
global view about the state of the machine it is controlling.

Bigtable’s design [5] segregates the different parts of the system and provides ab-
stractions that simplify the design. There is no data replication at the Bigtable layer, so
there is no notion of replica master. The rest of Bigtable’s system state is maintained
in a separate component called Chubby [3]. The system state needs to be stored in a
consistent and fault-tolerant store, and Chubby [3] provides that abstraction. Chubby
guarantees fault-tolerance through log-based replication and consistency amongst the
replicas is guaranteed through a Paxos protocol [4]. The Paxos protocol [14] guarantees
safety in the presence of different types of failures and ensures that the replicas are all
consistent even when some replicas fail. But the high consistency comes at a cost: the
limited scalability of Chubby. Thus if a system makes too many calls to Chubby, per-
formance might suffer. But since the critical system meta data is considerably small and
usually cached, even Chubby being at the heart of a huge system does not hurt system
performance.

In PNUTS [6], there is no clear demarcation of the system state. Partition (or tablet)
mapping is maintained persistently by an entity called the tablet controller, which is a
single pair of active/standby servers. This entity also manages tablet relocation between
different servers. Note that since there is only one tablet controller, it might become a
bottleneck. Again, as with Chubby, an engineering solution to move the tablet controller
away from the data path, and caching of mappings is used. On the other hand, the map-
ping of tablets to its replicas is maintained by the Yahoo! Message Broker (YMB) which
acts as a fault-tolerant guaranteed delivery publish-subscribe system. Fault-tolerance in
YMB is achieved through replication – at a couple of nodes, to commit the change,
and more replicas are created gradually [6]. Again, better scalability is ensured through
limiting the number of nodes (say two in this case) requiring synchronization. The per-
record master information is stored as meta data for the record. Thus, the system state
in PNUTS is split between the tablet controller and the message broker.
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On the other hand, Amazon’s Dynamo [7] uses an approach similar to peer-to-peer
systems [17]. Partitioning of data is at a per-record granularity through consistent hash-
ing [13]. The key of a record is hashed to a space that forms a ring and is statically par-
titioned. Thus the location of a data item can be computed without storing any explicit
mapping of data to partitions. Replication is done at nodes that are neighbors of the
node to which a key hashes to, a node which also acts as a master (although Dynamo is
multi-master, as we will see later). Thus, Dynamo does not maintain a dynamic system
state with consistency guarantees, a design different compared to PNUTS or Bigtable.

Even though not in the same vein as scalable data management systems, Sinfonia [1]
is designed to provide an efficient platform for building distributed systems. Sinfonia [1]
can be used to efficiently design and implement systems such as distributed file systems.
The system state of the file system (e.g. the inodes) need to be maintained as well as
manipulated in a distributed setting, and Sinfonia provides efficient means for guaran-
teeing consistency of these critical operations. Sinfonia provides the minitransaction
abstraction, a light weight version of distributed transactions, supporting only a small
set of operations. The idea is to use a protocol similar to Two Phase Commit (2PC) [10]
for committing a transaction, and the actions of the transaction are piggy backed on the
messages sent out during the first phase. The light weight nature of minitransactions
allow the system to scale to hundreds of nodes, but the cost paid is a reduced set of
operations.

Thus, when it comes to critical system state, the designers of these scalable data
management systems rely on traditional mechanisms for ensuring consistency and fault-
tolerance, and are willing to compromise scalability. But this choice does not hurt the
system performance since this state is a very small fraction of the actual state (applica-
tion state comprises the majority of the state). In addition, another important distinction
of these systems is the number of nodes communicating to ensure the consistency of
the system state. In the case of Chubby and YMB, a commit for a general set of oper-
ations is performed on a small set of participants (five and two respectively [3,6]). On
the other hand, Sinfonia supports limited transactional semantics and hence can scale to
a larger number of nodes. This is in contrast to traditional distributed database systems,
which tried to make both ends meet, i.e., providing strong consistency guarantees for
both system state and application state over any number of nodes.

2.2 Application State

Distributed data management systems are designed to host large amounts of data for the
applications which these systems aim to support. We refer to this application specific
data as the application state. The application state is typically at least two to three
orders of magnitude larger than the system state, and the consistency, scalability, and
availability requirements vary based on the applications.

Data Model and its Implications. The distinguishing feature of the three main systems
we consider in this paper is their simple data model. The primary abstraction is a table
of items where each item is a key-value pair. The value can either be an uninterpreted
string (as in Dynamo), or can have structure (as in PNUTS and Bigtable). Atomicity
is supported at the granularity of a single item – i.e., atomic read/write and atomic
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read-modify-write are possible to only individual items and no guarantee is provided
across objects. It is a common observation that many operations are restricted to a single
entity, identifiable with a primary key. However, the disk centric nature of database
systems forces relatively small row lengths. Consequently, in a traditional relational
design, logical single entities have to be split into multiple rows in different tables. The
novelty of these systems lie in doing away with these assumptions, thus allowing very
large rows, and hence allowing the logical entity to be represented as a single physical
entity. Therefore, single-object atomic access is sufficient for many applications, and
transactional properties and the generality of traditional databases are considered an
overkill. These systems exploit this simplicity to achieve high scalability.

Restricting data accesses to a single-object results in a considerably simpler design.
It provides designers the flexibility of operating at a much finer granularity. In the pres-
ence of such restrictions, application level data manipulation is restricted to a single
compute node boundary and thus obviates the need for multi-node coordination and
synchronization using 2PC or Paxos, a design principle observed in [11]. As a result,
modern systems can scale to billions of data tuples using horizontal partitioning. The
logic behind such a design is that even though there can be potentially millions of re-
quests, the requests are generally distributed throughout the data set, and all requests
are limited to accesses to a single object or record. Essentially, these systems leverage
inter-request parallelism in their workloads. Once data has been distributed on multi-
ple hosts, the challenge becomes how to provide fault-tolerance and load distribution.
Different systems achieve this using different techniques such as replication, dynamic
partitioning, partition relocation and so on. In addition, the single key semantics of
modern applications have allowed data to be less correlated, thereby allowing modern
systems to tolerate the non-availability of certain portions of data. This is different from
traditional distributed databases that considered data as a cohesive whole.

Single Object Operations and Consistency. Once operations are limited to a single
key, providing single object consistency while ensuring scalability is tractable. If there
is no object level replication, all requests for an object arrive at a single node that hosts
the object. Even if the entire data set is partitioned across multiple hosts, the single key
nature of requests makes them limited to a single node. The system can now provide
operations such as atomic reads, atomic writes, and atomic read-modify-write.

Replication and Consistency. Most modern systems need to support per-object repli-
cation for high availability, and in some cases to improve the performance by distribut-
ing the load amongst the replicas. This complicates providing consistency guarantees,
as updates to an object need to be propagated to the replicas as well. Different systems
use different mechanisms to synchronize the replicas thereby providing different levels
of consistency such as eventual consistency [7], timeline consistency [6] and so on.

Availability. Traditional distributed databases considered the entire data as a cohesive
whole, and hence, non availability of a part of the data was deemed as non-availability of
the entire systems. But the single-object semantics of the modern applications have al-
lowed data to be less correlated. As a result, modern systems can tolerate non-availability
of certain portions of data, while still providing reasonable service to the rest of the data.
It must be noted that in traditional systems, the components were cohesively bound, and
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non-availability of a single component of the system resulted in the entire system be-
coming unavailable. On the other hand, modern systems are loosely coupled, and the
non-availability of certain portions of the system might not affect other parts of the sys-
tem. For example, if a partition is not available, then that does not affect the availability
of the rest of the systems, since all operations are single-object. Thus, even though the
system availability might be high, record level availability might be lower in the pres-
ence of failures.

2.3 The Systems

In Bigtable [5], a single node (referred to as tablet server) is assigned the responsibility
for part of the table (known as a tablet) and performs all accesses to the records assigned
to it. The application state is stored in the Google File System (GFS) [9] which provides
the abstraction of a scalable, consistent, fault-tolerant storage for user data. There is no
replication of user data inside Bigtable (all replication is handled at the GFS level),
hence it is by default single master. Bigtable also supports atomic read-modify-write
on single keys. Even though scans on a table are supported, they are best-effort without
providing any consistency guarantees.

PNUTS [6] was developed with the goal of providing efficient read access to geo-
graphically distributed clients while providing serial single-key writes. PNUTS
performs explicit replication to ensure fault-tolerance. The replicas are often geograph-
ically distributed, helping improve the performance of web applications attracting users
from different parts of the world. As noted earlier in Section 2.1, Yahoo! Message Bro-
ker (YMB), in addition to maintaining the system state, also aids in providing applica-
tion level guarantees by serializing all requests to the same key. PNUTS uses a single
master per record and the master can only process updates by publishing to a single bro-
ker, as a result providing single-object time line consistency where updates on a record
are applied in the same order to all the replicas [6]. Even though the system supports
multi-object operations such as range queries, no consistency guarantees are provided.
PNUTS allows the clients to specify their consistency requirements for reads: a read
that does not need the guaranteed latest version can be satisfied from a local copy and
hence has low latency, while reads with the desired level of freshness (including read
from latest version) are also supported but might result in higher latency.

Dynamo [7] was designed to be a highly scalable key-value store that is highly avail-
able to reads but particularly for writes. This system is designed to make progress even
in the presence of network partitions. The high write availability is achieved through an
asynchronous replication mechanism which acknowledges the write as soon as a small
number of replicas have written it. The write is eventually propagated to other repli-
cas. To further increase availability, there is no statically assigned coordinator (thereby
making this a multi master system), and thus, the single-object writes also do not have
a serial history. In the presence of failures, high availability is achieved at the cost of
lower consistency. Stated formally, Dynamo only guarantees eventual consistency, i.e.
all updates will be eventually delivered to all replicas, but with no guaranteed order. In
addition, Dynamo allows multiple divergent versions of the same record, and relies on
application level reconciliation based on vector clocks.
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2.4 Design Choices

So far in this section, our discussion focussed on the current design of major internet-
scale systems. We anticipate more such key-value based systems will be built in the
near future, perhaps as commodity platforms. In such cases, there are a few issues that
need to be carefully considered and considerable deviation from the current solutions
may be appropriate.

Structure of Value. Once the design decision to allow large values in key-value pairs
is made, the structure imposed on these values becomes critical. At one extreme, one
could treat the value as an opaque blob-like object, and applications are responsible for
semantic interpretation for read/writes. This is in fact the approach taken in Dynamo.
Presumably this suits the needs of Amazon’s workload but is too limited for a generic
data serving system. On the other hand, PNUTS provides a more traditional flat row like
structure. Again, the row can be pretty large and frequent schema changes are allowed
without compromising availability or performance. Also, rows may have many empty
columns as is typical for web workloads. In Bigtable, the schema consists of column
families and applications may use thousands of columns per family without altering the
main schema, effectively turning the value into a 2D structure. Other choices that should
be considered include restricting the number of columns, but allowing each column to
contain lists or more complex structures. This issue needs to be studied further since
the row design based on page size in no longer applicable, and hence more flexibility
for novel structures is available.

System Consistency Mechanism. As discussed earlier, maintaining consistency of the
system state is important for these systems. One obvious problem is to how to keep
track of each partition assignment and consensus based solutions seem to be a good
solution. But to add more features to the system, there is a need for reliable commu-
nication between partitions, e.g. supporting batched blind writes. PNUTS resorts to a
reliable message delivery system for this purpose and hence is able to support some fea-
tures such as key-remastering. This issue also needs further study since it might bring
unnecessary complexity and performance problems unless carefully designed.

Storage Decoupling. Given that data is partitioned with a separate server responsible
for operations on data within each partition, it is possible to store the data and run
the server on the same machine. Clearly this avoids a level of indirection. However
we think such close coupling between storage and servers is quite limiting since it
makes features such as secondary indexes very hard to implement and involves much
more data movement during partition splitting/merging. It would be better to follow a
design where data is replicated at the physical level with a level of indirection from the
server responsible for that partition. This is applicable even if there are geographically
separated logical replicas since each such replica can maintain local physical replicas
which would facilitate faster recovery by reducing the amount of data transfer across
data centers. This design will need some mechanism to ensure that servers are located
as close as possible to the actual data for efficiency while not being dependent on such
tight coupling.

Exposing Replicas. For systems which aim for availability or at least limited availabil-
ity in the face of network partitions, it makes sense to allow applications to be cognizant
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of the underlying replication mechanism. For systems, with limited availability, allow-
ing the application to specify freshness requirements allows easy load spreading as well
as limited availability. This is the case in both PNUTS and Dynamo. But in these set-
ting we think designers should strongly consider adding support for multi-versioning,
similar to that supported in Bigtable. These versions are created anyway as part of the
process and the design decision is to store them or not. Note that old versions are im-
mutable anyway and when storage servers are decoupled as discussed above, this allows
analysis applications to efficiently pull data without interfering with the online system
and also allowing time-travel analysis.

3 The Next Generation of Scalable Systems

In this section, we summarize the main design principles that allow key value stores
to have good scalability and elasticity properties. We then discuss the shortcomings of
such key value stores for modern and future applications, and lay the foundation for
discussion of design principles of the next generation of scalable data management sys-
tems supporting complex applications while providing scalable and consistent access to
data at a granularity large than single keys. The design of such stores is paramount for
the success of data rich applications hosted in the cloud.

3.1 Scalable Design Principles

In this section, we highlight some of the design choices that have lent scalability to the
key value stores:

– Segregate System and Application State. This is an important design decision
that allows dealing differently with different components of the system, rather than
viewing it as one cohesive whole. The system state is critical and needs stringent
consistency guarantees, but is orders of magnitude smaller than the application
state. On the other hand, the application state requires varying degrees of consis-
tency and operational flexibility, and hence can use different means for ensuring
these requirements.

– Limit interactions to a Single physical machine. Limiting operations to the con-
fines of a single physical machines lends the system the ability to horizontally parti-
tion and balance the load as well as data. In addition, failure of certain components
of the system does not affect the operation of the remaining components, and allows
for graceful degradation in the presence of failure. Additionally, this also obviates
distributed synchronization and the associated cost. This design principle has also
been articulated in [11] and forms the basis for scalable design.

– Limited distributed synchronization is practical. Systems such as Sinfonia [1]
and Chubby [3] (being used at the core of scalable systems such as Bigtable [5]
and GFS [9]) that rely on distributed synchronization protocols for providing con-
sistent data manipulation in a distributed system have demonstrated that distributed
synchronization, if used in a prudent manner, can be used in a scalable data man-
agement system. The system designs should limit distributed synchronization to the
minimum, but eliminating them altogether is not necessary for a scalable design.
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The above mentioned design principles will form the basis for the next generation of
scalable data stores.

3.2 Moving beyond Single Key Semantics

A large class of current web-applications exhibit single key access patterns [18,7], and
this is an important reason for the design of scalable data management systems that
guarantee single key atomic access. But a large number of present and future applica-
tions require scalable and consistent access to more than a single key. For example, let
us consider the example of an online casino game. Multiple players can join a game
instance, and the profiles of the participants in a game are linked together. Every profile
has an associated balance, and the balance of all players must be updated consistently
and atomically as the game proceeds. There can be possibly millions of similar inde-
pendent game instances which need to be supported by the system. Additionally, the
load characteristics of these applications can be hard to predict. Some of these appli-
cations might not be popular and hence have low load characteristics, while sudden
popularity of these applications can result in a sudden huge increase in the load on the
system [8,12]. The cloud computing paradigm provides efficient means for providing
computation for these systems, and for dealing with erratic load patterns. But since these
applications cannot be supported by key value stores like Bigtable or Simple DB, they
have to rely on traditional databases, and traditional database servers running on com-
modity machine instances in the cloud often become a scalability bottleneck. A similar
scalability challenge is confronted by the movement of more and more web applications
to the cloud. Since a majority of the web applications are designed to be driven by tra-
ditional database software, their migration to the cloud results in running the database
servers on commodity hardware instead of premium enterprise database servers. Addi-
tionally, porting these applications to utilize key value stores is often not feasible due
to various technical as well as logistic reasons. Therefore, modern applications in the
cloud require a next generation data storage solution that can run efficiently on low
cost commodity hardware, while being able to support high data access workload and
provide consistency granularity and functionality at a higher granularity compared to
single key access.

3.3 Concluding Remarks

Among the primary reasons for the success of the cloud computing paradigm for utility
computing are elasticity, pay as you go model of payment, and use of commodity hard-
ware in a large scale to exploit the economies of scale. Therefore, the continued success
of the paradigm necessitates the design of a scalable and elastic system that can pro-
vide data management as a service. This system should efficiently and effectively run
on commodity hardware, while using the elasticity of the cloud to deal with the erratic
workloads of modern applications in the cloud, and provide varying degrees of consis-
tency and availability guarantees as per the application requirements. The spectrum of
data management systems has the scalable key value stores on one end, and flexible,
transactional, but not so scalable database systems on the other end. Providing efficient
data management to the wide variety of applications in the cloud requires bridging this



10 D. Agrawal et al.

gap with systems that can provide varying degrees of consistency and scalability. In this
paper, our goal was to lay the foundations of the design of such a system for managing
“clouded data”.
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Abstract. As data warehousing technology gains a ubiquitous presence in busi-
ness today, companies are becoming increasingly reliant upon the information
contained in their data warehouses to inform their operational decisions. This in-
formation, known as business intelligence (BI), traditionally has taken the form of
nightly or monthly reports and batched analytical queries that are run at specific
times of day. However, as the time needed for data to migrate into data ware-
houses has decreased, and as the amount of data stored has increased, business
intelligence has come to include metrics, streaming analysis, and reports with
expected delivery times that are measured in hours, minutes, or seconds. The
challenge is that in order to meet the necessary response times for these opera-
tional business intelligence queries, a given warehouse must be able to support
at any given time multiple types of queries, possibly with different sets of per-
formance objectives for each type. In this paper, we discuss why these dynamic
mixed workloads make workload management for operational business intelli-
gence (BI) databases so challenging, review current and proposed attempts to
address these challenges, and describe our own approach. We have carried out an
extensive set of experiments, and report on a few of our results.

1 Introduction

Traditionally, business decisions can be divided into strategic, tactical, or operational
levels. These can be thought of as long-term, medium-term, or short-term decisions.
Until recently, enterprises have used BI almost exclusively for only offline, long-term,
strategic decision-making. For example, in order to decide whether or not a company
should expand its business into a particular new market, a small number of expert users
might analyze historical data using well-understood queries that are run at assigned
times of the day and/or night, for the benefit of a decision-making cycle lasting weeks
or months.

However, as enterprises have become more automated, real-time, and data-driven, the
industry is evolving toward adaptive, operational BI systems that support online, oper-
ational decision making at all levels in the enterprise [12,28]. For example, an on-line
retailer would like to analyze a user’s real-time click stream data and up-to-the-minute
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inventory to offer dynamically priced product bundles, or a bank would like to detect
and react in real-time to fraudulent transactions. To support such workloads, an opera-
tional BI system may need to maintain consistent throughput for OLTP-style queries that
continuously load data into the data warehouse from operational systems (for instance,
those which run cash register transactions), while also simulataneously providing fast re-
sponse times for queries submitted by financial analysts seeking an immediate answer
and reliable completion times for queries kicked off by monthly status report gener-
ation. That is to say, in general, operational BI systems must support dynamic mixed
workloads, composed of different types of queries with different objectives and dynamic
arrival rates.

Ideally, a workload management system should control resource contention and main-
tain an ideal execution environment for each workload. However, traditional workload
management assumes that the resource requirements and performance characteristics of
a workload are known, and counts on being able to use such information in order to make
critical workload management decisions such as: Should we run this query? If so, when?
How long do we wait for it to complete before deciding that something went wrong (so
we should kill it)? Given an expected change to a workload, should we upgrade (or down-
grade) the existing system?

As data warehouses grow bigger and queries become more complex, predicting how
queries will behave, particularly under resource contention — for example, how long
they will run, how much CPU time they will need, how many disk I/Os they will in-
cur, — becomes increasingly difficult. Workload management decisions must then be
made based on incomplete and possibly incorrect information, as sketched in Figure 1.
Bad decisions can result in inappropriate levels of resource contention, requiring highly
skilled human administrators to intervene.

Our research has focused on how to characterize and break this vicious cycle. We
have carried out a systematic study of the effectiveness of various workload

Workload
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OLTP 
Clients

BI
Clients

Objectives

Diversity in query complexity 
exacerbates resource 

contention. 

Complex runtime interactions between queries cause unexpected 
contention.  Contention causes unexpected runtimes.  Workload 

management decisions are uninformed, based on incomplete 
information about expected runtimes and resource usage.

Diverse clients (OLTP 
applications, data analysts) 

submit a variety of workloads 
with diverse objectives

Queries

Workload Manager

Execution 
Controller

Admission 
Controller

Scheduler

Database 
Engine

Fig. 1. Workload management decisions must be made in the absence of critical information when
the wide diversity of operational BI queries and workload objectives prohibit accurate prediction
of resource requirements and interactions
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management policies and thresholds for diverse workloads including unexpectedly
long-running queries. We have also studied how to improve the database system’s abil-
ity to predict the resource requirements and performance of a potentially long-running
query, so that performance is not entirely unpredictable. Our ultimate goal is to dramati-
cally reduce the cost of ownership of BI database systems by simplifying or automating
workload management decisions.

In the remainder of this paper, we first review prior work in Section 2 and describe
our general approach to building a workload management system that can handle sce-
narios involving unexpectedly long-running queries in Section 3. We discuss our inves-
tigation of how the diverse resource requirements of BI queries impact the effectiveness
of workload management policies in Section 4. We then describe our efforts to use ma-
chine learning techniques to predict resource usage before queries are actually run, in
Section 5. For more detail, readers are referred to our earlier papers: [8,11,16,17]. We
conclude with a description of our ongoing efforts in Section 6.

2 Related Work

The efforts described in this paper are informed by three primary areas of research:
workload management, query progress indicators, and machine learning. In this section,
we discuss each of these in turn.

2.1 Workload Management

Commercial database systems and professional database system administrators have
been forced to develop their own strategies for dealing with long-running queries. Com-
mercial tools tend to use simple rules based upon absolute thresholds. Our studies show
that such rules are ineffective in the presence of unexpectedly long-running queries.

To our knowledge, few other researchers explicitly consider long-running queries
in workload management. Benoit [3] presents a goal-oriented framework that models
DBMS resource usage and resource tuning parameters for the purposes of diagnosing
which resources are causing long-running queries and determining how to adjust pa-
rameters to increase performance. He does not address the evaluation of workload man-
agement mechanisms, nor does he model or manage the state of an individual query’s
execution. Weikum et al. [27] discuss what metrics are appropriate for identifying the
root causes of performance problems (e. g., overload caused by excessive lock conflicts).
They focus on tuning decisions at different stages such as system configuration, database
configuration, and application tuning. Also, they address the OLTP context, not BI.

Regarding work on workload management techniques for resource allocation, we
share a focus with researchers such as [4,7,15,23,25], who consider how to govern
resource allocation for queries with widely varying resource requirements in multi-
workload environments. Davison and Graefe [7] present a framework for query schedul-
ing and resource allocation that uses concepts from microeconomics to manage resource
allocation. Krompass et al. [15] present a framework for adaptive QoS management
based on an economic model that adaptively penalizes individual requests. A major dif-
ference between such work and ours is that we consider the case where some problem
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queries are not entitled to resources, and therefore in addition to admission control and
scheduling, we also consider actions such as kill, kill+requeue, and suspend+resume.
Also, their focus is OLTP, not BI, and thus they make assumptions such as transaction-
specific Service Level Agreements (SLAs).

2.2 Query Progress Indicators

Query progress indicators attempt to estimate a running query’s degree of completion.
We believe that work in query progress indicators is complementary to our goals and
offers a means to identify our various types of long-running queries at early stages —
potentially before the workload has been negatively impacted.

Prior attempts to predict database performance are all subject to one or more of the
following limitations:

– They do not attempt to predict any actual performance metrics: they instead esti-
mate the percentage of work done or produce an abstract number intended to repre-
sent relative “cost” (like the query optimizer’s cost estimate) [1,10,14,18,24,29,30].

– They attempt to predict only a single performance metric, such as the elapsed time
or actual cardinality of the underlying data [5,6,19,20,22,26,31].

– They assume that the progress indicator has complete visibility into the number
of tuples already processed by each query operator [5,6,19,20]. Such operator-
level information can be prohibitively expensive to obtain, especially when multiple
queries are executing simultaneously.

We are sometimes asked why the predictions made by the query optimizer are insuf-
ficient. The primary goal of the database query optimizer is to choose a good query
plan. To compare different plans, the optimizer uses cost models to produce rough cost
estimates for each plan. However, the units used by most optimizers do not map easily
onto time units, nor does the cost reflect the use of individual resources. Unlike the
optimizer, our model bases its predictions on the relative similarity of the cardinalities
for different queries, rather than their absolute values. As a result, our model is not as
sensitive to cardinality errors.

On the opposite end of the spectrum, query progress indicators use elaborate models
of operator behavior and detailed runtime information to estimate a running query’s
degree of completion. They do not attempt to predict performance before the query runs.
Query progress indicators require access to runtime performance statistics, most often
the count of tuples processed. This requirement potentially introduces the significant
overhead of needing to instrument the core engine to produce the required statistics.
Such operator-level information can be prohibitively expensive to obtain, especially
when multiple queries are executing simultaneously.

With regard to workload management, Luo et al. [21] leverage an existing progress
indicator to estimate the remaining execution time for a running query (based on how
long it has taken so far) in the presence of concurrent queries. They then use the progress
indicator’s estimates to implement workload management actions. For example, they
propose a method to identify a query to block in order to speed up another query. We
believe their work is complementary to our own.
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2.3 Machine Learning Predictions

A few papers use machine learning to predict a relative cost estimate for use by the
query optimizer. In their work on the COMET statistical learning approach to cost es-
timation, Zhang et al. [31] use transform regression (a specific kind of regression) to
produce a self-tuning cost model for XML queries. Because they can efficiently in-
corporate new training data into an existing model, their system can adapt to changing
workloads, a very useful feature that we plan to address in the future. COMET, however,
focuses on producing a single cost value intended to be used to compare query plans
to each other as opposed to a metric that could be used to predict resource usage or
runtime. Similarly, IBM’s LEO learning optimizer compares the query optimizer’s es-
timates with actuals at each step in a query execution plan, and uses these comparisons
from previously executed queries to repair incorrect cardinality estimates and statis-
tics [22,26]. Like COMET, LEO focuses on producing a better cost estimate for use
by the query optimizer, as opposed to attempting to predict actual resource usage or
runtime. Although a query optimizer that has been enhanced with LEO can be used to
produce relative cost estimates prior to executing a query, it does require instrumenta-
tion of the underlying database system to monitor actual cost values. Also, LEO itself
does not produce any estimates; its value comes from repairing errors in the statistics
underlying the query optimizer’s estimates.

The PQR [13] approach predicts ranges of query execution time using the optimizer’s
query plan and estimates. They construct a decision tree to classify new queries into
time-range buckets. They do not estimate any performance metrics other than runtime,
nor have they trained or tested with extremely long-running queries as do we. Even so,
their work informed ours, because they found that there was correlation between cost
estimates and query runtimes.

Many efforts have been made to characterize workloads from web page accesses
[1,29], data center machine performance and temperature [24], and energy and power
consumption of the Java Virtual Machine [9], to name a few. In databases, Elnaffar [10]
observes performance measurements from a running database system and uses a clas-
sifier (developed using machine learning) to identify OLTP vs. Decision Support work-
loads, but does not attempt to predict specific performance characteristics. A number
of papers [14,18,30] discuss how to characterize database workloads with an eye to-
wards validating system configuration design decisions such as the number and speed
of disks and the amount of memory. These papers analyze features such as how often
indexes are used, or the structure and complexity of SQL statements, but they do not
make actual performance predictions.

3 Our Approach

We attack the problem of how to manage dynamic mixed workloads from two directions,
as sketched in Figure 2. First, we address the problem of how best to make workload
management decisions in the absence of complete information about workloads charac-
terized by great diversity in query resource requirements and great variation in resource
contention. To this end, we have built an experimental framework and designed and car-
ried out experiments based on actual workloads that contain a wide variety of queries.
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Our investigation has produced models of workload management policies and an un-
derstanding of how different policies impact various workload management scenarios.

Second, we address the problem of how to obtain informative predictions (at compi-
lation time) about query resource requirements. We have prototyped our approach, and
have validated our methodology using actual workloads run on an HP Neoview system.
With regard to this problem, we have developed a method that exploits machine learn-
ing to produce compile-time predictions of multiple characteristics of resource usage.
Given a standard database system configuration, we enable the vendor to use training
workload runs to develop models and tools that are then distributed to customer in-
stances of the configuration and used to manage their workload.

(2) Machine Learning

(1) Experimental Framework

Create WHAT-IF MODELS AND TOOLS to 
predict (at compile-time) multiple performance 

characteristics of long-running queries for various 
system configurations

Workload
OLTP 
Clients

BI
Clients

Objectives

Queries

Evaluate, develop, and recommend 
WORKLOAD MANAGEMENT POLICIES

for managing mixed workloads

DBMS

Workload Manager

Execution 
Controller

Database 
Engine

Admission 
Controller

Scheduler

Fig. 2. We use (1) an experimental framework to evaluate policies for managing mixed workloads,
and (2) machine learning to develop models and tools for “what-if” modeling and performance
prediction

4 Evaluating Workload Management Policies

Workload management plays a critical role in the total cost of ownership of an Op-
erational BI database system. Regularly-run, well-tuned queries may be well-behaved
and predictable, but factors such as data skew, poorly-written SQL, poorly-optimized
plans, and resource contention can lead to poorly-behaved, unpredictable queries. All of
these conditions can contribute to unexpected contention for resources and undesirable
impact on performance, which in turn require expensive human administrators.

We make three contributions towards reducing this cost of ownership. First, we pro-
vide a means to distinguish between different types of long-running queries. Second,
we identify critical workload management decisions that administrators must make
when faced with workloads that contain these long-running queries. Third, we carry out
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experiments to evaluate how effective known and proposed workload management poli-
cies are at making such decisions.

4.1 Workload Management Components

Database workload management is generally discussed in terms of the application of
policies to workloads. The policies initiate control actions when specific conditions are
reached. Thus far, commercial database vendors have led the state of the art in workload
management, adding policies to respond to customer needs.

The goal of workload management is to satisfy workload objective(s). For example,
a simple objective might be to complete all queries in the shortest time, and a more
complex objective would be to provide fast response for short queries and to complete
as many long queries as possible.
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Fig. 3. Policy control window

For example, Figure 3 shows the policy control window from our workload manage-
ment dashboard. In the figure, the “CEO” service class has high-priority, ad hoc queries
written on behalf of a company executive. These queries must be completed promptly
— as long as its cost estimates are accurate. The “OLTP” service class has queries that
are short, well-understood, and have a fixed arrival rate. The objectives for these queries
require the throughput to be above a certain transactions per second threshold and the
average response time to be lower than another threshold, expressed in terms of mil-
liseconds. Finally, the “Report” service class comprises medium-sized, roll-up report
queries with an objective to complete all of the queries before a deadline. These queries
are also well-understood.

Workload management systems use admission control, scheduling, and execution
policies to meet performance objectives. These three control points, shown in Figure 1,
enact policies that control which queries are admitted into the database management
system, the order and number of admitted queries that are queued for the core database
engine to run, and when to invoke execution management control actions at runtime.
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Admission Control. Admission control decides whether a newly arriving query should
be admitted into the system, i. e., passed to the scheduling component, or rejected. The
primary goal of admission control is to avoid accepting more queries than can be exe-
cuted effectively with available resources.

Admission control policies can place different kinds of limits on the system, e. g.,
the number of queries running concurrently, the number of concurrent users, or the
expected costs of the submitted queries. Typical admission control actions are:

– Warn: accept the query but signal a warning
– Hold: hold a query until the DBA releases it
– Reject: reject the query

If a query passes all of the admission control policies then the query is admitted for
scheduling. Some systems support policies that allow a high priority query to bypass
admission control and scheduling and start executing immediately.

Scheduling. The main goal of the scheduling component is to avoid a state of system
overload. The scheduler determines when to start the execution of a query. It maintains
queues of pending queries and policies determine how the queues are managed. The
most commonly used queue types used by schedulers include:

– separate queues for different query priorities
– separate queues for different expected runtimes
– one FIFO queue for all queries
– all queries start immediately

Some policies include parameters and thresholds, e. g., to map expected runtime to an
appropriately sized queue. If the metric is below threshold, then another query may
start.

Execution Control. Admission control and scheduling policies apply to queries
before execution. Their decisions are based on compile-time information, such as the
optimizer’s cost estimates for queries, plus information about the current operating en-
vironment, such as system load. However, at runtime, a query may behave significantly
differently from its cost estimates, and the operating environment might have changed
dramatically. The task of execution control is to limit the impact of these deviations
from expectations. Execution control uses both cost estimates and runtime information
to make its decisions.

Different execution conditions may be evaluated by an execution policy, such as
CPU time above a threshold or elapsed exceeding an estimate by an absolute or rela-
tive amount. The administrator must choose the thresholds in the conditions to achieve
workload objectives. Some typical execution control actions include:

– None: Let the query run to completion
– Warn: Print a message to a log; query continues
– Reprioritize: Change the priority of the query
– Stop: Stop processing query; return results so far
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– Kill: Abort the query and return an error
– Kill & Requeue: Abort the query, then put it in a scheduling queue to start over
– Suspend and Resume : Stop processing query, and put saved state in scheduling

queue.

4.2 Workload Management for Operational BI

As illustrated by the call-out boxes in the figure, an operational BI system must han-
dle mixed workloads ranging from OLTP-like queries that run for milliseconds to BI
queries and maintenance tasks that last for hours. The diversity and complexity of the
queries make it incredibly difficult to estimate resource requirements, and thus con-
tention, prior to runtime. The subsequent inaccuracy of resource and contention esti-
mates in turn make it difficult to predict runtime or gauge query progress, and force
workload management decisions to be made in the absence of critical information.

In order to understand a variety of situations that involve resource contention in data
warehouse environments, we interviewed numerous practioners with experience with
multiple commercial database products. For example, we find that an effective work-
load management system should be able to distinguish between the following problem
scenarios involving long-running queries:

– A query has heavy initial cost estimates. It should not be admitted to the database
when system load is expected to be high.

– A particular query had reasonable initial estimates and was admitted to the database,
but is much more costly than expected and is impeding the performance of other
running queries. It should be stopped.

– The system is overloaded and one or more queries are making poor progress. How-
ever, all queries have roughly equal costs and are getting equal shares of resources.
Stopping any particular query will not improve the situation if a new similar query
would be admitted instead. The number of concurrent queries should be reduced.

4.3 Experimental Framework

We developed and built an experimental framework, described in a previous paper [16],
to evaluate the effectiveness of existing and newly-developed workload management
techniques in a controlled and repeatable manner. The architecture of this framework
follows the generic architecture in Figure 1.

Our framework permits us to select from a variety of workload management poli-
cies and algorithms and insert them into key workload management modules — i. e.,
the admission controller, the scheduler, and the execution controller. We synthesized
these policies and algorithms from the policies of current commercial systems, but the
policies and algorithms are not limited to techniques already implemented by database
systems and tools.

We implemented a simulator for the database engine that mimics the execution of
database queries in a highly parallel, shared-nothing architecture. The simulator does
not include components like the query compiler and the optimizer: we provide the query
plans and the costs as input.
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Fig. 4. Impact of aggressive workload management thresholds

Using a simulated database engine was necessary. There are a number of reasons why
we could not use an actual database engine for our experiments. First, we investigate
workloads that run for hours. Our simulated database engine “runs” these workloads in
seconds, which lets us repeat the workloads with many different workload management
policies. Second, each workload management component in today’s databases imple-
ments only a subset of the possible workload management features described in indus-
trial and academic literature. Using a real database would limit us to the policies that a
particular product provides, contradicting our goal to experiment with an exhaustive set
of techniques and to model features that are currently not available.

We model a workload as composed of one or more jobs. Each job consists of an
ordered set of typed requests and is associated with a performance objective. Each re-
quest type maps to a tree of operators, and each operator in a tree maps in turn to its
resource costs. Our current implementation associates the cost of each operator with the
dominant resource associated with that particular operator type (e. g., disk or memory).

4.4 Initial Results

Our experiments demonstrate that although it is most efficient to recognize the queries
that will not complete and either not admit them or stop their execution, in certain
situations recognizing such queries is difficult. For example, in [16], we explored the
impact of handling problem queries aggressively.

In the first experiment, we killed a query when actual time exceeded expected time
by a relative threshold. Figure 4(a) shows the results. The x-axis is the kill threshold:
on the left side, the threshold is high and so few queries are killed. On the right, the
threshold is low; a query is killed soon after it exceeds its time estimate. The left-
hand y-axis denotes the number of actions taken and the right-hand y-axis denotes the
number of false positives, queries that are not actually problem queries. Even with a
high kill threshold, some false positives occur because the actual processing time for
some normal queries is up to 1.3 times higher than predicted.

Since the number of false positives increased sharply as the kill threshold got more
aggressive, in the second experiment we added a second threshold, designed not to
kill queries that would complete soon. In this experiment, a query is killed only if it
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exceeds the kill threshold (held constant at “low”) and has made low progress. The x-
axis of Figure 4(b) shows different values for low progress. In this figure (particularly
for the lower-progress thresholds), there are many fewer false positives than were in-
curred using a low kill threshold by itself. Together, Figures 4(a) and 4(b) demonstrate
that rectifying workload management problems aggressively means executing more ac-
tions, but that combining metrics can reduce the number of queries cancelled or aborted
by mistake. Informed by the results of our experiments, we are currently developing
mechanisms to determine effective thresholds and policies for a variety of conditions.

5 Prediction of Resource Usage

While improving workload management algorithms to handle inaccurate predictions is
half of our approach, the other half is to improve the quality and accuracy of predictions.
In this section, we discuss our efforts to predict multiple aspects of query performance
and resource usage for a wide variety of queries, using only information available at
compile-time.

Our ultimate goal is to enable database vendors to build models and tools that can
accurately predict resource requirements. Customers can then use these to tools to do
what-if modeling, schedule and manage workloads, and select appropriate system con-
figurations. Figure 5 overviews the uses of accurate prediction tools. Further motivation
for our prediction work can be found in [11].

Give these predictive 
models and tools to 
customers…

Given a 
standard 
system 
configuration

So that 
customers 
can better

• Purchase appropriate system 
configurations

• Do “what-if” modeling

• Schedule / manage workloads

• Upgrade system appropriately
Customer Site

Build system 
model and pick 
promising 
features…

Run training 
workloads…

Develop models 
and tools for 
predicting 
performance 
on this 
configuration…

Vendor Site

Fig. 5. Uses of accurate prediction tools

Because performance depends upon resource contention and resource availability, in
order to control resource contention in a dynamic mixed workload, we need information
about resource usage and resource contention just as much as we need information
about query runtimes. Our work is unique in that one of our objectives is to predict
multiple resource usage characteristics, such as CPU usage, memory usage, disk usage,
and message bytes sent.
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We considered several techniques for making such predictions, from linear regres-
sion to clustering techniques. The key feature of our chosen technique, called Kernel
Canonical Correlation Analysis (KCCA) [2], is that it finds multivariate correlations
among the query properties and query performance metrics on a training set of queries
and then uses these statistical relationships to predict the performance of new queries.
That is to say, given two data sets, one representing multiple compile-time query char-
acteristics and one representing multiple runtime performance characteristics, we can
train KCCA to find relationships between these two datasets so that later, given a new
query we’ve never seen before, we can predict runtime performance characteristics at
compile-time.
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Fig. 6. Training: From vectors of query features and query performance features, KCCA projects
the vectors onto dimensions of maximal correlation across the data sets. Furthermore, its cluster-
ing effect causes “similar” queries to be collocated.

Figure 6 illustrates the training process by which KCCA can build a predictive model
of query performance from training data. Since KCCA is a generic algorithm, we
needed to formalize the problem of performance prediction and map it onto the data
structures and functions used by KCCA. This task involved two key design decisions.

First, we needed to summarize the pre-execution information about each query into a
vector of “query features.” Identifying features to describe each query was not a trivial
task. Many machine learning algorithms require feature vectors, but there is no simple
rule for defining them. Typically, features are chosen using a combination of domain
knowledge and intuition. [11] describes our evaluation of potential feature vectors. In
the end, we chose the simplest set of features that gave good results for our test cases —-
the operators and cardinality estimates described in the optimizer’s query plan. Should
it become necessary (e.g., if we should be faced with a new workload for which this
simple predictive model does not work), it would be straightforward (though time-
consuming) to substitute a different set of feature vectors and use KCCA to train a
new predictive model.

We also needed to summarize the performance statistics from executing the query
into a vector of “performance features.” Selecting features to represent each query’s
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performance metrics was a fairly straightforward task; we gave KCCA all of the per-
formance metrics that we could get from the HP Neoview database system when run-
ning the query. The metrics we use for the experiments in this paper are elapsed time,
disk I/Os, message count, message bytes, records accessed (the input cardinality of the
file scan operator) and records used (the output cardinality of the file scan operator).
The performance feature vector thus has six elements. (Other metrics, such as memory
used, could be added easily when available.)

We then combine these two sets of vectors into a query feature matrix with one row
per query vector and a performance feature matrix with one row per performance vector.
It is important that the corresponding rows in each matrix describe the same query.

Second, we needed to define and compute a similarity measure between each pair of
query feature vectors and between each pair of performance feature vectors. KCCA uses
a kernel function to compute this similarity measure and we use the common “Gaus-
sian” kernel, as described in [11].

KCCA

Query Plan 
Projection

Performance
Projection

Query PlanQuery Plan
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Fig. 7. Prediction: KCCA projects a new query’s feature vector, then looks up its neighbors from
the performance projection and uses their performance vectors to derive the new query’s predicted
performance vector

Given these features matrices and the similarity measures, KCCA then projects the
feature vectors into new high-dimensional subspaces — a query projection and a per-
formance projection — where nearness indicates similarity. These projections are cor-
related in the sense that queries that are neighbors in one prediction are neighbors in the
other projection.

Figure 7 shows how we predict the performance of a new query from the query pro-
jection and performance projection in the KCCA model. Prediction is done in three
steps. First, we create a query feature vector and use the model to find its coordinates
on the query projection. We then infer its coordinates on the performance projection:
we use the k nearest neighbors in the query projection to do so (we evaluate choices
for k in [11]). Finally, we must map from the performance projection back to the met-
rics we want to predict. Finding a reverse-mapping from the feature space back to the
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Fig. 8. Predicted vs. actual elapsed times for 61 test queries. We use a log-log scale to accom-
modate the wide range of query execution times from milliseconds to hours. The predictive risk
value (a measure of how “good” a prediction is, where a predictive risk value close to 1 implies
near-perfect prediction) for our prediction was 0.55 due to the presence of a few outliers (as
marked in the graph). Removing the furthest outlier increased the predictive risk value to 0.61.

input space is a known hard problem, both because of the complexity of the mapping
algorithm and also because the dimensionality of the feature space can be much higher
or lower than the input space (based on the goal of the transformation function). We
evaluated several heuristics for this mapping, discussed in [11].

We show sample results for an experiment with 1027 queries in the training set and
a non-overlapping test set of 61 queries. Figure 8 illustrates that we are able to predict
elapsed time within 20% of the actual time for at least 85% of the test queries in one
experiment. Predictions for resource usage such as records used, disk I/O, message
counts, etc., were similarly accurate and are very useful for explaining the elapsed time
predictions. For example, for one prediction where elapsed time was much too high, we
had greatly overpredicted the disk I/Os. This error is likely due to our parallel database’s
methods of cardinality estimation. When we underpredicted elapsed time by a factor of
two, it was due to under-predicting the number of records accessed by a factor of three.

6 Conclusions

The extreme diversity of resource requirements and the potential for show-stopping
resource contention raise the stakes for managing an Operational BI workload. The
difficulty of predicting expected behavior means that workload management decisions
must be made with a minimum of information, and poorly informed decisions can lead
to dire consequences for system performance.

We address this challenge in two ways. We are carrying out a systematic study of
workload management policies intended to limit the impact of inaccurate information.
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We are also developing techniques for predicting multiple-query resource requirements
of both short- and long-running queries more accurately. We hope that our approach will
improve the effectiveness of critical tasks that rely on accurate predictions, including
system sizing, capacity planning and workload management.
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Abstract. In recent years, several frameworks have been developed for
processing very large quantities of data on large clusters of commodity
PCs. These frameworks have focused on fault-tolerance and scalability.
However, when using heterogeneous environments these systems do not
offer optimal workload balancing. In this paper we present Jumbo, a
distributed computation platform designed to explore possible solutions
to this issue.

1 Introduction

Over the past decade, the volume of data processed by companies and research
institutions has grown explosively; it is not uncommon for data processing jobs
to process terabytes or petabytes at a time. There has also been a growing
tendency to use large clusters of commodity PCs, rather than large dedicated
servers. Traditional parallel database solutions do not offer the scalability and
fault-tolerance required to run on such a large system.

As a result, several frameworks have been developed for the creation of cus-
tomized distributed data processing solutions, the most widely known of which
is Google’s MapReduce [1], which provides a programming model based on the
map and reduce operations used in functional programming, as well as an ex-
ecution environment using Google File System [2] for storage. Hadoop [3] is a
well-known open-source implementation of GFS and MapReduce.

Microsoft Dryad [4] is an alternative solution which offers a much more flexi-
ble programming model, representing jobs as a directed acyclic graph of vertex
programs. This extra flexibility can however make it more difficult to effeciently
parallelize complex job graphs.

Workload balancing is an important aspect of distributed computing. How-
ever, MapReduce does not provide adequate load balancing features in many
scenarios, and the nature of the MapReduce model makes it unsuited to do
so in some cases. Microsoft has to our knowledge not published any data on
how Dryad behaves in a heterogeneous environment, thus it is unfortunately not
possible for us to provide a comparison to it.

In the following sections, we will outline the issues with workload balancing in
the MapReduce model and introduce Jumbo, our distributed computation plat-
form which is designed to further investigate and ultimately solve these issues.

S. Kikuchi, S. Sachdeva, and S. Bhalla (Eds.): DNIS 2010, LNCS 5999, pp. 27–32, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



28 S. Groot, K. Goda, and M. Kitsuregawa

2 Workload Imbalance Issues in MapReduce

A MapReduce job consists of a map phase and a reduce phase. For the map
phase, the input data is split and each piece is processed by a map task. Paral-
lelism is achieved by running multiple map tasks at once in the cluster. Typically,
there are far more map tasks in the job than there are nodes in the cluster, which
means the map phase is well suited for load balancing. Faster nodes in the cluster
take less time on the individual tasks, and therefore run more of them.

Data from the map phase is partitioned and distributed over several reduce
tasks. In contrast to the map phase, the number of reduce tasks typically equals
the capacity of the cluster. This means that if some nodes finish early, there
are no additional reduce tasks for them to process. While it is possible to use
more reduce tasks, this means that some tasks will not be started until the others
complete. These tasks cannot do any of their processing in the background while
the map tasks are still running, so doing this will typically reduce performance
and is therefore not desirable.

Hadoop provides a mechanism for load balancing called speculative execution.
Long-running map or reduce tasks will be started more than once on additional
nodes, in the hope that those nodes can complete the task faster. This strategy
works in some cases, but it is not optimal. Speculative execution will discard the
work done by one of the two task instances, and the extra load caused by the
additional instance - particularly in the case of a reduce task, which will need
to retrieve all relevant intermediate data, causing additional disk and network
overhead - can in some cases delay the job even further.

A further problem occurs with MapReduce’s inflexible programming model.
Many more complicated data processing jobs will need more than one MapRe-
duce phase, done in sequence. For example, the frequent item set mining algo-
rithm proposed in [5] consists of three consecutive MapReduce jobs. In this case,
it is not possible to start consecutive jobs until the preceding job has finished
completely. Even in cases where the next job could already have done some work
with partial data, this is not possible. Any load balancing mechanisms available
to MapReduce can only consider the tasks of one of the consecutive jobs at a
time, rather than the whole algorithm.

3 Jumbo

In order to evaluate workload balancing and other issues in data intensive dis-
tributed computing, we have developed Jumbo, a data processing environment
that allows us to investigate these issues. We have decided to develop our own
solution, rather than building on Hadoop’s existing open-source foundation, be-
cause some of the issues with the current MapReduce-based solutions are fun-
damental to the underlying model.

Jumbo consists of two primary components. The first of these is the Jumbo
Distributed File System, which provides data storage. Jumbo DFS is very similar
to GFS and Hadoop’s HDFS in design.
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Jumbo DFS uses a single name server to store the file system name space,
which is kept in memory and persisted by using a log file and periodic check-
points. Files are divided into large blocks, typically 64 or 128MB, which are
stored on data servers. Each block is replicated to multiple servers, typically
three, and the replicas are placed in a rack-aware manner for improved fault-
tolerance.

The second component is Jumbo Jet, the data processing environment for
Jumbo, providing a programming model as well as an execution environment.

Jumbo Jet represents jobs as a sequence of stages. The first stage reads data
from the DFS, while each consecutive stage reads data from one or more preced-
ing stages. Intermediate data from each of the stages is stored on disk to improve
fault-tolerance. The final stage writes its output to the DFS. This sequence of
stages forms a directed acyclic graph.

The stages are divided up into one or more tasks, each performing the same
operation but on a different part of the data. The tasks in a stage can be executed
in parallel.

In order to divide DFS input data across multiple tasks, the input data is
simply split into pieces, typically using DFS blocks as a unit. Since each task
reads data from a single block, the task scheduler can attempt to schedule that
task to run on a node that has a local replica of that block, reducing network
load.

When a stage reads input from another stage, the data from that input stage
is partitioned by using a partitioning function. Every task in the input stage
creates the same partitions, and each task in the stage reading that data will
read all the pieces of just one partition from all the tasks in the input stage.
Unlike in MapReduce, it is not required for the intermediate data to be sorted.
Jumbo allows full flexibility in specifying how the data from each input task
is processed. While you can perform a merge-sort like MapReduce does, you
can also just process each piece in sequence, or process records in a round-robin
fashion, or write a custom input processor that uses whatever method is required.

This design has many obvious similarities to MapReduce. Indeed, it is trivial
to emulate MapReduce using this framework by creating a job with two stages,
the first performing a map operation, the second a reduce operation, and sorting
the intermediate data. However, Jumbo is not limited to this, and can more
easily represent a larger variety of jobs.

Job scheduling is handled by a single job server, which performs a role similar
to the JobTracker in Hadoop. Each server in the cluster will run a task server
which receives tasks to execute from the job server. The job server also keeps
track of failures, and reschedules failed tasks.

Currently, Jumbo does not yet contain any load balancing features beyond
what Hadoop provides. However, Jumbo’s more flexible design means that it
will be much better suited for future experiments with load balancing than what
we would be able to do with Hadoop. Jumbo’s design allows us to implement
complex algorithms such as the PFP algorithm from [5] as a single job so task
scheduling decisions for load balancing can consider the entire job structure
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rather than just a part. It will also be possible to restructure jobs in different
ways, besides the MapReduce structure, if this proves beneficial to distributing
the workload.

Although we expect our solutions will also be applicable to other systems,
using our own ensures we can fully control the design and implementation.

4 Example

In order to demonstrate the issue of workload balancing, we have run a simple
experiment using both Hadoop and Jumbo. For this experiment we have used
the GraySort (previously known as TeraSort) benchmark included with Hadoop,
and created an equivalent job in Jumbo. Jumbo uses a sorting strategy that is
very close to that of MapReduce. The job consists of two stages. The first stage
partitions the input into N pieces (where N is the number of tasks in the second
stage), and sorts each partition. The second stage performs a merge operation
on all the input files for each partition from the first stage, and writes the result
to the DFS.

Unfortunately we were not able to evaluate the behaviour of Microsoft Dryad
in this experiment, as Dryad cannot run on our cluster.

The sort operation was executed on an increasing number of nodes, each time
increasing the total amount of data so that the amount of data per node stays
the same, 4GB per node. The number of reduce tasks (or in Jumbo, the number
of second stage tasks) is also increased with the number of nodes. This means
that ideally, the execution time should stay identical on a homogeneous cluster.

Two sets of nodes were used for this experiment: 40 older nodes, with 2 CPUs,
4GB RAM and one disk, and 16 newer nodes with 8 CPUs, 32GB RAM and two
disks. At first we ran the job on only the older nodes. Once we were using all 40
older nodes, we added the 16 newer nodes.

Figure 1 shows the results of this. Neither Jumbo nor Hadoop quite achieve
linear scalability for the first 40 nodes, as the execution time drops slightly.
This is mainly because of the increasing number of map tasks or first stage
tasks, which increases the number of network transfers and also affects the merge
strategy to use. We are continuously reducing this overhead and improving the
scalability of Jumbo.

It can also be seen that Jumbo is considerably faster than Hadoop. This dif-
ference is caused by some inefficient implementation choices in Hadoop, causing
Hadoop to waste I/O operations which is very expensive, especially on the older
nodes with just one disk.

However, the interesting part happens when going from 40 to 56 nodes. The
final 16 nodes are much faster than the rest, which should lead to an overall
improvement in performance. Although the execution time does drop, it doesn’t
drop as far as expected. Using Jumbo, the 40 old nodes alone take 616 seconds
to sort 160GB, a total throughput of 273MB/s. We also executed the sort using
only the 16 new nodes, which sorted 64GB in 223 seconds at 293MB/s. This
means the total throughput for the 56 node cluster should be 566MB/s, which
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Fig. 1. Sorting performance of Hadoop and Jumbo. Up to 40 nodes, all nodes used are
identical; only in the 56 nodes case was a heterogeneous environment used.

means that sorting 224GB on those 56 nodes should take 405 seconds, rather
than the 527 seconds observed. In practice, 405 seconds is probably not realistic
due to some additional overhead, but there is clearly room for improvement.

As indicated in Sect. 2, the issue in this particular scenario lies with the reduce
phase, or in the case of Jumbo the second stage, of the job. For both Hadoop
and Jumbo, the first stage finishes considerably faster with 56 nodes, because
that stage consists of a very large number of tasks, 1792 in total, and the faster
nodes are able to process more of them.

However, the reduce phase, or second stage in Jumbo, is where the bulk of
the work is done. The I/O intensive merge operation takes up most of the job’s
total execution time, and because the number of tasks here equals the number
of nodes in the cluster they cannot be balanced in any way.

This phenomenon can be clearly seen in Fig. 2, which shows the execution
times for each node in the cluster. The 16 faster nodes finish their work consid-
erably earlier than the 40 slower nodes. Because there are no additional tasks in
the second stage, there is no way for Jumbo to assign additional work to those
nodes after they finish.
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Fig. 2. Execution times of individual nodes in the cluster for Jumbo GraySort. Nodes
1-40 are the older, slower nodes, while 41-56 are the faster ones.
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One apparently obvious solution is to simply assign a larger amount of records
to the partitions on the faster nodes, but this requires a-priori knowledge of how
to divide the records. It also requires knowing which partition will be processed
by which node, and since failures may cause any task to be reassigned to a
different node this is also not a desirable scenario.

It should be noted that even amongst the identical nodes, various external
circumstances cause these nodes to also have varied execution times. Ideally, a
load balancing solution would be able to reduce this effect as well.

5 Conclusion

We have given an overview of the workload balancing issues in data intensive
distributed computing, particularly when using the MapReduce model. We have
also introduced Jumbo, our own data processing system.

Improper workload balancing leads to a considerable waste of resources, with
some nodes sitting idle while others are still working. Flexible methods to dy-
namically redistribute the workload will be required to solve this. However, naive
methods of doing this such as Hadoop’s speculative execution cause too much
overhead, negating their potential benefits.

For our future work we intend to use Jumbo as a platform to develop and
evaluate different methods for workload balancing so we can more fully utilize
the resources available in a heterogeneous cluster.

References

1. Dean, J., Ghemawat, S.: Mapreduce: Simplified data processing on large clusters. In:
OSDI 2004: Proceedings of the 6th conference on Symposium on Opearting Systems
Design & Implementation, Berkeley, CA, USA, p. 10. USENIX Association (2004)

2. Ghemawat, S., Gobioff, H., Leung, S.T.: The google file system. In: SOSP 2003:
Proceedings of the nineteenth ACM symposium on Operating systems principles,
pp. 29–43. ACM Press, New York (2003)

3. Apache: Hadoop core, http://hadoop.apache.org/core
4. Isard, M., Budiu, M., Yu, Y., Birrell, A., Fetterly, D.: Dryad: distributed data-

parallel programs from sequential building blocks. SIGOPS Oper. Syst. Rev. 41(3),
59–72 (2007)

5. Li, H., Wang, Y., Zhang, D., Zhang, M., Chang, E.Y.: Pfp: parallel fp-growth for
query recommendation. In: RecSys 2008: Proceedings of the 2008 ACM conference
on Recommender systems, pp. 107–114. ACM, New York (2008)

http://hadoop.apache.org/core


S. Kikuchi, S. Sachdeva, and S. Bhalla (Eds.): DNIS 2010, LNCS 5999, pp. 33–45, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

Information Extraction, Real-Time Processing and 
DW2.0 in Operational Business Intelligence 

Malu Castellanos, Umeshwar Dayal, Song Wang, and Gupta Chetan  

Hewlett-Packard Laboratories 
Palo Alto, CA, USA 

firsname.lastname@hp.com 

Abstract. In today’s enterprise, business processes and business intelligence 
applications need to access and use structured and unstructured information to 
extend business transactions and analytics with as much adjacent data as possi-
ble. Unfortunately, all this information is scattered in many places, in many 
forms; managed by different database systems, document management systems, 
and file systems. Companies end up having to build one-of-a-kind solutions to 
integrate these disparate systems and make the right information available at the 
right time and in the right form for their business transactions and analytical ap-
plications. Our goal is to create an operational business intelligence platform 
that manages all the information required by business transactions and com-
bines facts extracted from unstructured sources with data coming from struc-
tured sources along the DW2.0 pipeline to enable actionable insights. In this 
paper, we give an overview of the platform functionality and architecture focus-
ing in particular in the information extraction and analytics layers and their ap-
plication to situational awareness for epidemics medical response. 

1   Introduction 

Today, organizations use relational DBMSs to manage (capture, store, index, search, 
process) structured data needed for on-line transaction processing (OLTP)1 applica-
tions. However, typical business transactions (billing, order processing, accounts 
payable, claims processing, loan processing, etc.) need both structured  and unstruc-
tured information (contracts, invoices, purchase orders, insurance claim forms, loan 
documents, etc.). This information is scattered in many places and managed by differ-
ent database, document management, and file systems [1]. This makes it difficult to 
find all the information relevant to a business transaction, leading to increased trans-
action cost or loss of revenue. A good example is hospital billing (Fig. 1), where mas-
sive amounts of information (i.e., physician notes, file records, forms) are generated 
by different processes (admission, lab tests, surgery, etc.) during a patient’s hospital 
stay. This immense amount of unstructured data spread across different entities needs 
to be captured, sorted, reconciled, codified and integrated with other structured data to 
process billing transactions. Unfortunately, the lack of a platform to extract structured 
data from these unstructured documents and integrate it with other structured data 
                                                           
1 Also for on-line analytics processing (OLAP) but it is not the focus of this paper. 
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causes errors in the billing process. These errors result in a 30% revenue loss accord-
ing to an internal reliable source working with a major hospital2. Another example is 
loan processing, where the inability to make all of the relevant information available 
to business transactions has led to mismanagement of the whole process. In these 
cases, companies have to build one-of-a-kind solutions to integrate disparate systems 
and make the right information available at the right time in the right form for busi-
ness users.  

 

Fig. 1. Hospital billing operational environment 

The problem described before is exacerbated by today’s competitive and highly 
dynamic environment where analyzing data to understand how the business is per-
forming, to predict outcomes and trends, to improve the effectiveness of business 
processes and to detect and understand the impact of external events on the internal 
business operations has become essential. In fact, the next wave of competitive  
differentiation will be based on the ability to harness unprecedented amounts of data 
into actionable information. Analytics will give data-driven companies a powerful 

                                                           
2 Due to confidentiality we cannot give the name of the hospital. 
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advantage in customer service, new product development, risk profiling, real-time 
pricing, pattern recognition, fraud detection and many other examples. The value of 
analytics is in enabling actions based on insights (“actionable insights”) derived from 
information extracted from all sorts of data sources, that is, structured or unstructured 
and internal or external. Moreover, the trend towards operational BI where the speed 
to insight is critical to improve the effectiveness of business operations with minimal 
latency, is forcing companies to analyze structured and unstructured information as 
soon as it is generated, that is, as data streams. A good example is the case of epidem-
ics awareness for medical response where hospitals analyze incident reports of incom-
ing patients and news feeds about the onset of epidemics and compare them to  
determine the effect that the epidemics event is having on the hospital. This allows the 
hospital to be prepared to deal with the epidemics by ordering supplies, scheduling 
resources, etc. Once more, the lack of a platform that supports the required functional-
ity, (analytics in this case) on the combination of extracted information forces compa-
nies to adopt ad-hoc solutions that are rather difficult to build, very costly, limited and 
often not even satisfactory. 

The combination of streaming data with stored data on one dimension and struc-
tured and unstructured data in another dimension gives an enormous competitive 
advantage to companies that have the technology to exploit this information in a time-
ly manner. 

Our goal is to create an operational business intelligence platform for all data re-
quired by business transactions and BI applications. This is done in response to the 
need that organizations have to adopt technology that enables them to a) incorporate 
unstructured data into their business transactions, b) to gain “real-time” actionable 
insight derived from information that is extracted from structured and unstructured 
data sources, and c) doing all this in an integrated, scalable and robust way. 

The rest of the paper is structured as follows: Section 2 presents the layered archi-
tecture of our operational BI platform. Section 3 describes the role of information 
extraction in DW 2.0, the information extraction pipeline and its fit into textual-ETL 
that is inherent to the DW 2.0 architecture. Section 4 illustrates the operation of the IE 
and analytics layers and their interaction with a concrete application to contractual 
situational awareness where real-time processing is of essence. Section 5 gives a brief 
overview of related work and Section 6 presents our conclusions. 

2   Platform Architecture 

Our operational business intelligence platform has two main functions:  
(a) It integrates structured and unstructured data to extend the scope of business 

transactions with adjacent data, for a better support of business processes’ 
underlying business operations. 

(b) It integrates structured and unstructured data to extend the scope of BI  
applications and analytics with adjacent data to give the users a 360o data vi-
sibility. 

The components of the platform are shown in Figure 2. 
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Fig. 2. Architectural components 

OLTP DBMS - A massively parallel DBMS is often deployed in OLTP environments 
that require scalability and very high availability where its fault tolerant nature deliv-
ers the stability to guarantee that transactions are completed. The idea is to extend 
these benefits to all operational information –structured and unstructured - required by 
business transactions.   
 

Document Repository - Unstructured data comes in many forms:  scanned or elec-
tronic documents, email, audio, video, Web pages and many others. Our platform 
initially focuses on text-based documents, such as Word or PDF files. Text documents 
are sent to the platform repository along with any accompanying metadata. The meta-
data is stored in the search database and the document is parsed to populate the  
inverse index database that supports search functionality.  All of the metadata about a 
document is stored in the DBMS tables and the actual document is treated as a Binary 
Large Object (BLOB), stored in the Large Object Storage subsystem.   
 

Extract-Transform-Load (ETL) – The back-end of the architecture is a data integra-
tion pipeline for populating the data warehouse by extracting data from distributed 
and usually heterogeneous operational sources (OLTP database); cleansing, integrat-
ing and transforming the data; and loading it into the data warehouse. The integration 
pipeline supports batch and streaming processing as well as structured and unstruc-
tured data. The latter is known as textual ETL and is an essential component of the 
DW 2.0 architecture (see Section 3). 
 

Information Extraction (IE) – It handles the “E” part of (textual) ETL of unstructured 
data sources. It provides the ability to automatically read through textual documents, 
retrieve business-relevant information (e.g., doctor’s name, surgical procedure, symp-
toms), and present it in a structured fashion to populate the data warehouse so that 
searching and accessing this information is substantially simplified.  Before extraction 
ever happens, a document model that reflects the structure of the documents and a 
domain model that specifies the items to be extracted need to be defined [2]. Also a 
subset of documents is manually tagged with the target information according to the 
domain model (the use of a GUI greatly simplifies this process).  Once tagged, the 
documents go through a normalization process that may involve stemming, correcting 
misspellings, and eliminating stop words. Then, the documents are transformed into 
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different representations that suit the input requirements of specialized algorithms that 
use these documents to learn extraction models (see Section 3). Once models are 
learned they are applied to production documents to mine target data from text.  No-
tice that this is the data used to extend the scope of business transactions and BI ap-
plications with structured data extracted from unstructured sources.  
 

Datawarehouse (DW) – It is a repository designed to facilitate reporting and analysis 
through a variety of front-end querying, reporting and analytic sources. It typically 
consolidates data from operational databases but in our platform it also consolidates 
structured data extracted from unstructured sources. It is also implemented on a paral-
lel DBMS (in fact, it might be the same DBMS that runs the OLTP Database and the 
Document Repository. 
 

Analytics – They consume data from structured sources along with data that the IE 
component extracted from unstructured ones. Moreover, since data may come from 
internal and external sources and may take the form of stored or streaming data, this 
layer needs to incorporate analytic algorithms that are capable of simultaneously deal-
ing with streams of varying speeds and static data. This enables users to get better 
insight in a timely manner. In section 4 we introduce one of our streaming analytics 
techniques.  
 

BPMS Layer - The business process management system (BPMS) controls transac-
tions, requests to the Document Repository and analytics. At different steps of a busi-
ness process OLTP transactions are carried out and it is these transactions whose 
scope is augmented by the data extracted by the information extraction layer in such a 
way that unstructured data is processed as part of the normal business processes.  

3   Information Extraction and DW 2.0 

Data warehousing began in the 1980s as a way to reduce users' frustration with their 
inability to get integrated, reliable, accessible data.  On-line applications had no ap-
preciable amount of historical data because they jettisoned their historical data as 
quickly as possible in the name of high performance. Thus, corporations had lots of 
data and very little information. For 15 years, people built different manifestations of 
data warehouses where the focus was on structured data extracted from OLTP data-
bases. Increasingly, enterprises have come to realize that for business intelligence 
applications supporting decision making, information derived from unstructured and 
semi-structured data sources is also needed.  By some accounts, over 80% of an en-
terprise’s information assets are unstructured, mainly in the form of text documents 
(contracts, warranties, forms, medical reports, insurance claims, policies, reports, 
customer support cases, etc.) and other data types such as images, video, audio, and 
other different forms of spatial and temporal data. This led to the evolution of the 
underlying architecture of the data warehouse into what Bill Inmon has called DW 2.0 
[3]. The core idea of DW 2.0 is the integration of structured and unstructured data.  
Thus, one of the main differences between the first generation of data warehouses and 
DW 2.0 is that in the latter unstructured data is a valid part of the data warehouse. 
Unstructured data exists in various forms in DW 2.0: actual snippets, edited words 
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and phrases and extracted structured data. The latter being the interesting one here as 
described below. 

The information extraction layer of our platform architecture serves for the purpose 
of extracting structured data from unstructured sources. The goal is to make this data 
available to BI applications and analytics and to OLTP applications that carry out 
business operations. For illustration, imagine a company that has a BI application that 
creates user profiles and makes purchase recommendations based on these profiles. 
To improve the accuracy of a profile, it may be important to consider not just the 
transactional data in the various operational databases involved in the ordering proc-
ess, but also to look at the content of web pages that the user has browsed, his reviews 
or blog postings, and any contracts he may have with the company. This example 
makes evident that unstructured data provides valuable contextual information for 
more informed operational decision making.  

To incorporate unstructured data into the DW architecture (i.e., DW 2.0), it is not 
sufficient to merely store the data as is (i.e., text) into the warehouse.  Rather, it is 
important to extract useful information from the unstructured data and turn it into 
structured data that can be stored, accessed and analyzed efficiently along with other 
structured data. However, this is not an easy task. Take, for example, the text in cus-
tomer reviews, which are written in an ad-hoc manner. The lack of structure makes it 
hard to find the product and the features referred to in the review, and especially 
which features the customer likes and which he doesn’t like. 

 

Fig. 3. Information extraction pipeline for unstructured data 

Numerous information extraction (IE) techniques have been developed that try to 
learn models for the retrieval of relevant entities, relationships, facts, events, etc. from 
text data [4]. Some of the most popular techniques are based on rule learning [5], 
Hidden Markov Models [6] and more recently Conditional Random Fields [7]. We 
experimented with these techniques but did not obtain good results so we developed 
our own technique based on genetic algorithms (GA) [8] to learn the most relevant 
combinations of prefixes and suffixes of tagged instances of the role-based  
entity types of interest. To this end, a bag of terms is built from all the prefixes in the 
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context of the tagged entities in the training set. Another bag is built from their suf-
fixes. For example, given the tagged sentence symptoms appeared on <expiration-
Date> May 31, 2009, </expirationDate> after returning from a trip toMexico…. The 
terms “symptoms”, “appeared”, “on” are added to a bag of prefixes of the role-based 
entity type “SymptomsOnsetDate” whereas the terms “after”, “returning”, “from”, 
“trip”, “Mexico” are added to its bag of suffixes. The bags are then used to build indi-
viduals with N random prefixes and M random suffixes in the first generation and for 
injecting randomness in the off-springs in later generations. Since only the best indi-
viduals of each generation survive, the fitness of an individual is computed from the 
number of its terms (i.e., prefixes and suffixes) that match the context terms of the 
tagged instances. The best individual in a pre-determined number of iterations repre-
sents a context pattern given by its terms and is used to derive an extraction rule that 
recognizes entities of the corresponding type. The GA is run iteratively to obtain more 
extraction rules corresponding to other context patterns. The process ends after a 
given number of iterations or when the fitness of the new best individual is lower than 
a given threshold. The rules are validated against an unseen testing set and those with 
the highest accuracy (above a given threshold) constitute the final rule set for the 
given role-based entity type. 

Figure 3 shows the pipeline of information extraction from text data sources that is 
built into our platform’s IE layer with the goal of extracting relevant data from a col-
lection of documents; e.g., contract number, customer, and expiration date from con-
tracts. Whatever the information extraction algorithm used, the source data always 
needs to be pre-processed to get rid of noise, transform it to the representation required 
by the extraction method, etc before the actual extraction takes place. In addition, the 
output also needs to be post-processed to gather the structured data in the form of at-
tribute-value pairs, which can then be transformed and loaded into the data warehouse. 
The pipeline of tasks to extract, transform and load data from unstructured sources into 
a data warehouse so that it can be integrated into the structured world corresponds to 
what Inmon has named textual-ETL [9].  The pipeline involves numerous operations 
from which those belonging to IE correspond to the ‘E’ (extract) part of ETL. The 
extracted data from the unstructured sources often relates to data in structured sources 
so it is staged into a landing area and is then loaded into the data warehouse, where the 
information from both structured and unstructured sources is consolidated (e.g., con-
tract data is related to customer data) for use by BI applications.  

The challenge in textual-ETL consists in identifying how to abstract all the above 
tasks into operators that can be used to design, optimize and execute these flows in 
the same way as for structured data.   

Using a uniform approach for ETL of structured and unstructured data makes it 
possible to use the same data warehouse infrastructure. The question is whether there 
should be separate pipes for the structured and unstructured data in the ETL flows or 
only one. Having separate pipes (as shown in Figure 4a) is conceptually simpler to 
design. However, having a single pipe with two separate extraction stages but a single 
integrated transformation-load stage (as shown in Figure 4b) creates better opportuni-
ties for end-to-end optimization.  

In the next section we present an application of our operational BI platform. Spe-
cifically, we describe how information extraction and analytics help to get actionable 
insight in a timely manner in the context of epidemics awareness for hospital response. 
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Fig. 4. ETL Pipeline for Structured and Unstructured Data 

4   An Application: Situational Awareness 

An important function of our operational BI platform is extracting and correlating 
different sources of unstructured data. Here we describe how correlating unstructured 
stored data with unstructured streaming data from the web enables situational aware-
ness. We apply it to the medical domain where hospital needs to be alert about epi-
demics onsets and how they are affecting the patients arriving at the hospitals. This 
allows the hospitals to be prepared to deal with the epidemic by ordering medical 
supplies, scheduling resources, etc.  

Data buried in incident reports of patients arriving at a hospital and in articles of 
news feeds provide valuable information that when extracted and correlated can pro-
vide actionable insight that can enable the hospital to be  prepared for an epidemic  
situation. It is easy to imagine the complexity and unfeasibility of manually correlat-
ing news feeds with patient incident reports. Not only is the amount of news articles 
immense  (and the amount of reports might be quite large as well) but the streams 
arrival rate might be  too fast to cope with.  Furthermore, it is practically impossible 
to keep track of the many details of the incidents in the reports to correlate them to the 
news articles about the epidemics onset which would require analyzing every report 
and every news article.  

Our platform facilitates this by using novel techniques to extract relevant informa-
tion from disparate sources of unstructured data (in this case the patient incident re-
ports and the news feeds) and determine which elements (i.e., documents) in one 
stream are correlated to which elements in the other stream. It also has the capability 
to do inner correlation to compute reliability scores of the information extracted from 
fast streams. The need for this feature can easily be seen for news streams: the more 
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news articles report on a given event, the more reliable it is that the event indeed oc-
curred. Consequently, as the streams are being processed, correlations are updated by 
factoring in a reliability score. 
 

The process follows several steps: 
i. First, the IE layer extracts relevant data from the patient incident reports. This 

includes symptoms and history facts like places where the patient has been,  
people who have been in contact with the patient, date when the symptoms ap-
peared, etc. Notice that this is not a simple recognition of words or entities like a 
simple date, instead it is entity recognition at a higher semantic level where it is 
necessary to make distinctions like start date of symptoms versus other dates in 
the report (e.g., date of visit to the hospital). Given that there is ample variability 
in the way reports are written, it is necessary to learn models that recognize these 
kind of semantic entities which we call role-based-entities. 

ii. Second, a categorizer in the Analytics layer classifies the articles from news feeds 
(e.g., New York Times RSS feeds) into interesting (e.g., “epidemics”) and non-
interesting (the others) categories. 

iii. From those articles in the interesting categories the IE layer extracts relevant data 
about the location of the onset, the symptoms, the transmission channel, etc. 
Again, this is a high semantic level of entity recognition. 

iv. Inner correlations of the descriptor formed from the extracted data with descrip-
tors of previous articles within a time window are computed in the Analytics 
layer to derive reliability scores. 

v. Finally the similarity of reports and epidemics related articles is measured using 
the extracted information as features and extending them along predefined hierar-
chies. The similarity is computed in the Analytics layer in terms of hierarchical 
neighbors using fast streaming data structures called Hierarchical Neighborhood 
Trees (HNT).  

The neighbor concept is used to measure the similarity of categorical data. If two 
entities (incident report and news article) have the same value for a categorical vari-
able (e.g. both have fever for a symptom variable), then they are neighbors and will 
be put into a same node in the HNT. If they have different values (e.g., vomiting and 
diarrhea) then they will be put into different nodes in the HNT and thus they are 
neighbors only at the level of their lowest common ancestor (e.g., stomach upset). 
Based on HNT, we thus can specify a scale based neighborhood relationship which 
measures the level in the HNT tree of the closest common ancestor of the tags. The 
hierarchical neighborhoods are critical to finding correlations between the reports and 
the news items. For example, assume a report doesn’t mention fever by name but 
indicates that the patient has chills and a news article talks about high body tempera-
ture. The chills belong to a hierarchy where one of its ancestors is fever, and similarly 
high body temperature belongs to the hierarchy that contains fever as an ancestor. In 
this case, the report and the news article are neighbors at the level of fever. As a result 
we not only learn that these are neighbors but also that they are related through “fe-
ver”. Once correlations are obtained, relevance scores are derived by factoring in the 
reliability scores computed before. For details on HNTs the interested reader is  
referred to [10]. 
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The steps described above are done in two phases. The first one, corresponding to 
the very top part in Figure 5, is off-line and is domain-specific; it is where models are 
learned to extract information from documents and to classify them. This phase is 
preceded by a specification step where the user defines through a GUI the entities to 
be extracted from the documents and other relevant domain information like docu-
ment categories of interest. We have developed flexible models that learn regularities 
in the textual context of the entities to be extracted while allowing some degree of 
variability. The models are provided with knobs to tune according to quality require-
ments, for example, to tradeoff accuracy for performance.  

 

 

Fig. 5. IE & Analytics layers interaction 

In the second phase, corresponding to the rest of Figure 5, the models learned in 
the previous phase are applied to classify documents and extract information from 
them. This can be done either off-line for a static document collection like a contracts 
repository or on-line for slow text streams like the contracts stream and for fast text 
streams like news feeds tweets or blogs. To speed up the search for role-based entities 
as well as to improve the precision of the results, the IE layer first uses entity  
recognizers to identify appropriate entity types. For example, to extract the date that 
symptoms appeared from a patient report it first recognizes entities of type date in the 
report and only on the textual neighborhood (surrounding words) of these entities it 
applies the extraction models learned in the previous phase to recognize the  
symptoms onset date. For the external fast stream the documents are first classified to 
discard those that are irrelevant (i.e, those that are not about epidemics) to avoid  
wasting time in attempting to extract information from them. 
 



 Information Extraction, Real-Time Processing and DW2.0 43 

Once the information is extracted in terms of concepts (i.e., role-based entities) 
from the incident reports and the news items, the Analytics layer finds correlations 
using HNTs. Each concept belongs to one or more concept hierarchies and an HNT 
(Hierarchical Neighborhood Tree) is a tree based structure that represents all these 
hierarchies. Every document in the slow stream is converted to a feature vector (i.e., 
descriptor) where every feature is one of the extracted concepts. This document now 
coded as a multi-dimensional point is inserted into the HNTs for all the dimensions in 
the predefined hierarchies. For example suppose a report contains the concept “fever” 
and “Mexico” (e.g., the person visited Mexico). Then, it is coded as a two dimen-
sional vector, where fever belongs to the “Symptoms” hierarchy and “Mexico”, be-
longs to the “Location” hierarchy. In other words for the dimension “Symptoms” the 
value is “fever” and for the dimension “Location”, the value is “Mexico”. As a result 
of this process the reports in the slow stream are stored as multidimensional points in 
the HNTs.  Likewise, when an “interesting” (i.e., “epidemics) news article comes in, 
it is similarly converted to a multidimensional point and inserted into the HNTs. The 
reports in each level of the hierarchy (for each of the dimensions) are the neighbors of 
the news item. For example, assume there is a news article n1, which contains the 
concept “Honduras”. The report (slow stream document) containing the concept 
“Mexico” is a neighbor at the level of “political region” to n1. There are several ad-
vantages to using HNTs: (i) Mathematically, it allows us to overcome the problem of 
defining distances over categorical data such as regions, (ii) Inserts and deletes are 
very fast with the help of simple indexing schemes, (iii) It facilitates finding correla-
tions at different abstraction levels, thus we can use the levels to quantify the “near-
ness”, meaning points that are in the same node at a higher level are “less near” than 
the points which are in the same node  at a lower level in the hierarchy.  

The “nearness” is measured by the level of the lowest common ancestor. If news 
item ni and a patient incident report ck are neighbors in multiple HNTs they are more 

similar. This can be quantified with the following equation: ∏
=

=
d

j
jkiki sS

1
,,,  , Where 

Si,k is the similarity between news item ni and a report ck and si,k,j is the scale at which 
news item ni and a report ck  are neighbors in HNT d. Here d corresponds to the di-
mension.  This whole process is efficient as explained in [10]. 

Once we have computed the scale based similarity using the equation above, we 
compute the ‘top k’ reports that are most correlated to the news. These reports repre-
sent the best candidates of patients affected by the epidemics (they match characteris-
tics of the epidemic in terms of symptoms, place of origin, pre-conditions, etc). They 
make possible to derive information about the spread and effect that the epidemic 
onset is having in the area. With this valuable information, the hospital gains aware-
ness of how the situation is developing and can get prepared accordingly. 

In a nutshell, the goal of the IE and analytics layers of the platform is to reduce the 
time and effort to build data flows that integrate structured and unstructured data, 
slow and fast streams, and analyze (through correlation in our epidemics example) 
this combination of data in near-real-time to provide awareness of situations with 
potential impact on the enterprise business operations.  
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As part of this effort we are developing algorithms for different functions, includ-
ing information extraction and analytics, to be wrapped as operators of a library used 
to build data flows. In addition, we are developing techniques to optimize these flows 
with respect to different quality metrics in addition to performance (we call this, 
QoX-based optimization) [11]. 

5   Related Work 

Efforts have been made in this space in both industry and academia. There are OLTP 
database systems like Oracle, document management systems such as Documen-
tum™, workflow management systems like FileNet™, Text Mining products such as 
PolyAnalyst™ and Attensity™, Extract-Transform-Load products like Informatica™. 
However we have found no solution that encompasses all of these functionalities in a 
single platform that manages structured and unstructured data, integrating them seam-
lessly to provide actionable insight for optimizing business operations.  

Information extraction at the high semantic level done here is very challenging and 
requires training learning models. Although many proposals for such models exist [4], 
our experiments revealed that they do not work well for large documents nor they are 
flexible enough to cope well with variability in the text surrounding the information to 
be extracted (even if they claim the opposite). At the end, a lot of manual tuning 
needs to be done. This led us to decide creating our own algorithms for role-based 
entity extraction. In contrast, for plain entity extraction there are commercial and 
open-source frameworks and suites with recognizers well trained on vast collections 
of text or even manually created like ThingFinder [12] which is used in the IE layer 
for plain entity recognition. 

Distance based clustering approaches are most relevant to our streaming correla-
tion work. For high dimension data, distance computation can be expensive. In such 
cases a subspace projection approach can be used. Aggarwal [13] uses this approach 
for outlier detection. However, none of the approaches are designed for streaming 
data. A recent approach [14] computes distance based outliers over streaming win-
dowed data. However, they do not consider the case of heterogeneity of fast streams 
and slow streams. In this paper we propose a novel and efficient solution with HNT to 
measure the correlation among the patients incident reports in a slow stream and news 
items in a fast stream based on categorical distances.  

6   Conclusions 

We have presented our operational business intelligence platform where information 
extraction, real-time processing and analytics are the core functionalities to achieve 
the goal of providing actionable insight in a timely manner for improving business 
operations and at the same time to extend the scope of transactional processes with 
data from unstructured sources. Our work is unique in that it integrates seamlessly all 
the necessary components into a single platform, making it easy to develop applica-
tions that benefit from the insight obtained. We have shown an application where 
unstructured data from patients incident reports and from streaming news articles is 
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extracted and analyzed in real-time to enable situational awareness of epidemic onsets 
for hospitals to be proactive in being prepared to deal with the epidemic.  

Currently some components of the architecture have been implemented but we still 
have a long way to complete the development of algorithms and techniques for the 
rest of the platform components.  
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Abstract. The Cloud Computing paradigm influences various items including 
principles and architectures in the domain of the transaction processing. It might 
be predictable that the number of processing will exponentially increase. Al-
though the domain of the transaction processing has evolved and a number of 
implementations have also been developed according to the various require-
ments over the ages, there are still some remaining engineering issues in  
practice within SOA (Service Oriented Architecture) area. Therefore, it is pre-
dictable that developers will face a lot of difficulties to realize implementations 
and scalability. In this paper, we show a tentative proposal on a regulated 
framework and an abstract model in which a compensation transaction plays the 
central role. Further we propose a more effective transaction processing which 
rely on the new possible features by scalable environment. 

Keywords: Long Live Transaction, Compensation, Optimization. 

1   Introduction 

The Cloud Computing paradigm influences various items including also principles 
and architectures. The transaction processing has its long history in the computer era 
[1]; however it is not an exception and will also suffer from this paradigm shifting to 
the next evolution. The Cloud Computing paradigm consists of various elemental 
notions, thus it is almost impossible to define it exactly. However, it might be predict-
able that a number of processing and its complicacy will increase. 

Until now, the domain of the transaction processing has evolved and a number of 
implementations have also been developed according to the various requirements of 
each age, for instance the long live transaction which is dominant in the B2B (busi-
ness-to-business), SOA area. However there are still some remaining engineering 
issues in practice due to a lack of consensus among the notions in these areas. There-
fore, it might also be predictable that we will face a lot of difficulties to realize im-
plementations with scalability. 

In this paper, we show a tentative proposal on a regulated framework and an ab-
stract model in which a compensation transaction plays the central role. Then based 
on this framework we clarify the crucial points to realize the more effective transac-
tion processing, and also propose potential candidates for tackling these points, which 
rely on the new possible features due to the scalable environment. 
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The remainder of this paper is organized as follows; in section.2 we describe the 
background and issues. In this section, after clarifying the potential requirements 
caused by the Cloud Computing environment and current status on the compensation 
transaction, we will identify our approach. In section.3 we define the framework in 
order to regulate the disordered notions in regards to compensations. In section.4 we 
continuously describe potential candidates in order to realize the quick compensation 
transaction which is our main proposal in this paper. In section.5 the evaluation in 
regards to these candidates is mentioned. As it is currently difficult to demonstrate 
these quick compensation transactions due to the conceptual level of discussion, the 
evaluation will be done by comparing to the existing approaches. And we conclude 
and discuss about future’s works in section.6. 

2   Background and Issues 

Here, we will clarify the structure of the issues and focus on our main targeted one 
through three items. The first item is to identify the issues including the potential 
requirements. The second item is to identify the current status in aimed area. Then as 
the third item we will finally organize a new suitable approach as the solutions. 

For the first item, we will focus on the primary requirement. Gartner research pre-
dicts the emergence of a new stage of transaction processing due to raising the num-
ber of transactions, as the software as a service gains the central role of processing. 
According to their explanation, the notion of this stage is named ‘extreme transaction 
processing’ [2]. The main characteristic features are; (1) applying SOA notions, (2) 
increasing the number of transactions. These matters are related to the multiple and 
combined factors, so that we carefully need to analyze relationships among these 
factors. However, it is definite that realizing scalable processing is the most potential 
and crucial requirement. 

 In the case of the second item, we might retain the current approach under the in-
sufficient status in the SOA transaction area. The current dominant approach has been 
influenced by multiple factors, and the design methodology of the transaction proc-
essing might tend to be complicated. A history of the transaction processing is ex-
plained in detail by T.Wang and et al, [1]. Under the current status of SOA, not only 
the ACID properties, but the long live transactions are also charged with the big roles. 
Currently the most potential methodology and the specification to realize these long 
live transactions might be Web Service Business Activity as the OASIS standard [3]. 
In this standard, the compensation transaction is crucial to maintain the consistency, 
although the notion of the compensation transaction used to be proposed in the 
movement of the advanced transaction models in the late of 80’s. 

 Various new independent notions and methodologies had been considered in the 
B2B area. For instance the distributed workflows, Grid architecture applied for busi-
nesses and dependability with fault tolerance for the Grid have emerged [4]. How-
ever, identifying the relationship among the basic notions and solving the disorders in 
regards to the compensation transactions had definitely remained insufficient. For 
instance, according to P.Greenfield [5], there are some conceptual variations on the 
compensation. In the narrow sense, the terminology of the compensation means a 
compensation transaction in the sense of a long live transaction, especially in ‘Saga’ 
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case computation. Whereas, in the wide sense, that terminology could imply a part of 
the fault tolerance. Furthermore, according to M.Chessell et al. [6], in a wider sense, 
the procedures in the compensation can include the sub-procedures which are not 
related to the ACID transaction. 

Under the current status, it is impossible to develop more suitable methodology for 
the engineering of the combined long live transactions. Furthermore, it is impossible 
to define more efficient protocol oriented to the scalable solutions. Therefore, new 
issues are regulating the notions of the current status of the compensation transac-
tions, and identifying suitable approaches to realize the high efficiency of processing 
with focusing on the potential requirements. It is identified as the third item, here. 

In the B2B and SOA areas, there had been some prior studies done by 
B.Limthanmaphon and Y.Zhang [7], P.Hrastnik and W.Winiwarter [8]. However, 
when considering the new potential requirements, one might need to think about a 
more comprehensive precise approach and solution. And they might not be in the 
same level which remains under single and specialized views. 

In order to respond to the above new needs, we might be required to view the tradi-
tional transaction model with a wider scope and to make more abstract models for 
synthesizing the traditional elemental models. According to our observation, to do 
that we have only a short history as we have just started, for example defining taxon-
omy between transaction and workflow [9]. There are insufficient numbers of frag-
ments of the complete model. In this paper, we show a tentative proposal on a regu-
lated framework and an abstract model in which the compensation transaction has the 
central role. Then based on this framework, we aim to realize the more effective 
transaction processing for tackling the scalable environment. 

3   Definition of the Framework 

3.1   Outline 

Due to our general experience, the following methodologies and notations sound 
suitable when reorganizing the regulated framework and the abstract model, espe-
cially to explain about the fundamental notions. 

(1)Function layer model. 
(2)Class organization as a static model. 
The function layer model is popular to regulate the architectural requirements as 

we can see Open Systems Interconnection/Basic Reference Model as a typical exam-
ple [10]. Whereas the class organization is important in modeling to grasp the  
structural, configuration relationships. Based on the regulated notions on the compen-
sations expressed in these models, we clarify the crucial points to realize the more 
effective transaction processing in the section.4. 

3.2   Function Layer Model 

Considering the concept of the compensation according to the classification by 
P.Greenfield [5], the compensation transaction might be a sub-element. The proposed 
function layer model includes the extended notions from the original compensation 
transaction. Consequently, five sub-function layers are proposed. They are suitable in 
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the sense of corresponding software modularity. However, when comparing with an-
other framework for the fault tolerance in workflow, there seems to be a room to im-
prove the structure of the layers. In this section, we explain about the five sub-function 
layers and features on the software components. Additionally, we mention the remain-
ing issues caused by a comparison to concepts of the fault tolerance in workflow. 

Fig.1 shows the outline of our function layer model consisting of the five sub-
function layers as mentioned. This also shows the correspondence between sub-
function layers and granulites of activities’ network. Here, we assume that the four 
layers from the bottom will automatically be executed along the specified workflows, 
whereas the fifth layer at the top must be executed by inter-mediation of the human 
operations. 
(1) The first layer is ‘Service Invocation Layer’, which corresponds to invoked ele-

mental activities as services. As we have often encountered some divergences in 
expression due to treating wide domains, we will use ‘service’ and ‘activity’ 
within the synonyms. 

(2) The second layer is ‘ACID Transaction Layer’, which corresponds to ACID 
transactions grouping the set of elemental activities, and guaranteeing the ACID 
properties. The typical example of this behavior is the defined as X/Open transac-
tion model. 

(3) The third layer is ‘Compensation Transaction Layer’, which corresponds to the 
instance of the long live transaction like ‘Saga’ [11]. That uses the elemental 
ACID transactions including the compensation transactions. However, we define 
the obvious constrained features to this layer, which differ from the fourth layer. 
That is complete-recovering (Or equivalent-recovering in looser cases) to the 
original status at the passed safe point mentioned later whenever a fault happens. 
Furthermore, the following four properties ‘visibility’, ‘permanence’, ‘recover’ 
and ‘consistency’ are naturally important in the this layer instead of the tradi-
tional ACID properties according to P.K.Chrysanthis [12]. 

(4) The fourth layer is ‘Autonomic Compensation Layer’, in which the compensation 
procedures will not be limited within transactional manners, but a more general-
ized and non-transaction manner as well. In this layer, there is an obvious feature, 
which is ‘never faults and absolutely succeeds’. This feature is originally pointed 
out in [23]. In particular, the fourth layer should be treated with all of the possible 
procedures featured as fault tolerant instead of the transactional features. 

(5) The fifth layer at the top is ‘Compensational Operation Layer’, which must be 
run by an inter-mediation of human operations. In this layer, semantically equiva-
lent operations for the fault tolerant will be executed under the operators’ judg-
ments. 

As for the relationship with the granulites of the activities’ network, the Autonomic 
compensation layer should be defined including all paths of processes between safe 
points. The definition of the safe point is the same as one in [13]. Therefore, a path 
between safe points corresponds to an instance of workflow on the Compensational 
transaction layer. If there is an alternative path having the same start and end points, 
another instance of workflow on the Compensational transaction layer must be in-
voked. Any part of the above path consisting of set of element activities should be 
mapped as an instance on the ACID transaction layer, and elemental invocation 
should correspond to an invocation on the Service invocation layer. 
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Fig. 1. Outline of the function layer model for compensation transactions. This also shows the 
correspondence between elements of layers and granulites of activities’ network. 
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Fig. 2. The correspondence between elements of layers and fault tolerance methods defined by 
J.Yu and R.Buyya [4] 

Fig.2 shows our correspondence between layers and methods for fault tolerance de-
fined by J.Yu and R.Buyya [4]. So far based on our analysis, this correspondence 
tends to be ambiguous and includes multiple mappings. This might be caused not only 
by existing ambiguities on the defined granulites in the framework of fault tolerance 
methods, but also by no explicit definitions in regards to the resources in our function 
layer model. In this paper we don't intend to analyze these multiple mappings more 
precisely because that activity requires us to define the common Ontology sharing 
notions over both of the compensation procedures and the fault tolerance methods. 
Furthermore we need to re-organize the models of them individually. For example, 
P.Grefen and J.Vonk report the taxonomy of transactional workflows through analyz-
ing their conceptual relationship and plotting all cases on coordinates consisting of 
concepts and architectures [9]. According to their report, the integrated concept model 
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is applied in order to compare a case to others. More precise analysis would require us 
to apply the similar methodology if we would try to clarify the relationship between 
compensation procedures and the fault tolerance methods. However as the fault toler-
ance contains the heterogeneous categories like replica of data, the fault tolerance 
might naturally be related to wider domains than merely workflow.  

This suggests to us that the number of classes included in the targeted Ontology 
might be huge. Unfortunately, there are obviously no limits when modeling our 
world, and our current model remains as explained in the next section. Thus, it might 
be insufficient for analyzing the correspondence more precisely. By the sense men-
tioned above, our function layer model remains as a tentative version. However it is 
sufficiently explanatory for evaluating the quick compensation transactions as our 
current target. 

3.3   Class Organization as a Static Model 

In the traditional modeling of transaction processing, most of the cases have usually 
been modeled in the two notations. The first is a sequence chart which can deal with 
dynamical interactions between entities within time passing. The second is a graphical 
notation for general transaction models defined by J.Gray and A.Reuter which can 
express transitions of entities’ states [14]. And there are not many notation instances, 
which can express the static and structural aspects of the transaction processing. 
However when thinking about the framework which will deal with the relationship 
between a transaction processing and its corresponding compensations through ab-
stracted models, that might closely mean evaluating instances of that relationship 
from the point of view of structural aspects. 

Therefore, it is mandatory to adopt the notation, which has properties correspond-
ing to the class chart. In previous works, there are the following instances which treat 
the notions in regards to the compensation transactions. The first instance is the meta-
model expression in XML proposed by P.Hrastnik and W.Winiwarter [8]. The second 
one is UTML (Unified Transaction Modeling Language) proposed by N.Gioldasis and 
S.Christodoulakis [15], [16]. In particular UTML has the notation, which are extended 
from the UML class chart, and constraint rule expression for instances. Therefore we 
might feel potentiality and some advantages as a meta-language on this UTML. Here 
we define our targeted class organization as a static model by inheriting and extending 
this UTML. 

In this UTML, ‘Activity’ and ‘Operation’ classes which correspond to the defini-
tions of the management units are defined, and ‘Activity Instance’ and ‘Operation 
Instance’ classes as execution instances refer to them. Difference between ‘Activity’ 
and ‘Operation’ classes relies on the atomic property, and the minimum atomic unit is 
‘Operation’. This ‘Operation’ class corresponds to ‘Service Invocation Layer’ of the 
function layer model expressed in Fig.1, and the ‘Activity’ class is mapped to ‘ACID 
Transaction Layer’ and ‘Compensation Transaction Layer’ of the function layer 
model. Furthermore the ‘Activity’ class can express a hierarchical invocation relation-
ship not only by referring ‘ActivitySet’ class but also by being referred by that. And 
‘ManagementOperation’ which expresses the abstraction of procedures at an initiation 
and a termination is explicitly drawn. 
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However according to our review of the class organization of the original UTML 
from point of view of integrating multiple models and realizing a quick compensation 
transactions as mentioned later, there are the following five items to be enhanced. 
(1) Within our recognition the ‘propertySet’ class seems to focus on the ACID prop-

erties. However, it might be insufficient for our assumed cases, as there seem to 
be no suitable classes for the properties featured at execution time. As a typical 
instance, we often need to specify the order of procedures ‘Only in sequence’ or 
‘In parallel’. An opportunity of this specifying obviously arises in the case of us-
ing OASIS/WS-BPEL(Web Service Business Process Execution Language) [17], 
which is a standard for the distributed workflows, the instances of which consists 
of a set of ‘Activities’. 

(2) In regards to the properties, there seem to be no corresponding notions to save 
points and safe points. These notions are definitely important to decide of a scope 
for compensation transactions. 

(3) Weimin Du and et al categorize the compensations and define the method of 
Lazy Compensation [18]. In this sense, there is a characteristic property for the 
notion of the compensation. And the comprehensive performance of the compen-
sations might lie on that property. In particular, in our function layer model 
drawn in Fig.1 there is the clear border between the ‘Compensation Transaction  
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Fig. 3. Enhanced class structure by using notions defined the UTML: Unified Transaction 
Modeling Language defined by N.Giodasis and S.Chritodoulakis [15], [16] 
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Layer’ aiming for maintaining a transaction consistency and ‘Autonomic Com-
pensation Layer’ lying above the ‘Compensation Transaction Layer’. Therefore, 
the characteristic property describing the compensation itself is implicitly impor-
tant. In our extended model, we need to specify this property. 

(4) It is important to decompose the class ‘ManagementOperation’ like initialization 
more explicitly. These procedures are merely costs for the whole of transactions. 
Therefore, it is naturally required to optimize and compress these procedures to 
be more effective. In order to identify the cost structure of the transaction, we 
need to decompose the overhead operations. 

(5) It is obviously important to grasp the explicit relationships between the execution 
entities like a transaction manager, a coordinator and a resource manager. 

According to the above items, our enhanced class organization based on the UTML is 
shown as Fig.3. In this figure, the aforementioned properties are expressed as gray 
rectangles with white letters. 

4   Potential Approaches for the Quick Compensations 

4.1   Outline 

The following items might have potentialities, when identifying the crucial points to 
realize more effective transaction processing and quick compensations according to 
the function layer model as Fig.1 and the class organization as Fig.3. 
(1) Shrinking the safe point intervals and making management operations more  

effective. 
(2) Identifying potential phases to be compressed. 
In this paper, we explain about outlines of them more. Then due to limited space of 
this paper, with omitting the first item, we will newly mention the enhanced rollback 
migration protocol as one of potential candidates to the above second item in section 
4.3. 

4.2   Background for the Two Candidates 

The first item mentioned above includes two related points and making balance of 
both is the most important matter here. In general, there might be both an effect and a 
side effect in regards to shrinking the safe point intervals. As the effect of shrinking 
them, we could realize a quick and short term recovering when a fault would happen. 
Whereas, it could lead more overhead cost for the initial coordination. 

‘ManagementOperation’ class in Fig.3 definitely remains as an overhead from the 
point of view of efficiency of the transaction processing. Therefore increasing the 
number of instances of ‘ManagementOperation’ class means less efficiency to the 
whole of the transaction processing. Furthermore, from the point of view of ACID 
properties, too short safe point intervals in the long live transactions are substantially 
equivalent with managements by ACID transactions. Thus, managing by long live 
transactions would lose their value and meaning. Therefore, it would become an im-
portant issue to design the suitable granulites of safe point intervals according to the 
probability of occurrences of faults. 
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When thinking about the second item mentioned in the previous section with Fig.1, 
it is important how to compress the procedures on the ‘Compensation Transaction 
Layer’, in other words the procedures for recovering to the original status at the 
passed safe point. The reason for this is because the function on ‘Autonomic Com-
pensation Layer’ remains merely as a function to specify the alternative path, whereas 
the main responsibility of the function of ‘Compensation Transaction Layer’ is man-
aging the consistency of the long live transactions. 

In the case where an activity belonging to an instance of a long live transaction has 
a complicated hierarchical invocation relationship and is applied with the normal Saga 
for its compensation transaction, the invocation order of the compensation transaction 
to the safe point as the start point must usually be inverse to the order of the original 
long live transaction. The concrete algorithm for this is mentioned by P.Grefen, et al. 
[13] and the concrete requirements to maintain the consistency are explained by 
Weimin Du, et al. [18]. 

In Fig.3 there are no explicit expressions. But if an instance of ‘Compensation 
Manner’ class as a property attached to the ‘Compensation’ class is specified as 
‘Saga’, that instance of the ‘Compensation’ class must be bound to the instance of the 
‘Concurrency’ class as a part of ‘EnhancedPropertySet’ class which is also a part of 
the original ‘Activity’ class. Thus there are certain possibilities that all of the compen-
sation procedures must be carried out in sequence in the worst case where the activity 
has a complicated hierarchical invocation relationship. Therefore it becomes impor-
tant as the second item as to how the compressed procedure for the compensation 
should be established. 

4.3   Enhanced Rollback Migration Protocol 

Rollback Migration is proposed by J.Vonk and P.Gefen, and it might be allowable to 
maintain the consistency of the transactions with some time lags [19]. With our more 
consideration, we could mention that Rollback Migration is the method to move the 
management responsibility on the processed transaction to the outside requester once. 
Consequently, it might be postponed more to maintain the consistency inside of the 
scope of the transactions compared to the normal Saga. As mentioned before, in order 
to compress the procedure in the compensation, we have considered a new method 
named ‘Enhanced Rollback Migration protocol’ by adding new elements into the 
original Rollback Migration. The features of this protocol could be described as  
following; 
(1) The super huge scale of data management will be realized in the Cloud Comput-

ing era. Therefore, facilities of temporal data management will become more 
popular than the previous and current conditions. Therefore here, we rely on 
these facilities existing in the near future. 

(2) The execution of the compensation transactions will be done under other transac-
tion context from the original one. Therefore, it is possible to assume the recom-
bination of the compensation transactions regardless of their original orders and 
contents. 

(3) The sequential inverse constrained by Saga must be replaced with more parallel 
compensation processing, if there are few negative influences and few dependen-
cies, which are mentioned by Weimin Du [18]. In particular, there are some  
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dependencies on data, if the procedures are changed according to the values of 
data processed before completing the procedures. However, if we were to apply 
the temporal data management and it could easily provide the previous data status 
at any time, we could also decrease those dependencies at least in recovering 
phase. In these cases, the constraints due to Saga might become meaningless. 

(4) There are definitely constraints to access the resources under the long live trans-
actions, due to maintaining security for them, autonomy of them and the current 
dominant architecture consisting of three tiers. However, if some of the resources 
managed by ACID transactions on the edges would be disclosurable to outside 
transaction managers, all of the compensation transactions to them must be in-
voked directly by the aforementioned outside transaction manager in the ACID 
manner. Otherwise, in impossible cases, the compensation transactions managed 
under the long live transactions will be invoked. 

In order to explain about the procedure of this Enhanced Rollback Migration protocol, 
we will assume the following simplified model drawn in Fig.4. This model consists of 
four tiers as a special case and contains the notational symbols mentioned in follow-
ing individual explanation. We can naturally extend this into the more general model 
with finite number of tiers. 
(1) The first tier is the client application, which is both of the requester and the bene-

ficiary of the whole of a long live transaction instance. 
(2) The second tier corresponds to the superior transaction manager which manages 

the instances of the long live transaction with multiple subordinate transaction 
managers. Here we will express this superior transaction manager with the sym-
bol of TM(11). 

(3) The third tier corresponds to multiple subordinate transaction managers each of 
which manages the instances of the ACID transaction with multiple subordinate 
resource managers. Here we will express the subordinate transaction manager as-
signed at kth with the symbol of TM(2k). 

(4) The fourth tier corresponds to multiple subordinate resource managers. Here we 
will express the subordinate resource manager assigned at mth under the afore-
mentioned subordinate transaction manager TM(2k) with the symbol RM(2km). 

The set of tiers from the first tier to the third one composes a scope of a long live 
transaction, and each subordinate transaction manager at the third tier individually 
composes a subordinate scope of a long live transaction. Furthermore inside of these 
subordinate scopes of the long live transactions, the set of the ACID transactions is 
defined according to all of resource managers. In particular some of the multiple sub-
ordinate transaction managers at the third tier which can be executed in parallel under 
the same transaction contexts compose a block of procedure to be invoked at a time. 
And this block contains all of the subordinate resource managers under the set of the 
subordinate transaction managers. Then the set of the blocks of procedure will  
sequentially be invoked by the superior transaction manager at the second tier. Fur-
thermore in Fig.4 we will regard the prior status of the invoking the subordinate trans-
action manager TM(21) as the first safe point. Then we will also regard the after status 
of invoking the subordinate transaction manager TM(2n) as the next safe point. 

Now we assume that a failure would happen during processing at the resource 
manager RM(2k2) as Fig.4 shows. In this case, what the system should do as the first 
reaction is to identify the failure and the scope of the compensation transaction. In the 
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case of Fig.4, the area surrounded by the bold dotted line until the latest safe point 
becomes the scope of the compensation transaction. 

Fig.5 and Fig.6 demonstrate the heart of the procedures of the Enhanced Rollback 
Migration protocol. The resource manager RM(2k2), which detects the failure during 
updating and prepare phases of the two phase commitment, will inform about the 
failure to the subordinate transaction manager TM(2k) which marshals the ACID trans-
action and long live transaction managing the aforementioned ACID transaction. If 
the subordinate transaction manager TM(2k) doesn’t find out the necessity to execute 
the compensation transaction within its own scope, this subordinate transaction man-
ager TM(2k) will also inform about the failure to the superior transaction manager 
TM(11) as step.1. In the case of the normal Saga, the superior transaction manager 
TM(11) might invoke the instance of the compensation transaction to the prior subordi-
nate transaction manager TM(2k-1). However in the case of the Enhanced Rollback 
Migration protocol, the superior transaction manager TM(11) may once inform about 
the failure to the client application and close the failed transaction as step.2. Then the 
compensation process will be started under another transaction context. Naturally this 
invocation of another is not mandatory, so that the superior transaction manager 
TM(11) can continue to execute the failed instance of the long transaction. 
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Fig. 4. Instance model containing the compensation transactions executers. This model has four 
layers for the entire of transaction processing.  

Regardless of the manners, the superior transaction manager TM(11) will send que-
ries in parallel to all of the subordinate transaction managers inside the scope of the 
compensation transaction as step.3 in order to confirm the following two conditions. 
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(1) Whether the version management is applied in order to record the transition of 
data. 

(2) Whether it is possible to permit the superior transaction manager to access all of 
subordinate resource managers directly in the ACID transaction manner. 

After receiving all of the results of queries, the superior transaction manager TM(11) 
will invoke a new ACID compensation transaction to revive the previous status before 
the safe point. This ACID compensation transaction will be executed under another 
transaction context with a set of resource managers marshaled by the subordinate 
transaction managers, all of which positively respond to both of the aforementioned 
two conditions. Fig.6 shows the situation of this invocation. According to this Fig.6, 
the subordinate transaction manager TM(22) cannot satisfy the first condition and the 
subordinate transaction manager TM(2k-1) cannot satisfy the second condition. Both of 
them will be compensated by another long live transaction after the aforementioned 
ACID compensation transaction. In this case, it will also be done in parallel unless 
there are constraints and negative influences in regards to the order of invocations. 

The pseudo-code described in Appendix. A expresses the algorithm in the case of 
another invocation in the above explanation. The most characteristic parts are around 
step#4.1, step#5. These parts correspond to the procedures shown in Fig.5 and Fig.6 
and include the process in the two phase commitment. However the failed resource 
managers will repeatedly try to do reviving the specified status until allowable times. 
On the other hand successful resource managers will fall out from repeating proce-
dure. Then, the ordinary compensation transaction will be carried out with aforemen-
tioned subordinate transaction managers TM(22), and TM(2k-1) around step#8. 
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Fig. 5. Phase.2 action of the enhanced rollback migration protocol. Here the superior transac-
tion manager interacts with subordinate transaction managers in order to seek the possibilities 
of the compressed compensations. 
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Fig. 6. Phase.3 action of the enhanced rollback migration protocol. Here the superior transac-
tion manager will start a new compensation transaction in ACID, if the resource managers 
support temporal or version management functions, and the subordinate transaction managers 
can allow the superior transaction manager to access the subordinate resource managers. 

5   Comparisons to the Relative Works 

5.1   Outline 

In this section, we consider the meaning of our approach and the potential position of 
the proposed ‘Enhanced rollback migration protocol’ by comparing to the existing 
related works. As categories of the existing related works, at least the following items 
should be mentioned; however the degree of comprehension on recovery will be omit-
ted due to limited space. 
(1) Evaluation on the framework. 
(2) Optimization. 
(3) Degree of comprehension on recovery. 

5.2   Evaluation on the Framework 

There are not many studies on the framework, which treat the compensation as the 
central topic with explicit demonstration in regards to the function layers and  
class organization. In general, the framework in this area might be explained implic-
itly as a part of the architecture for workflow management and its formalization. The 
reason of this trend might be related to the strong dependency of the compensations 
on the features of the application logics. In particular, the evaluation by the formaliza-
tion is one of the important approaches in this area due to the big issue on how to 
maintain the consistency. The following are the existing and known studies with the 
formalization. 
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(1) H-transaction. 
(2) ACTA. 
(3) ConTract. 
(4) StAC and related approaches. 

H-transaction is the description framework proposed by L.Mancini et al, which is 
applicable to Saga [20]. In this study, the layered architecture model, behaviors of 
elemental components, and hierarchical primitives named as ‘basic primitives’ and 
‘new primitives’ are explained. And it also explains its ability to express the various 
advanced transaction models. In this study the function layers are explicitly defined, 
however, the main contribution of this study might be to define the high level linguis-
tic framework. Thus the issues on the compensations are not necessarily treated as the 
main concerns. Therefore, their motivation might be different from ours as one of our 
issues is to clarify how the function layers for the compensation should be organized. 

ACTA is a comprehensive transaction framework to verify effects from the ex-
tended transactions and it is demonstrated in applying it to the constructible Saga 
[12], [21]. This formalizes the constraints from the dependencies in the transaction 
processing. Furthermore, the aforementioned UMTL also explicitly defines the con-
straints on the defined classes [16]. Although we consider the function of the compen-
sations with a broader perspective in this paper, there is no sufficient formalization in 
regards to the constraints within the individual function layer. However, there tends to 
be neither sufficient decomposed formula into the individual function layer in the 
existing studies. This might suggest that the bidirectional approach between defining 
function layers comprehensively and decomposing formulas into the individual func-
tion layer should be important and required more. 

ConTracts defines the categories of the compensations in formulas which are based 
on the predefined basic elemental formal models [22], [23]. In particular, the follow-
ing two concepts are defined in the formal approach; the first is the comprehensive 
compensation which treats multiple execution steps in its procedure. The second is the 
partial compensation which can change the execution models. On the other hand, 
there are certain conceptual differences from ours in regards to decomposing function 
layers in particular between ‘Compensational Transaction Layer’ and ‘Autonomic 
Compensation Layer’ in Fig.1. As mentioned before, our ‘Compensational Transac-
tion Layer’ should be defined to maintain the consistency, whereas our ‘Autonomic 
Compensation Layer’ corresponds to realizing high reliability. In this sense, we do 
not decompose both functions in the same view with ConTracts. 

As for StAC and the new trend of the formalization, the detailed explanations are 
mentioned in references [24], [25], [26]. StAC is a business process modeling lan-
guage the scope of which includes the compensations and this is the latest research in 
the formalization area to the best of our knowledge. In this research the various styles 
of Saga have been defined. As there are some related matters with the optimization in 
StAC, it will briefly be mentioned in the next section. 

By using the formalization we can verify the appropriateness of the compensations 
and definitions of the constraints to maintain the consistency. However the aspect in 
regards to the composition might be ambiguous because this might be treated  
indirectly. Therefore it might cause some ambiguities in defining the function sets of 
the compensations. Thus it might become a crucial factor causing some difficulties in 
the practical operational designing. In order to solve these difficulties, we need to 
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redefine the framework consisting of the function layers and also need to positively 
formalize the elemental functions and behaviors within the individual function layer. 
This is the main argument of our consideration. 

5.3   Optimization 

The aforementioned ‘Enhanced rollback migration protocol’ which is aimed for  
realizing more efficiency is also related to the optimization. Here, we mention the 
relationships to the existing optimization techniques. The following list shows the 
existing and known techniques of the transaction optimization. 
(1) Presume abort and Presume commit. 
(2) One-phase. 
(3) Read-Only. 
(4) Integrated way with optimizing queries to replica. 
(5) Lazy Compensation. 
(6) Parallel Sagas. 
Presume abort, Presume commit, One-phase and Read-Only are traditional and well-
known approaches explained in [27], [28]. Therefore, the explanation about them 
should be omitted here. The integrated way with optimizing queries to replica is pro-
posed by A.Helal et al. [29]. This proposes a method of allocating a replica for being 
referred under integration with optimizing queries. These five methods are applicable 
in both of the traditional distributed environments and long live transaction environ-
ments. On the other hand, Lazy Compensation is proposed by Weimin Du because the 
cost of compensation procedure is expensive [18]. This method includes postponing a 
compensation to be applied as late as possible and judging them after checking the 
changed status. These methods are not directly related to our ‘Enhanced rollback 
migration protocol’. 

The study which our protocol directly has a relationship to is Parallel Sagas pro-
posed by R.Bruni [24]. This gives the formalized model for decomposing sequential 
Sagas into a set of concurrent processing. And a related implementation is reported in 
[30]. Comparing our protocol to this Parallel Sagas, our proposal regards that the 
complete reverse order in compensations might become meaningless due to following 
three items; the first is emergence of the data management on a huge scale and  
increasing popularity of the temporal data management. The second is the easy revi-
talization of data at any specified time due to the aforementioned temporal data man-
agement. And the third is less dependencies in the recovering phase. Furthermore, we 
assume the new model with compressing compensation procedures under the dis-
closed resources although we need more to verify this hypothesis. That is an issue 
which remains for future’s work. 

6   Summary and Conclusions 

In this research study, an attempt has been made to make the notion of the compensa-
tion transaction clearer. The paper aims to identify the crucial points in order to  
prepare for the potential demand caused by ‘extreme transaction processing’. In par-
ticular the study also explains about the possibility of the ‘Enhanced rollback  
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migration protocol’which executes the compensation processing in parallel. Therefore 
we conclude it has the sufficient potentiality to be more effective for the scalable  
environment. 

Further, there are several items of studies to be done as follows; the first is to prove 
how ‘Enhanced rollback migration protocol’ has advantages in the performance 
through the numerical evaluation. The second is to define the formal semantic model 
for the ‘Enhanced rollback migration protocol’ strictly. And the third is to consider 
the optimized coordination processes. 
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Appendix A 

compensationProcess(abortedTransactionContext){ 
transactionContext = getNewTransactionContext(); //#1 
invokeSuperiorTransactionManager(transactionContext);  //#2 
List<subordinateTransactionManager> = 
identifyListOfSubordinateTransactionManager( 
abortedTransactionContext);  //#3 

FOR All of List<subordinateTransactionManager>{ 
//#4 in parallel 
List<disclosurableResourceManager> = 

listenCompensationProprty( 
subordinateTransactionManager); //#4.1 

IF List<disclosurableResourceManager> != EMPTY){ 
List<qCDisclosurableResourceManager> = 

addListForQuickCompensation( 
List<disclosurableResourceManager>); //#4.2.1 
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}ELSE{ 
List<normalSubordinateTransactionManager> = 
addListForNormalCompensation( 
subordinateTransactionManager); //#4.2.2 

} 
} 
setLoopLimit(ITERATION); 
setCount(counter=0); 
WHILE(qCDisclosurableResourceManager != EMPTY && 
counter < ITERATION){ //#5 
FOR All of List<qCDisclosurableResourceManager>{ 
//#5.1 invoked in parallel 
doCoordination(qCDisclosurableResourceManager);  //#5.1.1 
result = requestRevive( 
qCDisclosurableResourceManager, 
abortedTransactionContext);  //#5.1.2 

IF(result == ‘Success’){ 
List<2PCResourceManager> = addEnlist( 
qCDisclosurableResourceManager); #5.1.3.1 

} 
} 
FOR All of List<2PCResourceManager>{ 
//#5.2 invoked in parallel 
result=do2PCPreperationPhase(2PCResourceManager);//#5.2.1 
IF(result != ’Success’){ 
List<2PCResourceManager> = removeFromList( 
2PCResourceManager);//#5.2.2.1 

} 
} 
FOR All of List<2PCResourceManager> { 

do2PCCommitmentPhase(2PCResourceManager); //#5.2.3 
List<qCDisclosurableResourceManager>= 
removeFromList(match(2PCResourceManager, 
List<qCDisclosurableResourceManager>)); //#5.2.4 

   } 
   counter++; 
} 
IF(counter==ITERATION){ 
 ThrowError( ); //#7.1 
} 
FOR All of List<normalSubordinateTransactionManager>{ 
//#8 invoked in parallel 
doCoordination(normalSubordinateTransactionManager, 
transactionContext); //#8.1 

result = doCompensation( 
normalSubordinateTransactionManager, 

     transactionContext,abortedTransactionContext); //#8.2 
IF(result!=’Success’){ 
Throw Error (  ); 

  } 
} 

}//#End 
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doCompensation(normalSubordinateTransactionManager, 
transactionContext,abortedTransactionContext){ 
List<resourceManager> = invokeResourceManager( 
transactionContext);//#10 

FOR All of List <resourceManager> { 
doCoordination(resourceManager,transactionContext); //#11.1 

} 
setLoopLimit(ITERATION); 
setCount(counter=0); 
setStatusOfCompensation( 
statusOfCompensation=’incompleted’); 

WHILE(statusOfCompensation != ’completed’&& 
counter < ITERATION){ //#15 
FOR All of List<resourceManager> { 
//#15.1 invoked in parallel 
result = doCompensation (resourceManager,  
transactionContext,abortedTransactionContext); //#15.1.2 

IF(result == ‘Success’){ 
List<2PCResourceManager> = addEnlist( 
resourceManager); 

}ELSE{ 
      doAbort(List<resourceManager>, 

transactionContext); //#15.1.3 
List<2PCResourceManager> = removeFromList(ALL); //#15.1.4 
Break; 

} 
} 
counter++; 
IF(List<2PCResourceManager> != EMPTY){ 
FOR All of List<2PCResourceManager>{  
//#15.2 invoked in parallel 
result = do2PCPreperationPhase( 
2PCResourceManager); //#15.2.1 

IF(result != ’Success’){ 
doAbort(List<2PCresourceManager>, 
transactionContext);  //#15.2.2 

List<2PCResourceManager>=removeFromList(All); //#15.2.3 
Break; 

} 
} 
IF(List <2PCResourceManager> != EMPTY){ 
FOR All of List<2PCResourceManager>{ 
//#15.3 invoked in parallel 
do2PCCommitmentPhase(2PCResourceManager); 

        //#15.3.1 
} 
setStatusOfCompensation( 
statusOfCompensation=’completed’); //#15.4 

} 
} 

 
IF(counter == ITERATION){return(‘Failure’); //#16.1 } 
ELSE{return (‘Success’);//#16.2 } 

}//#End. 
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Abstract. The difference between CPU access costs and memory access costs
incurs performance degradations on RDBMS. One of the reason why instruction
cache misses occur is the size of footprint on RDBMS operations does not fit
into a L1 instruction cache. To solve this problem Zhou proposed the buffering
operator which changes the order of operation executions.

Although the buffering operator is effective, it cannot be applied for RDBMS
in the real business. It is because Zhou does not show an algorithm for optimizer
to select the buffering operator.

Thus we realized the CC-Optimizer which includes an algorithm to appro-
priately select the buffering operator. Our contributions are the design of new
algorithm on an optimizer and its implementation to RDBMS.

For experimental RDBMS, we used PostgreSQL as Zhou did, and our ma-
chine environment was Linux Kernel 2.6.15, CPU Intel Pentium 4(2.40GHz).
The result of preliminary experiments showed that CC-Optimizer was effective.
The performance improvement measured by using OSDL DBT-3, was 73.7% in
the greatest result, and 17.5% in all queries.

1 Introduction

The difference between the CPU and memory degrades relational database management
system (RDBMS) performance. The traditional approach to this problem has been to
reduce L2/L3 data cache misses [1,2,3]. In another approach, Zhou proposed to reduce
the number of L1 instruction cache misses [4]. Zhou proposed a buffering operator,
which buffers usual operators such as index scan, sequential scan, aggregation, and
nested loop join.

The buffering operator reduces the number of L1 instruction cache misses under cer-
tain conditions, but it increases misses under other conditions. Beyond that, the positive
and negative conditions were not clarified in the original work [4]. Also, [4] does not
go far enough in the design of an optimizer with buffering operator. In designing such
an optimizer, the positive and negative conditions should be clarified.

This paper investigates the effects of the buffering operator by re-implementing it.
We adopted PostgreSQL-7.3.16, Linux Kernel 2.6.15, CPU Intel Pentium 4 (2.4 GHz).
We propose a Cache Conscious query optimizer, the CC-optimizer with algorithms that
judge the usage of buffering operators.

S. Kikuchi, S. Sachdeva, and S. Bhalla (Eds.): DNIS 2010, LNCS 5999, pp. 65–79, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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The rest of the paper is organized as follows: Section 2 describes related work that
reduces the number of CPU cache misses on RDBMS. We introduce the buffering op-
erator paper [4] in detail. We then describe the flaws in [4] and formulate the problem.
Section 3 describes re-implementation of the buffering operator and experimental in-
vestigations of its behavior. Section 4 describes implementation of the CC-optimizer.
Section 5 describes experimental results of the CC-optimizer measured by a standard
benchmark tool, OSDL DBT-3[5]. Section 6 concludes this paper.

2 Related Work and Problem Formulation

2.1 CPU Archichitecture and L2 Data Cache

CPU has a hierarchical memory architecture. CPU memory accesses are accelerated by
cache memories. Cache memories are incorporated into the CPU die internally, taking
into account both spatial locality and time locality. Figure 1 shows the architecture of
the Pentium 4 cache memory1.

The CPU first accesses an L1 cache to look for data or instructions. If it fails, then
CPU accesses an L2 cache. If that fails, the CPU then accesses an L3 cache if it ex-
ists, or memory if an L3 cache does not exist. The access cost for memory is more than

Memory

2nd Level Unified Cache 1st Level
Data Cache

Fetch/
Decode

Trace
Cache Execution Retirement

Branch Prediction

Fig. 1. Pentium 4 Cache Memory Architecture

� �
SELECT COUNT(*) FROM item;

� �
Fig. 2. A Query with Simple Aggregation

1 Reference: Zhou, J. and Ross, K.A., Buffering Database Operations for Enhanced Instruction
Cache Performance, Figure 2, Proc. SIGMOD’04.
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10 times that for the L2/L3 cache [4]. That is why considerable work has focused on
reducing L2/L3 cache misses [1][6][7][3].

2.2 L1 Instruction Cache: Buffering Operator

As shown above, some work focused on reducing the number of L2/L3 cache misses.
On the other hand, a few work focused on reducing the number of L1 cache misses
[2,4].

To the best of our knowledge, the [4] only focused on reducing L1 cache misses
for general relational query processing. Although the penalty for an L1 cache miss
is smaller than for an L2 cache miss, L1 cache misses outnumber L2 cache misses.
It is therefore important to reduce L1 cache misses from the standpoint of DBMS
performance.

[4] proposes a method that reduces L1 instruction cache misses on a real DBMS,
PostgreSQL. The method is referred to as “buffering operator.” Although the advantage
of the buffering operator is clear, it should not be directly applied to real DBMSs. This is
because the buffering operator improves performance in some situations, but it degrades
performance in other situations. The following section describes the buffering operator
in detail.

The total size of operators required for a query processing sometimes exceed ca-
pacity of an L1 instruction cache. When that happens, an L1 instruction cache miss
occurs, degrading performance of the RDBMS. Let us look at the mechanism of an L1
instruction cache miss in detail.

First, an operator is a processing unit with a specific meaning in an RDBMS. Post-
greSQL implements many operators including sort, join, aggregation, etc. We take into
account the behavior of operators when processing the simple query shown in Figure
2. To process the query, a scan operator that reads the item relation and an aggregation
operator that aggregates the result of the scan are necessary. On PostgreSQL, these op-
erators are implemented as the TableScan operator and Agg operator. They construct a
plan tree as shown in Figure 3.

On the plan tree, Agg is denoted as a parent operator (P) and TableScan is denoted
as a child operator (C). For each aggregate processing on P, P fetches a tuple from C
followed by the pipeline execution manner. This mechanism contains the sporadic L1

TableScan

Agg

Fig. 3. Simple Plan Tree

TableScan

Agg

Buffer

Fig. 4. Buffering Operator for a Simple Plan Tree
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cache miss occurrences. Assuming that cardinality of the item relation in Figure 3 is 8,
operators are executed as follows:

PCPCPCPCPCPCPCPC

If the total footprint of P and C is larger than the L1 instruction cache, an execution of
both operators causes an L1 instruction cache miss. This occurs because only one of P
or C can fit into the L1 instruction cache; the other will be excluded from the cache.

To solve this problem, [4] proposed a novel technique, the buffering operator. The
buffering operator buffers a pointer to data that is generated by child operator. Buffering
operator can be implemented with a small footprint. With the buffering operator, usual
operators can be executed continually, thereby reducing the number of L1 instruction
cache misses. Let us look at an example. By applying buffering operator to the simple
plan tree in Figure 3, a buffering operator is inserted into a link between two nodes, and
a new plan tree is constructed as shown in Figure 4. If the buffering size of the buffering
operator is 8, the execution order of parent/child operators can be changed as follows
using the buffering operator.

PCCCCCCCCPPPPPPP

The same operators are executed continually (C. . .C or P. . .P), thereby reducing the
number of L1 cache misses. However, please note that the reduction is achieved only
when the total footprint of P and C is larger than L1 instruction size.

[4] evaluated the buffering operator, reporting that the buffering operator reduced
the number of L1 instruction cache misses by about 80%, and the buffering operator
improved query performance by about 15%.

2.3 Problem Formulation

As Section 2.2 described, the buffering operator reduces the number of L1 instruc-
tion cache misses if total size of the parent/child operators is larger than the L1 cache.
Otherwise, the buffering operator increases the number of L1 instruction cache misses
because of the overhead produced by the buffering operator itself [4]. Therefore, the
technique should be applied only when it is effective. In the final stage of query pro-
cessing in a usual RDBMS, after several plan trees are generated by a planner module,
a query optimizer chooses the best plan from among them. For the chosen plan tree,
with the buffering operator, the optimizer should find links where the buffering opera-
tor should be inserted to improve performance further.

To realize such a query optimizer, the following two problems should be addressed.

1. Deep analysis of buffering operator behavior.
The behavior of the buffering operator is not analyzed in depth by [4]. The paper
does not present enough data for a query optimizer to find links in a plan tree to in-
sert the buffering operator. To obtain the data, detailed investigation should include
cases in which the buffering operator is appropriate and when it is inappropriate;
and the boundaries should be clarified with several parameters.

2. Realization of a query optimizer with buffering operator.
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After finishing the in-depth analysis of buffering operator behavior, an algorithm to
find links, where the buffering operator is inserted, should be constructed based on
the analysis.

We describe approaches to these problems in the remainder of this paper.

3 Analysis of Buffering Operator

3.1 Reimplementation of Buffering Operator

To analyze the behavior of the buffering operator, we re-implement it reading [4]. For
implementation, we used PostgreSQL-7.3.16 since [4] used PostgreSQL-7.3.4; their
basic architectures are the same.

We implemented the buffering operator as a new operator. Therefore, conventional
operators are not modified with this implementation. In our implementation, the buffer-
ing operator is invoked by the executor module. The executor module indicates the
position of the buffering operator in a plan tree. An example of the indication is shown
in Figure 4. To achieve it, we modified the executor module so that it can deal with the
buffering operator similarly to conventional operators.

We adopted the open-next-close interface used in PostgreSQL. The open function
and close function allocate and release pointers to tuples generated by child operators,
and the arrays that hold them. However, our implementation of arrays differs from [4].
The difference is that [4] used only fixed length arrays, while we allow variable length
arrays. The length of an array is specified by our optimizer module. The next function
performs as follows: (1) If the array is empty, then it executes child operators until the
array is fulfilled or the final tuple is given; it then stores pointers to tuples, generated by a
child operator, into the array. (2) If the array is not empty, then it provides pointers in the
array to a parent operator. When a buffering operator is inserted, (1) if the array is empty,
then a child operator is continually executed and thus the L1 instruction cache miss
does not occur, and (2) if the array is not empty, then a parent operator is continually
executed; thus the L1 instruction cache miss does not occur either.

As we described in Section 2.2, the buffering operator should be small enough to fit
into the L1 instruction cache with another operator. The footprint of the buffering oper-
ator we implemented was about 700 Bytes while large types of PostgreSQL operators
are more than 10 KBytes. In measuring the footprint, we used Intel VTune.

3.2 Experimental Analysis Outline

Hardware. To analyze the experiment, we used hardware with the specs given in Table
1. The hardware for [4] and our hard are the same, which is Pentium 4. Please note that
“trace cache” is the same as the usual L1 instruction cache.

Relations. In our experiment, we used two simple relations, points and names. The
points relation has two integer attributes, id and point. The names relation has two
integer attributes, id and name.



70 Y. Tsuji, H. Kawashima, and I. Takeuchi

Table 1. Hardware Environment

CPU Pentium(R) 4 2.40GHz
OS Fedora Core 5 (Linux 2.6.15)
RAM 1GB
Trace Cache 12K μops (8KB–16KB)
L1 Data Cache 8KB
L2 Cache 512KB
Compiler GNU gcc 4.1.0

Investigation Parameters. Using the buffering operator, we observed its behavior
through experiments. This subsubsection describes the result of experiments. On the
experiments, we thought the following three parameters should be investigated.

1. Total footprint of parent and child operators
When total foot print size of the parent and child operators is smaller than the L1
instruction cache size, then the cache miss does not occur. Otherwise it occurs.
Therefore, the footprint of each operator should be investigated to know the pairs
that cause cache misses.

2. Number of buffering operators in the L2 cache
The L2 cache stores both buffering operators and child operators buffered by the
buffering operators. When there are too many buffering operators, L2 cache capac-
ity is exceeded and an L2 cache miss results. Therefore, the relationship between
the number of buffering operators and L2 cache misses should be investigated.

3. Number of buffering operator executions
Execution of the buffering operator requires excess cost. The cost, however, is small
and its execution may reduce L1 cache misses. Therefore, the buffering operator
improves the performance of query processing if the number of execution times of
buffering operators crosses a specified threshold. Execution times are directly re-
lated to the cardinality of a relation. Therefore, the relationship between improving
query processing performance and the cardinality of a relation should be investi-
gated.

3.3 Result with (1) Total Footprint Size of Parent and Child Operators

Footprint size of each operator is investigated by [4], and this paper follows it. It should
be noted that simply adding the sizes of two operators is not enough to estimate the
total size of two operators. This is true because (1) operator sizes after compiling differ
depending on a machine environment, and (2) even if the architectures are the same,
different modules may share the same functions. Therefore, we executed a variety of
queries and investigated conditions under which the buffering operator is appropriate.

Large Size Opetators. As described above, when total size of the parent operator
and child operator exceeds L1 cache capacity, an L1 cache miss occurs. To confirm,
we evaluated the performance of queries with large operators. As representatives, we
selected the aggregation operator and sort operator. The following descrbes the result.
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Table 2. Queries varying Aggregation Complexity

ID SQL
A SELECT COUNT(*) FROM points WHERE id < 5000000 AND point ≥ 0
B SELECT COUNT(*), AVG(point) FROM points WHERE id < 5000000 AND point ≥ 0
C SELECT COUNT(*), AVG(point), SUM(id) FROM points WHERE id < 5000000 AND point ≥ 0
D SELECT COUNT(*), AVG(point), SUM(id), SUM(id/2) FROM points WHERE id < 5000000 AND point ≥ 0
E SELECT COUNT(*), AVG(point), AVG(id), SUM(id/2) FROM points WHERE id < 5000000 AND point ≥ 0
F SELECT COUNT(*), AVG(point), max(point/2), SUM(id/2) FROM points

WHERE id < 5000000 AND point ≥ 0
G SELECT COUNT(*), AVG(point), AVG(id), SUM(id/2), max(point/2) FROM points

WHERE id < 5000000 AND point ≥ 0
H SELECT COUNT(*), AVG(point), AVG(id), AVG(id/2), AVG(point/2), AVG(id/3) FROM points

WHERE id < 5000000 AND point ≥ 0

 0

 5

 10

 15

 20

QueryA QueryB QueryC QueryD QueryE QueryF QueryG QueryH

E
la

ps
ed

 ti
m

e 
(s

ec
on

ds
)

Queries

Original Plan
Buffering Plan

Fig. 5. Result of Aggregate Queries

Aggregation Operator. The aggregation operator comprises a base operator and each
functional operator [4]. The size of the aggregation operator differs depending on query
complexity. Varying the complexity of aggregation operators, we measured query exe-
cution time. The queries are shown in Figure 2. The result of experiments is shown in
Figure 5. The following summarizes the result of experiments. Please note that all the
queries included buffering operators. (1) When more than three kinds of aggregations,
including AVG and SUM, were used, performance improved. (2) When two kinds of
aggregations, including AVG and SUM, were used, performance sometimes improved
and sometimes degraded. (3) When only AVG was used and the number of AVGs was
more than 5, performance improved. (4) When only SUM was used and the number of
SUMs was more than 5, performance improved.

From the above result, we judged that the buffering operator should be applied when
more than three kinds of aggregations, including AVG and SUM, were used.

Sort Operator. Next, we investigated effectiveness of the buffering operator with the
sort operator through experiments. For the experiments, we used queries shown in
Figure 6.
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� �
SELECT * FROM points WHERE id < 5000000 AND point ≥ 0 ORDER BY point DESC

� �
Fig. 6. Query with Sort

Table 3. Execution Time with Sort

Original Plan Buffered Plan Improvement by Buffering
91.63 sec 90.93 sec 0.76%

Table 3 shows the results of experiments. When a sort operator was parent, the
buffered plan slightly (0.76%)improved performance. On the other hand, when a sort
operator was child, the buffered plan degrades performance. This occurs because the
sort operator simply generates sorted tuples; therefore, its footprint is small.

In summary, the buffering operator performed effectively when the total size of op-
erators was too large to fit into the L1 instruction cache.

Small Size Operators. Third and last, we measured the execution times of queries
when buffering operators are applied to small-sized operators. The query is shown in
Figure 7. The buffering operator was applied only to sub queries.

The results of experiments are given in Table 4. The result shows that the buffering
operator slightly degrades performance (1.25%).

3.4 Result with (2) the Number of Buffering Operators in L2 Cache

As the number of buffering operators increases, the number of L1 cache misses de-
creases. However, if the buffering operators do not fit in the L2 cache, L2 cache misses
occur. We investigated appropriate sizes for buffering operators through the following
two experiments.

Single Buffering Operator into a Plan Tree. In the first experiment, we inserted only
one buffering operator into a plan tree. For the query, we included four aggregations so
that operators exceed the L1 cache size. Results of the experiment are shown in Figure
8. The results show that execution times improve when buffering size is from 100 to

� �
SELECT * FROM names n, (SELECT COUNT(*) FROM points GROUP BY point) AS t
WHERE t.count = n.id

� �
Fig. 7. Small Size Operator
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Table 4. Execution Time with Small Size Operator

Original Plan Buffered Plan Improvement by Buffering
184.6 sec 186.9 sec -1.25%
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Fig. 8. Execution Time with Single Buffering Operator

2500. In particular, when buffering size is 1800, the execution time improved 10.86%
comparing with the original plan.

Further, we measured the number of L1 cache misses and L2 cache misses. The
results are shown in Figure 9. With the L1 cache, as buffering size increases, the number
of cache misses decreases. With the L2 cache, when buffering size is from 10 to 1000,
the number of L2 cache misses is relatively small, and when buffering size is more than
1000, the number of cache misses rapidly increases.

From the above results, with this query, appropriate buffering sizes are from 100 to
1800.

Multiple Buffering Operators into a Plan Tree. Second, we conducted an experiment
with multiple buffering operators. For the experiment, we used a query with two join
operators. The result of the experiment is shown in Figure 10. When buffering size
is 700, performance improvemes 19.7%. Similar to aggregation operators, when the
buffering size of a buffering operator was more than 100, large improvements were
observed.

3.5 Result with (3) Number of Buffering Operator Executions

Even if the buffering operator is effective, the invocation of buffering operator requires
excess cost. Thus, for a query processing to improve performance, the reduction in L1
cache misses should at least complement the excess cost. We measured the relationship
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Fig. 10. Execution Time with Multiple Buffering Operators

between the complement and the cardinality of a relation. For the experiment, we used
the queries in Figure 2.

The result of experiments are shown in Figure 11 and 12. The results show that
when cardinality is about 600, the original plan lost stability and degraded
performance.

We also measured the relationship between cardinality and the number of cache
misses. The result is shown in Figure 12. For the L1 cache, when cardinality is more
than 300, the buffered plan showed better performance than the original plan. For
the L2 cache, when cardinality is more than 500, the buffered plan showed better
performance than the original plan. Therefore, when cardinality is more than 500,
the buffered plan is better than the original plan with both the L1 cache and the L2
cache.
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4 Proposal of a Cache Conscious Query Optimizer

This section proposes a cache conscious query optimizer, the CC-optimizer. This sec-
tion describes algorithms to judge buffering operator insertion in the CC-optimizer, and
implementation of the CC-optimizer.

4.1 Algorithm to Insert Buffering Operator

From the experimental results described in Section 3, we summarize conditions under
which the buffering operator improves performance in Figure 13. Only when the two
conditions in Figure 13 are satisfied, buffering operator is invoked. Since the conditions
are simple, execution cost for them is almost for free, which does not incur performance
degradation with query optimization processing.
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� �
1. At least one of the following should be satisfied.

(a) Parent node includes more than three kinds of aggregations, and child node is a
main module except for sort.

(b) Parent node is a join operator and child nodes are main modules except for sort.
(c) Parent node is a sort operator and child node is a main module.

2. The number of tuples to be processed is more than 500.
� �

Fig. 13. Conditions to Invoke Buffering Operators

4.2 Distribution of Buffer into Multiple Links

When multiple links in a plan tree satisfy conditions in Figure 13, an optimizer should
coordinate the number of buffering operators for each link. Two things should be con-
sidered. The detailed procedure is described in Section 4.3.

– The L2 cache size limit of buffering operators in all links
The total size of buffering operators in the L2 cache is computed as: (the size of a
tuple obtained from child operator) × (the buffer size of each buffering operator).
This size should be smaller than the L2 cache size. Please note that the L2 cache is
not dedicated for buffering operators, so the usable area is smaller than the total L2
cache size. In our experiments, we set the usable area as 14 KBytes of 512 KBytes.

– Minimum number of buffering operators in a link
From Figure 11 and 12, the number of tuples to be processed should be more
than 100 to improve query processing performance when the buffering operator is
applied.

4.3 Implementation of Optimizer

In PostgreSQL, plan trees are implemented using list structures that correspond to op-
erators. The judgment of buffering operator insertion is conducted at the final stage of
optimizer execution. For the judgment, the conventional optimizer module generates
a plan tree with the best cost, and the root node of the plan tree is provided for the
judgment. We implemented CC-optimizer through the following three steps.

1. Searching places to which buffering operators can be inserted
In the first step, the CC-optimizer searches places in which The buffering operators
can be inserted. A PostgreSQL server generates primitive logical plan trees when
a query arrives. The conventional PostgreSQL optimizer recursively reads the plan
trees, assigns minimum cost operators, and generates the execution plan. For exam-
ple, when join conditions are included in a query, PostgreSQL chooses the fastest
operator from nested loop join, hash join, and merge join.
Based on the algorithm, the CC-optimizer judges whether a buffering operator can
be inserted when aggregation, join, and sort operators are selected following the
conditions in Figure 13.
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2. Calculating size for each buffering operator insertion point
In the second step after finishing the first step, buffering size for each buffering
operator insertion point is calculated following Figure 13.
The calculation is as follows: First, for each insertion candidate point, a buffering
size of 100 is given because the buffering operator is effective as shown in Figure
9 and 10. Second, if L2 cache capacity remains, then the remaining capacity is
equally divided and assigned to each insertion candidate point.

3. Insertion of buffering operator
Finally, buffering operators are inserted into candidate points.

5 Evaluation

5.1 Measurement of Cache Misses with Performance Counter

Most recent CPUs, including Pentium 4, hold registers dedicated to collect specific
events for performance analysis. We obtained the events to evaluate performance of the
CC-optimizer. The detailed hardware environment for experiments is shown in Table 1.

To obtain the events we used Perfctr, a monitor driver. To use Perfctr, we recon-
structed the Linux-2.6 kernel after applying Perfctr patches. We then used PAPI
(Performance Application Programming Interface) to conduct the measurement eas-
ily. PAPI provides an integrated interface to view events collected by Perfctr. PAPI
provides the C language interface. So we implemented the measurement procedures
in PostgreSQL internal. The procedures are start point and end point. The start point
is where the PostgreSQL server receives a query. The end point is where the socket
connection is closed.

We collected four events. They are (1) Trace cache misses, (2) L2 total cache misses,
(3) Conditional branch instructions miss-predicted, and (4) Total cycles. We used Pen-
tium 4 in our experiment. The Pentium 4 cpu implements a trace cache instead of an
L1 instruction cache. Therefore, we treated trace cache misses as L1 instruction cache
misses.

5.2 Benchmark

For benchmarking, we used OSDL DBT-3 [5]. DBT-3 is a database benchmark software
based on the TPC-H benchmark. DBT-3 provides 22 complex queries to measure the
performance of decision support systems.

In our experiment, we set two parameters of DBT-3 as follows: The first parameter
was the scale factor to express the scale of data for the experiment. When the scale
factor is 1, then 1 GByte text is generated, and more than a 4 GByte database cluster
is generated. We set the scale factor as 1. The second parameter was the number of
streams to express the number of concurrently executed transactions on the throughput
measurement experiment. We set the parameter as 1 so that context switches will not
likely occur. The remaining parameters were default values.
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Table 5. Experimental Result (Cardinality=500)

Query Total Execution Process Trace L2 Cache
Time Improvement Execution Time Cache Miss Misses

(%) Improvement Improvement Improvement
(%) (%) (%)

Q4 73.65 8.036 7.607 25.52
Q18 39.26 0.03162 6.942 76.26
Q20 34.74 5.274 1.771 -2.464
Q10 20.88 2.096 33.39 -14.74
Q7 17.47 2.326 17.39 16.79
Q6 11.36 2.547 36.87 -2.266
Q13 6.356 -3.848 -83.95 -7.666
Q16 5.255 4.637 40.96 -7.072
Q2 5.066 5.094 23.27 18.54
Q14 2.528 4.147 37.87 8.395
Q11 0.7313 -0.7235 36.00 -35.76
Q12 0.1540 -0.9972 28.05 9.089
Q22 -0.05150 -0.04429 -27.34 -3.397
Q19 -0.6108 4.600 2.716 28.22
Q1 -0.7540 1.457 -13.68 -16.69
Q9 -1.042 3.326 4.562 4.664
Q21 -1.084 2.330 -2.256 10.35
Q17 -1.482 -1.542 12.31 6.670
Q3 -5.073 2.434 15.47 -1.632
Q15 -13.22 3.220 38.07 25.58
Q5 -13.43 4.871 18.03 17.22
Q8 -24.57 2.577 19.13 8.761

5.3 Result

When L2 cache capacity is set to 14 KB and the cardinality threshold is 500, we ob-
tained the result of the DBT-3 benchmark as given in Table 5. In the experiment, the
CC-optimizer applied the buffering operator to 16 of 22 queries.

Table 5 shows that for 9 of 16 queries, execution times were improved. Q4 improved
most, and the ratio was 73.6%. Further, most queries that achieved large execution time
improvement also improved trace cache misses (L1 cache misses).

On the other hand, 7 of 16 queries degraded performance. The maximum degradation
ratio was 24.5% by Q8.

The buffering operator was not applied to Q2, Q6, Q9, Q17, Q19, and Q20. For these
cases, excess cost of the CC-optimizer potentially degrades performance. However, the
degradation was observed only in Q17, and it was just 1.5%. Therefore, the implemen-
tation cost of CC-optimizer algorithms is considered small.

In all, a 17.5% execution time improvement was achieved by the CC-optimizer.
It should be noted that interesting results are also observed in Table 5. Negative

correlation between cache misses and execution time is observed in Queries 13, 19, 9,
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17, 15, 5, and 8. It may be caused by disk accesses, but the detailed analysis is left in
the future work.

6 Conclusions and Future Work

This paper proposes algorithms that apply buffering operators to query processing. To
construct the algorithm, we re-implemented the buffering operator proposed in [4], and
conducted several experiments and analyzed behavior of the buffering operator. We
added a new module to a conventional query optimizer module so that buffering opera-
tors can appropriately be inserted at the final stage of query optimization. We proposed
the CC-optimizer, a modified cache conscious query optimizer. The CC-optimizer was
implemented on PostgreSQL-7.3.16 and evaluated using the OSDL DBT-3 benchmark
suite. The result of experiments showed that the CC-optimizer improved execution
time of a query 73.6% in the maximum case; it improved total execution time 17.5%.
We therefore conclude that this work provides algorithms that appropriately apply the
buffering operator to the query optimizer module.

The algorithms we presented can be applied only for a specific machine. This is be-
cause parameters in algorithms must be investigated with a lot of human intervention.
In future work, we will investigate the behavior of PostgreSQL more in detail to ana-
lyze the reason of negative correlation between cache misses and execution time, and
sophisticate the proposed algorithms.
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Abstract. We survey the motivation, the main insight and the perspec-
tive of our approach to policy-driven inference control of server-client
interactions for a logic-oriented information system. Basically, our ap-
proach aims to confine the usability of the data transmitted by the server
to a client. The confinement is achieved by enforcing an invariant that,
at any point in time, a client’s view on the actual information system is
kept inference-proof: the information content of the data available to the
client does not violate any protection requirement expressed by a declar-
ative confidentiality policy. In this context, the information content of
data and, accordingly, the inference-proofness of such data crucially de-
pend on the client’s a priori knowledge, general reasoning capabilities
and awareness of the control mechanism. We identify various parameters
of the approach, outline control mechanisms to enforce the goals, and
sketch the methods employed for a formal verification.

1 Introduction

We consider a scenario of a server-client information system where a server man-
ages data for assisting clients to share dedicated parts of information, as roughly
illustrated in Fig. 1. Basically, on the one hand, the server maintains a current
instance of a schema, provides answers to query requests and reacts to view up-
date requests, and might update the instance itself and then send refreshments
to the clients; and on the other hand, a client issues query requests, constructs its
own view on the instance and might submit view update requests. Moreover, we
assume that the information system is logic-based in the sense that the seman-
tics of interaction requests, i.e., query evaluation and update processing including
preservation of integrity constraints, are founded on the well-defined notions of
validity (truth) and implication (entailment) of some logic. This includes, e.g.,
a relational database system based on first-order logic, where a query expressed
in the relational calculus is evaluated by determining the set of those tuples that
match the query format and can be seen as a sentence that is valid (true) in the
interpretation constituted by the current instance.

The logical basis provides a clear distinction between the raw data stored
by the server or transferred between the server and a client and the actual
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Fig. 1. Functionality of a logic-based server-client information system

information represented by that data. In particular, each individual piece of data
contains some immediate information, e.g., a tuple contained in a query answer
expresses that the corresponding sentence is valid in the pertinent interpretation.
However, by means of logical implication (entailment), several pieces of data
together might comprise additional information that is not represented solely by
any of the individual pieces.

While the server and the clients operate on raw data, the human agents on
behalf of whom these components are running are mainly interested in the in-
formation content. Considering information as a fundamental asset, the human
agents might want to discretionarily share some pieces of information while hid-
ing other pieces. In our scenario, we assume that, for each of the clients (or for
each of some suitably formed and mutually disjoint groups of clients), all such
interests in availability on the one hand and confidentiality on the other hand
are suitably declared by a specific availability policy and a specific confidentiality
policy, respectively, that are held and enforced by the server. Accordingly, the
server is responsible for controlling any interaction with a client with regard to
the policies declared for that client (or the client’s group).

Distinguishing between data and information, such a control should aim at
suitably confining the information conveyed by the server’s reactions shown to
clients while executing interactions. In more general terms, the control should
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inspect the usability – rather than the actual usage – of shown data by a client,
i.e., the options for a potential exploitation of that data by a client. In particular,
the control has to consider the information that a client can possibly obtain by
logical inferences, applied not only to the individual pieces of data arising in
a current interaction but rather to the collection of all data supposed to be
available to that client. This includes the data that represent the postulated a
priori knowledge or result from previous interactions. Additionally, the control
should also be self-reflective in the sense that a client’s awareness of the control
mechanism does not provide any advantage for gaining hidden information.

The control mechanisms surveyed in this work statically inspect beforehand or
dynamically intercept and thereby effectively control transmitted data regarding
declared confidentiality and availability policies. The fundamental features of
our approach include content-dependent and history-dependent control, resource
assumptions on a client’s knowledge and kind of reasoning, theorem proving
for relating data on the level of the underlying information system, and meta-
inferences for dealing with the client’s awareness of the control functionality. The
basic control methods distort potentially harmful information by refusal (e.g.,
notifying the client that a submitted query will not be answered), lying (e.g.,
returning the negation of the correct answer to a closed query), or a suitable
combination thereof. The achievements of the methods are formally verified by
establishing an indistinguishability property. This property roughly expresses
that for any sequence of interactions of the server with some client, from that
client’s point of view, any sentence of a declared confidentiality policy might
be false in the actual instance(s); in other words, based on the client’s view,
an actual instance of the information system is indistinguishable from another
possible instance that makes the sentence considered false. We call such a view
inference-proof (with respect to the confidentiality policy and the assumptions
about the client).

2 Inference-Usability Confinement

In this section, we introduce our concept of usability confinement already men-
tioned above. This concept is first expressed in general terms of accesses to some
resource and exemplified for read accesses, and then specialized to inference-
usability confinement regarding options to infer information to be kept secret.

Consider a request of a subject (client) to perform an operation (to interact
with the server) on an object (regarding some data managed by the information
system). Pure discretionary access control (DAC) decides on such a request on
the basis of previously granted permissions and prohibitions (positive or negative
access rights). These access rights are supposed to reflect both the trustworthi-
ness of the subject and the sensitivity of performing the operation on the object.
Once a positive decision is taken, there is no further control and, accordingly,
the requesting subject could unrestrictedly do anything with the result of the
executed operation, in particular inferring additional information that is not im-
mediately contained in the result. In principle, the decision maker just has to



Usability Confinement by Controlled Interaction Execution 83

trust the requesting subject to further use the results as anticipated when grant-
ing the rights. Similarly, like most of the cryptographic mechanisms, encryption
relies on appropriately distributed secret keys, and the key distributor just has
to trust the receiver of a decryption key to behave as anticipated later on.

Many and diverse mechanisms for further controlling local usage and prolif-
eration of a read result (and, correspondingly, of the result of any other object
access) have been proposed, and a specific application might demand sophisti-
cated combinations of them (see, e.g., [29,4,24]). Among others, the proposals
include state-dependent DAC and workflow control [1], obligation control [2]
and, more generally, usage control [36,37], mandatory access control (MAC) [32],
inference(-usability) control [27] (see also, e.g., [44,23,21,22,45,35,31,34,40]) and
(cryptographic, secure) multiparty computations [25,28]. We inspect some ap-
proaches in Table 1: for each selected approach, we sketch the basic mechanism
to come up with a (kind of) read permission, and we roughly describe the op-
tions afterwards left to the recipient for local usage or proliferation of the read
result.

As indicated by the table, in general such mechanisms rely on assumptions
about the recipient, e.g.:
– state-dependent DAC: objects cannot leave workflow control;
– obligation/usage control: objects are monitored by a shielding wrapper;
– MAC: objects cannot leave MAC enforcement;
– inference(-usability) control: resource assumptions are appropriate.

Though inevitably relying on some assumption, we would like to favor an ap-
proach that

– enables security enforcement solely by the provider (in our specific context:
the server) of the (data) objects (and the represented information) to be
protected, and

– does not require any dedicated protection mechanism on the recipient’s side
(in our specific context: a client).

We refer to such an approach as usability confinement : The owner (server) cus-
tomizes the crucial items in such a way that the manipulated items are still
useful for the recipient (supporting availability) but – under some assumptions
– show a purposely confined usability; ideally, the latter property does not offer
any possibility to the recipient (client) for a misuse of the item. The following
approaches to customization appear to be most promising:

– multiparty computations: a crucial object is never released but only a suit-
ably prepared encrypted version is forwarded to cooperating agents;

– inference(-usability) control: crucial information is eliminated beforehand.

While holding the former approach to open a fascinating world of astonishing
new ways of securing information with an arithmetic flavor, in our own research
surveyed in this paper, we are elaborating the latter approach for information
with a logical flavor, characterizing it as inference-usability confinement. Both
approaches are particularly recommendable for distributed (information) sys-
tems, where an agent cannot directly control another agent at a remote site.



84 J. Biskup

Table 1. Some approaches to control of read access

Approach Mechanism
Recipient’s option
for local usage

Recipient’s option
for proliferation

discretionary
access control

grant read privilege
for object to subject;

permit access iff
privilege exhibited

unrestricted unrestricted

state-
dependent
discretionary
access control

grant read privilege
for object to subject
dependent on some
“workflow state”;

permit access iff
subject in workflow
state

unrestricted within
workflow control:
as declared

outside
workflow control:
unrestricted

discretionary
access control
with obliga-
tions

grant read privilege
with obligations for
object to subject;

permit access and
attach obligation iff
privilege exhibited

under “usage control”:
restricted according to
attached obligation

outside
“usage control”:
unrestricted

under “usage control”:
restricted according to
attached obligation

outside
“usage control”:
unrestricted

mandatory
access control

assign classification
to object and clear-
ance to subject;

permit access iff
clearance dominates
classification

inside MAC:
unrestricted computa-
tion; writing only in
“upwards” containers

outside MAC:
unrestricted

inside MAC:
“upwards”

outside MAC:
unrestricted

encryption distribute decryption
key;

encrypt object;

permit unconditional
access to encrypted
object

without
decryption key:
“meaningless”

with
decryption key:
unrestricted

without
decryption key:
“meaningless”

with
decryption key:
unrestricted

multiparty
computation

generate keys jointly;

provide encrypted
object as input;

participate in joint
computation

unrestricted, but
only for goal of
joint computation
“meaningful”

“meaningless”

inference
control
(controlled
query
evaluation,
k-anonymity,
...)

customize objects
to make them
“inference-proof”
according to
“user assumption”;

permit access to
customized objects

unrestricted, but
while “user assump-
tion” is valid:
actually confined
by customization

unrestricted
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3 An Example and a Notion of Inference-Proofness

To preliminarily illustrate the task of inference-usability confinement, we will
present a very simple example. The server maintains an instance of a proposi-
tional information system, currently only containing the health record of some
patient Lisa, represented as a set of (propositional) atoms, understood to denote
the “true part” of an interpretation:

{brokenArm, brokenLeg, lowWorkload, highCosts}.
To protect poor Lisa against a client curious to learn her working abilities, the
security officer responsible for the server declares a confidentiality policy:

{highCosts∧ lowWorkload}.
In doing so, the officer intends to only hide the full consequences of Lisa’s bad
state but still permits to learn something about the underlying diseases and one
part of the consequences – if individually considered.
Furthermore, the security officer reasonably assumes that the agent on the client
side has some a priori knowledge by common sense:

{brokenArm⇒ lowWorkload, brokenLeg⇒ highCosts}.
Let now the client issue a sequence of queries, indicated by “?”, explicitly asking
firstly whether or not Lisa suffers from a broken arm and secondly whether or
not Lisa suffers from a broken leg:

〈brokenArm(?), brokenLeg(?)〉.
The answer to the first query is still harmless. The policy does not prohibit the
correct answer, brokenArm: neither directly, since brokenArm is not an element
of the policy, nor indirectly, since the sole (strongest) sentence entailed by the
correct answer together with the a priori knowledge, lowWorkload, is a not an
element of the policy either. However, the provider now has to update the client
view, which is initialized by the a priori knowledge, by inserting the answer,
brokenArm and, at least conceptually, the entailed sentence, lowWorkload:

{brokenArm⇒ lowWorkload, brokenLeg⇒ highCosts,

brokenArm, lowWorkload}.
Inspecting the second query, the server will detect the following: The correct
answer, brokenLeg, and the current client view entail highCosts; adding the
answer and, conceptually, the entailed sentence to the current client view,
which already contains lowWorkload, would entail the sentence highCosts ∧
lowWorkload. However, that sentence is declared to be kept secret. Now the
server has two straightforward options to react by a distorted answer: either re-
fusing to give an informative answer, e.g., just returning a special value mum, or
lying, e.g., returning ¬brokenLeg. Clearly, both options should be handled with
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great care, in particular: a refusal should not enable a meta-inference based on
the information conveyed by the refusal notification, see Sect. 6; a lie should not
lead to an inconsistency in the future, see Sect. 7.

More generally and now also including all kinds of interactions, but still in-
formally speaking, we would like to always ensure a declarative confidentiality
property expressed in terms of a client being unable to distinguish whether or
not a sentence to be kept secret actually holds; in other words, for that client it
should always appear to be possible that the sentence considered does not hold:

Definition. A control mechanism for inference-usability confinement maintains
an inference-proof client view iff the following property holds:
For all situations that are possible for the underlying information system and
the control mechanism, i.e.,

for all instances of the information system satisfying the integrity constraints,
for all a priori knowledges of a client compatible with the instance,
for all confidentiality policies,
for all interactions sequences,

for each of the policy elements there exists an alternative possible situation,
in particular an alternative sequence of instances such that

– from the point of view of the respective client –

1. the actual and the alternative situation are indistinguishable, in particular
all reactions of the server visible to that client are the same, but

2. the alternative instances do not make the policy element considered true.

Depending on the concrete instantiation of the parameters that we will discuss
in Sect. 5, this informal definition of inference-proofness has got a specific for-
malization, as reported in the respective work.

The definition given above is adapted to a dynamic mode of inference-usability
control, which considers interaction requests step by step. Alternatively, using a
static mode of inspection, we could generate an alternative instance in advance
that subsequently can be queried without any further control. For our example,
by lying regarding either illness, we could generate one of the following instances
before any user interaction:

{brokenArm,¬brokenLeg, lowWorkload,¬highCosts},
{¬brokenArm, brokenLeg,¬lowWorkload, highCosts}.

For the specific query sequence of our example, the first version would be ex-
pected to trigger the same answers, whereas the second version would return
a different reaction already for the first query. This comparison indicates the
power of the dynamic approach to be most informative by only introducing a
distortion as a “last-minute” action in dependence of the actual knowledge the
client has obtained before. On the other hand, however, the static mode does
not require us to perform the subtle considerations exemplified above at runtime.
The resulting tradeoff situation is apparent, e.g., seen from the point of view of
a client, either favoring availability of information or preferring computational
efficiency and thus short response times.
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4 Logical Approach and Basic Features

In general, any control mechanism for effective inference-usability confinement
must necessarily comprise the following features:

– The semantics of the information system underlying the control must provide
means to distinguish between data and the information represented by the
data.

– The distinction to be made must be founded on some logic in which a suit-
able notion of logical implication (entailment) can be expressed; the logic
employed must capture the pertinent universe of discourse, correctly and
completely modeling all relevant aspects of an application.

– Given some pieces of data, the control has to be able to effectively determine
the represented information; in particular, the control has to be able to decide
whether the information represented by a further piece of data is comprised
(logically implied, entailed) by the information of the given pieces.

– The control has to be content-dependent, i.e., to take an access decision, the
content of the requested object – seen as a kind of data container – must be
inspected.

– The control has to be history-dependent, i.e., to take an access decision, all
previously permitted accesses must be considered, and thus the mechanism
has to keep a log of all relevant events.

– A security officer supervising the control has to postulate and to declare a
reasonable resource assumption on a client’s a priori knowledge (available
data and the information represented) and reasoning capabilities (available
options to actually determine the information represented by some data).

– Additionally, the security officer has to detect and to evaluate options of
several clients to collude; a set of clients suspect to collusion should be
treated like one (group) client.

– On the basis of the logged history and the declared resource assumption,
the control has to model a client view, which constitutes the control’s ex-
pectation (which might be inappropriate, since the control cannot intrude
the client) about the client’s belief (which might be erroneous for several
reasons, including accepting data that has purposely been distorted by the
server’s control) about the actual instance(s) of the information system.

– Moreover, the control has to maintain an invariant expressing that the client
view does not imply any information considered harmful for the client ac-
cording to the pertinent confidentiality policy.

– Accordingly, the control must algorithmically solve implication problems, and
thus the control in general needs means for theorem proving.

– To react on a potential violation of the confidentiality policy, the control has
to block meta-inferences regarding refusal; basically, this can be achieved by
additional refusals for the sake of indistinguishability.

– To react on a potential violation of the confidentiality policy, the control has
to avoid “hopeless situations” regarding lying caused by an inevitably arising
inconsistency; basically, this can be achieved by additionally protecting all
disjunctions of harmful information.
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On the one hand, the goals of inference-usability confinement appear to be widely
socially accepted. In fact, e.g., in many countries these goals are part of the leg-
islation aiming at privacy protection: data becomes “personal” and thus subject
to protection, if the pertinent human individual is identified or identifiable, i.e.,
can be inferred from other data available to some client.

But obviously, on the other hand, the listed requirements on effective control
mechanisms are extremely challenging. These requirements both impose a high
burden on the security officer to model the clients appropriately, and might
demand an infeasible computational overhead of resources, space for storing the
log and time for solving implication problems. In fact, e.g., decision problems
regarding logical notions like (un)satisfiability or implication (entailment) tend
to be of high computational complexity or even computationally unsolvable.

Like in other fields of computing engineering, the apparent discrepancy can be
resolved by interpreting the situation as a tradeoff, describing which amount of
computational costs is demanded by/enables which degree of inference-usability
confinement. So far, we don’t have fully elaborated the tradeoff. Rather, we
inspected various parameters that might have an impact on the tradeoff and
designed concrete mechanisms for several parameter choices.

5 Parameters and Components

In our work on inference-usability confinement we have identified various pa-
rameters, and we are studying their impact on the concrete forms of the overall
approach, whose dynamic version is illustrated by Fig. 2. In the following, we
sketch the parameter choices that we have considered, which potentially span a
large space of possibilities by taking all combinations. We emphasize, however,
that not all combinations are meaningful, and so far, as indicated by Table 2,
we considered only a small fraction of the potentially useful combinations.

Logic underlying the information system. Choosing a logic, we have to find
a suitable compromise between expressiveness and computational feasibility.

– In the basic conceptual work [3,5,7,6], ignoring computational aspects, we
refer to an abstract logic by only specifying some necessary properties: the
propositional connectives include negation and disjunction without any re-
striction, with classical semantics (and thus all other connectives are express-
ible as well); we have the notion of an interpretation, which can make a (set
of) sentence(s) true (valid) or false; then the semantic relationship of logical
implication (entailment) is defined in the standard way; and we assume the
logic to be compact.

– To take care of computational aspects but to avoid subtle de-
tails [18,17,42,9,14,11], e.g., regarding infinite domains of an interpretation,
in some work we focus on propositional logic, then implicitly postulating
that we would be able to describe a complex situation by an appropriate
propositionalization.
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Fig. 2. Main agents and overall architecture of a dynamic control mechanism for
inference-usability confinement, also indicating some parameter choices

– To deal with relational databases, we use first-order logic where in each case
a suitable fragment is selected in order to allow a computational treatment
of the decision problems arising in the specific context or an optimization we
are looking for. For example, to deal with open queries and the complete-
ness sentences needed to express closed world assumptions [8], we restrict
to the Bernays-Schönfinkel prefix class ∀∗∃∗, which has a decidable (finite)
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universal validity problem; for propositionalizing incomplete instances [15],we
require a finite vocabulary; for statically generating an inference-free in-
stance [43,19], we restrict to either universal sentences or existential sen-
tences or a dedicated class of mixed sentences; for optimization to get rid of
the log [12,10,13], we basically restrict to atomic sentences which might have
an existential prefix. In these cases, except for the propositionalization, we
only consider interpretations that have a fixed infinite set of constant symbols
as (Herbrand) domain, interpret the constants by themselves and allow only
finitely many positive interpretations of ground atoms (and thus correspond
to database relations). Notably, these conventions lead to the notions of DB-
interpretations and, accordingly, of DB-implication, which slightly deviates
from the classical semantics. For example, a sentence stating that for some
predicate there exists a negatively interpreted ground atom is a tautology.

Instances of the information system. We distinguish two cases regarding
whether or not an instance is expressive enough to enable us to always give a
definite result.

– In most of our work, we consider only complete instances formed by a finite
set of ground atoms, assumed to be positively interpreted, that can serve as
a full interpretation of the underlying logic, and thus to evaluate the truth
(validity) of any sentence of that logic.

– However, many applications require to deal with incomplete instances that
are formed by a consistent set of arbitrary sentences. For the case of propo-
sitional logic, incomplete instances are studied in [17,42]; in the work [15],
under some essential restrictions, incomplete first-order logic instances are
reduced to propositional instances.

Constraints on instances. An instance has to satisfy the integrity constraints
(semantic constraints), that are declared in the schema. Moreover, any update
processing has to maintain these constraints as an invariant. We suppose the
schema to be public and, accordingly, the constraints are seen as part of a client’s
a priori knowledge.

– Dealing with relational databases on the basis of first-order logic, keys and
foreign keys, more generally equality generating and tuple generating de-
pendencies, play a crucial role to syntactically define a schema to be in a
normal form, e.g., Boyce-Codd normal form, BCNF. Semantically, normal
forms can be characterized by guaranteeing that all instances are in some
sense “redundancy-free”, roughly saying that there will never be a tuple in
an instance such that we can infer the tuple’s membership from the remain-
ing part of the instance. This characterization suggests that for normalized
schemas and under suitable further restrictions, any immediate information
returned to a client just stands for its own: the client will never be able
to infer any further information beyond the immediate one. Based on this
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observation, inference-usability confinement could possibly be achieved by
only considering the harmfulness of individual pieces of information; then we
could do without keeping a log file and thus operate a substantially optimized
control. In fact, this idea has been successfully elaborated for the special but
practically relevant case of a schema in object normal form (complying with
BCNF and having unique keys) [10] and is currently further investigated.

– In general, constraints declared in the schema are seen as part of a client’s
a priori knowledge. Accordingly, if we impose a restriction on that knowl-
edge, we also restrict the kind of constraints the control can take care of. For
example, we might restrict the constraints for a relational instance to func-
tional dependencies [12,10,13] – together with further restrictions, again in
order to enable an optimized control without keeping a log file. In a simpler
setting based on propositional logic, a restriction to express constraints only
by atoms leads to a substantial optimization of the control of refreshments
triggered by server updates [11].

Semantics of query evaluation. Basically, the semantics depends on the
expressiveness of instances.

– In the case of completeness, i.e., if instances are full interpretations of the
underlying logic, we employ the model-theoretic approach, which is based on
evaluating the truth (validity) of sentences with respect to an interpretation,
and thus always returns either true or false .

– In the case of incompleteness [17,42,15], we rely on the proof-theoretic ap-
proach, which is based on evaluating whether an instance, seen as a set of
sentences, logically implies (entails) a sentence: besides true (yes, implied)
and false (no, negation implied), such an evaluation might return a third
value undefined (not known to the instance). The additional value provides
new flexibility to distort a harmful reaction by modification.

Kind of queries. A query request is specified by a formula that complies with
the syntax of the underlying logic.

– If the query formula does not contain (occurrences of) free variables and
thus is a closed formula, i.e., a sentence, then the expected answer is either
true (yes, the sentence is implied by the instance/valid in the instance) or
false (no, the negation of the sentence is implied by the instance/valid in
the instance) or undefined (neither the sentence nor its negation are implied
by the instance). Such closed queries can arise in all kinds of the underlying
logic, and accordingly we consider them in all our work; the propositional
logic only allows closed queries.

– If the query formula has free (occurrences of) variables and thus is an open
formula, then so far we only treat first-order logic [8,12,10,13,43,19], and the
expected answer is formed by considering all ground substitutions of these
variables over the fixed infinite (Herbrand) domain: The positive part is built
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from those substitutions such that the resulting sentence is implied by the
instance/valid in the instance; the negative part by those substitutions such
that the negation of the resulting sentence is implied by the instance/valid in
the instance; for incomplete instances there might be a third part consisting
of the substitutions where the result is undefined. Since we aim at getting a
finitely represented answer, we have to impose some restrictions: The open
query formula must be safe such that the positive part is guaranteed to
be always finite. The complement of the positive part is then captured by
a completeness sentence (closed-world statement) as a first-order sentence,
expressing that all substitutions except the finitely many positive ones are
negative or undefined. Clearly, for a complete instance, there are no unde-
fined substitutions. Notably, a completeness sentence added to the positive
part might be harmful regarding the confidentiality policy, and thus return-
ing such a sentence must be controlled with great care.

Kind of updates. The processing of a request to update the current instance
has to maintain the integrity constraints declared in the schema and to notify
the issuer about acceptance or rejection.

– If the update is elementary, requiring to insert or delete just one item [14],
then the integrity constraints must be valid just after the modification. The
issuer is notified whether or not the update of the single item stated in the
request has been accepted/committed or rejected/aborted; this notification
corresponds to an answer for a query about satisfaction of the constraints
after handling the single item. Accordingly, a sequence of elementary update
returns a sequence of such answers, to be controlled like any other reaction
of the server.

– If the update refers to a transaction, requiring to modify a sequence of
items [11], then the integrity constraints must be valid only after the last
modification, but may be violated in between. Again, the issuer is noti-
fied whether or not the updates of the whole transaction requested have
been accepted/committed or rejected/aborted at the end. This notification
corresponds to just one answer for a query about satisfaction of the con-
straints after the whole transaction. In general, this answer will provide less
information than a sequence of answers, one for each element listed in the
transaction.

Issuer of updates. Though the current instance is kept by the server, the
request for an update can be issued by any of the agents.

– If (the agent running) the server requests an update [11], then all direct
reactions, i.e., notifications about acceptance or rejection according to the
preservation of integrity constraints, can be freely communicated to the is-
suer, who is supposed to have full access to the information system anyway.
In case of an acceptance, however, the server has to send a refreshment to
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each of the clients, to inform them about the aging of information previ-
ously released. Clearly, such refreshments have to be carefully controlled. In
particular, the control has to confine the potential information gain from
comparing the reactions received for the old instance with the refreshed re-
actions for the new instance, where all kinds of reactions might be distorted.

– An update request issued by a client [14] is handled as a view update that
has to be translated into an update of the instance maintained by the server.
A crucial point for the control is to take into consideration that the client’s
view referred to by the request might be already distorted. Moreover, if the
server actually modifies the instance, refreshments for the other clients must
be generated.

Confidentiality policies. Declaring (an instance of) a confidentiality policy
by means of the underlying logic, we express which information we want to be
kept secret to a client. The harmful information should be denoted explicitly,
but the protection should apply to any appearance of the information, in partic-
ular it should be independent of any specific syntactic representation (basically,
protection should refer to some suitably formed equivalence classes).

– In the simplest case, used in most of our work, we just specify a set of single
sentences, in this context called potential secrets. The intuitive meaning of a
sentence as a potential secret is the following: If the sentence is true in the
instance(s) considered, then the client should never be able to infer this fact;
otherwise, if the sentence is false, then it is considered harmless when the
client will infer that fact. In other terms, from the point of view of the client,
it must always be possible that a potential secret is false in the instance(s)
considered. In order to enable an optimized control, in particular to get rid
of the log file, we have to restrict the class of sentences employed as potential
secrets, e.g., allowing only sentences expressing a so-called “fact” in an ONF
schema [10], or possibly existentially quantified atomic sentences [12,13].

– Alternatively and restricting to complete instances [3,7,6], we can take pairs
of complementary sentences, in this context called secrecies, as elements of a
policy. Then the intuitive meaning of such a pair is the following: From the
point of view of the client, it must always be possible that either sentence
of the pair is true (equivalently: is false), i.e., there are always two different
instances both seen to be possible by the client, such that one instance makes
one of the sentences in the secrecy true, and the other instance makes the
complementary sentence true.

– For incomplete instances, where a sentence can be assigned any of the three
different values true, false and undefined , we are studying the generalized
option to freely specify which sets of these values the client is not allowed to
infer [16,42,15]. To do so, we convert a specified set into a so-called epistemic
potential secret, expressed in modal logic, where the value undefined for some
sentence is represented by intuitively saying “the system does not know that
the sentence is true and the system does not know that the sentence is false”.
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In fact, beyond that conversion, epistemic potential secrets offer powerful and
flexible means to specify policies.

Client knowledge of instance of the confidentiality policy. As usually
recommended for security, we always assume that a client is fully aware of both
the overall approach of inference-usability confinement and the specific instan-
tiation in operation. However, we distinguish whether or not a client knows the
actual instance of the confidentiality policy (and could do so also for the instance
of an availability policy).

– In most cases, we follow the conservative assumption that the policy instance
is known by the client, i.e., the client is aware about the dedicated sentences
to be kept secret to it.

– A more relaxed assumption is that the policy instance is unknown to the
client [3,7,6,42], such that the client’s uncertainty about the actual instance
of the information system also extends to the policy. Accordingly, in rea-
soning about a situation, the client has to consider more possibilities, which
might offer additional options for the control to hide the secret part of the ac-
tual situation. In fact, under the assumption of an unknown policy instance,
the necessary control tends to be essentially less restrictive; basically, the
control has to consider only those parts of a policy instance that are true in
the instance of the information system, whereas the remaining false parts
can be neglected.

Availability requirements. A server could trivially enforce any confidential-
ity policy by always providing “no information” at all to a client. For example,
the server could never react to a request, or, less intuitively, the server could
always generate a reaction that is correct with respect to a fixed public instance,
independently of the actual (hidden) instance. We should avoid such trivial so-
lutions and, more generally, we have to balance interests in confidentiality with
legitimate interests in the availability of information needed.

– As a basic implicit rule, in all our work, we first of all aim at correctly
providing the information represented by the instance(s) of the information
system to each of the clients as requested. As a kind of exception, the basic
availability rule may be violated only if this is strictly necessary (for a given
setting) to enforce a confidentiality policy declared for a client.

– In some work [9,17,43,41], we additionally consider explicit availability poli-
cies, which are specified as a set of sentences that should not be distorted.
Clearly, a confidentiality policy and an explicit availability policy might be
in conflict. Accordingly, we have to require that conflicts are resolved before-
hand, or we must include some means to rank conflicting requirements.

Representation of a priori knowledge and history. To represent the cur-
rent knowledge of a client in a log file, we basically need the expressiveness of
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the logic underlying the information system, possibly restricted according to the
kind of constraints, queries and updates that may be employed. However, there
are two specific observations. For complete instances, we do not have to store a
refused reaction explicitly [38,5]. For incomplete instances [16,17,42], however,
refusals might enable some information gain and thus should be logged. More-
over, we need to represent a returned answer value undefined , roughly saying
that the “system does neither know that the query sentence is implied nor that
its negation is implied”. This goal can be achieved by using modal logic.

Assumed reasoning capabilities of a client. Postulating the reasoning ca-
pabilities is a crucial issue for the overall success of inference-usability confine-
ment. In principle, we are faced with a large and, to the best of our experience,
unstructured and widely unexplored set of options for modeling a client.

– Throughout our work, we follow the extreme option that considers a client
to be potentially a perfect attacker. In particular, a client is a rational and
omnipotent reasoner; it keeps the full interaction history; it employs some
common or personal a priori knowledge; and the client is fully aware of the
control mechanism of the server it is interacting with.

– Another extreme option is used in supplementary work on incomplete, propo-
sitional instances for querying, contained in [42], where a client is seen as
plain, taking any reaction truthfully for granted. Astonishing enough, con-
trol mechanisms defending against the perfect attacker tend to be suitable
also against a plain client.

– Unfortunately, so far we see no obviously distinguished candidate models
to be explored in the future. Rather, we plan to successively study some
selected examples, taking from the rich field of knowledge engineering.

Languages for schema declarations, interactions and policies. As ex-
plained above, we might want or are forced to restrict the kind of integrity
constraints, of interactions offered to the server and the clients, and of con-
fidentiality and availability policies. Such restrictions can be implemented by
configuring the interface for the respective agents.

– The schema declaration language (data definition language), offered to a
(conceptual) system administrator of the server, defines the employable in-
tegrity constraints.

– The interaction language (data manipulation language), offered to the (hu-
man) agents running the clients and to the system administrator, comprises
a query language and an update language. For the query language, the ex-
pressiveness is defined in terms of the syntactic structure of the formulas to
be used as queries, and the kind indicates whether besides closed queries also
open queries can be issued. Similarly, for the update language, the expres-
siveness is defined in terms of the syntactic structure of the sentences to be
inserted or deleted, and the kind indicates whether requests are elementary
or transactions.
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– The policy languages for confidentiality and availability policies, offered to
a (conceptual) security officer, defines the expressiveness in terms of the
syntactic structure of policy elements.

Reaction on harmful actions. Whenever the server has to send a reaction
to a client, regarding a single sentence that has been found to be harmful, there
are two basic options:

– The server might explicitly refuse to return a meaningful reaction, denoted
by a special reaction mum. This option is further discussed in Sect. 6.

– The server might (implicitly, clearly without a notification) lie, i.e., return a
reaction that deviates from the correct semantics. In the complete case, such
a lie is formed by just switching the correct truth value, i.e., true into false ,
and vice versa; the incomplete case, offering three possibilities for reactions,
allows for more flexibility to form a modification. These options are further
discussed in Sect. 7.

We can employ either refusals or lies uniformly, distorting a harmful reaction
always by the same option, or we can aim at deciding case by case on the option,
leading to the combined approach, which is further discussed in Sect. 8.

Mode of inference-usability control. The control can be performed at dif-
ferent points in time and, accordingly, might or might not depend on the actual
behavior of a client.

– In the mode of static inspection beforehand [18,43,19,41], for each of the
clients considered, the server generates an alternative inference-proof in-
stance that the client can freely query afterwards. Clearly, the alternative
instance must be still useful: it should comply with explicit availability re-
quirements and only minimally deviate from the correct instance. For propo-
sitional logic, these goals can be accomplished by a branch-and-bound search
based on SAT-solving [18,41]; for first-order logic, such a search can be ex-
tended by determining violations as answers to specific safe queries expressed
in the relational calculus [43,19].

– In the mode of dynamic interception and control, favored in most of our work
for the sake of maximizing availability, the control follows a “last-minute”
distortion strategy. Keeping a log file of the preceding interactions, to react
on a specific request, the control considers the actual situation case by case.
In general, dynamic control enables us to return more correct information
than static inspection, however at the price of keeping a log file and spending
the runtime overhead. For special cases, however, the dynamic mode can be
optimized to get rid of the log file [10,12,13].

To treat the apparent tradeoff between static inspection and dynamic control,
we suggest to design suitable combinations, roughly aiming at “compiling” all
distortions necessary under all possible behaviors of the client beforehand and
then treating only the remaining ones dynamically.
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6 Refusal Approach

The refusal approach originates from the seminal proposal made for secrecies by
Sicherman, de Jonge and van de Riet [38], later rephrased by Biskup [3], adapted
for potential secrets by Biskup and Bonatti [5], and further elaborated as indi-
cated below. The refusal approach follows a quite straightforward and at first
glance attractive idea: If the provider detects that executing a client’s request
correctly would violate the confidentiality policy, then the provider explicitly
refuses the execution and returns a corresponding notification to the client; oth-
erwise, the request is executed as demanded and the correct return value(s) is
(are) sent to the client. Accordingly, the client’s view on the actual instance of
the information is always correct, and the client is fully aware where its knowl-
edge has remained fragmentary due to refusals. However, two issues immediately
arise, which will lead to a tradeoff situation in general:

– Regarding a malicious agent running the client, can a refusal notification
carry information that leads to a violation of confidentiality?

– Given an honest agent running the client, does the fragmentary knowledge
suffice to comply with the agent’s obligations, i.e., can we ensure sufficient
availability?

Assuming that the client knows the instance of the confidentiality policy, re-
fusal notifications must not be sent carelessly, i.e., not only in the case of an
immediately recognized violation. For otherwise, the client could exploit a meta-
inference of the following kind:

1. working under the refusal approach, the client receives an explicit refusal
notification;

2. simulating the (supposedly known) behavior of the provider, the client probes
all executions that are possible by design;

3. knowing the policy instance, the client identifies those executions whose vis-
ible reactions lead to an immediately recognized violation;

4. postulating careless refusals, the client infers that one of the violating execu-
tions is the correct one (if only one possible execution is harmful, the client
obtains full knowledge about the situation).

Obviously, if we fix the conditions of the first three points, to disable such meta-
inferences, in general we have to carefully add further refusals [38,3,5,17,42].
Doing so, however, decreases the availability of information, and might require
further adjustments. For example, consider closed queries to a complete instance
under known potential secrets. If the correct answer – together with the current
client view – is harmful and thus must be refused in any case, then the only option
for an additional refusal is to treat the negation of the correct answer as harmful
as well. There are two immediate consequences. First, the control then works
instance-independent (possibly causing unacceptably many refusals). Second,
controlling a query whose answer is already known to the client – according
to the current client view – would always be refused (since tentatively adding
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the negation would produce an inconsistency), unless we improve the refusal
procedure by first checking whether the query result is already known [7].

The outline of meta-inferences given above suggests to alternatively relax the
conditions of the first three points. Relaxing the first condition immediately in-
troduces lies as a possible reaction. Relaxing the second condition would mean
either to hide the details of the control (but “security by obscurity” is not ad-
visable in general) or to protect against non-perfect attackers (but still only pre-
liminarily explored [42]). Relaxing the third condition, now assuming that the
client does not know the policy instance, turns out to be helpful (but might be
questionable). Basically, the refusal approach can then work instance-dependent
by considering only those policy elements that are actually true in the instance
of the information system; moreover, there is no need to employ “additional
refusals” [38,6,42].

The refusal approach appears to suffer from some further essential shortcom-
ings. First, so far, when additionally dealing with open queries (for complete
instances under potential secrets) we only succeeded by being rather restrictive
(basically repeatedly checking the harmfulness of a completeness sentence after
considering each individual ground substitution), thereby causing a lot of re-
fusals [8]. We conjecture that we cannot improve the refusal approach for open
queries in general. Second, employing refusals for the mode of static inspection
applied to a complete instance would necessarily destroy the completeness; so
far we have not explored the consequences in detail. Third, dealing with update
requests is known (from the work on polyinstantiation) to be incompatible in
general with notifying refusals: It might happen that, on the one side, accepting
the request is impossible since it would invalidate an integrity constraint and,
on the other side, notifying a refusal is forbidden since it would reveal a secret.

Finally, the refusal approach behaves like classical discretionary access con-
trol, which either executes an access request or explicitly denies it. While pure
access control can be efficiently implemented, inference-usability confinement
tends to be of high computational complexity. We might aim at reducing that
complexity for special cases ending up with an acceptable overhead needed for
access control anyway. This goal has been achieved for some cases of relational
databases reported in [10,12,13]. In these cases the client’s a priori knowledge
only includes functional dependencies, declared as integrity constraints in the
schema, and confidentiality policies and queries may not be freely formed. We
are currently looking for further promising cases that could narrow the com-
putational gap between refusal-based inference-usability confinement and access
control.

7 Lying Approach

The lying approach originates from the challenging proposal made by Bonatti,
Kraus and Subrahmanian [20], later rephrased by Biskup [3], adapted for po-
tential secrets by Biskup and Bonatti [5], and further elaborated as indicated
below. Again, the lying approach follows a quite straightforward though in this
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case not necessarily intuitively acceptable idea: If the provider detects that exe-
cuting a client’s request correctly would violate or endanger the confidentiality
policy, then the provider deviates from the expected, correct behavior (for short:
the provider lies), without notifying the client about the distortions made; oth-
erwise, the request is executed as demanded and the correct return value(s) is
(are) sent to the client. Accordingly, the client’s view on the actual instance of
the information might be incorrect, and the client is aware that this can happen.
Clearly, the client should never be able to find out any concrete distortion. Two
main issues immediately arise:

– Regarding a malicious agent running the client, can we prevent that pur-
posely modified (lied) reactions as returned to the client nevertheless carry
information that could lead to a violation of confidentiality? In particular,
can we always guarantee that we can modify reactions consistently, never
running into trouble in the future?

– Given an honest agent running the client, does the potentially unreliable
knowledge suffice to comply with the agent’s obligations, i.e., can we ensure
sufficient availability? Moreover, can the agent running the provider take
the responsibility – pragmatically justified or ethically founded – to provide
incorrect and thus potentially misleading information?

Somehow astonishing, the first issue has a simple solution, at least in our frame-
work. We just have to avoid a careless treatment of disjunctive knowledge, which
in future might lead to a “hopeless situation” in the following sense: both the
correct reaction and every possible distorted reaction would violate the confi-
dentiality policy. More specifically, assume the following:

1. As an alternative reaction, only lying in the form of returning the negation
of the correct answer is possible.

2. The current knowledge of the client includes the disjunctive sentence Ψ1∨Ψ2,
for example.

Further assume that the individual sentences Ψ1 and Ψ2 are to be protected.
Let the client then issue the sequence of queries 〈Ψ1, Ψ2〉. Both answers have to
be distorted. As the final result, the client’s view will comprise the sentences
Ψ1 ∨ Ψ2, ¬Ψ1 and ¬Ψ2 and thus will become inconsistent, which clearly should
be strictly avoided. Describing the example alternatively, we observe that the
provider faces the following situation when processing the first (next to the last)
query. The client already knows Ψ1 ∨Ψ2. Returning the correct answer Ψ1 would
violate the protection of that sentence; returning the lied answer ¬Ψ1 would
enable the entailment of (the last query) Ψ2 and thus violate the protection of
the other sentence: a “hopeless situation”.

If we fix the first point, to avoid hopeless situations, we have to ensure that
a client never acquires knowledge about a disjunction of information to be pro-
tected. In fact, if we require that individual sentences Ψ1, . . . , Ψk should be kept
secret, then we must additionally take care that the disjunction Ψ1 ∨ . . . ∨ Ψk is
always kept secret [20,3,5,17,42,18,43]. In other words, we can only handle con-
fidentiality policies that are (explicitly or implicitly) closed under disjunction.
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It has been shown that, basically, doing so also suffices to avoid troublesome
inconsistencies: The security invariant that the client view does not entail the
disjunction of the policy sentences is always maintained when a needed lie is re-
turned; more intuitively expressed, if the correct answer is harmful, the negated
answer is guaranteed to be harmless. Notably, such results indicate that there is
no need to additionally protect the negation of a correct answer, as identified to
be necessary for refusals.

The two assumptions listed above suggest to alternatively relax the first point,
i.e., to offer also refusals as a possible reaction. In the next section, we will show
that this alternative can be successful indeed.

The second issue raised, whether or not we can responsibly apply lying, is
much more subtle and should be answered from different points of view and
depending on the requirements of a concrete application.

First, for some good reasons, in some situations we might want or be obliged
to strictly enforce that only correct information is disseminated, without any
exception, and thus decide to employ only refusals. Then, however, comparing
refusals and lying, we see a tradeoff regarding availability:

– The refusal approach has to additionally inspect negated answers, whereas
the lying approach has not.

– The lying approach has to additionally protect disjunctions of information
to be kept secret, whereas the refusal approach has not.

Consequently, banning lying and favoring refusals instead might decrease avail-
ability. In the special case of explicitly declaring a policy that is closed under
disjunctions, the decrease is apparent. In other cases, the disadvantages and
advantages of the two approaches regarding availability are difficult to exactly
compare, due to the dynamic “last-minute” distortion strategy [5]. While the re-
fusal approach tends to decline for open queries producing (too) many refusals,
the lying approach works suitably cooperatively also for open queries [8]. In
fact, we were able to design two variants to deal with the problem of returning
a convincing completeness sentence (closed-world statement) about the negative
part of the controlled answer. Roughly summarized, the first variant produces
such a completeness sentence after having fully inspected the positive part of
the correct answer and in general even many more tuples as well, whereas the
second variant generates such a completeness sentence in advance, at the price of
potentially needing more lies for the positive part of the correct answer. Finally,
the lying approach also profits from assuming that the client does not know
the policy instance; basically, then only disjunctions of policy elements that are
actually true in the instance of the information system must be protected [6].

Second, we might wonder whether a client is able to find out by itself whether
or not a reaction is unreliable, i.e., roughly described, potentially lied. Aston-
ishing enough, as proved in [5] for closed queries to a complete instance under
known potential secrets, assuming a disjunctively closed policy, the abstract in-
formation content of returned answers under the refusal approach and under
the lying approach is exactly the same: From the point of view of the client, two
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instances of the information system are indistinguishable for that client under
refusals iff they are indistinguishable for it under lying. Moreover, employing the
a priori knowledge postulated by the server to run the control mechanism, the
client itself can simulate the instance-independent refusal behavior, and then
gets the following guarantee under the lying approach [5]: a received answer
is potentially lied iff it is refused under the refusal simulation; equivalently, a
received answer is definitely correct iff it is not refused under the refusal sim-
ulation. Thus, essentially, a main difference between lying and refusals can be
expressed in terms of computational complexity: under refusals the client gets
an assurance about correct information “for free” just by design, whereas under
lying the client has to take the computational burden of the refusal simulation.

Third, we can complement the confidentiality policy by an explicit availability
policy, and then enforce that all sentences of the latter policy are never distorted.
If the availability policy appropriately covers the obligations of the agent running
a client and that agent behaves honestly in the sense that he employs the client
only for serving his obligation, he will always receive only correct information;
otherwise, if he will be curious beyond his duties, seeing some lies would not af-
fect the “real goals” of his permission to access the information system. Basically,
this argument applies for a situation where a security officer carefully examines
the application and is able to consistently separate apart the information needed
by the client and the information to be kept secret to him by establishing the
pertinent conflict-free policies. Under conflict-free policies, a simple means to
implement an availability policy is to treat it like a priori knowledge. This ap-
proach has been particularly elaborated for the mode of static inspection under
various conditions [9,18,43,41]. The basic approach is applicable for the dynamic
mode as well.

Fourth, as already mentioned in Sect. 6, dealing with update requests might
require us to employ lying anyway, since by refusals alone we sometimes can-
not resolve the conflict between maintaining integrity constraints and keeping
secrets. Accordingly, in our first steps towards dealing with updates we employ
the lying approach [14,11], and the alternative reactions designed in that work
can be considered as some discretionary variant of polyinstantiation.

Finally, we note that the practical behavior of query modification to process
open queries [39], as used in, e.g., mandatory access control [32] but also by Or-
acle’s concept of “virtual private databases” [33], might be interpreted as a kind
of lying. Basically, the correct result relation is filtered using some availability
predicate (as an availability policy) describing which tuples are permitted to be
shown or some confidentiality predicate (as a confidentiality policy) describing
which tuples are to be suppressed, and then only the remaining tuples are re-
turned to the client. If the client is not aware of the filtering and believes to
work under a closed world assumption, seeing the non-appearance of a tuple in
the output as denoting that the corresponding fact is false, then any suppressed
tuple constitutes a lie for that client.



Usability Confinement by Controlled Interaction Execution 103

8 Combined Approach

The combined approach has been invented by Biskup and Bonatti [7], and further
elaborated in [6,16,8,17,42], to resolve the tradeoff situation between refusals
and lying described and discussed in Sect. 7. Deviating from using one of these
approaches uniformly, the combined approach to control the result of a closed
query to a complete instance under a known policy basically works as follows [7]:
If the correct answer – together with the current client view – is harmless in the
sense that none of the individual elements of the confidentiality policy is entailed,
then the correct answer is returned. Otherwise, if the correct answer is harmful
and thus there is an immediate and inevitable need to apply a distortion, the
negation of the correct answer is inspected whether it will be harmless – again
together with the current client view: if it harmless, this lie is returned; if this
lie is harmful, then the answer is explicitly refused. Notably, we need neither to
inspect the negated answer in all cases, as in the uniform refusal approach, nor
to consider disjunctions of policy elements, as in the uniform lying approach.
Consequently, the combined approach tends to be at least as responsive as the
uniform approaches, as least regarding the first occurrence of a distortion [7].

We wondered whether the combined approach could be made even more coop-
erative, i.e., adapted to produce even less distortions, if we assume that the client
does not know the policy instance. Unfortunately, we were not able to find a deci-
sive result. We conjecture that the combined approach behaves in a “kind of a best
possible way”, but we were not even able to make such a statement precise [7].

The combined approach can be extended to work suitably cooperatively also
for open queries [8]. This extension generates an appropriate completeness sen-
tence in advance, and thus follows the second variant employed for lying. No-
tably, for the combined approach, we could not design a variant that produces a
completeness sentence only after the inspection of the correct result is completed.

9 Perspectives

Controlled interaction execution, as surveyed in this paper, instantiates the basic
features listed in Sect. 4 with the parameter variations sketched in Sect. 5. We re-
stricted to a possibilistic approach, which merely ensures the existence of at least
one “harmless” alternative instance, rather than following a refined probabilistic
approach, where additionally probabilities of “harmless” alternative instances
are considered, e.g., [35,30,26]. Though clearly worthwhile in general, dealing
with probabilities raises the difficult problem of determining realistic probabil-
ity distributions. However, if for simplification only equal distributions over a
finite domain are inspected, then probabilistic information gain tends to show
characterizations in pure combinatorial terms and the difference between the
two approaches might vanish. Ideally, we would like to see results that are simi-
lar to the famous characterization of perfect (information-theoretic) encryption,
roughly saying that any a priori distribution of “harmful information” is pre-
served by the controlled reactions and thus will coincide with the corresponding a
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posteriori distribution. Moreover, like in cryptography, we would like to take also
computational feasibility into account and then to deal with complexity-theoretic
confidentiality depending on some security parameter (like the length of a key),
roughly attempting to keep the a priori distributions and the corresponding a
posteriori distributions computationally indistinguishable.

Our approach allows application-specific control according to an explicit confi-
dentiality policy, which can be extensionally declared with very fine granularity.
Notably, we aim at enabling information flow as a general rule, but to confine
it as an exception, only as far as strictly needed to enforce the specific policy
instance. These requirements are best satisfied by the dynamic mode of control.
We expect that our control mechanisms are somehow optimal; however, we still
have to elaborate a formal model indicating a precise space of control options to
rigorously prove such a claim.

Shortly summarizing the lessons we have learnt so far, we first of all empha-
size that protection of information (rather than just some data) requires us to
consider the features introduced in Sect. 4. Our work provides a proof of con-
cept how to achieve the goal in principle, but the actual effectiveness is always
subject to the uncertainty about the user behavior. The dynamic mode of con-
trol ensures high availability of information, but – inevitably – suffers from a
high computational complexity in general. However, both the static mode for
the general case and optimizations of the dynamic mode for special situations
lead to affordable costs. Finally, we point out once again, as already indicated
in Sect. 2, that information protection and usability confinement span a broad
topic, which has been successfully treated in many complementary ways as well.
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Abstract. Access control for relational databases is a well researched area. An
SQL query is allowed or denied access to database according to the specified ac-
cess control policy. On the other side, there has been a surge in research activities
to provide keywords-based search interface over RDBMS. This has posed new
challenges for access control enforcement as traditional solutions to access con-
trol will not be efficient for keyword-based search. This paper proposes a frame-
work AccKW, which enforces access control policies on keyword-based search
over RDBMS in the early phases of keywords based search process. The main
contributions of this paper are twofold: (i) we have investigated the problem of
access control in the domain of keyword-based search over relational databases,
and (ii) we have implemented the framework AccKW, and found out that AccKW
outperforms in terms of execution time as compared to the naive approach (brute
force approach) in case of strict access control policy.

1 Introduction

Keyword-based search has become popular with the advent of Internet search engines.
Although it may at times be challenging to end-users to specify a good set of keywords
for their respective queries, due to ease in specification of query keyword-based search
has become one of the mostly used search paradigm in many domains.

Recently, there has been a surge in research activity in the area of keyword-based
search over relational databases [1,2,3,4,5,6,7]. The ability to search relational databases
using keywords allows end-users to search relevant information without any knowledge
of the database schema and SQL. BANKS [2,4,5], DbXPlorer [1] and DISCOVER [3]
are few systems that have been proposed in the recent past. Based on our literature
survey, we observed that the research on keyword-based search on structured or semi-
structured databases has focused on aspects such as strategy for keyword based search,
search effectiveness and efficiency.

This paper focuses on access control for keyword-based search in enterprise domain.
Search in enterprise domain would be different from search in the Internet domain as
the set of users and their information need may be known in enterprise domain. Further,
access control is a critical aspect in enterprise domain which needs to be addressed
to enable wide scale adoption and deployment of keyword-based search solutions on
relational databases. Some examples of access control in enterprise domain are:
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– In a health organization, it may be desired to allow patients to see only their medical
information in the medical database. On the other hand, a doctor should get access
to all the medical information of the patients she is treating.

– In an academic institution information system, it may be desired that a student
should be able to see only her grade. On the other hand, an instructor should be
able to able to access all the grades for a course she has taught [8].

– In a bank database, a customer should be able to see only her bank account infor-
mation. At the same time, a manager in the bank should be able to read transactions
history of each bank account but not the personal information of customers.

Several techniques and models have been proposed as well as implemented in some
of the commercial database management systems [9,8,10,11]. However, access control
for relational databases is a well researched area, but, access control within the con-
text of keyword-based search over relational databases poses certain unique challenges.
According to our knowledge, access control for keyword-based search over relational
databases in an enterprise domain is a relatively unexplored area. The work presented
in this paper lies at the intersection of access control and keyword-based search on
relational databases. Existing access control mechanisms on databases assume only
SQL query interface. They analyze a user provided SQL statement’s FROM clause
and WHERE clause to decide the authorization. There are also some solutions which
transform or rewrite an SQL query into a valid authorized SQL query if the input query
is unauthorized [9,8].

In this paper, we have proposed a framework, AccKW, which integrates access con-
trol routines within the keyword-based search strategy. We identified that in some cases
the naive approach would generate very large number of SQL queries which should
then be processed through access control routines. Incorporation of access control in
the early phases of search methodology drastically reduces the time to generate autho-
rized queries. We define two performance metrics: (i) execution time to generate the
queries and, (ii) number of authorized queries generated, to evaluate the performance
of our framework. Experiments have been performed by varying number of input key-
words, keywords selectivity, database size and access control policy. The results show
that AccKW outperforms the naive approach when the access control policy is strict.

The key contributions of this paper are:

1. we have investigated the problem of access control in the domain of keyword-based
search over relational databases, and have proposed a framework AccKW which
enforces access control policies cost effectively in this domain.

2. we implemented the framework AccKW, and found out that AccKW outperforms
in terms of execution time as compared to the naive approach in case of strict access
control policy.

The rest of the paper is organized as follows. Section 2 describes related work. In Sec-
tion 3, we describe the architecture of the AccKW framework. Section 4 presents our
formal model of access control. Section 5 describes the algorithm used to enforce the
access control policy in keyword-based search system. In Section 6 we describe the
experimentation results. Section 7 concludes the paper.
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2 Related Work

The work related to this paper can be discussed from two perspectives: access control
and keyword-based search in RDBMS. We describe the work done in these two areas
in this Section.

There has been extensive work in access control enforcement in relational databases
[9,8,12,13,14]. The most closely related work is the Virtual Private Database (VPD)
model of Oracle [9]. It uses the functions defined on relations by the administrator to
enforce an access control policy. These functions return a predicate string for a given
SQL query from a user, which is appended to the query. VPD is an excellent model
to enforce access control policies but works on a single SQL query at a time. In case
of keyword-based search system, this model will not be efficient as it would require
all the SQL queries either authorized or unauthorized to be generated, whicshould then
be analyzed by VPD model. Our proposed technique enforces access control policies
during formation of SQL queries from input keywords and generates only valid SQL
queries. We then use Oracle’s VPD model to append predicates on the generated valid
SQL queries to get a set of authorized SQL queries.

Similarly, the work proposed in [8,14] also considers a single SQL query and rewrites
that SQL query into an authorized SQL query. These works focus on theoretical aspects
of an SQL query after authorization rewriting. The work in [14] also discusses on op-
timal generation of safe plan of query execution to prevent leakage due to user defined
functions having side effects. All these work are complementary to our work and can be
used after generation of valid SQL queries. The work in [15] and the work in [13], both
have described Cell-level authorization and its implementation techniques. However,
there techniques are not general and are restricted to privacy policy enforcement. They
also consider a single SQL query at a time and rewrites it or filter the query’s result for
enforcement of privacy. We have worked for general purpose access control and prune
unauthorized SQL queries in the earlier phases.

Keyword-based search has been a focus of researchers in database community in the
recent years [1,2,3,4,5,6,7]. They allow an application user to make a query using a
set of keywords. It has made the task of application users easier as neither they should
know and remember the SQL query semantics to search the information nor should they
have knowledge about the database schema. Users input a set of keywords, and they get
a set of ranked results. The search using keywords over databases [1,5] is different from
search over Internet, as keywords are spread among a set of relations due to normal-
ization of database. All the keyword-based search techniques over structured databases
focus on aspects such as strategy for keyword-based search, search effectiveness and
efficiency. None of this work addresses access control enforcement issues.

However, there have been proposed many different strategies for keyword-based
search over relational databases. Our proposed access control enforcement strategy Ac-
cKW can be applied in conjunction with all of these techniques [3,5] in a cost effective
way. For this paper, we choose the technique proposed in DbXplorer [1] as an example.
DbXplorer uses two phases for reporting the result. These two phases are called publish
phase and search phase respectively. In the publish phase, an inverted index is created
using cell values in the database tables. Each entry of inverted index also called master
index or symbol table has three values, i.e. keyword, relation-id and an attribute. The
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pair <relation-id, attribute> can be seen as a pointer to the table’s attribute having the
keyword as its cell value. The database schema graph is created using entities as nodes
of the graph and primary key and foreign key relationship as an edge. This schema
graph is then used in the search phase, in which input keywords of a user are annotated
on the graph using the inverted index. Then different join trees containing all the input
keywords are generated. Each join tree is finally translated to an SQL query and is exe-
cuted on the database to get a partial result. In this paper, we adapt this technique to our
needs. We call the adapted version of this technique as VarDbXplorer.

3 System Architecture

Figure 1 presents the system architecture of the proposed AccKW framework. The sys-
tem architecture consists of modules already present in the DBXplorer system and ad-
ditional modules introduced by us. The modules added by us are differentiated from ex-
isting modules by applying shading in the system architecture block diagram presented
in Figure 1. As illustrated in Figure 1, we extend the existing DBXplorer system by
introducing three functions: Keyword Tuples Filter, Access Control Policy and Schema
Graph Modifier. The functionality of each of the module is described in the following
paragraphs.

Database
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Keyword
Filtered

Tuples

Keyword
Tuples

Authorised SQL Queries

results

Generator
Query Annotated

Schema Graph
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keywords Output Result
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Fig. 1. Architecture of AccKW Framework
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The Keywords Based Search Interface (KBSI) is the front-end module through which
the application user interacts with the system. The end-user provides query keywords
based on his or her information needs through the KBSI module. The search results
obtained from the underlying Database is presented to the user through the same KBSI
module. Typically, this module can be either a web-based interface or a form-based
interface. The KBSI module is responsible for constructing an SQL query based on
the supplied input keywords. The generated SQL query is then executed on the Symbol
Table (a master index table implemented in the database) to get the keyword tuples. The
resultant keyword tuples are passed on to the Keyword Tuples Filter (KTF) module.

The KTF module applies access control policy rules on these tuples and filters out
keyword tuples having either unauthorized relations or unauthorized attributes. The fil-
tered keyword tuples are eliminated and is not passed on to the next module in the
pipeline for further processing. For example, consider a fine-grained access control rule
which says that if the value of the age variable or field in a record is less than 30, then
such a record should not be accessible to a specific user or role. In such a case, any
keyword tuple consisting of age attribute and having the age value less than 30 will
be filtered out from further processing. The module uses the application users context
information to decide the access control rules for that user. Context information may
include attributes such as role-id, user-id, time and location information.

The Schema Graph Modifier (SGM) module prunes the schema graph for a specific
user using the access control rules applicable to the user. The pruning consists of opera-
tions such as relation node deletion, edge deletion, and specific node attributes deletion
(i.e., node label modification). This module generates a Modified Schema Graph for the
specific user.

The Schema Graph Annotator module takes filtered keyword tuples and modified
schema graph as the inputs and produces an Annotated Schema Graph. This module
annotates the keywords from the keyword tuples on the nodes of the schema graph. The
Query Generator module generates all the valid join trees as described in [1] and forms
the set of valid SQL queries. These valid SQL queries are then processed by the SQL
Queries modifier (SQLM) module. The SQLM module takes each SQL query and the
access control policy as inputs. It appends the predicates to the query by analyzing the
relation and attribute information present in both the SQL query and the access control
policy. For example, consider a rule wherein an access to a relation is authorized only
if the user is accessing his or her information. In such a situation, a predicate checking
for the match in user-id will be appended to the query. The queries generated by this
module are called authorized SQL queries and are executed on the database. The result
set of each query is forwarded to the KBSI module for final display to the application
user.

4 Formal Model of Access Control

We assume that the access control policy has been defined as a set of rules. Each rule
is a quad-tuple (S, A, O, Auth). A rule defines an authorization decision Auth (allow,
deny) for a subject S for an object O (a set of tuples of a table in database) for an action
A. For example, consider a rule (manager, select, project, allow). The rule defines that a
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manager is allowed to access project table tuples. Subjects represent end-users as well
as groups of users (wherein a group of users can be represented as a role). In general,
an action on databases can be any common operation such as select, insert, update, and
delete. In this paper, we investigate the select operation as it is the most widely used
operation in keyword-based search over RDBMS.

The object component of the rule is specified as a pair: (table exp, predicate). The
first tuple of the pair i.e., table exp is a valid table expression which can be any valid
projection of attributes of a table. The second tuple of the pair i.e., predicate, is either
any valid WHERE clause condition of an SQL query as specified in [9] or a sequence
of tables. If predicate is like a WHERE clause, then it can include exists sub-queries or
conditions on more than one table attributes. For example, consider a rule (salesman,
select, (Employee.salary, salary >20000), deny). The rule denotes that a salesman can-
not access salary of an employee if the salary of that employee is more than Rs 20,000.
We specify following types of rules using above specified quad-tuple (S, A, O, Auth):

1. Entity Constraint. An entity constraint defines authorization for a database rela-
tion for a subject. For an example, rule (student, select, (faculty,), deny) is an entity
constraint and defines that a student is denied any type of access on faculty table.
In other words, relation faculty can not occur in FROM clause of an SQL query
issued by subject student.

2. Context based Entity Constraint. A context based entity constraint defines au-
thorization for a relation by using predicates on attribute’s value. As an example,
rule (student, select, (faculty,student.instructor id != faculty.id), deny) is a context
based entity constraint and specifies that a student is not allowed to access faculty
table tuples if faculty is not student’s instructor.

3. Entity-Attribute Constraint. This constraint defines authorization for attributes
of a database relation. As an example, rule (student, select, (faculty.salary,), deny)
specifies that a student can not access any faculty’s salary information. Further,
salary attribute of faculty relation can not be used any where in the WHERE clause
of an SQL query from student.

4. Context-based Entity-Attribute Constraint. This constraint uses predicates to
define authorization for attributes of a relation. As an example, rule (faculty, select,
(student.marks, student.instructor id != faculty.id), deny) is a context-based entity-
attribute constraint and specifies that a faculty can not access marks of a student if
the faculty is not the instructor of that student.

5. Entity Path Constraint. An entity path constraint defines authorization on a set
of relations in the database. For an example, rule (student, select, (faculty, per-
sonal detail), deny) specifies that a student can not access faculty and personal
detail relation together in a single SQL query.

As described earlier in this Section, access control policy is a set of rules and we do not
define any priority on the basis of ordering of rules in the policy specification. However,
due to presence of both allow and deny decision there may occur a conflict for a query,
in that case we give higher precedence to deny semantics.
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5 Algorithm

We present an algorithm in this Section which enforces all the constraint types described
in Section 4 in keyword-based search domain.

Algorithm 1. Algorithm to determine authorized SQL queries for a given set of key-
words
Input: 1. Access control Policy, A

2. Symbol Table, ST
3. A schema graph, G
4. User’s Context Information, U
5. Input keywords from a user U , input keywords

Output: Authorized SQL Queries set output queries

Method:
1. output queries = []
2. key tuples = []
3. for all keyword in input keywords do
4. k tuples = get key tuples from ST
5. key tuples.extend(k tuples)
6. end for
7. filtered key tuples = prune-key-tuples(key tuples, A, U )
8. if ∀ k ∈ keywords, k �∈ key tuples then
9. return output queries

10. end if
11. pruned graph = prune-graph(G, A, U )
12. annotated gr = annotate-graph(pruned graph,filtered key tuples
13. valid trees = get-valid-join-trees(annotated gr)
14. pruned trees = prune-trees(valid trees)
15. valid queries = get-valid-queries(pruned trees)
16. output queries = rewrite-queries(valid queries, A, U )
17. return output queries

We now describe functions prune-key-tuples(key tuples, A, U ), prune-graph(G, A,
U ), prune-trees(valid trees) and rewrite-queries(valid queries, A, U ) invoked in Al-
gorithm 1.

– prune-key-tuples(key tuples, A, U ): In this function, all the keyword tuples which
are not accessible to the user are removed. This function uses first four types of con-
straints to determine removable keyword tuples (keyid,relid,attid) in the following
way:
• A keyword tuple will be removed if it contains a relid value also present in

object tuple of any entity constraint rule with deny authorization.
• A keyword tuple will be removed if it contains a relid value also present in

object tuple of context based entity constraint rule with deny authorization and
the rule’s predicate is true for keyid value.
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• A rule of type entity attribute constraint would remove a keyword tuple if the
rule has deny authorization and rule’s relation and attribute ids match with the
tuple’s relid and attid.

• Context based attribute constraint rule with deny authorization removes a key-
word tuple if the tuple’s keyid value makes rule’s predicate true and also
matches in relid and attid value of the rule’s object tuple.

– prune-graph(G, A, U ): This function prunes the schema graph and uses first and
third type of constraints in the following way:
• An entity constraint rule with deny authorization removes a node with relation

label from the schema graph.
• A rule of type entity attribute constraint removes attribute from the label of the

relation node specified in the rule. It also removes an edge from the schema
graph if the edge label has the attribute specified in rule.

– prune-trees(valid trees): This function uses path constraint type rules to delete
inaccessible join trees, i.e., if a join tree has relation nodes present in any of the
path constraint rule then the join tree is deleted.

– rewrite-queries(valid queries, A, U ): In this function, valid queries are rewritten
to get the authorized set of queries. This step is similar to Oracle’s VPD approach
and uses context based entity constraint, and context based entity attribute con-
straint types rules. These constraints are very similar to dynamic ACL association
tuple of instance set in Oracle’s VPD.

We illustrate Algorithm 1 through an example.

Illustrative Example

We present below an example to demonstrate our algorithm. The schema for example
is given as below:

Employee(eid, name, age, gender, pan, salary, phone, address)
Project(pid, name, budget, start date, duration, details)
Emp-Proj(eid, pid, join date, role)
Sponsors(sid, name, phone, type, investment, did)
Complains(cid, pid, date, details)

The schema graph for this schema would be as given in Figure 2.
Let us further assume the following authorizations for a user on this database.

1. (clerk, select, (Complains,), deny) : A clerk can not execute any operation on Com-
plain relation.

2. (clerk, select, (Sponsors.investment,), deny) :A clerk can not execute select query
on sponsors investment attribute.

3. (clerk, select, (Employee,Project.budget> 30 and Employee.eid=Emp-Proj.eid and
Emp-Proj.pid=Project.pid), deny) : A clerk can not access other employee infor-
mation if employee is involved in at least one project with budget greater than 30
lakhs.
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4. (clerk,select, (Employee, Employee.age > 35), deny): A clerk can not access em-
ployee information if employee age is more than 35.

Let us now assume that the user with clerk role inputs Manish, Delhi and 23 keywords
for information search. Keywords annotation in the schema graph for the above given
authorization rules is shown in Figure 2. Figure shows crosses on relation Complains
and keyword ‘23’. This is due to the reason that Complains relation and investment
attribute of relation Sponsors are not accessible to the user. We have shown these crosses
for the clarity purpose but in actual, these keywords will not be annotated to the schema
graph due to filtering of keyword tuples and pruning of schema graph.

The following set of join trees as shown in Figure 3 will be generated in this case.
The authorized SQL queries would be as given below:

– Select name, address, age from Employee where name = ‘manish’ and address =
‘Delhi’ and age = 23 and not (age > 35)

– Select name, age, address from Employee, Emp-Proj, Project, Sponsors
where Employee.eid = Emp-Proj.eid and Emp-Proj.pid = Project.pid and
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Fig. 3. Join Trees
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Project.pid = Sponsors.pid and Employee.name = ‘manish’ and Employee.age = 23
and Sponsors.address = ‘Delhi’ and not (Project.budget > 20) and not (age >35)

– Select name, budget, address from Employee, Emp-Proj, Project, Sponsors where
Employee.eid = Emp-Proj.eid and Emp-Proj.pid = Project.pid and Project.pid =
Sponsors.pid and Employee.name = ‘manish’ and Project.budget = 23 and Spon-
sors.address = ‘Delhi’ and not (Project.budget > 30) and not (age > 35)

– Select name, budget, address from Employee, Emp-Proj, Project where
Employee.eid = Emp-Proj.eid and Emp-Proj.pid = Project.pid and Employee.name
= ‘manish’ and Project.budget = 23 and Employee.address = ‘Delhi’ and not
(Project.budget > 30) and not (age > 35)

6 Experimental Study

Our performance evaluation consists of experiments on our implementation of the VarD-
bXplorer (which is an adapted version of DBXplorer) and Access Control on TPC-H
[16] database on a HP desktop machine. The machine is a Intel( R ) Core Due CPU
2.66GHz with 3GB of main memory. The experiment is implemented in Python ver-
sion 2.5.2 and uses MySQL database system [17] at the backend.

We have used TPC-H database [16] for performance study as TPC-H database use is
common in researchers working on keywords based search on RDBMS [1,3]. The sizes
of the database are 10 MB, 100 MB, and 1GB generated using scaling factor of .01, .1
and 1 with dbgen utility of TPC-H benchmark.

We adapt DbXplorer keyword-based search strategy [1] for our scenarios and term
that as VarDBXplorer. The master index or symbol table is implemented as an inverted
index table in MySQL which is a column based approach [1]. We have written a python
program to make a master index for every value present in the database. Each value in
the database is stored with its occurrence information in the symbol table. A value is
a single word and is an alphanumeric expression which is obtained from an attribute
value after lexical analysis process. For an example, an address value is decomposed
into words using space as a delimiter and removing control characters. A value may
occur more than once in an attribute of a relation or in more than one tuple of a relation.
An entry of symbol table can be represented as a 3-tuple < value, Ti, Aij >, where
value is a keyword, Ti is a relation name and Aij is jth attribute in relation Ti. To
select keywords with a particular frequency, we created another table key stats, which
is derived from master index table by executing a group by SQL query on master index
table. Each tuple of this table is a (value, frequency) pair. Here, frequency specifies the
number of attributes in which the value occurs.

We measure the efficiency of applying access control policy in the early phases of
search in terms of performance parameters: time of execution (Texec) in seconds and
number of generated queries (Numge). For that, we specified five types of access con-
trol policies which vary in terms of access restrictions for a user. Policy-1 has the least
restriction and Policy-5 has the maximum restriction among these 5 policies. Each pol-
icy rule is of the type defined in 4, i.e., entity constraint, context based entity constraint
etc. We considered different database sizes for evaluation, for that we have generated
data using different scaling factor of dbgen utility, i.e., 10 MB, 100 MB and 1000 MB
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using scaling factor of .01, .1 and 1. We have also studied the effect on time and number
of generated queries for variation in number of input keywords. For that we have used 2
to 6 keywords in a query. We have not used more than 6 keywords as it is quite uncom-
mon that a user search has more than 6 keywords. We have also studied the effect of
variation in keyword selectivity. Keyword selectivity of a keyword is defined as number
of attributes in the database in which the keyword is present. The parameters table is
given as Table 1

Table 1. Parameters Table

PARAMETER DEFAULT VALUE VARIATIONS

Access Control Policy Quantifier (λ) 3 1,2,4,5
Number of Keywords (n) 5 2,3,4,6
Selectivity of Keywords (F) 5 1 to 4, 6 to 10
Database Size (S) 1 GB 100 MB, 10 MB

Effect of Variation in Access Control Policy

The performance graphs of effect in variation of access control policy is shown in Fig-
ure 4a and Figure 4b. As explained earlier, the policies from policy-1 to policy-5 varies
in terms of strictness. Policy-1 is the most relaxed one and policy-5 is the strictest
one among the five. We see that as the access control policy becomes more restrictive
for a user, it reduces the execution time Texec to generate authorized queries as well
as the number of authorized queries. Figure 4a shows that VarDBXplorer approach
always takes more time as compared to AccKW. Figure 4b shows the effect of dif-
ferent access control policies on Numge and has log scale for Y-axis. It shows that
the value of Numge goes on decreasing as the access control policy becomes more
restrictive.

We find that this is due to pruning of schema graph size and authorized tuple set in the
early phases. This reduction in the size of the schema graph results into less processing
and hence reduction in both time Texec and number of queries Numge.

Effect of Variations in the Number of Keywords

We did this experiment by selecting 2 to 6 keys at random from the master index which
has selectivity (F) equal to 5.

The performance graphs of this experiment are shown in Figure 5a and Figure 5b.
Figure 5b has log scale for Y-axis. The experiment shows that Texec and Numge in-
creases as the number of keywords (n) increases for a given access control policy option
(default access control policy 3). This is due to generation of more number of tuples
with the increase in number of keywords, that need to be annotated with the pruned
schema graph. More keywords annotation to schema graph leads to more number of
queries generation as well as more execution time.
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Effect of Variations in Keyword Selectivity

The performance graphs of this experiment are shown in Figure 6a and Figure 6b (with
log scale on Y-axis). The graphs show that the increase in the selectivity of keywords
increases the Texec as well as Numge for a given access control policy. The reason for
this is similar to the previous experiment that the increase in selectivity of a keyword
results into more tuples generation. This increase in tuples in the tuple set results in
more number of keys to be annotated with the schema graph and hence increase in
execution time Figure 6a and generated authorized queries Figure 6b.

Effect of Variations in the Database Size

Figure 7a and Figure 7b shows the performance results of variation in database size
on Texec and Numge respectively. Graph in Figure 7b uses log scale for Y-axis. As
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discussed earlier, we generated data of different sizes using scaling factor parameter of
dbgen utility of TPC-H benchmark for this experiment.

The result shows a minimal effect of data sizes on execution time and number of
queries for a given access control policy, keyword selectivity and number of keys. This
constant difference is due to the difference in time to get the keyword-tuples from the
master index. After keyword tuple selection, the process of authorized query generation
will be same for each data size version.

7 Conclusions

This paper proposes a novel framework called AccKW which enforces access control
in keyword-based search over RDBMS. Solutions for access control enforcement in the
domain of keyword-based search over RDBMS is a relatively unexplored area and the
work presented in this paper addresses the stated research gap. The paper proposes a
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solution framework and also discusses issues and challenges regarding access control
in this domain. The proposed framework is implemented and emperically evaluated.
The paper presents performance results from different perspectives such as efficiency
and performance impact as a result of variation in number of keywords, access control
policy, database size, and keyword selectivity. Based on the empirical evaluation and
simulation results, we conclude that the proposed framework outperforms the naive
approach in most of the cases.
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Abstract. Knowledge circulation is indispensable to improving the coverage 
and quality of knowledge shared in a community.  In order for information and 
communication technologies to be successfully applied to realize knowledge 
circulation, social aspects need to be considered so that the technologies can be 
properly embedded into the society.  This issue has been addressed in social in-
telligence design, a field of research aiming at understanding and augmenting 
social intelligence based on a bilateral definition of social intelligence as an in-
dividual’s ability to better live in a social context and a group’s ability to collec-
tively solve problems and learn from experiences.  In this paper, based on an 
overview of social intelligence design research, I present a generic framework 
of conversational knowledge circulation in which conversation is used as a pri-
mary means for communicating knowledge.  I present attentive agents, autono-
mous interaction learner, situated knowledge management, self-organizing  
incremental memory, immersive conversation environment, as key technologies 
in conversational quantization for conversational knowledge circulation.   

Keywords: Social Intelligence Design, Conversational Knowledge Circulation, 
Situated Knowledge Management. 

1   Introduction 

The advent of the information and communication technologies has significantly 
increased the amount of information available on the net.  Kitsuregawa [1] called it 
information explosion.  Information explosion brings about both negative and positive 
aspects.  On the one hand, we often feel overloaded by the overwhelming amount of 
information, such as too many incoming e-mail messages including spams and un-
wanted ads.  On the other hand, explosively increased information may also lead to a 
better support of our daily life.  We can access not only public and infrastructure 
information such as the contact address of public service but also personal twitters 
and diaries that tell us how other people feel about perceived events.   

Still we often run into problems which may be attributed to the lack and incomplete-
ness of information and knowledge.  From time to time, we are forced to waste long 
time to fix simple problems or loose critical moments due to the lack of timely informa-
tion provision.  After all, we are still suffering from unevenly distributed information 
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and knowledge.  In the industrial domain, uneven distribution of information can be 
thought of as a potential cause of various flaws in service such as incomplete manuals, 
ill-designed user interface, excessive functions, or even brittle machineries.   

Information and knowledge need to be circulated so that demands for information 
can be communicated to information holders or providers, and information and 
knowledge can be communicated to those who need it.  In the industrial domain, 
information and knowledge sharing among specialists in different sectors of service 
providers is considered to be a gold standard for service provision.  In addition to it, 
communicating the engineers’ intention underlying the products may lead the clients 
to better leverage the services and products; communicating demands of the clients 
may motivate service providers to design new services; communicating usage reports  
may force engineers to improve the quality of services and products; not only bug 
reports or criticisms but also reports on novel usage and proposals of new functions 
from skilled users might highly encourage new services and products.  

In general, information and knowledge circulation is critical to ensure the coverage 
and quality of knowledge.  Knowledge circulation may contribute to bringing about 
good coverage, by communicating information and knowledge demands among peo-
ple.  Knowledge circulation may help improve the quality of knowledge by collecting 
flaws, criticisms and proposals for products and services from people.   

Although information and communication technologies are powerful, a simple de-
ployment of they will not be enough.  Social intelligence design [2, 3] is a field of 
research aiming at understanding and augmenting social intelligence based on a bilat-
eral definition of social intelligence as an individual’s ability to better live in a social 
context and a group’s ability to collectively solve problems and learn from experi-
ences.  Issues in embedding information and communication technologies in the hu-
man society have been discussed in the context of social intelligence design.   

In what follows, I first give an overview of social intelligence design research.  
Then, I present a generic framework of conversational knowledge circulation in 
which conversation is used as a primary means for communicating knowledge.  Fi-
nally, I present attentive agents, autonomous interaction learner, situated knowledge 
management, self-organizing incremental memory, immersive conversation environ-
ment, as key technologies in conversational quantization for conversational  
knowledge circulation.    

2   Social Intelligence Design 

The central concern of social intelligence design research is the understanding and 
augmentation of social intelligence resulting from bilateral definitions of individual 
intelligence to coordinate her/his behavior with others’ in a society and of collective 
intelligence to specify the discourse for the members to interact with each other.  
Social intelligence design can be discussed at the different levels of granularity. So-
cial intelligence design on the macroscopic level is about social networking and 
knowledge circulation in a community.  Social intelligence design on the mesoscopic 
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level is about collaboration in a small groups and teams.  Social intelligence design at 
the microscopic level is about fast social interactions in a social discourse.  

2.1   The Idea of Social Intelligence Design -- Its Origin and Development 

Social intelligence design research is based on bilateral definitions of social intelli-
gence: social intelligence as an individual’s ability to manage relationship with other 
agents and act wisely in a social situation, and social intelligence as an ability of a 
group of people to manage complexity and learn from experiences as a function of the 
well-designed social structure [2, 3].  Social intelligence is contrasted with problem 
solving intelligence / rational intelligence and emotional intelligence.   

Social intelligence design research centers on five topics.  The first is about theo-
retical aspects of social intelligence design, involving understanding group dynam-
ics and consensus formation of knowledge creation, theory of common ground in 
language use, and social learning.  The second is about methods of establishing the 
social context by such means as awareness of connectedness, circulating personal 
views, or sharing stories.  The third is about embodied conversational agents for 
knowledge exchange, mediating discussions, or learning.  The fourth is about col-
laboration design by integrating the physical space, electronic content and interac-
tion.  Multiagent systems might be used to help people in a complex situation.  The 
fifth is about public discourse.  Social intelligence design may be concerned with 
visualization, social awareness support, democratic participation, web mining and 
social network analysis [2]. 

Further topics, such as mediated communication and interaction [4], natural inter-
action [5], collaboration technology and multidisciplinary perspectives [6], evaluation 
and modeling [7], ambient intelligence [8], designing socially aware interaction [9], 
and situated and embodied interactions for symbolic and inclusive societies [10], have 
been added to the scope in subsequent workshops. 

Social intelligence design is an interdisciplinary research area.  Social intelligence 
design is discussed from conceptual, scientific and engineering viewpoint.  Design is 
the most important feature to integrate scientific and engineering approach to achieve 
better social intelligence.    

Social intelligence design is studied at three levels.  Social intelligence design at 
the macroscopic level is concerned with networked interactions in community.  Social 
intelligence design at the mesoscopic level focuses on structured social interactions in 
small groups.  Social intelligence design at the microscopic level sheds light on fast 
interaction loops in the social discourse.   

2.2   The Networked Interactions on the Macroscopic Level 

Social intelligence design on the macroscopic level is concerned with understanding 
and supporting communities where knowledge evolves as a result of interaction 
among members.  Major issues include community knowledge management, design 
and analysis of computer-mediated communication (CMC).   
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Community knowledge management is concerned with understanding and enabling 
organizational approach to identify, foster, and leverage insights and experiences 
shared in a community.  It should recognize best practice in a community [11] and 
enhance the knowledge spiral between formal and tacit knowledge [12].  CMC tools 
should be amalgamated with organizational structure and process.  Tacit knowledge 
might be better formalized into formal knowledge with CMC tools with face-to-face 
communication functions, while formal knowledge might be better internalized into 
tacit knowledge with anonymous communication means [13].  Caire [14] points out 
that conviviality contributes to promote values such as empathy, reciprocity, social 
cohesion, inclusiveness, and participation.  Katai [15] introduces a framework of 
social improvisational acts towards communication aiming at creative and humanistic 
communities. 

CMC tools support various phases of the knowledge process in a community.  A 
corporate-wide meeting may not be possible without a powerful CMC tools.  Faint-
Pop [16] is designed to provide social awareness.   Nakata [17] discusses a tool for 
raising social awareness through position-oriented discussions.  Nijholt [18] discusses 
the design of virtual reality theater environment for a virtual community. At “World-
Jam”, the IBM’s corporate-wide discussions held for three days and participated by 
over 53600 employees, a system called “Babble” was deployed which assisted syn-
chronous and asynchronous text communications.  Each participant was represented 
as a colored dot.  The position of a dot within a visualization called “social proxy” 
was designed to allow each participant to grasp who else is present and which topics 
are being discussed [19, 20].  In the DEMOS project, Survey, Delphi and Mediation 
methods are combined to connect political representatives and citizens, experts and 
laymen.  They are expected to strengthen the legitimacy and rationality of democratic 
decision making processes by using CMC tools to inspire and guide large scale politi-
cal debates [21].  Public Opinion Channel was proposed as a CMC tool for circulating 
small talks in a community [22].  Kanshin was designed to allow for extracting social 
concern [23].  In order to cope with digital divide, the culture of the user need to be 
investigated with the greatest case and sensitivity [24].   

CMC tools need to be analyzed in order to understand and bring about better com-
munity communication.   In general, statistical or social network analysis may be 
applied to understand the structure and features of community communication  [25].  
Notsu [26] used the VAT (visual assessment of clustering tendency) to analyze the 
balance of the network modeling of conceptualization.  Miura [27] found that me-
dium-density congestion with a relevant topic might activate communication by ex-
perienced participants in online chat, and suggested the cognitive process in the 
course of communication congestion.  Miura [28] suggested that information retrieval 
behaviors may vary depending on task-related domain specific knowledge in informa-
tion retrieval.  If the retriever has sufficient knowledge, s/he will cleverly limit the 
scope of retrieval and extract more exact information; otherwise, s/he will spend 
much efforts on comprehending the task-related domain for efficient retrieval.  Ma-
tsumura [29] revealed that the dynamic mechanism of a popular online community is 
driven by two distinct causes: discussion and chitchat.  ter Hofte [30] investigated 
placed-based presence (presence enhanced with concepts from the spatial model of 
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interaction).  The lessons learned include: place-based presence applications should 
be designed as an extension of existing PIM applications so that they may allow peo-
ple to control the exchange of place-based presence information; place-based pres-
ence system should keep the user effort minimum, since the trust in presence status 
may be lowered otherwise; and wider presence and awareness scopes may be needed 
to allow people see each other since they will easily lose track of each other other-
wise.   Morio [31] made a cross-cultural examination online communities in US and 
Japan, and found that Japanese people would prefer to discuss or display their opin-
ions when there is a lack of identifiability, while US people have a much lower rate of 
anonymous cowards.  Furutani [32] investigated the effects of internet use on self 
efficacy.  The results suggested that a belief of finding people with different social 
background may positively effect on self-efficacy (the cognition about one’s capabili-
ties to produce designated levels of performance), while staying in low-risk commu-
nication situation with homogeneous others might undermine self-efficacy.  Mori-
yama [33] studied the relationship between self-efficacy and learning experiences in 
information education.  They suggest that self-efficacy and abilities of information 
utilization may enhance each other.  In addition, creativity and information utilization 
skills might promote self-efficacy.   

2.3   The Structured Interactions on the Mesoscopic Level 

Social intelligence design at the mesoscopic level is concerned with collaboration 
support in structured interactions of a group or team.  Major issues include design and 
analysis of global teamwork, collaboration support tools, and meeting support and 
smart meeting rooms.   

Design and analysis of global teamwork is a major concern in many industrial ap-
plications.  Fruchter [34] proposed to characterize collaboration support systems for 
global teamwork in terms of bricks (physical spaces), bits (electronic content), and 
interaction (the way people communicate with each other).  Fruchter [35] describes a 
methodology for analyzing discourse and workspace in distributed computer-
mediated interaction.  Fruchter [36] formalized the concept of reflection in interaction 
during communicative events among multiple project steakholders.  The observed 
reflection in interaction is prototyped as TalkingPaperTM. 

Cornillon [37] investigated the conceptual design of a feedback advisor suggesting 
the knowledge co-construction aspect of a debate and noted that various aspects of 
social intelligence are coded in to the dialogue, such as repetitions encoding aware-
ness of connectedness.  Cornillon [38] analyzed how people work together at a dis-
tance using a collaborative argumentative graph.   They found that the number of 
turning actions (those changing the structure of an argumentative graph) greatly varies 
between the face-to-face and remote condition, while that of building actions (those 
contributing new information on the screen) does not. 

In the network era, workspaces are enhanced with information and communication 
technologies.  In order to enable people to flexibly interact with one another in a hy-
brid workplace, communication in the real life workplace need to be analyzed in 
terms of physical space, communication space, and organizational space [39]. 
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People’s behavior in coping with multitasking and interruptions in the workplace has 
been studied in depth by Mark and her colleagues [40, 41, 42].   

Various collaboration support tools have been proposed to facilitate collaboration 
from different angles.  Martin [43] identified story telling as a vehicle for tacit-to-tacit 
knowledge transfer in architectural practice and proposed the Building Stories meth-
odology.  Fruchter [44] proposed RECALL, a multi-modal collaboration technology 
that supports global team work.  Heylighen [45] presents DYNAMO (Dynamic Ar-
chitectural Memory Online), an interactive platform to share ideas, knowledge and 
insights in the form of concrete building projects.  Stock et al [46] presents a  co-
located interface for narration reconciliation in a conflict by making tangible the con-
tributions and disagreements of participants and constraints imposed by the system to 
jointly perform some key actions on the story.  Merckel et al [47] presents a frame-
work for situated knowledge management.  A low-cost three dimensional pointer is 
given to allow the user to associate information with arbitrary points on the surface of 
physical equipments.  Analysis is as important as synthesis.  Pumareja [48] studied 
the effects of long-term use of a groupware.  The paradigm of social constructivism 
and the perspective of structuration was proposed as a framework of analysis.  The 
finding from the case study suggests that collaboration technology can serve as a 
change agent in transforming the culture and structure of social interaction, through 
the various meanings people construct when interacting with technology and in bene-
fiting from the structural properties of a system.  Cavallin [49] investigated how sub-
jective usability evaluation across applications can be affected by the conditions of 
evaluation and found that scenarios not only affect the task solving level, but also 
prime the subjective evaluation of an application.   

Meeting support and smart meeting rooms have a large potential in application.   
Suzuki [50] discussed the social relation between the moderator and interviewees.  
Nijholt [51] describes a research on meeting rooms and its relevance to augmented 
reality meeting support and virtual reality generation of meeting.  Reidsma [52] dis-
cussed three uses of Virtual Meeting Room: to improve remote meeting participation, 
to visualize multimedia data, as an instrument for research into social interaction in 
meetings.  Rienks [53] presents an ambient intelligent system that uses a conflict 
management meeting assistant.  Wizard of Oz experiments were used to determine the 
detailed specification of the acceptable behaviors of the meeting assistant, and obtain 
preliminary evaluation of the effect of the meeting assistant.  Use of interaction media 
was studied by Mark [54] and Gill [55].   

2.4   The Fast Interaction Loop on the Microscopic Level 

Social intelligence design at the microscopic level is concerned with fast social inter-
actions in the face to face interaction environment.   Major issues include interactive 
social assistants, analysis of nonverbal social behaviors, social artifacts and multi 
agent systems.   

Interactive social assistants help the user make social activities.  S-Conart [56] 
supports conception and decision making of the user while online shopping.  PLASIU 
[57] is designed to support job-hunter’s decision making based on the observations 



128 T. Nishida 

 

from their actual job-hunting process.  StoryTable [58] is a co-located cooperation 
enforcing interface, designed to facilitate collaboration and positive social interaction 
for children with autistic spectrum disorder.   

Analysis of nonverbal social behaviors will provide insights needed to implement 
collaboration support systems or social artifacts.  Yin [59] shows a method of extract-
ing information from I-dialogue that captures knowledge generated during informal 
communicative events through dialogue, sketching and gestures in the form of un-
structured digital design knowledge corpus.  Biswas [60] presents a method for ex-
ploiting gestures as a knowledge indexing and retrieval tool for unstructured digital 
video data.  Ohmoto [61] presents a method for measuring gaze direction and facial 
features to detect hidden intention.   

Social artifacts aim at embodying social intelligence to interact with people or 
other social agents.  Xu [62] presents a two-layered approach to enhance the robot’s 
capability of involvement and engagement.  Xu [63] describes a WOZ experiment 
setting that allows for observing and understanding the mutual adaptation procedure 
between humans.  Mohammad [64] presents NaturalDraw that uses interactive per-
ception to attenuate noise and unintended behaviors components of the sensor signals 
by creating a form of mutual alignment between the human and the robot.  
Mohammad [65] discusses combining autonomy and interactivity for social robots.  
Yamashita [66] evaluates how much a conversational form of presentation aids com-
prehension, for long sentences and when user had little knowledge about the topic, in 
particular.  Poel [67] reports design and evaluation of iCat’s gaze behavior.  Nomura 
[68] studied negative attitudes towards robots.   

Multi agent systems fully automate a computational theory of social agents.  Roest 
[69] shows an interaction oriented agent architecture and language that makes use of 
an interaction pattern, such as escape/intervention. Rehm [70] integrates social group 
dynamics in the behavior modeling of multi agent systems.  Mao [71] studied social 
judgment in multi agent systems.  Pan [72] presents a multi-agent based framework 
for simulating human and social behavior during emergency evacuation.  Cardon [73] 
argues that the emerging structure or the morphological agent organization reflects the 
meaning of the communications between the users.  

2.5   Knowledge Circulation in the Context of Social Intelligence Design 

Discussions in social intelligence design research may be applied to bring about better 
knowledge circulation.   

At the macroscopic level, organizational design of knowledge circulation should be 
needed to make sure that a community knowledge process properly functions. A 
model of knowledge evolution need to be explicitly formulated which may specify 
when and how knowledge is created, how it is refined, how it is applied and evalu-
ated, how it is archived, and how it is generalized for transfer.  It is critical to identify 
contributors and consumers. The structure of participation need to be well-designed 
so that many people with different background and motivation can be motivated, 
participate in and contribute to knowledge circulation. Most importantly, it is critical 
to identify the structure of affordance and incentive of contribution. Consumers need 



 Social Intelligence Design for Knowledge Circulation 129 

 

to be provided enough affordance in order to apply knowledge.  The social structure 
should be well-designed so that creators can find values in contribution in addition to 
affordance in order to create knowledge.  Furthermore, trust and value of information 
and knowledge need to be addressed.   

CMC tools for knowledge circulation should be designed so that they can enhance 
the affordance and incentive structure by reducing the overhead of knowledge circula-
tion.  They should be able to provide the user with cues for evaluating trust and deal-
ing with a large amount of information.  A method of evaluating CMC tools for 
knowledge circulation need to be established.   

At the mesoscopic level, the central issue is to support the teamwork of steakholders 
who play a critical role in knowledge circulation.  On the one hand, awareness need to 
be supported so that they can coordinate their behaviors with colleagues.  Knowledge 
provision should be coordinated with team activities such as schedule maintenance. On 
the other hand, the complexity of the structure of workplace and multitask complexities 
must be considered, for knowledge workers are working simultaneously on multiple 
tasks by moving around multiple workplaces.  The relationship among awareness, 
shared information, and privacies should be carefully analyzed by taking the structure 
and dynamics of participation into consideration. Collaboration support tools will 
augment a distributed team of steakholders.  Smart meeting rooms will help co-located 
collaborative activities.  Measurement and analysis of activities and the communication 
tools will be helpful in improving collaborations.   

At the microscopic level, quick interaction loops using the combination of verbal 
and nonverbal behaviors need to be understood and supported.  It should be noted that 
nonverbal behaviors not only control the discourse of communication, but also give 
additional meaning to verbal information.  Understanding and leveraging quick inter-
action loops will help identify tacit information underlying the communication activi-
ties.  Although it is challenging, developing social artifacts that can create and sustain 
interaction loops with people will significantly accelerate and improve the quality of 
knowledge circulation.  Multi agent systems techniques might be used not only to 
control distributed systems but also to understand social systems as an accumulation 
of microscopic interactions among participating agents.   

The above discussions may lead to a layered model of community knowledge 
process [74].  The first layer from the bottom is about context sharing.  It accumulates 
the background information that serves as a common ground for a community.  Thus 
layer remains often tacit in the sense that it is not explicitly and represented as a well-
described static documents.  Rather it is a dynamic collection of ongoing conversa-
tions among members or tacitly shared perception of the common ground.  The  
second layer is information and knowledge explicitly shared in the community.  The 
third layer is collaboration.  Special interest groups are often formed to act to achieve 
a goal for a community.  The fourth layer is discussion.  Conflicting propositions are 
identified and discussed from various angles.  The topmost layer is decision making.  
Resolutions to conflicting goals are determined at this level and disseminated to the 
community members.  Knowledge circulation is indispensable to make knowledge 
process function effectively at each level.   
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3   Conversational Knowledge Circulation 

Conversation is the most natural communication means for people.  People are fluent 
in expressing ideas by combining verbal and nonverbal behaviors.  People are skillful 
in interpreting communicative behaviors of other participants.  People make nonver-
bal behaviors, iconic gestures for instance, not only to control the discourse but also 
to modulate the proposition conveyed by verbal utterances.  Conversation is a heuris-
tic process of knowledge creation by a group of people.  Although it is pretty hard to 
express half-baked ideas, those filled with indeterminacies and inconsistencies, in a 
written language, vague thoughts often turn into clear ideas as a result of conversation 
on the spot by incorporating knowledge from participants and gaining better ground-
ing on the subject.  The discourse of conversation often allows participants to  
critically examine the subject from multiple angles, which may motivate further con-
tributions from the participants.  Conversational knowledge circulation centers on 
conversation, aiming at circulating knowledge in a conversational fashion by captur-
ing information arising in conversations, organizing it into knowledge and applying 
knowledge to conversational situations.  It focuses on communicating intuitive and 
subjective aspects of knowledge representation in a situated fashion. 

3.1   Computational Framework of Conversational Knowledge Circulation 

Conversational knowledge circulation depends on a method of capturing and present-
ing information at conversational situations.  The result of conversation capture need 
to be packed into a some form of conversational content from which conversation will 
be reproduced.  Design of the data structure of conversational content is critical to the 
design of conversational knowledge circulation.  In general, the more sophisticated 
data structure is employed, the more flexible and reusable becomes conversational 
content, but the more complex algorithms may be required in implementation.  Typi-
cally, conversational content may be implemented as an annotated audio-video  
segment.  Although it is more useful if transcript of utterances or even semantic  
information is given as annotation, it will be more expensive and challenging to 
(semi-)automatically create high-quality annotated video clips.  Basic elements of 
conversational knowledge circulation are the augmented conversational environment 
equipped with sensors and actuators, the conversational agent, and the conversational 
content server.   

The augmented conversational environment is used for generating and presenting 
conversational content in the real world.  Not only participants’ conversational behav-
iors but also the objects and events referred to in conversation need to be captured.  
Although motion capture systems or eye trackers are useful devices for achieving the 
quality of data (such as accuracy or frequency), they may constrain the quality of 
interaction by compelling the participants to attach measurement devices or markers 
which may seriously distract natural conversations from time to time.  The conversa-
tion capture may be enhanced by introducing conversational robots that may move 
around the environment to capture information at appropriate viewpoints or even to 
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interview the participants to actively elicit knowledge. The key algorithms in smart 
environment and situated social artifacts are recognition of conversational environ-
ment and automated segmentation and annotation for captured conversation.   

Conversational agents are used to interactively present conversational content. A 
conversational agent may be an embodied conversational agent that lives in a virtual 
world simulating the subject world.  Alternatively, it may be a conversational robot 
that cohabits with people in a physical space.  Although it is still a big challenge to 
build a conversational robot that can exhibit a proper conversational behaviors, con-
versational robots may embody strong presence as an independent agent in conversa-
tion once they are realized.  In contrast, embodied conversational agents are portable 
over the net and versatile in expressing ideas without incurring by physical  
constraints, while their presence is often weaker than physical robots and their com-
municative expressions are usually bound to the two-dimensional display.  The key 
algorithms for conversational agents are generating proper conversational behaviors 
and presentation of conversational content according to the conversation status. 

Conversational content servers accumulate conversational content for distribution.  
Ideally, they may be equipped with a self-organization mechanism so that new conver-
sation content may be automatically associated with a existing collection of conversa-
tional content and the entire collection of conversational content may be organized 
systematically.  A less ambitious goal is to provide an visualizer and editor that may 
allow the user to browse the collection of conversational content, organize them into 
topic clusters, and create new conversational content from existing collection.    

In addition to the basic elements mentioned above, high-level functions may be in-
troduced to allow the users to utilize the collection of conversation content in collabo-
ration, discussion, and decision making.   

Figure 1 shows a simplified view of how the conversational knowledge circulation 
might be applied to the industrial environment where communication among customers 
and engineers are critical.  Emphasis is placed on enhancing the lower layers of com-
munity knowledge process.  It illustrates how conversations at the design, presentation 
and deployment stages might be supported by conversational knowledge circulation.   

At the design stage, the product is designed and possible usage scenarios are de-
veloped by discussions among engineers and sales managers.  The discussions contain 
valuable pieces of knowledge, such as intended usage or tips, that may also be useful 
to the users.  Conversational content about the product and service can be composed 
as a result of the design phase.  Conversational content may also used as an additional 
information source at the fabrication phase to help developers understand the inten-
tion of the design.   

At the presentation stage, the product and service are displayed to the potential cus-
tomers in an interactive fashion.  In order to make the interactive presentation widely 
available on the net, embodied conversational agents may be used as a virtual pre-
senter.  Embodied conversational agents will be able to cope with frequently asked 
questions using a collection of conversational content prepared in advance. When 
questions cannot be answered based on the prepared conversational content, the  
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Fig. 1. Conversational knowledge circulation applied to industrial environment 

engineer may control the presenter agent as an avatar to create a proper reply.  Such 
communication logs can be saved so that the service division may extend the “FAQ” 
conversational content for future questions.  Embodied conversational agents may be 
used as a surrogate of the customer to ensure the anonymous communication from the 
user.  The presentation stage can also be employed to train novices when the product 
and service is introduced to the user.   

At the deployment stage, conversations may contain various pieces of knowledge 
sources, such as the real usage scenario, evaluation from the user, complaints about 
the current service, demands for new services, etc.  The conversation between the user 
and system engineer may be captured by an intelligent sensing devices.  Service ro-
bots may be deployed to help the user as well as collect usage data.  The collected 
conversational content may be fed back to the design phase for improvement and 
further product and service development. 

It should be noted that the collection of (potential) customers, salespersons, and 
engineers forms a community that shares a common product and service.  CALV 
(Community-maintained Artifacts of Lasting Value) [75] is expected to be created as 
a result of the conversational knowledge circulation.  The more information and 
knowledge is circulated, the richer CALV may be obtained.   

3.2   Conversation Quantization 

Conversation quantization is a computational framework of circulating conversation 
quanta that encapsulates discourse units into annotated audio-visual video segments.  
Conversation quantization is based on the idea of approximating a continuous  
flow of conversation by a series of minimally coherent segments of discourse called 
conversation quanta [76].   
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Augmented conversational environment can be implemented as a smart meeting 
room or augmented environment that can provide conversation quanta with the partici-
pants according to the conversational state and produce conversation quanta by sensing 
conversational interaction among the participants.  The role of the conversation quanta 
capture is to (semi-)automatically produce a sequence of conversation quanta for a 
given conversation session. Fully automated conversation quanta capture is considered 
to be out of the scope of the current technology, for significant knowledge and techno-
logical development is required to segment conversations into small pieces and produce 
semantic annotation for conversational situations.  Saito et al [77] discussed human-
assisted production of conversation quanta.  Vickey [78] is an augmented conversational 
environment for a driving simulator.  It can ground the conversation on the events ob-
served through the simulated window of the vehicle, by analyzing pointing gestures of 
the participants. IMADE (the realworld Interaction Measurement, Analysis and Design 
Environment) [79] allows one to capture conversational behavior of a group of people 
with an optical motion capture device, wearable eye mark recorders, etc.  A tool called 
iCorpusStudio was developed for browsing, analyzing, or annotating an interaction 
corpus consisting of multimedia data streams obtained from sensing conversation  
sessions.    

Conversational agents have been implemented which will use conversation quanta 
to make speech acts in conversations.  Conversational agents may be virtual or physi-
cal.  Speech acts contain a full spectrum ranging from linguistic, paralinguistic, and 
nonlinguistic. EgoChat agents [80], SPOC and IPOC agents [81, 82]. GECA [83] 
provides a platform on which virtual agents are developed on an open platform using 
a markup language.  We have also developed listener and presenter robots [84, 85], 
though they still exhibit only basic nonverbal behaviors.   

The role of the conversational content server is to circulate conversation quanta in a 
team/group/community/society.  It should be able to deliver conversation quanta to 
situations on demand or proactively.  POC (Public Opinion Channel) [86, 22] imple-
ments part of the idea. The role of the conversation quanta manager is to accumulate a 
collection of conversation quanta.  SKG (Sustainable Knowledge Globe) [87] allows the 
user to visually accumulate a large amount of  conversational content on the CG sphere 
surface so that s/he can establish and maintain a sustainable external memory coevol-
ving with the internal memory.  A media converter may be used to translate conversa-
tion quanta from/to other information media such as videos or documents.  Kurohashi et 
al [88] developed a method for automatically creating a spoken-language script from a 
knowledge card consisting of a short text and a reference image.   

3.3   Technical Challenges 

There are many technical challenges to overcome to put conversation quantization in 
effect for conversational knowledge circulation.   

Challenges on the conversational environment are semantic and contextual proc-
essing.  Although it is highly desirable to annotate data with semantic information, 
difficulties may arise from the size and complexity of the semantic domain.  The 
dynamic nature of semantic information need to be addressed.  Meaning cannot be 
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predefined, for it arises dynamically in the interaction.  Contextual information should 
be handled properly.  When the discourse is well-shared, contextual information 
should be kept to the minimal, while maximal contextual information should be added 
when conversation quanta are transported to communities with different background.  
Thus, contextual information should be properly added or removed depending on the 
conversational situation.   

Challenges on the conversational agents are concerned with the naturalness of in-
teraction and presence of the agent.  In order to conduct natural interactions with the 
user, subtle nonverbal cues in interaction should be captured and reflected on the 
reactive behaviors of agent.  Large varieties of behaviors should be generated effi-
ciently.  Situatedness appears to be a key to naturalness.  Agents should be situated in 
the sense that they can allow the human to share information about objects and events 
in the environment.  The agents should at least partly share the way the humans may 
perceive the world.  When the agent lives in the virtual environment, the entire system 
should permit the user to feel the environment as if s/he is involved.  When the agent 
lives in the physical environment, the system should be able to recognize the ob-
jects/event the user is referring to and share the perception.  Social awareness must be 
supported by capturing and forwarding member’s status without violating privacy of 
the sender or disturbing the recipient. 

Furthermore, agents should be able to attract and sustain the attention of the user 
during the conversation session, by recognizing the user’s conversational status and 
managing the utterances based on the user’s status.  This requirement becomes more 
evident when the agent is interacting with more than one user.  The ultimate goal is to 
realize empathetic interaction between the human users and the agent.  Affective 
computing need to be introduced to have conversational agents behave naturally 
based on internal emotion model.  Although the agent must be able to recognize the 
user’s subtle change in emotional state, the emotional state of the user must be sensed 
without distracting her/him.   

Challenges on the conversational content server include a self-organizational in-
cremental memory and high-level social functions.  Incoming conversation quanta 
should be able to structurally organized into a collection of conversational content 
into coherent stories.  Automated digesting or summary is needed to navigate the user 
to a potentially large collection of conversation quanta.  The dynamic nature of the 
memory should be considered since conversation quanta may continuously come in.  
Automatic visualization might be needed to have the user intuitively grasp the accu-
mulated information.  The landscape of the collection of conversation quanta should 
be transformed gradually so that the users can track the change of the collection.  
High-level functions might be introduced to account for social awareness and well-
ness.  Social mechanisms such as trust, incentive, reciprocity, fairness, or atmosphere 
should be properly designed and assessed.   

In general, it is challenging to make sure that social intelligence is in fact incorpo-
rated in the design of community support system.  Green pointed out five challenges 
for this [89], namely supporting user-centered design for social intelligence; evaluat-
ing social intelligence; understanding the effect of social characteristics; ethical con-
siderations for social intelligence; and establishing & maintaining social intelligence. 
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4   Towards the Breakthrough 

In this section, I overview five projects aiming at overcoming the technical challenges 
in conversational knowledge circulation.   

4.1   Attentive Agents 

The goal of the attentive agent project is to build a conversational agent that can be-
have attentively to the dynamics of the interaction with multiple concurrent partici-
pants [90].  An agent can be said attentive if it can properly control its conversational 
behaviors according to the status and behaviors of other participants.  For example, 
the agent should keep quiet when other participants are discussing with each other for 
a while, whilst it can urge them to come back to the conversation if they have been off 
the discourse for a long while.  In case of talking with multiple concurrent partici-
pants, the agent need also to speak to a person who is considered to be a proper ad-
dressee.  In order to have the conversational agent behave according to such attentive 
utterance policies, a couple of indices have been introduced: AT (interaction activity) 
that indicates whether the users are active in their interactions or not, and CLP (con-
versation leading person) that denotes the participant who is the most likely leading 
the group during a certain period of the conversation session.  In order to overcome 
the limitation of two-dimensional agent coming from so-called the Mona Lisa Effect, 
three-dimensional physical pointer have been introduced to point to an intended ad-
dressee.  The ideas have been implemented into a quiz game agent that can host a quiz 
session with multiple users and evaluated.   

Ohmoto et al [91] addressed visual measurement of involvement of participants.  
Social atmosphere or extrinsic involvement attributed to the state of the group of 
participants as a whole is distinguished from intrinsic involvement attributed to that of 
an individual.  Although physiological indices can be used to identify the weak in-
volvement of a person affected by extrinsic involvement, participants of conversation 
are often reluctant to attach physiological sensing devices.  Ohmoto et al investigated 
the correlation between the physiological indices and visual indices measuring the 
moving distances and the speed of user’s motions, and have found that both intrinsic 
and extrinsic states of involvement can be detected with the accuracy of around 70% 
by changing the threshold level.   

4.2   From Observation to Interaction 

The goal of the autonomous interaction learner project is to build a robot that can 
autonomously develop natural behavior at three stages [92].  On the discovery stage, 
the robot attempts to discover the action and command space by watching the interac-
tion.  On the association stage, the robot attempts to associate discovered actions with 
commands.  The result of association will be represented as a probabilistic model that 
can be used both for behavior understanding and generation.  On the controller gen-
eration phase, the robot converts the behavioral model into an action controller so that 
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it can act in similar situations.  A number of novel algorithms have been developed.  
RSST (Robust Singular Spectrum Transform) is an algorithm that calculates likeli-
hood of change of dynamics in continuous time series without prior knowledge.  
DGCMD (Distance-Graph Constrained Motif Discovery) uses the result of RSST to 
discover motifs (recurring temporal patterns) from the given time series.  The associa-
tion algorithm estimates the natural delay between commands and actions so that it 
can properly associate commands (cause) with subsequent actions (effect).   

4.3   Situated Knowledge Management 

The goal of the situated knowledge management project is to develop a suite of algo-
rithms so that the system can recognize how knowledge is associated with real world 
objects and events.  The key algorithms are the real-time, light-weight object pose rec-
ognition algorithm that takes the CAD model (Piecewise Linear Complex) and the cam-
era-image of the target object to estimate the pose of the object with respect to the cam-
era [93, 94]; the interface for correcting the estimated pose; and a low-overhead three-
dimensional items drawing engine [95].  The suite works both in the augmented reality 
and augmented virtuality environments.  In the augmented reality environment,  it en-
ables to overlay annotations on the camera-image of the target object.  In the augmented 
virtuality environment, it allows for creating three-dimensional virtualized target object 
by automatically pasting surface texture.  The three-dimensional items drawing engine 
consists of a hand-held Augmented Reality (AR) system.  It allows the user to directly 
draw free three-dimensional lines in the context of the subject instruments.   

4.4   Self-Organizing Incremental Memory 

The goal of the incremental self-organizational memory project is to develop a self-
organizing incremental neural network that can make incremental unsupervised cluster-
ing of given segments of time series.  We have developed HB-SOINN (HMM-Based 
Self Organizing Incremental Neural Network) that uses HMM (Hidden Markov Model) 
as a preprocessor of SOINN so that the resulting system can handle the variable length 
patterns into fixed length patterns [96].  The role of HMM is to reduce dimensions of 
sequence data and to map variable length sequences into vectors of fixed dimension.  
HMM contributes to robust feature extraction from sequence patterns, which allows for 
similar statistical features to be extracted from sequence patterns of the same category.  
As a result of empirical experiments, it has turned out that HB-SOINN can generate a 
fewer number of clusters than a few competitive batch clustering algorithms. 

4.5   Immersive Conversation Environment 

The goal of the immersive conversation environment is to build an ambient environ-
ment that can provide the human operator with a feeling as if s/he stayed “inside” a 
conversation robot or embodied conversational agent to receive incoming  visual and 
auditory signals and to create conversational behaviors in a natural fashion  [97].  The 
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immersive conversation environment will be used to pursue Wizard of Oz experi-
ments with the embodiment of a conversational robot or an embodied conversational 
agent.  A 360-degree visual display can reproduce an immersive view around a con-
versational agent.  The current display system uses eight 64-inch display panels ar-
ranged in a circle with about 2.5 meters diameter.  Eight surround speakers are used to 
reproduce the acoustic environment.  It is designed to collect detailed information 
about how the operator behaves in varying conversational scenes.   

5   Conclusion 

Knowledge circulation not only decreases uneven distribution of knowledge in a 
community but also improves the coverage and quality of the shared knowledge.  In 
this paper, I shed light on social aspects of knowledge circulation.  First, I have  
overviewed social intelligence design and discussed how the insights obtained so far 
might be applied to the design, implementation and evaluation of knowledge circula-
tion.  Then, I have presented a generic framework of conversational knowledge  
circulation in which conversation is used as a primary means for communicating 
knowledge.  Finally, I have presented recent results in conversational quantization for 
conversational knowledge circulation.    
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Abstract. A scheme of active information resource (AIR) provides a novel ap-
proach to actively support using the distributed information resources over the 
networked environment. With the AIR, passive information resources are ex-
tended into autonomous and active entities. The extended information resources 
can actively perform tasks to support use of them, so that the burden for users 
can be reduced. Moreover, multiple extended information resources can organ-
ize in a decentralized way to autonomously cooperate with each other, and this 
will enable a more flexible support for using them in the distributed environ-
ment. An agent-oriented design model for AIR is developed, and the agent-
based AIR is applied and verified in two tasks of support for using distributed 
academic information resources and managing the operations of network sys-
tem. The results of experiments on two prototype systems verified that the pro-
posed approach has better performance than conventional approaches do.  

Keywords: Active Information Resource, Information Retrieval, Network 
Management, Agent, Agent-based System. 

1   Active Information Resource: Basic Concept  

With the explosion of the amount of information available in digital form, as well as 
the rapid growth of networked environment, particularly the Internet, numerous elec-
tronic materials have been made available from various information sources and these 
materials are continuously generated, accumulated and updated as valuable informa-
tion/knowledge sources in the distributed environment. Some characteristics of such 
information resources include: well organized metadata is available, meaningful rela-
tions between information resources exist, researchers' accumulated knowledge about 
information resources can be reused, etc. Due to the large amount of electronic infor-
mation resources, the complex relations among them, and the distributed nature of 
them, it is becoming increasingly difficult for users to efficiently and effectively use 
these information resources. Therefore, an effective support for using information 
resources is required. Such a support approach should effectively use the characteris-
tics of various information resources to provide mechanisms and functions such as 
managing, searching, showing and sharing. Furthermore, it should be adaptive in the 
distributed environment. 
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Fig. 2. Cooperation of AIRs 

 

There are many conventional technologies can be applied to support the use of infor-
mation resources. Typically, information resources in the conventional support system 
are modeled as passive entities, which can be accessed and manipulated by some func-
tions required by the tasks of support [3]. In such circumstances, there are usually gaps 
among the characteristics of information resources, the manipulation of these resources, 
and the support for using them. Due to the gap, the characteristics are not effectively 
used, and the support is less effective in the distributed environment. 

To realize an active support for using various information resources in the distrib-
uted environment, this research proposes a novel approach [1,2], as depicted in Fig.1. 
With this approach, passive information resources are extended into autonomous and 
active entities. Pertinent knowledge and functions are combined with information 
resources, and the characteristics of them can be effectively used. The extended in-
formation resources can actively perform tasks to support use of them, so that the 
burden for users can be reduced. Moreover, multiple extended information resources 
can organize in a decentralized way to autonomously cooperate with each other, and 
this will enable a more flexible support for using them in the distributed environment 
as shown in Fig.2. The extended information resource is called Active Information 
Resource (AIR). In order to design and implement the AIR over the networked envi-
ronment, a design method for extending information resources into autonomous and 
active entities and a method how to use the realized AIRs to enable the active support 
are developed, aiming several application tasks such as searching/sharing useful aca-
demic information resources, managing the operation conditions of network system, 
using web services and so on. 

2   Agent-Based Design of Active Information Resource 

An AIR is an information resource that is enhanced and extended with information 
resource specific knowledge and functions for actively and flexibly facilitating 
use/reuse of it. An agent-oriented design method for AIR is developed and this design 
method consists of the basic model of AIR, and two agent-based design models of 
AIR. 
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Basic Model of AIR: There are 6 main parts in the proposed design model of AIR, 
which is shown in Fig.3: Information Resource, Domain Knowledge-base, Knowledge 
about Information Contents, Information Extraction Unit, Information Processing 
Unit, and Contact & Cooperation Unit. With the interaction between these 6 parts, an 
AIR can autonomously perform its tasks [5]. 
 

Agent-Based Design Models of AIR: When an AIR is designed with the agent-
oriented approach, the knowledge and functions of AIR should be mapped into 
knowledge and functions of an agent or multiple agents. Thus an AIR can be designed 
and implemented using one of the following design models: 

-  Single-agent-based Design Model: In this model, the knowledge and functions of 
an AIR is mapped into knowledge and functions of one agent. Generally, the amount 
of information is relatively small. Since the structure of such an AIR is relatively 
simple, its design, implementation and maintenance would be accordingly easy. 

-  Multiagent-based Design Model: For an AIR with fairly large quantity of informa-
tion, complex functionality of information processing and corresponding knowledge 
about information use/reuse, it should be more suitable to deploy multiple agents. In 
this model, each agent is in charge of only a certain part of the AIR's functionality and 
corresponding knowledge. In such an AIR, the knowledge and ability of a certain 
agent could be relatively simple, which means the development and maintenance of 
each agent could be easy. 

In the design and implementation of agent-based AIR, we use the Repository-based 
Multiagent Framework (ADIPS/DASH framework) [13] and the Interactive Design 
Support Environment for agent system (IDEA) [14,15]. 

 
 

 
 

Fig. 3. Design Models of AIR 
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3   Knowledge Enhanced Search for Academic Information  

3.1   AIR for Academic Information Resource 

When a personal academic information collection is searched for a researcher's per-
sonal use, not only the literal contents, but also the characteristics of them should be 
considered [4]. However, when a conventional search method is used to find out such 
a collection, usually the relations among the academic information resources are not 
properly considered, and the researcher's personal knowledge about the academic 
information resources are often neglected. Consequently, the recall and efficiency of 
search could be low [6,7].  

To deal with such problem, two types of knowledge about these information  
resources are introduced and utilized to enhance the search process based on the AIR: 

• KR : Knowledge on Relations among the personally collected academic informa-
tion resources 

• KU : User's Knowledge about the personally collected academic information  
resources 

The single-agent-based design model of AIR is used to realize the proposed knowl-
edge enhanced search. Each piece of personally collected academic information re-
source is extended into an AIR called PerC-AIR (Personally Collected academic 
information resource AIR) [7].  

3.2   Design of PerC-AIR 

The PerC-AIRs are designed to automatically discover and update their KR through 
cooperation. At the meantime, KU can be automatically maintained by each PerC-AIR 
which keeps track of its user's operation on a piece of academic information resource.  
 

 
Fig. 4. Architecture of PerC-AIR 
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Moreover, a knowledge enhanced search in distributed PerC-AIRs is performed 
through autonomous cooperation between them. The knowledge and functions of 
PerC-AIR are designed and implemented by using the XML/RDF format 
representation and the rule-based agent behavior knowledge representation of 
ADIPS/DASH framework. 

 

 

Fig. 5. Example of knowledge description of PerC-AIR 

3.3   Knowledge Enhanced Search by PerC-AIRs 

In a KR enhanced search, relevance spreads from relevant PerC-AIRs to non-relevant 
ones, and relevance is accumulated in non-relevant PerC-AIRs. The influence of a 
relevant PerC-AIR on a related one is determined by the relevance value of the rele-
vant PerC-AIR, the strength of their relation, and the depth of iteration. On the other 
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hand, in a KU enhanced search, the researcher's evaluation or opinion on each item in 
the collection is reused. Relevant or non-relevant items can be efficiently determined 
when there is proper KU of PerC-AIR indicating so. 

Fig.6 depicts a process of the combination of KR and KU enhanced search, in which 
basically the protocol and algorithm for the KR enhanced search are used, except that 
KU is used in each step of the KR enhanced search. The proposed method finds more 
relevant PerC-AIRs than the conventional search method. 
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Fig. 6. Combining KR and KU Enhanced Search 

To verify the proposed search method, some experiments were performed on a 
prototype system which consists of 110 distributed PerC-AIRs. As demonstrated by 
the average results of multiple searches shown in Fig.7, the proposed search method 
has better performance compared to the conventional method. Particularly, the use of 
a combination of both KR and KU can lead to a better performance and a higher effi-
ciency. It can be concluded that the proposed knowledge enhanced search method can 
be used to search personal academic information collections effectively. 
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Since the information resources in a researcher's personal academic information 
collection are potentially valuable to some other researchers, making use of shared 
personal academic information collections could be an efficient way for researchers to 
obtain academic information resources 4). However, in a conventional mechanism for 
sharing such collections, there is usually a lack of efficient functions for discovery of 
valuable collections, as well as an effective search method for them.  

Using the AIR-based academic information collection, the Active Mechanism for 
Sharing Distributed Personal Academic Information Collections can also be realized 
based on the following two main functions: (f1) Autonomous Discovery of Valuable 
Collections, and (f2) Knowledge Enhanced Search in Shared Collections, in which the 
Col-AIRs (Collection AIRs) are introduced to automatically gather information about 
the collection from all PerC-AIRs in the collection, and the proposed mechanism can 
support academic researchers to efficiently share the academic information resources 
in the distributed environment. 
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Fig. 7. Performance of Knowledge Enhanced Search 
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4   Autonomous Monitoring of Network Management Information 

4.1   AIR-Based Network Management System (AIR-NMS) 

The management activities performed by the network managers/administrators are 
becoming more demanding and data-intensive because of the rapid growth of modern 
networks, and automation of network management activities has become necessary. A 
typical approach to network management is centralized, static, polling-based man-
agement that involves high-capacity computing resources at the centralized platform 
including commercially available management tools [8]. However, in view of the 
dynamic nature of evolving networks, future network management solutions need to 
be flexible, adaptable, and intelligent without increasing the burden on network re-
sources. The rapid of network systems has posed the issues of flexibility, scalability, 
and interoperability for the centralized paradigm. Even though failures in large com-
munication networks are unavoidable, quick detection and identification of the causes 
of failure can fortify these systems, making them more robust, with more reliable 
operations, thereby ultimately increasing the level of confidence in the services they 
provide [9].  

Motivated by these considerations, the AIR-based network management system 
(AIR-NMS) is intended to provide an intelligent, adaptive and autonomous network 
management support paradigm for various network systems [10,11]. 

 

 

 

Fig. 8. Configuration of AIR-NMS 

The AIR-NMS consists of two types of AIRs; I-AIR (AIR with status information 
of network) and K-AIR (AIR with knowledge of network management task). I-AIRs 
manage the status information, which is classifiable into two types: static information 
and dynamic information. For instance, the relationship between IP addresses and 
Mac addresses, host names, domain names, IP-routing, etc., are included as static 
network information, and the dynamic information includes number of packet traffic, 
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RMON-MIB, SNMPv2-MIB, logs of network services, and so on. I-AIRs are respon-
sible to monitor the operational conditions of network, detect the important conditions 
to be alarmed, inspect/notify the conditions in response to requests of administrator.  

On the other hand, K-AIRs manage heuristics or expertise of expert administrators 
which can utilized as the generic knowledge of network management tasks. K-AIRs 
and I-AIRs interact with each other to deal with the given/detected problem of the 
management task. This paper focus on the network monitoring task of AIR-NMS 
based on capabilities of I-AIRs [12]. 

4.2   Design of Agent-Based I-AIR 

Conventionally, administrators collect status information through periodical polling, 
aggregate them, and decide the operational conditions of the network system using his 
expertise/heuristics. The administrator’s task can be disaggregated into three sub-
tasks, such as detection, recognition, and specification of the failure (abnormal status). 
In each sub-task, much experience as a network manager are required, therefore, a 
beginner cannot be employed as an administrator. The I-AIR is introduced to partially 
support such empirical tasks of administrator; the distributed and effective monitoring 
of network system, detection of network failure, processing of collected information 
according to failure, improvement of reliability of detection, recognition, and specifi-
cation of failure through cooperation among AIRs. 

In I-AIR, two information resource types, plain-text format and RDF/XML for-
mat, are utilized to represent and manage the status information. For instance, the log-
information is acquired through the Syslog (a standard logging solution on UNIX and 
Linux systems) in plain-text format and the I-AIR extracts a diverse type of log-
information and converts it to RDF/XML format specifications. 

On the other hand, I-AIRs hold knowledge about information resources together 
with the functionality to handle collected information. Essential components of 
knowledge represented in an I-AIR are as follows: 

 

- I-AIR Identification Knowledge (ID): The ID includes an identification number, 
task number of I-AIR, etc. 

- Knowledge about Information Resource (IR): The IR includes a type, an update-
time, a format type, etc. 

- Knowledge about Failure Inspection (FI): The FI includes two types of knowledge 
to inspect the failure: text information to be detected in logs, and a threshold of 
packets, etc. 

- Knowledge about Periodic Investigation Process Control Method (CM): The CM 
includes the polling time and other conditions for updating of the information re-
source.  

- Knowledge about Cooperation Protocol (CP): The CP includes protocol sequences 
for cooperation with other AIRs. 

The knowledge contained in an I-AIR as ID, IR, and CP is required mainly to operate 
on the information resource and facilitate communication and cooperation among  
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I-AIRs. The preeminent characteristic of I-AIR is its autonomous monitoring  
mechanism, which is supported via FI and CM for the inspection and investigation of 
obstacles that hinder the normal network operation. Table 1 illustrates the I-AIRs  
developed in the prototype system and Fig.5 shows an example of describing the 
knowledge of I-AIR (No.15) based on Object-Attribute-Value description format of 
ADIPS/DASH agent. 
 

Table 1. Example of implemented I-AIRs 

I-AIR No. Function I-AIR No. Function

1 Network Disconnection detector 11 DNS server process checker 

2 NIC configuration failure detector 12 SMTP server process checker 

3 SPAM mail detector 13 POP server process checker 

4 MSBlaster attack detector 14 DNS connection checker 

5 Mail send/receive error detector 15 Network route to host checker 

6 TCP/IP stack failure checker 16 Kernel information checker 

7 NIC configuration failure checker 17 Lease IP address checker 

8 HUB failure checker 18 Mail server error checker 

9 Router failure checker 19 Number of SPAM mail 

10 Communication failure checker 
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Fig. 9. Example of I-AIR (No.15) Fig. 10. State transition diagram of I-AIR  

 
 

Moreover, applying the Single-Agent-based Design Model of AIR, the functional-
ity of I-AIR is designed and implemented based on the state-transition depicted in 
Fig.10. 
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4.3   Experiment of Failure Detection by I-AIR 

To evaluate the capabilities of I-AIR, an experimental AIR-NMS is set up as shown in 
Fig.11. The network system comprises a 100BASE-TX Ethernet with a firewall con-
figured as a Network Address Translation (NAT) firewall, a router, and various per-
sonal computers (PCs) arranged in four subnetworks. Subnetwork A is configured as 
a Demilitarized Zone range 172.16.0.0/24. The server (sevA1) DNS and Mail applica-
tion settings are configured. The other three subnetworks (B, C, D) have IP-addresses 
in the order given as 172.17.1.0/24, 172.17.2.0/24, and 172.17.3.0/24.  

Moreover, the network management console for managing the whole setup resides 
in pcB1 of subnetwork B. In subnetwork C, there is a desktop-type PC system (pcC1) 
with a fixed IP address from the DNS server, and a notebook computer (pine) which 
acquires the IP-addresses through the DHCP. Each node (PC, router, firewall etc.) 
shows the corresponding AIR workplace where the I-AIRs operate actively. For each 
node, about 15 AIRs were implemented. This implies that nearly 140 I-AIRs were 
incorporated within the experimental setup. A Linux operating system was used in 
each PC. 

The network administrator performs the management task according to the conven-
tional manual method, as well as with the I-AIRs based proposed system.  

He also measures the performance of the proposed approach adopted for the auto-
mation of network functions. In the experiment, the time and the number of proce-
dures executed to correct the obstacle were measured after a network obstacle was 
reported to a subject. In this paper, the results of detecting specific-failure for multiple 
causes are demonstrated in below. 

In the experiment, two kind of experimental methods have been designed, and for 
each method, five persons having expertise of managing computer communication 
systems have been employed: 
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Fig. 11. Construction of experimental AIR-NMS 
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 (i) Monitoring the network with the OS-default network management tools: Several 
failures obstructing the normal operation of network system are generated and 
accordingly it is required to restore the network services manually with the client 
management tools. Also, the time elapsed between the notification of failure to 
its remedy is measured.  

(ii) Monitoring the network utilizing the I-AIRs: The obstacles are detected by the 
communication / cooperation mechanism of I-AIRs which are then reported to 
the I-AIR interface, then it is required to rectify the occurring failures. In this 
case also the time is measured from the point when the obstacle information is 
presented on the interface to the absolute restoration.  

Hence, after some network obstacle has been reported and corrected, the time is 
measured as well as the number of procedures executed to restore the network to its 
normal operation.  

Table 2. Assumed failure causes: Mail Sending / Receiving Error 

Pro b lem C a u ses
C ab le  p ro b lem a . C a b le  w as d isconn ec ted.

Po rt p ro b lem b . Th e  2 5 th  p ort w as c losed .
c . Th e  1 1 0 th  p ort w a s c lo sed.

D N S Se rv er p ro b lem d . D N S Se rv er p ro cess w a s d ow ne d.
e . C o n f igra tion w a s n ot av ailable .

M ail Se rv er p ro b lem f . M ail Se rv er p ro ce ss  w as d o wn ed .
 

Table 3. Experimental results among individual administrators 

F G H I J

Time Step Time Step Time Step Time Step Time Step

no I-AIR
d 158 9 b 566 8 e 929 23 f 235 5 a 655 19

e 743 24 d 871 12 b 339 9 c 615 9 f 182 5

I-AIR
a 51 1 f 104 2 c 82 3 a 40 1 b 86 2

f 85 4 c 106 2 d 52 3 e 74 2 e 128 6
I-AIR

no I-AIR (%) 15.1 15.2 14.6 20.0 10.6 18.8 13.4 21.4 25.6 33.3 

Management experience: F. 1year, G. 2year, H. 2year, I. 3year, J. 7year
 

Table 4. Experimental results among individual failures 

a b c d e f

Time Step Time Step Time Step Time Step Time Step Time Step

no I-AIR
655 19 566 8 615 9 158 9 743 24 235 5 

- - 339 9 - - 871 12 929 23 182 5 

I-AIR
51 1 86 2 106 2 52 3 74 2 85 4 

40 1 - - 82 3 - - 128 6 104 2 
I-AIR

no I-AIR (%) 6.9 5.3 19.0 23.5 15.3 27.8 10.1 28.6 12.1 17.0 45.3 60.0 
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Table 2 depicts the failure situation "Mail Sending / Receiving Error" with some 
possible causes underlying the occurrence of this anomaly. The task of the subject is 
to determine the cause of this error. These causes do not occur necessarily in any 
fixed pattern. The checks to detect these causes are performed randomly. However, 
using I-AIRs is advantageous because every check is done only once during the 
course of the fault-localizing process. The failure cause is detected and the main cause 
behind the failure is reported to the network operator actively. 

Experimental results computed by each manager while resolving the mail sending / 
receiving anomaly were compiled into Table 3. Additionally, the results correspond-
ing to each failure cause were accumulated into Table 4. The results demonstrate that 
the network management overhead regarding the time taken to resolve a certain fault, 
along with the number of steps necessary to locate the cause of failure, were reduced 
to 20% on average. 

The foundation of autonomous network monitoring is the use of I-AIRs, which, 
through active mutual interaction and with the functional network system, can resolve 
various network-failure situations quite efficiently. A part of I-AIR knowledge is 
modified dynamically on frequent basis, according to the operational characteristics 
of the network. The experimental results demonstrated a marked reduction in the 
administrator workload, through the use of the network monitoring and fault detection 
functions of I-AIR, as compared to the conventional network management methods. 

5   Summary  

The concept of active information resource (AIR) is presented and two applications, 
(i) knowledge enhanced search of academic information collection using PerC-AIRs 
and (ii) autonomous monitoring of network management information using I-AIRs, 
are also demonstrated in this paper. The agent-based computing technologies such as 
the repository-based multiagent framework and the interactive design environment for 
agent system can successfully be applied in the design and implementation of various 
AIRs and their agent-based applications.  
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Abstract. Healthcare information is complex, distributed and non-structured in 
nature. Integration of information is important to retrieve patient history, for 
knowledge sharing and to formulate queries. Large scale adoption of electronic 
healthcare applications requires semantic interoperability. Interoperability of 
Electronic Health Records (EHRs) is important because patients have become 
mobile, treatment and health care providers have increased, and also, have be-
come more specialized. The paper analyses the role of semantic interoperability 
in healthcare. The system modeling approach has been analyzed with a view of 
supporting system-to-system and user-system interactions. In addition, query 
interfaces have been considered at varying levels of user and system activities. 

Keywords: Electronic Health Records, Semantic Interoperability, openEHR, 
Healthcare, Archetype Based EHR. 

1   Introduction 

Digitized form of individual patient’s medical record is referred as electronic health 
record (EHR). These records can be stored, retrieved and shared over a network 
through enhancement in information technology. An Integrated Care EHR is defined 
as:” a repository of information regarding the health of a subject of care in computer 
processable form, stored and transmitted securely, and accessible by multiple author-
ized users” [1]. The Institute of Electrical and Electronics Engineers (IEEE) defines 
interoperability as the “ability of two or more components to exchange information 
and to use the information that has been exchanged” [2]. Semantic Interoperability is 
a big challenge in healthcare industry. Semantic interoperability states that the mean-
ing of information must be preserved from a user level through logical level to physi-
cal level. Users enter information. It should safely reach the designated part of the 
system, and allow it to be sharable with other users and systems. As we know, there 
are different vendors for different systems. Thus, Semantic interoperability should be 
taken into account during exchange of data, information and knowledge. Figure1 
indicates that, the meaning of information will be preserved across various applica-
tions, systems and enterprises.  

Health care domain is complex. It is evolving at a fast rate. Health knowledge is 
becoming broad, deep and rich with time. Often, different clinics and hospitals have 
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their own information systems to maintain patient data. There may be redundancy in 
data because of distributed and heterogeneous data resources. This may hinder the 
exchange of data among systems and organizations. There is a need for legacy migra-
tion of data to a standard form for the purposes of exchanges. The EHRs should be 
standardized and should incorporate semantic interoperability. World Health Organi-
zation (WHO) has strong desire to develop and implement semantically interoperable 
health information systems and EHRs [25]. The rest of paper is organized as follows. 
Section 2 describes the role of dual level modeling approach in achieving semantic 
interoperability. Section 3 describes the openEHR architecture and its comparison to 
database management system architecture. Section 4 explains the details of semantic 
interoperability in EHRs systems. Section 5 describes querying EHR data with em-
phasis on high-level query interfaces for health professionals. Section 6 describes the 
discussions. Finally, section 7 presents the summary and conclusions. 

 

 

Fig. 1. Semantic Interoperability 

2   Dual Level Modelling Approach 

In essence, the proposed Electronic Health Records (EHRs) have a complex structure 
that may include data of about 100-200 parameters, such as temperature, blood-
pressure and body mass index. Individual parameters have their own contents (Figure 
2). In order to serve as an information interchange platform, EHRs use archetypes to 
accommodate various forms of contents [6]. The EHR data has multitude of represen-
tations. The contents can be structured, semi-structured or unstructured, or a mixture 
of all three. These can be plain text, coded text, paragraphs, measured quantities with 
values and units, date, time, date-time, and partial date/time, encapsulated data (mul-
timedia, parsable content), basic types (such as boolean, state variable), container 
types (list, set) and uniform resource identifiers (URI). 
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Fig. 2. Blood Pressure Archetype 

The classic specifications require that the details of clinical knowledge be simulta-
neously coded into the software. The disadvantage of the approach has been that with 
the expansion of clinical knowledge the software becomes unsuitable and outdated. 
To overcome this, two level modeling approach has been proposed. Dual model ap-
proach for EHR architecture is defined by ISO 13606[12] for a single subject of care 
(patient). The emphasis is on achieving interoperability of systems and components 
during communication of a part or complete EHR. Examples of Dual Model EHR 
architecture are CEN/TC251 EN13606 [3] standard (developed by European commit-
tee for standardization) and openEHR standard. CEN/TC251 is a regional Standards 
Development Organization, which is addressing the needs of the stakeholders to have 
interoperable and implementable standards. It will allow for safe and secure informa-
tion exchange. OpenEHR [4] foundation was established by University College  
London and Ocean informatics. It is an international foundation working towards 
semantic interoperability of EHR and improvement of health care.  

In two-level modeling approach, the lower level consists of reference model and 
the upper level consists of domain level definitions in the form of archetypes and 
templates. Reference Model (RM) [12] is an object-oriented model that contains the 
basic entities for representing any entry in an EHR. The software and data can be built 
from RM. Concepts in openEHR RM are invariant. It comprises a small set of classes 
that define the generic building blocks to construct EHRs. This information model 
ensures syntactic or data interoperability. The second level is based on archetypes [5] 
[10]. These are formal definitions of clinical concepts in the form of structured and 
constrained combinations of the entities of a RM. A definition of data as archetypes 
can be developed in terms of constraints on structure, types, values, and behaviors of 
RM classes for each concept, and in the domain in which we want to use. Archetypes 
are flexible. They are general-purpose, reusable and composable. These provide 
knowledge level interoperability, i.e., the ability of systems to reliably communicate 
with each other at the level of knowledge concepts. Thus, the meaning of clinical data 
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will be preserved in archetype based systems. Standardization can be achieved, so 
that, whenever there is a change in the clinical knowledge (or requirements), the soft-
ware need not be changed and only the archetypes need to be modified.  

 

 

Fig. 3. Two Level Modelling Approach 

The clinical user can enter and access information through clinical application. The 
clinical domain expert can record and maintain the clinical model through modeller. 
The modeller is software needed to manage the archetypes. Patients can have com-
plete control over access and distribution of their health records.  

3   The OpenEHR Architecture 

The openEHR is pioneering the field for maintaining semantic interoperable EHRs. It 
has launched the implementation of the specification project. It aims at a new busi-
ness model for electronic medical records. The latest edition of Microsoft's Connected 
Health Framework, includes openEHR (ISO 13606-2) archetypes as part of its do-
main knowledge architecture. The openEHR Reference Model is based on ISO and 
CEN EHR standards, and is interoperable with HL7 (Health Level Seven) and 
EDIFACT (Electronic data interchange for administration, commerce and transport) 
message standards [12]. This enables openEHR-based software to be integrated with 
other software and systems. Figure 4 shows how the DBMS architecture [7] can be 
compared to the openEHR architecture [6]. 

 

i) Physical level: The lowest level of abstraction describes the details of reference 
model. These include identification, access to knowledge resources, data types and 
structures, versioning semantics, support for archetyping and semantics of enterprise 
level health information types.   
 ii) Logical Level: The next higher level of abstraction describes the clinical concepts 
that are to be stored in the system. They can be represented in the form of archetypes 
and templates. The implementation of clinical concepts may involve physical-level 
structures. Users of logical level do not need to be aware of this complexity. Clinical 
domain experts use logical level. 
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iii) View Level: The highest level of abstraction describes only part of the entire EHR 
architecture. This corresponds to the service model. Several views are defined and the 
users see these views. In addition to hiding details of logical level, the views also 
provide a security mechanism to prevent users from accessing certain parts within 
EHR contents. 
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User
View 2

User
View 3

Basic entities as
objects and versions

Templates Queries Terminology Interface

Archetypes

Health
Integration
Platform

Application
Development
Platform

Knowledge
Management
Platform

Service model
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 Fig. 4. DBMS architecture compared to openEHR Architecture 

4   Semantic Interoperability in EHR: An Overview 

In this section, we describe different levels of interoperability, the relationship of 
archetypes to semantic interoperability and Archetype Description language as a type 
of language for system level interactions (Figure 1). At the system level, the AQL 
language is supported for development of initial support infrastructure. In the follow-
ing sections, this report presents how the application level can benefit from XML 
conversions and support of query language at application level, in the form of 
XQuery. Higher-level of support is an active area of research. Many research efforts 
aim to improve user interaction facilities [18] [22].  

 
 

 

Fig. 5. Query Support at different Levels 
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4.1   Levels of Interoperability 

There are three levels of interoperability [11]: 
 

• Syntactic (data) interoperability 
• Structural interoperability/Semantic interpretability. 
• Semantic interoperability. 

 

These are described in table 1. 

Table 1. Levels of interoperability [11] 

Levels of 
interoperability

Main mechanisms 
for interoperability

Description 

Syntactic 
interoperability

openEHR  
Reference Model 
(RM) 

The openEHR reference model alone ensures  
syntactic interoperability independent of any defined 
archetypes. The openEHR reference model does not 
define clinical knowledge. It is defined and  
communicated by archetypes, separately from the 
reference model. Hence, data items are communicated 
between systems only in terms of clearly defined, 
generic reference model instances. As the reference 
model is stable, achieving syntactic interoperability 
between systems is a simple task. 

Structural 
interoperability

Archetypes Structural interoperability is achieved by the  
definition and use of archetypes. As agreed models of 
clinical or other domain specific concepts, archetypes 
are clinically meaningful entities. An EHR entry (or a 
part) which has been archetyped will have the same 
meaning no matter where it appears. Thus, archetypes 
can be shared by multiple health systems and  
authorities, enabling information to be shared  
between different systems and types of healthcare 
professionals. Clinical knowledge can be shared and 
clinical information can be safely interpreted by 
exchanging archetypes. 

 
Semantic 
interoperability

Domain  
Knowledge  
Governance 

The use of archetypes and the reference model alone 
do not guarantee that different EHR systems and 
vendors will construct equivalent EHR extracts, and 
use the record hierarchy and terminology in  
consistent ways. For semantically interoperable  
systems, archetype development must be coordinated 
through systematic “Domain Knowledge  
Governance” tool. For example, it succeeds to avoid 
incompatible, overlapping archetypes for essentially 
the same concept. 
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4.2   Archetypes and Semantic Interoperability 

Archetypes specify the design of the clinical data that a Health Care Professional 
needs to store in a computer system. Archetypes enable the formal definition of clini-
cal content by domain experts without the need for technical understanding. These 
conserve the meaning of data by maintaining explicitly specified and well-structured 
clinical content for semantic interpretability. These can safely evolve and thus deal 
with ever-changing health knowledge using a two-level approach.  

In simpler terms, an archetype is an agreed formal and interoperable specification 
of a re-usable clinical data set which underpins an electronic health record (EHR). It 
captures as much information about a particular and discrete clinical concept as pos-
sible. An example of a simple archetype is WEIGHT, which can be used in multiple 
places, wherever is required within an EHR. Once the format of an archetype is 
agreed and published, then it will be held in a 'library'(such as, clinical knowledge 
manager) and made available for use in any part of a given application, by multiple 
vendor systems, multiple institutions, and multiple geographical regions. Each group 
or entity using the same archetype will be able to understand and compute data cap-
tured by the same archetype in another clinical environment. 

Archetypes are the basis for knowledge based systems (KBS) as these are means to 
define clinical knowledge (Figure 2). These are language neutral. These should be 
governed with an international scope, and should be developed by clinical experts in 
interdisciplinary cooperative way [13]. The developed archetypes need to be reviewed 
by other clinical experts (e.g., clinical review board) to ensure their completeness and 
relevance to evidence-based clinical practice. The archetype repository is a place of 
development, governance and primary source of archetypes. High quality archetypes 
with high quality clinical content are the key to semantic interoperability of clinical 
systems [13]. According to archetype editorial group (and clinical knowledge man-
ager (CKM) [9]), the information should be sharable and computable. 

Terminologies also help in achieving semantic interoperability. Terms within ar-
chetypes are linked (bound) to external terminologies like SNOMED-CT [11]. With 
the use of reference model, archetypes and a companion domain knowledge govern-
ance tool, the semantic interoperability of EHR systems becomes a reachable goal.  

The openEHR foundation is developing archetypes which will ensure semantic in-
teroperability. The openEHR archetypes are developed systematically through domain 
knowledge governance tools. According to the statistics provided by CKM, which is a 
domain knowledge governance tool, there are 227 numbers of archetypes [9]. Domain 
knowledge governance will ensure that archetypes will meet the information needs of 
the various areas. 

With CKM, the users interested in modeling clinical content can participate in the 
creation and/or enhancement of an international set of archetypes. These provide the 
foundation for interoperable Electronic Health Records. CKM is a framework for 
managing archetypes. It helps in identifying which archetypes need to be standard-
ized, and which are domain specific. It establishes a frame of reference and helps to 
train multidisciplinary teams for archetype development. The coordination effort team 
will inform and support domain knowledge governance. To support this, openEHR 
has employed the Web Ontology Language (OWL) and the Protégé OWL Plug-In to 
develop and maintain an Archetype Ontology which provides the necessary  
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meta-information on archetypes for Domain Knowledge Governance. The Archetype 
Ontology captures the meta-information about archetypes needed to support Domain 
Knowledge Governance [11]. 

4.3   Archetype Definition Language (ADL) 

Archetypes for any domain are described using a formal language known as Arche-
type deption language (ADL) [14]. ADL is path addressable like XML. The openEHR 
Archetype Object Model (AOM) describes the definitive semantic model of arche-
types, in the form of an object model [15]. The AOM defines relationships which 
must hold true between the parts of an archetype for it to be valid as a whole. In sim-
pler terms, all archetypes should conform to AOM. Since EHR has a hierarchical 
structure, ADL syntax is one possible serialisation of an archetype. ADL uses three 
other syntaxes, cADL (constraint form of ADL), dADL (data definition form of 
ADL), and a version of first-order predicate logic (FOPL), to describe constraints on 
data which are instances of RM [14].  

The ADL archetype structure consists of archetype definition (expressed using 
cADL syntax), language, description, ontology, and revision_history (expressed using 
dADL syntax), invariant section (expressed using FOPL). The invariant section intro-
duces assertions which relate to the entire archetype. These are used to make state-
ments which are not possible within the block structure of the definition section. 
Similarly, the dADL syntax provides a formal means of expressing instance data 
based on an underlying information Model [14]. The cADL is a syntax which enables 
constraints on data defined by object-oriented information models to be expressed in 
archetypes or other knowledge definition formalisms [14]. 

Every ADL archetype is written with respect to a reference model. Archetypes are 
applied to data via the use of templates, which are defined at a local level. Templates 
[10] generally correspond closely to screen forms, and may be re-usable at a local or 
regional level. Templates do not introduce any new semantics to archetypes, they 
simply specify the use of particular archetypes, further compatible constraints, and 
default data values.   

There are many parameters, such as weight, body temperature and heart rate in an 
EHR. The ADL for a parameter ‘Blood Pressure’ (BP) is shown in appendix A (also 
see Figure 2). ADL for other parameters are available at common repository [16]. 
ADL has a number of advantages over XML. It is both machine and human proc-
essable, and approximately, takes half space of XML. The leaf data type is more 
comprehensive set (including interval of numerics and date/time types). ADL adheres 
to object-oriented semantics that do not confuse between notions of attributes and 
elements. In ADL, there are two types of identifiers (from reference model) - the type 
names and attributes. Formally, it is possible to convert ADL into XML format and 
other formats [14]. Table 2 gives the comparison of ADL and XML. 

In the near future, there is an important research issue regarding EHR systems, 
that is, whether all the archetype-based EHR systems will be created as ADL based 
database systems or ADL-enabled database systems (i.e., traditional database systems 
with enhanced ADL storage capabilities).  
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Table 2. Comparison between ADL and XML 

Properties ADL XML 
Machine Processable  Yes  Yes 
Human Readable  Yes Sometimes unreadable (e.g., 

XML-schema instance, 
OWL-RDF ontologies)  

Leaf data Types More comprehensive set, 
including interval of 
numerics and date/time types

String data; with XML 
Schema option- more  
comprehensive set 

Adhering to object-
oriented semantics 

 Yes, particularly for 
container types  

XML schema languages do 
not follow object-oriented 
semantics 

Representation of 
object properties 

Uses attributes Uses attributes and Sub-
elements 

Space (for storage) Uses nearly half of space in 
XML 

May have data redundancy 

 

4.4   Interoperability and Different Levels of Interfaces 

In Figure 1, the systems will use a XML/ADL type of language for system-to-system 
interactions.  The healthcare worker will need an additional support layer. The exist-
ing support can be compared to (Figure 5)– 

 

A) System Programmers level for development of EHR system- using ADL. 
 

B) Application Programmer level for development of system applications, using 
XQuery, OQL (object query language) and SQL - type of interfaces (assuming the 
RDBMSs may support ADL in future). 

 

C) Healthcare worker level interfaces:  This is an active research area and no easy-
to-use interfaces exist till date. In section 5.2, an attempt to provide one such inter-
face has been outlined. It aims to demonstrate – how interoperability at application 
programmer level, can be made to support a user interface at healthcare worker 
level. 

5   Querying Archetype Based EHR  

EHRs allow multiple representations [17]. In principle, EHRs can be represented as 
relational structures (governed by an object/relational mapping layer), and in various 
XML storage representations. There are many properties and classes in the reference 
model, but the archetypes will constrain only those parts of a model which are mean-
ingful to constrain. These constraints cannot be stronger than those in reference 
model. For example, if an attribute is mandatory in RM, it is not valid to express a 
constraint allowing the attribute to be optional in the archetype (ADL). So, the single 
ADL file is not sufficient enough for querying. The user may want to query some 
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 properties or attributes from RM, along with the querying from properties in arche-
types. In order to create a data instance of a parameter of EHR, we need different 
archetypes in ADL, and also these archetypes may belong to different categories of 
archetypes.  

For example, to create a data instance for Blood Pressure, we need two different 
archetypes-namely, encounter and blood pressure. These archetypes belong to differ-
ent categories viz., COMPOSITION and OBSERVATION.  

The different categories have different structure. At the time of query, a user faces 
this problem- which archetypes must be included in querying? For example, querying 
on BP requires the use of two archetypes viz., Encounter archetype (belonging to 
COMPOSITION category of RM) and Blood Pressure archetype (belonging to 
OBSERVATION category of RM). This problem can be addressed by the use of 
templates. Archetypes are encapsulated by Templates for the purpose of intelligent 
querying [10]. The templates are used for archetype composition or chaining. Arche-
types provide the pattern for data rather than an exact template. The result of the use 
of archetypes to create data in the EHR is that the structure of data in any top-level 
object conforms to the constraints defined in a composition of archetypes chosen by a 
template.  

At the user level, querying data regarding BP must be very simple. The user only 
knows BP as a parameter and will query that parameter only. 

The EHR system must have an appealing and responsive query interface that pro-
vides a rich overview of data and an effective query mechanism for patient data. The 
overall solution should be designed with an end-to-end perspective in mind. A query 
interface is required that will support users at varying levels of query skills. These 
include semi-skilled users at clinics or hospitals. 

5.1   Archetype Query Language (AQL) 

To query upon EHRs, a query language, Archetype Query Language (AQL) has 
been developed [8]. It is neutral to EHRs, programming languages and system  
environments. It depends on the openEHR archetype model, semantics and its syn-
tax. AQL is able to express queries from an archetype-based EHR system. The use  
of AQL is confined to a skilled programmers’ level. It was first named as  
EQL (EHR Query Language) which has been enhanced with the following two 
innovations [17]:  

i) utilizing the openEHR path mechanism to represent the query criteria and the re-
sponse or results; and  

ii) using a ‘containment’ mechanism to indicate the data hierarchy and to constrain 
the source data to which the query is applied. 

 

The syntax of AQL is illustrated by the help of example. 
 

Query: Find all blood pressure values, where systolic value is greater than  
(or equal to) 140, or diastolic value is greater than (or equals to) 90, within a specified 
EHR. 
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Fig. 6. Syntax of AQL 

5.2   High-Level Database Query Interfaces  

AQL is difficult for semi-skilled users. It requires the knowledge of archetypes and 
knowledge of languages such as ADL, XML and SQL. At the present moment, there 
is no easy-to-use query language interface available for EHRs database. We propose 
to study for the convenience of healthcare professionals a high-level interface for 
querying archetype based EHR systems based on the proposed query interface XQBE 
[18]. An alternative approach proposed by Ocean informatics [19] suggests using a 
query builder tool, to construct AQL query. It requires form related inputs and more 
skills on the part of the user. Our goal is similar and it is easy to achieve with the help 
of XQBE. 

XQBE [18] is a user-friendly, visual query language for expressing a large subset 
of XQuery in a visual form. Its simplicity, expressive power and direct mapping to 
XQuery are some of the highlighting features for its use. Like XQuery, XQBE relies 
on the underlying expressions in XML. It requires all data to be converted to XML 
form. It presents a user with XML sub-tree expressions for the items of user interests. 
XQBE’s main graphical elements are trees. There are two parts, the source part which 
describes the XML data to be matched against the set of input documents, and the 
construct part, which specifies which parts will be retained in the result, together with 
(optional) newly generated XML items.  

In order to adopt a XQBE like interface at user level, we propose to convert ADL 
into XML. ADL can be mapped to an equivalent XML instance. ADL is hierarchical 
in nature and has a unique identification to each node. Thus, paths are directly con-
vertible to XPath expressions. These can be created. According to Beale and Heard 
[6], the particular mapping chosen may be designed to be a faithful reflection of the 
semantics of object-oriented data. There may be need for some additional tags for 
making the mapping of nested container attributes since XML does not have a sys-
tematic object-oriented semantics. Thus, single attribute nodes can be mapped to 
tagged nodes of the same name. Container attribute nodes map to a series of tagged 
nodes of the same name, each with the XML attribute ‘id’ set to the node identifier. 
Type names map to XML ‘type’ attributes.  

In the present proposal, the patient data description is converted to XML form 
[21]. It is suitably reformed for adoption of XQBE interface. Thus users can directly 
use XQBE query interface to access patient data. This process eliminates the need to 
learn and use the AQL language on the part of the users [21]. The XQBE skills can be 
learnt with ease [18]. 
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5.3   Mapping ADL to XQBE for EHR Data 

Database queries are usually dependent on local database schemas but archetype 
systems being proposed aim to have portable queries. The queries play a crucial 
role in decision support and epidemiological situations. The XQBE approach for 
archetype-based EHRs is being proposed for semi-skilled users (such as doctors, 
physicians, nurses). The mapping process to create XQBE is shown in following 
steps (Figure 7).  
 

i) The conversion of ADL file into XML file. 
ii) Generation of DTD for the XML file. 
iii) Generation of XQBE interface structure. 
 

Subsequently, for the semi-skilled user, this three step process will facilitate in querying 
archetype based EHRs. The step (ii) in above process will aid in the guided construction 
of query provided by XQBE [18]. However, for some users (skilled in use of XML) the 
step (ii) may not be needed and XQBE can be used directly for the XML file.  
 

 

 

Fig. 7. Mapping process to present XQBE for EHRs [21] 

Query Scenario1. Find all Blood Pressure values, having the systolic_BP and dia-
stolic_BP, (where systolic_BP >= 140 and diastolic_BP >=90).  

The AQL syntax for the above query is shown in appendix B. By using XQBE 
approach for querying, we perform step (i) to step (iii) as explained, on BP parame-
ter. For each case of query, and for querying different parameters of EHR, we need 
to convert each parameter (in form of adl) to a corresponding xml for the demon-
stration. We propose to develop an automated tool in the subsequent phase. The 
clinical user will be provided with a substituted XQBE interface (Figure 9) in place 
of AQL.  

XQBE is a visual interface. A user is presented with graphical image of EHR 
components, for example, blood Pressure (BP) in this case. In Figure 9, based on the 
selected source data, the user defines a target sub-tree (in XML form) to express the 
query (and its outcome). The query is expressed by using the graphical elements of 
XQBE [18]. The source part of the query is built using the DTD. A guided construc-
tion is provided to the user to add predicates for the query. The construct (or result) 
part of the query is built by the user using the graphical elements of XQBE by drag-
ging and dropping them.  

 

XML XQBE 
(i) 

(ii) 

(iii) 

ADL 

DTD 
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<!ELEMENT adl_version ( #PCDATA ) >
<!ELEMENT archetype ( original_language, description,
archetype_id, adl_version, concept, definition, ontology ) >
<!ELEMENT archetype_id ( value ) >
<! ELEMENT assumed_value (terminology_id,
code_string, magnitude?, units?, precision? ) >
<! ELEMENT attributes (rm_attribute_name, existence,
children+, cardinality? ) >
<! ATTLIST attributes xsi: type
(C_MULTIPLE_ATTRIBUTE | C_SINGLE_ATTRIBUTE)
#REQUIRED >
<! ELEMENT cardinality (is_ordered, is_unique, interval)
>
<! ELEMENT children (assumed_value | attributes |
code_list | includes | item | list | node_id | occurrences |
property | rm_type_name | target_path | terminology_id)* >
<! ATTLIST children xsi: type
(ARCHETYPE_INTERNAL_REF | ARCHETYPE_SLOT |
C_CODE_PHRASE | C_COMPLEX_OBJECT |
C DV QUANTITY | C PRIMITIVE OBJECT)  

 

Fig. 8. A sample of BP.dtd 

Figure 9 shows the element nodes and subelement nodes in the source part. The 
subelements (systolic and diastolic) of the BP element, one systolic and one diastolic 
satisfy condition1 (systolic>=140) AND condition2 (diastolic>=90) are described with 
the help of XQBE convention. As per the convention, an arc containing ‘+’ indicates 
that ‘children’ element node may exist at any level of nesting (as in Xpath we use ’//’). 
The construct part consists of element node for BP (set tag T-node), and also element 
nodes for systolic and diastolic, which relates the projected BP element nodes to its 
systolic and diastolic subelements. The fragment node (shown by filled triangle) indi-
cates that the entire fragment of systolic and diastolic must be retained in the result. 

 

 
 

Fig. 9. BP.XQBE- an XQBE template for query 
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6   Discussions 

There are several concerns regarding semantic interoperability which are listed below: 

• How will the legacy migration of electronic health record systems to dual 
model approach based EHR systems be achieved? 

• With evolution of domain clinical knowledge concepts, is it possible to 
achieve semantic interoperability in next 5 years or 10 years? 

• At present, few people are trained to work at the intersection of biomedicine 
and IT. Will clinical domain experts really be interested in the development 
of archetypes, which are keystones in achieving semantic interoperability? 

• Archetype Query Language [8] has been developed by openEHR for query-
ing EHR data. It helps in semantic interoperability. Will it really be a power-
ful query language? 

• How much cost will be involved for maintaining EHR systems?  
• In near future, will archetype based EHR systems be semantically interoper-

able?  

Sharing and exchange of knowledge, resources and information pertaining to the care 
of patients is needed by healthcare professionals. Archetypes and templates are a 
paradigm for building semantically-enabled software systems. Thus, archetype based 
EHR system ensures semantic interoperability. Database queries, usually dependent 
on local database schemas but archetype systems being proposed aim to have portable 
queries.  

7   Summary and Conclusions 

Existing query language interfaces are not suitable for healthcare applications. A 
proposal for developing high level interface suitable for healthcare users has been 
presented. Further, high-level user facilities, such as QBE sort of interface for ADL 
using the graphical elements of XQBE [18],or other existing high-level interfaces, 
such as XGI ( A graphical interface for XQuery creation) [23], and GLASS (A 
Graphical Query Language for semi-structured data) [24] are aimed to be analyzed. 
Due to the time constraints, the research efforts for these proposals have been omitted. 
Finally, we conclude the paper with pointing out the strong need of high-level query 
interfaces for healthcare professionals because of heterogeneous nature and fragmen-
tation of healthcare organizations. Our aim is to support a healthcare user at varying 
levels to enhance semantic interoperability.    
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Appendix A  
 

 A brief sample of ADL for Blood Pressure Archetype 
(BP.adl downloaded from [9]) 

 
definition 
OBSERVATION [at0000] matches {  -- Blood pressure 
data matches { 
  HISTORY[at0001] matches { -- history 
      events cardinality matches {1..*; unordered} matches { 
         EVENT[at0006] occurrences matches {0..*} matches {   -- any event 
     data matches { 
         ITEM_TREE[at0003] matches { -- blood pressure 
         items cardinality matches {0..*; unordered} matches { 
   ELEMENT[at0004] occurrences matches {0..1} matches      -- Systolic 
          value matches { 
           C_DV_QUANTITY <  
                               property = <[openehr::125]> 
    list = <  ["1"] = < 
                              units = <"mm[Hg]"> 
                 magnitude = <|0.0..<1000.0|> 
                 precision = <|0|> 
      >  >  > 
   }} 
   ELEMENT[at0005] occurrences matches {0..1} matches {    -- Diastolic 
          value matches {  
                        C_DV_QUANTITY < 
     property = <[openehr::125]> 
     list = < ["1"] = < 
                                units = <"mm[Hg]"> 
                   magnitude = <|0.0..<1000.0|> 
                    precision = <|0|> 
          >  >  > } } 
 ELEMENT[at1006] occurrences matches {0..1} matches {-- Mean Arterial Pres-

sure 
    value matches {  
                     C_DV_QUANTITY < 
                               property = <[openehr::125]> 
                               list = < ["1"] = < 
                               units = <"mm[Hg]">                        
                               magnitude = <|0.0..<1000.0|>       
                               precision = <|0|>          
                               >  >  >    } } 
 ELEMENT[at1007] occurrences matches {0..1} matches { -- Pulse Pressure 
    value matches {      
                     C_DV_QUANTITY <             
                               property = <[openehr::125]> 
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                               list = < ["1"] = < 
                               units = <"mm[Hg]">                               
                               magnitude = <|0.0..<1000.0|> 
                  precision = <|0|> 
         >  >  > } } 
ELEMENT[at0033] occurrences matches {0..1} matches {   -- Comment 
   value matches { 
       DV_TEXT matches {*} 
   }}}}} 
 state matches { 
   ITEM_TREE[at0007] matches { -- state structure 
     items cardinality matches {0..*; unordered} matches { 
  ELEMENT[at0008] occurrences matches {0..1} matches {   --  Position 

         value matches { 
                 DV_CODED_TEXT matches { 
                  defining_code matches {       
                               [local::      

      at1000,  -- Standing 
                  at1001,  -- Sitting 
     at1002,  -- Reclining 
     at1003,  -- Lying 
     at1013,  -- Trendelenburg 
     at1014;  -- Left Lateral 
     at1001] -- assumed value 
          } } } } 
 

Appendix B  
 

AQL Syntax for BP Query scenario1 
 

 
                  
 

SELECT obs/data[at0001]/events[at0006]/data[at0003]/ 
items[at0004]/value/magnitude, obs/data[at0001]/events 
[at0006]/data[at0003]/items[at0005]/value/magnitude  
FROM EHR [ehr_id/value=$ehrUid] CONTAINS 

COMPOSITION [openEHR-EHR-COMPOSITION .encounter.v1] 
CONTAINS OBSERVATION obs openEHR-EHR-OBSER 
VATION.blood_pressure.v1] 

WHERE obs/data[at0001]/events[at0006]/ 
data[at0003]/items[at0004]/value/magnitude>= 140 AND 
obs/data[at0001]/events[at0006]/data[at0003]/items[at0005]/value/

magnitude>=90 
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Abstract. The use of RDF (Resource Description Framework) data is
a cornerstone of the Semantic Web. RDF data embedded in Web pages
may be indexed using semantic search engines, however, RDF data is of-
ten stored in databases, accessible via Web Services using the SPARQL
query language for RDF, which form part of the Deep Web which is not
accessible using search engines. This paper addresses the problem of effec-
tively integrating RDF data stored in separate Web-accessible databases.
An approach based on distributed query processing is described, where
data from multiple repositories are used to construct partitioned tables
that are integrated using an adaptive query processing technique sup-
porting join reordering, which limits any reliance on statistics and meta-
data about SPARQL endpoints, as such information is often inaccurate
or unavailable, but is required by existing systems supporting federated
SPARQL queries. The approach presented extends existing approaches
in this area by allowing tables to be added to the query plan while it is
executing, and shows how an approach currently used within relational
query processing can be applied to distributed SPARQL query process-
ing. The approach is evaluated using a prototype implementation and
potential applications are discussed.

1 Introduction

The Resource Description Framework (RDF) [1], published by the World Wide
Web Consortium (W3C), is used to model information in order to support the
exchange of knowledge on the Web. The Semantic Web [2] effort is expected
to lead to an increasing amount of data being published using RDF. In some
cases RDF is embedded in Web pages and sometimes it may be held privately,
but often, RDF data is published in Web-accessible databases which clients can
access using a query interface accepting SPARQL [3], a W3C Recommendation
RDF query language, currently the most widely used method of querying RDF
data. The term “Deep Web” [4] was coined to refer to the part of the web
hidden from search engine indexes behind dynamically generated pages or query
interfaces. Given the abundance of RDF repositories with querying interfaces,
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the Semantic Web also constitutes a Deep Web and there is a need to develop
tools for accessing and integrating such data, especially in dynamic application
domains such as news and weather reporting, social networks etc. As the number
of RDF repositories and the volume of data they contain is increasing, it is
anticipated that various applications can benefit from the integration of RDF
data from multiple distributed RDF repositories.

The SPARQL language allows sets of triple patterns to be matched against
RDF graphs, supported by various features such as conjunctions, disjunctions,
filter expressions, optional triple patterns and multiple ways of representing
query results. The SPARQL query language has an associated protocol, also
a W3C Recommendation, the SPARQL Protocol for RDF [5], which defines
an interface by which queries may be executed on a SPARQL data resource
along with bindings for HTTP and SOAP. The purpose of the SPARQL pro-
tocol is to promote interoperability, where clients can interact with SPARQL
data resources in a consistent way. For query results, another W3C Recom-
mendation, SPARQL Query Results for XML [6], provides a way of encoding
results from SPARQL queries. Many RDF data repositories use the SPARQL
query language, SPARQL Protocol and XML results format in conjunction to
provide an interface for clients. Examples include DBPedia [7], an extraction of
structured information from Wikipedia, and the RDF-based instantiation of the
DBLP computer science publication bibliography database [8]. The use of the
SPARQL query language, protocol and result format in conjunction eliminates
syntactic heterogeneity between different data sources allowing them to be ac-
cessed consistently regardless of the underlying RDF database implementation.
Alternatives to the SPARQL protocol exist in the form of the Open Grid Forum
(OGF) Data Access and Integration Service (DAIS) Working Group’s specifi-
cations for accessing RDF data resources [9], which may eventually provide an
alternative to the SPARQL protocol, and middleware support such as OGSA-
DAI-RDF [10], however at present the SPARQL protocol is far more widely
used.

Federated queries across multiple SPARQL endpoints allow data from such
endpoints to be integrated, and is also of potential benefit in heterogeneous
information systems where individual components may use SPARQL wrappers
to expose data. Data integration in this context is made particularly appealing
by the Linked Open Data Project [11], which aims to promote widespread usage
of URI-based representations to allow RDF terms to be consistently defined. The
use of consistent URIs to represent the same terms in different databases means
that joining data across two data sources is possible, therefore federated queries
over multiple repositories can provide results that are not obtainable from any
one individual repository.

Existing systems for integrating RDF data from distributed SPARQL end-
points generally rely on the availability of statistics about the data which are
then used by an optimiser to compute a join order. This works well when the op-
timiser has accurate statistics about the data present in each of the repositories,
allowing it to minimise the size of the data retrieved from each endpoint and
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effectively optimise joins and other operations. In contrast this paper focuses on
an adaptive approach that can respond to the characteristics of the data and
SPARQL endpoints from which the data is retrieved (for example join predicate
selectivity, rate at which the data is produced by the service etc.) while the data
is being integrated.

The framework described compiles a federated SPARQL query into a number
of source queries which are sent to individual SPARQL endpoints to retrieve the
data required to answer the query. The results from source queries are used to
construct a set of vertically partitioned RDF tables, which act as a temporary
buffer to hold data while it is integrated. The vertical partitioning of RDF triples
into relational predicate tables (one table for each predicate; subject and object
values as the two columns of each table) has been shown to be effective in [12].
The vertically partitioned tables are processed by an extension of the adaptive
query processing techniques presented in [13], which allows join order to change
during query processing. This approach is adopted for optimising queries that
perform time-consuming joins between multiple RDF data sources by dynam-
ically building a query plan that can adapt to the characteristics of the data
as the query is being processed. Although the technique presented uses rela-
tional database processing techniques to join the predicate tables, the approach
in general aims to address challenges specific to integrating data from RDF
repositories, where SPARQL endpoints are autonomous and managed by indi-
viduals resulting in unpredictability and a lack of accurate statistics about the
data, meaning that adaptive query processing techniques can provide a signifi-
cant benefit. In addition to this, adaptive approaches also have the potential to
perform better in unpredictable environments, which is the case with integrating
data on a large scale. For example, data sources may be busy or temporarily un-
available and therefore process queries more slowly than anticipated, and some
endpoints may vary with respect to their support for specific features of the
SPARQL query language and their efficiency in supporting those features.

As the basic data model for knowledge representation on the Semantic Web,
RDF is currently becoming widely adopted. RDF is being used by various dif-
ferent individuals and organisations to publish information and a number of
publicly available RDF databases contain millions of triples 1. RDF forms the
basis of other Semantic Web components such as RDF Schema (RDFS) and The
Web Ontology Language (OWL). Together these components have the potential
to provide an interoperable description of information that can be interpreted
unambiguously and processed by automated reasoning and inference systems.
Community efforts, such as the the Linked Data project aim to promote the shar-
ing of data using RDF, and furthermore, RDF is being used by some publishers
to offer dynamic content, for example BBC Backstage 2, which publishes various
media in RDF, for example information about TV and radio programmes. All
this means that publicly available RDF data is constantly being updated and

1 The Uniprot protein database [http://www.uniprot.org], DBPedia and the Linked
Open Data project are examples.

2 BBC Backstage [http://ideas.welcomebackstage.com/data]
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growing rapidly, presenting a significant challenge to the developers of applica-
tions that need to access this data. Furthermore, one of the key challenges related
to the proliferation of RDF data is that it is widely distributed. A distributed
RDF query processor addresses this issue by providing a technique for querying
multiple RDF repositories as if querying a single repository using SPARQL. In
particular, the use of adaptive query processing techniques is useful in scenar-
ios where the statistics about the contents of the repositories are incomplete
or unavailable, the data is constantly updated, and joins need to be performed
between data in different repositories.

The technique described in this paper has been used to develop a federated
SPARQL query processing interface, the Adaptive Distributed Endpoint RDF
Integration System (ADERIS) [14], which allows users to compose SPARQL
queries and execute them over multiple SPARQL services. This application
is suitable for users with a knowledge of SPARQL allowing them to compose
queries, however the approach is also useful for developing other applications
where queries are composed automatically and hidden from the user behind the
scenes.

2 Related Work

As SPARQL is relatively new, having become a W3C recommendation in 2008,
work focusing on distributed data integration over SPARQL endpoints is at an
early stage. Work in the wider area of distributed RDF query processing can be
roughly divided into the following categories:

1. Search engine based approaches which aim to index a large number of indi-
vidual documents containing Semantic Web data, for example Swoogle [15]
and YARS2 [16].

2. Top-down approaches where an RDF data set is partitioned into smaller
subsets which are processed in parallel. Examples of such approaches include
decomposition using RDF molecules [17], data partitioning and placement
strategies for parallel RDF query processing [18] and the use of peer-to-
peer/distributed hash table based approaches for distributing query pro-
cessing over a set of peers [19].

3. Mediator-based approaches where data sets from multiple autonomous end-
points are combined together by the mediator, which optimises a federated
SPARQL query, providing transparent access to the individual endpoints as
if they were a single RDF graph.

Work related to (3) is discussed here, where SPARQL is used as the query
language and protocol via which data sources are accessed.

Firstly, although not a comprehensive distributed query processing solution,
it is worth mentioning that ARQ [20] (the SPARQL query processor for the
Jena [21] framework for developing semantic web applications) provides query
language extensions for executing remote queries, extending SPARQL with a
“SERVICE” construct which forwards triple patterns to a remote endpoint.



178 S. Lynden et al.

ARQ is extended by DARQ [22] (Distributed ARQ), a comprehensive RDF
distributed query processor capable of parsing, planning, optimising and exe-
cuting queries over multiple SPARQL endpoints. When using DARQ, it is not
necessary to refer to named graphs or specify anything other than a standard
declarative SPARQL query - DARQ parses the query, determines which data
sources should be queried and optimises the process of retrieving and integrat-
ing data from individual data sources. The system optimises queries based on
information about individual data sources provided by service descriptions, a
metadata format introduced in order to describe an RDF data source. Service
descriptions provide the DARQ optimiser with information such as predicate
selectivity values and other statistics, and are utilised during the generation of
source queries and join ordering, which is combined with physical optimisation
implemented using iterative dynamic programming.

FeDeRate [23] is a system for executing distributed queries over multiple data
sources supporting a variety of different interfaces, focusing on applications in
the domain of bioinformatics. Queries are submitted to FeDeRate in SPARQL,
mapped to a set of source queries which are sent to the individual data sources,
the results of which are combined and returned as the result of the federated
query. FeDeRate provides support for distributed queries with named graph
patterns using SPARQL’s syntactic support for queries over multiple named
graphs. Multiple named graphs may be referred to in a query, each of which is
accessed in the order that they appear in the query (as is the case with ARQ).
FeDeRate aims to minimise query result sizes in order to more efficiently execute
queries by using results from previously executed source queries as constant
values in subsequent queries. Optimisation such as query re-writing and join
ordering are not performed.

SemWIQ [24] is another system implemented using ARQ that offers a simi-
lar approach to DARQ, supporting RDF distributed queries with an optimiser
that uses statistics about endpoints obtained by a monitoring component that
issues SPARQL queries in order to generate statistics. In contrast to DARQ,
SemWIQ is able to support queries over endpoints for which DARQ’s statistics
and metadata can not be obtained due to restrictions of autonomy or privacy
etc., which is also the aim of the work presented in this paper. The monitoring
component, RDF-Stats [25], available as a separate component to the distributed
query processor, uses an extended SPARQL syntax supported by many SPARQL
endpoints which allows the aggregate construct COUNT. The authors state that
the monitoring component pulls a large amount of data from data sources and
should therefore be installed close (or ideally on the same cluster/node) as the
data source it is monitoring. SemWIQ implements various query optimisation
strategies such as push-down of filter expressions, push down of optional group
patterns, push-down of joins and join and union reordering. However, as is the
case with DARQ, optimisation is done statically and requires statistics about
data sources.

The work presented in this paper differs from the approaches discussed in
this section in the sense that adaptive, rather than static optimisation, is used.
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Furthermore, the approach presented in this paper focuses on efficiently exe-
cuting a specific kind of query, that of ordering multiple joins with large input
sizes. In practice, the adaptive approach could be used in conjunction with the
optimisation techniques implemented by systems such as DARQ and SemWIQ.

3 Federated SPARQL Query Processing Framework

The framework is based on a mediator that accepts a federated SPARQL query,
decomposes the query into a set of source queries and adaptively processes the
results. The system’s behavior is divided into two phases:

– Setup phase: the mediator is initialised with a list of SPARQL endpoints
over which queries are to be executed in the next phase.

– Query processing: federated queries are accepted and executed by the
mediator.

3.1 Setup Phase

To efficiently generate source queries, some metadata is required about each RDF
repository. As one of the key assumptions made in this work is that repositories
are autonomous and it may be difficult to retrieve detailed metadata and statis-
tics, the metadata used is restricted to information obtainable via a straightfor-
ward SPARQL query. As a minimum requirement, the mediator requires requires
knowledge of whether a particular predicate is known to be present or absent in
a given data source. During the initialisation of the system, a list of SPARQL
endpoint URIs is passed to the mediator, which submits the following SPARQL
query to each endpoint:

SELECT DISTINCT ?p WHERE { ?s ?p ?o }

Regarding RDF data and SPARQL queries, in general the following observations
made in [18] hold true:

– The number of distinct predicate values is much less than the number of
distinct subjects or objects.

– In SPARQL queries, predicates are usually specified as query constraints,
whereas subjects and objects are more likely to be variables.

These properties are exploited later during querying, and also here during ini-
tialisation, as the number of distinct predicate terms tends to be much smaller
than subjects and objects, the above query can usually be executed in a rea-
sonable amount of time by most endpoints. In cases where the query cannot be
executed due to limits on query processing time or result sizes, an alternative
method such as the RDF-Stats tool for generating statistics about RDF data
can be used.
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Fig. 1. Query processing framework

This figure illustrates the steps performed during query processing. In (1) the federated
SPARQL query is parsed and a set of source queries over N data sources are compiled
which are then executed in (2). An adaptive optimiser/evaluator is then started (3)
which joins the M predicate tables, constructed using source query results, to answer
the query.
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3.2 Query Processing

Query processing, illustrated in Figure 1, consists of the following three steps:

1. Source query generation: the query is parsed and the data sources that need
to be utilised in order to answer the query are determined. Source queries
are constructed for each of these data sources, with the aim of retrieving all
the data needed to answer the query while minimising the execution time of
each query.

2. Execution of source queries and construction of predicate tables: source
queries are sent to the SPARQL endpoints and the results are used to con-
struct the predicate tables. Each triple returned from a query is placed,
according to its predicate value, in the appropriate table.

3. Adaptive join processing: the predicate tables are joined dynamically, ad-
ditionally any other operations in the federated SPARQL query, such as
FILTER predicates that could not be pushed down to source queries, are
applied here.

Steps 2 and 3 may overlap and take place concurrently, for instance, source
queries may still be executing while some predicate tables have been constructed
and are being joined. Each of the above steps is described in more detail below.
The following example federated query will be referred in order to illustrate the
process.

3.3 Example Federated SPARQL Query

To illustrate the approach, an example federated query over four data sources is
used. The data sources contain triples from the Friend of a Friend (FOAF) [26]
and DBPedia ontologies, distributed among data sources as follows.
Data source S1: Contains triples predicates foaf:name or foaf:homepage, i.e.
triples of the following form exist in the data source:

subject <http://xmlns.com/foaf/0.1/name> object

subject <http://xmlns.com/foaf/0.1/homepage> object

Data source S2: like S1, also contains only triples with predicate values foaf:name
and foaf:homepage and no triples where the predicate is foaf:depiction or
dbpedia:occupation. Data source S3: contains triples where the predicate is
foaf:depiction only. Data source S4: contains triples where the predicate
dbpedia:occupation only.
Each of the above data sources exposes its data via a separate SPARQL end-
point. The following query, which fetches the name, URL and image properties
associated with all entities classified as musicians, is executed over the data
sources:

PREFIX foaf: <http://xmlns.com/foaf/0.1>

PREFIX dbpedia: <http://dbpedia.org/property>

SELECT ?name ?url ?img WHERE {

?p foaf:name ?name .
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?p foaf:homepage ?url .

?p foaf:depiction ?img .

?p dbpedia:occupation ?occupation

filter (?occupation=<dbpedia:Musician>)

}

3.4 Source Query Generation

The generation of source queries, sent to remote endpoints to retrieve data
needed to execute the federated query, is the only point at which the system
requires metadata, collected in the setup phase, about the SPARQL endpoints
being queried. For each data source, a source query is generated which contains
all of the triple patterns from the federated query that could possibly match
triples in the given data source, pushing down any filter expression predicates
and joins where possible. For the example query, the source queries generated
for data sources S1 & S2 are:

SELECT ?p ?o1 ?o2 WHERE {

?p foaf:homepage ?o1

?p foaf:name ?o2

}

The above query pushes down a part of the join between the triple patterns
involving foaf:name and foaf:homepage to data sources S1 and S2 because
these data sources contain triples with both of these predicate values. The source
query for S3 retrieves all triples with the predicate value foaf:depiction as no
filter predicate or join can be pushed down to this data source:

SELECT ?p ?o WHERE {

?p foaf:depiction ?o

}

Finally, the source query for S4 pushes down one filter predicate as follows:

SELECT ?p ?o WHERE {

?p dbpedia:occupation ?o

FILTER (?o=<dbpedia:Musician>)

}

The metadata provides a mapping from predicates to data sources allowing
source queries such as those exemplified above to be constructed, retrieving from
each data source only triples with predicate values that are needed to evaluate
the query.

3.5 Construction of Predicate Tables

Each source query produces a stream of result triples used to construct a set of
predicate tables, where a table exists for each unique predicate value contained
in the results produced by the source queries. Each predicate table possess two
columns (subject and object) and maintains an index on any column that can
be potentially used as a join predicate during the subsequent phase when the
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tables are joined to answer the query. A predicate table is complete when all
source queries that can possibly produce triples to be inserted into the given
table have finished. In the example introduced in the previous section, the four
predicate tables in Figure 2 are created.

In the work presented in this paper, predicate tables are stored in main mem-
ory, but they could potentially be written to a file system if necessary. To provide
true scalability, a distributed file system could be used to store the tables over
multiple nodes and parallelise the process of sending source queries and gener-
ating predicate tables from the results. Further performance enhancements are
also possible, for example, caching predicate tables used in previous queries in
order to speed up subsequent queries may be possible in some scenarios.

dbpedia:Occupation Source query:
Subject Object S4
dbpedia:Beck dbpedia:Musician (sample row)
... ...

foaf:Depiction Source query:
Subject Object S3
dbpedia:Batman http://../batman.png
... ...

foaf:Homepage Source query:
Subject Object S1 and S2
dbpedia:Beck www.beck.com
... ...

foaf:Name Source query:
Subject Object S1 and S2
dbpedia:Ian Rankin foaf:Ian Rankin
... ...

Fig. 2. Example predicate tables created by the source queries in Section 3.4

3.6 Adaptive Join Processing

Producing query results involves computing a set of joins between the con-
structed predicate tables. Here, all joins are index nested loop joins that consume
each tuple from their left input, use an index on join attributes to lookup match-
ing tuples from the right input and output joined tuples to the next operator
in the plan. [13] presents a technique for reordering pipelined index nested loop
join-based query plans where the notion of depleted state is introduced to en-
capsulate the moment in which a sequence of joins is in a state whereby the
join order can be changed without throwing away results that have already been
produced. Here, this technique is applied when joining the predicate tables as it
allows the joins to be reordered based on run-time selectivity statistics (which
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foaf:name foaf:homepage

R1

step 1:
add foaf:name,
       foaf:homepage

Fig. 3. Adaptive join processing is initialised when two tables become complete. This
plan can be executed while the other predicate tables are being generated.

initially have to be roughly estimated). As some predicate tables become com-
plete before others, it is necessary to extend the reordering approach in a way
that allows the processing of joins between tables as soon as they become com-
plete rather than being idle until the entire set of query queries has finished.
When joins are executed, the selectivity of each join predicate is monitored so
that subsequent optimisation can use accurate selectivity values to find optimal
join orders. Monitoring is implemented within each join operator by recording
the number of input and output tuples processed by the operator. This whole
process takes place dynamically as the predicate tables constructed from source
query results become available.

The approach is explained using the ongoing example, the query processing of
which is illustrated in figures 3, 4 and 5. Initially, consider a state in which source
queries S1 and S2 are the first ones to finish. This means that the predicate tables
foaf:name and foaf:homepage are complete and may be joined, as illustrated
by Step 1 in Figure 3. The optimiser chooses to join with foaf:name as the
left input and use the index on foaf:homepage to execute the join. Following
this, source query S4 finishes and the dbpedia:occupation table is complete.
At this point foaf:homepage has only been used as the probed table (this is
the the right input table to the join from which tuples are retrieved using the
index); some rows from foaf:name have been consumed by the join and some
joined tuples have been output (R1). In order to avoid losing the joined result,
the optimiser creates two sub-plans as illustrated by Step 2 in Figure 4; the first
sub-plan has the result produced in Step 1, R1, as the left input table to a join
with dbpedia:occupation; the second sub-plan uses the unprocessed part of
foaf:name (the part of this table that wasn’t consumed by the join in Step 1),
referred to as foaf:name(*), and the optimiser is able to fully reorder this plan
based on the selectivity statistics gathered as the joins are executed. Both sub-
plans access the dbpedia:occupation table simultaneously; the first sub-plan
using the index to probe the table, the second plan either using it as a probed
input or possibly a left input to the first join, as is the case in Step 3 in Figure 5.
This can be achieved by keeping a separate set of pointers for each sub-plan to
determine which rows to read.
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dbpedia:occupation foaf:name(*)

foaf:homepageR1 dbpedia:occupation

R2 R3

join 

reordering

possible

step 2:
add dbpedia:occupation

Fig. 4. A third table is added during adaptive join processing. Two independent plans
are formed that will be integrated when all predicate tables are complete. The join
order of the plan generating R3 may be changed (at any time, independently of the
other plan) in response to monitored join selectivities. The other plan’s join order
cannot be changed because there is no index on the intermediate results R1 that was
generated in the previous step.

When the remaining source query, S3, has finished, all predicate tables are
now complete and the plan can be finalised. As two independent query sub-plans
have been created in Step 2, this must take place when both plans are in states
where reordering is possible (a ‘depleted state’ as defined in [13]), which can be
achieved by pausing the first sub-plan to reach this state after the completion of
S3 and waiting for the next sub-plan to enter this state. At this point the final
plan may be constructed, which consists of the results from the two sub-plans
created in Step 2 joined with the now-available foaf:depication table, and
additionally a sub-plan processing the non-consumed parts of each of the four
tables. It should be noted that the plan in Step 2 that produces R2 needs to
be executed until is has completely consumed its input from R1. The plans that
produce R1 (in Step 1) and R3 (in Step 2) are discarded once the next step is
reached as they do not read tuples from a cache operator, and in these cases only
the cache needs to be preserved. Each of the sub-plans in Step 3 are combined
by union operators to produce the query result as no new predicate tables need
to be added. Processing joins as described here has the following advantages:

– Nothing is known about the selectivity of join predicates before the query is
executed so it is difficult to produce a statically optimised query plan. Using
selectivity monitoring and join reordering alleviates the need to produce a
statically optimised plan.

– The predicate tables are processed as they become available so there is no
need to wait until all source queries have finished before executing the query.
This has the potential to reduce query response time in certain cases.



186 S. Lynden et al.

dbpedia:occupation(*)

foaf:name(*)foaf:homepage

foaf:depiction

foaf:depictionR3

foaf:depictionR2

U

U

join 

reordering

possible

step 3:
add foaf:depiction

dbpedia:occupation(*) foaf:name(*)

foaf:homepage

foaf:depiction

step 3(a) - example reordering

R3

foaf:depictionR2

U

U

foaf:depiction

Fig. 5. The final table is added during adaptive join processing. Step 3 (a) shows an
example reordering which can take place if join predicate selectivity monitoring shows
that estimated selectivity is substantially different from the monitored selectivity. The
reordered elements of the plan are highlighted in bold. Note that sub-plans can be
reordered independently of other sub-plans.
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– Predicate tables that have been joined can potentially be discarded. Com-
pared to waiting until all predicate tables become complete, this can be
beneficial in terms of memory usage when processing large amounts of data.

4 Performance Analysis

A prototype query processor has been implemented in Java, currently supporting
only SPARQL SELECT queries with subject/object variables (predicates must
be constrained) and without various language features such as support for the
OPTIONAL construct. The prototype does however allow for an evaluation of
the approach based on the execution of a simple federated query over multiple
SPARQL endpoints.

4.1 Data Sources and Queries

An evaluation is made using QUERY-1:

PREFIX dbpedia: <http://dbpedia.org/property>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema>

PREFIX foaf: <http://xmlns.com/foaf/0.1>

PREFIX skos: <http://www.w3.org/2004/02/skos/core>

SELECT ?ref ?comment ?page ?subj WHERE {

?obj dbpedia:reference ?ref .

?obj rdfs:comment ?comment .

?obj foaf:page ?page .

?obj skos:subject ?subj

}

This federated SPARQL query combines data from four separate RDF data
sources, each of which contains data from one of the following four DBPedia
data sets which are available for download individually from the DBPedia site:

1. The “External Links” data set containing triples with the predicate term
dbpedia:reference.

2. The “Short Abstracts” data set containing triples with the predicate term
rdfs:comment.

3. The “Links to Wikipedia Article” data set containing triples with the pred-
icate term foaf:page.

4. The “Article Categories” data set containing triples with the predicate term
skos:subject.

The SPARQL endpoints are constructed by downloading the files from DBPedia
and using Joseki [27] to provide a SPARQL front end. Each endpoint is located
on a separate (3GHz Intel Xeon) machine with 1MB available memory for the
Java Virtual Machine providing the endpoint. Endpoint machines are connected
to the machine on which the mediator is deployed (2GHz AMD Athlon X2, 2GB
RAM) via a 100Mbs Ethernet LAN. The experiments compare the following four
query processing strategies:
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– wait no-adapt : The system does not allow join reordering (no-adapt) and
the joins are not processed until all source queries have finished and the
predicate tables are complete (wait).

– no-wait no-adapt : The system does not allow join reordering (no-adapt) but
as soon as predicate tables are complete they may be joined if possible (no-
wait).

– wait adapt : Join reordering is allowed (adapt), but the plan is not executed
until all source queries have finished and the predicate tables are complete
(wait).

– no-wait adapt : The full application of the technique presented in this paper;
join reordering is allowed (adapt) and predicate tables may be joined as soon
as they become available (no-wait).

Distributed query processing over autonomous data sources can be complicated
by the unpredictability of the data sources and the communication channels be-
tween them. Data sources may sometimes be slow to respond if demand from
multiple clients is high or maintenance/updates to the data are taking place. In
some cases, queries may fail completely if data sources are temporarily unavail-
able or a network problem occurs when communicating with the data source.
There may also be differences between the underlying implementation used by
different data sources, for example, indexes used and support or lack of support
for different aspects of the SPARQL query language. Adaptive query processing
can help to mitigate the effects of such unpredictability by responding to differ-
ent data source response times while a federated query is being processed. To
model such an environment, source query failures are incorporated into the ex-
periments. Source query failures are modeled as follows: for each federated query
processed by the system, one of the source queries (randomly selected) encoun-
ters a fatal problem necessitating the source query to be executed again. This
behaviour is introduced with the aim of simulating real-life situations where a
SPARQL service is busy and cannot respond (temporarily unavailable) or a ser-
vice is down and data must instead be retrieved from an alternative (replicated)
service. Two experiments are performed, as described below.

Experiment 1. The first experiment investigates the performance with respect to
scalability by varying the size of the data sets. Subsets of the complete data sets
are used to execute the experiments with each data source containing the same
number of triples, starting with each data source containing 100,000 triples. The
experiment is repeated for larger data set sizes in increments of 100,000 triples
until all data sources contain 600,000 triples.

Experiment 2. The second experiment introduces FILTER expressions into
QUERY-1 to evaluate performance where predicates are evaluated by each of
the data sources - this results in variance of the size of the data set returned
by each data source and the amount of time taken by each data source to an-
swer source queries. Randomly selected letters or common string patterns such
as ‘the’, ‘as’, ‘in’ etc. are inserted into REGEX (regular expression) functions
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associated with each triple pattern. In any randomly generated query, for each
triple pattern there is a 0.25 probability of inserting a randomly selected word.
For example, a randomly generated query could be:

PREFIX dbpedia: <http://dbpedia.org/property>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema>

PREFIX foaf: <http://xmlns.com/foaf/0.1>

PREFIX skos: <http://www.w3.org/2004/02/skos/core>

SELECT ?obj ?ref ?comment ?page ?subj WHERE {

?obj dbpedia:reference ?ref .

?obj rdfs:comment ?comment .

?obj foaf:page ?page . FILTER regex(str(?page),‘in’)

?obj skos:subject ?subj

}

Inserting predicates into the query in this manner introduces increases the vari-
ance of the processing time per result triple for source queries (since REGEX
functions may need to be implemented by data sources), the size of the result
set returned from each data source, and hence, the size of the federated query
result set and overall query processing time. 20 queries were generated randomly
using the approach described, and for each generated query, the response times
of the four different query processing strategies were compared.

4.2 Results

Response times for Experiment 1 are shown in Figure 6. It can be seen that
the no-wait adapt strategy provides the fastest response times, in particular
with large data sizes. Response times for Experiment 2 are shown in Figure 7,
where each item on the x-axis corresponds to a randomly generated query (the
order in which the queries appear is not significant and comparisons should be
made between the four different response times of the different strategies within
the same query only). Again, the no-wait adapt strategy generally performs
better when compared to the other strategies, in particular when overall query
processing times are relatively high. As with Experiment 1, results show some
advantage of the two adaptive techniques (wait adapt and no-wait adapt) over
the non-adaptive techniques, in particular when query response times are high.
As the no-wait adapt strategy appears to perform best when the number of
triples is large, e.g. when each data source contains 600k triples in in Figure 6
where it has a clear advantage over the non-adaptive strategies, future work will
involve performing experiments with larger data sets in order to confirm that
this observed trend continues as join input sizes grow. For low query response
times, corresponding to queries that involve relatively small volumes of data
being returned from source queries, there is little difference between the four
strategies. Where the adaptive strategies perform worse than the non-adaptive
strategies, this can be accounted for by the overhead in adapting, including
monitoring for states at which reordering is possible and starting/stopping the
executing plan.
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5 Conclusions

An adaptive framework has been presented for executing queries over multiple
SPARQL endpoints that differs from existing approaches which use static query
optimisation techniques. Many SPARQL web services are currently available and
the number of them is growing. The work presented in this paper is a framework
for executing queries over federations of such services. The framework proposed
in this paper, which allows adaptive query processing over dynamically con-
structed predicate tables to be performed in conjunction with the construction
of the predicate tables, was shown to perform relatively well in unpredictable en-
vironments where source query failures may occur. The prototype implemented
was evaluated using real data, showing some advantage in terms of response
times of adaptive over non-adaptive methods using a subset of DBPedia. Future
work will aim to investigate other data sets with different characteristics and
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larger data sets. As the approach presented in this paper focuses on efficiently
executing a specific kind of query, that of adaptively ordering multiple joins,
further work will focus on optimising other kinds of queries and implement-
ing support for more SPARQL query language features. Future work will also
concentrate on investigating how the work can be applied in various domains.
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Abstract. An important feature for annotation systems of Web pages
is the possibility to create and manage users groups focused on specific
topics. This allows the users belonging to a given group to access both
meta information (annotations) and information (related Web pages) in
order to establish a common shared knowledge. The increasingly complex
activities involved in the life cycle of a group (e.g. e-learning groups, stu-
dents groups, scientific groups) have highlighted the need for advanced
tools supporting heterogeneous operations, such as: research of author-
itative contributors, trust evaluation of Web page contents, research of
relevant additional digital resources, research of related groups, and so
on. While most annotations systems have ordinary group functionalities
(e.g. searching, invitation, sharing), madcow 2.0 offers a proof of concept
for advanced group management, based on trust and content’s research
criteria, aimed at supporting group formation and enlargement policies.

1 Introduction

Annotations are becoming a common feature of current user experience with
social networking sites, as well as an important feature in the cooperative con-
struction of documents. However, several limitations hinder current annotation
systems, both Web-based and document-based ones.

In the first case, social networking sites offer limited forms of annotation:
addition of tags or meta-information on specific documents (e.g. user generated
content for Google Maps or Flickr), insertion of textual comments on a video
in YouTube, addition of comments or corrections in PDF or Word Documents.
One can observe that in these cases notes - intended here as any addition to the
original document - are presented in an all-or-nothing fashion: one can disable
or filter them, if interested only in notes from some author, for example, or not
interested at all. However, in principle, every user of the document (map, video,
image, etc.) is a potential viewer of the associated notes and every user with some
level of ownership on the document is entitled to add, modify or delete notes.
As a consequence, restrictions to the circulation of annotated documents have
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to be managed, if their content is sensitive. Alternatively as is often the case,
the content of notes remains generic or understandable only to few individuals,
without this having been devised explicitly.

Hence, it is becoming important for modern Web annotation systems to of-
fer the possibility to create and manage user groups focused on specific topics.
Users belonging to a given group would thus access both meta information (an-
notations) and information (related Web pages) in order to establish a common
shared knowledge. The increasingly complex activities in a group life cycle have
highlighted the need for advanced tools to support heterogeneous operations,
such as: trust evaluation of Web page contents, search for authoritative contrib-
utors, relevant additional digital resources, related groups, etc.

madcow (Multimedia Annotation of Digital Content Over the Web) is a sys-
tem for the annotation of textual, image and video material contained in Web
pages, allowing the generation of Web notes which in turn can comprise text or
any other digital content and which are associated with meta-information favor-
ing their retrieval and allowing the creator of the note to define their visibility
to other users [10,11,12]. Notes can in fact be public or private. In the first case,
every user with a madcow-enabled browser will be able to notice the presence
of a note on a page and interact with it. In the second case, the notes will be
visible only in a session where the user of the browser has been identified as the
author of the note, through a username-password combination.

While most annotation systems offer ordinary group functionalities (e.g. search-
ing, invitation, sharing), madcow2.0 implements a proof of concept of an ad-
vanced group management, based on trust and content’s research criteria. This
fosters madcow’s use as a collaborative system. By stating that a note is a
group note, the author makes it public to a restricted set of madcow users,
namely those registered to the group for which the note is published. Of course,
the author must be a member of such a group. All the other visitors of the page
will instead remain unaware of the presence of such a note.

This feature achieves two effects. On the one hand, it makes navigation easier
for users who might not be interested in all possible comments on a certain
page. Rather than disabling the presentation of notes, they can decide at any
time which notes they are interested in. Second, it allows the realization of
cooperative tasks through madcow services, so that users can communicate by
following threads of discussion on single topics, without recurring to tools other
than their browsers, and without setting up elaborate schemes for securing the
communication content.

The paper illustrates the realization of the notion of group in madcow and
some scenarios for its use. Moreover, it presents several mechanisms which have
been devised on the server side to support group creation and management. In
particular, we have defined a set of services which help group administrators to
find new people potentially interested in joining a group, to define credibility
scores for group participants, and to identify possible disturbing elements.

In the rest of the paper, Section 2 illustrates related work on Web annotation
and other approaches to the definition of groups. Section 3 gives a brief overview
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of madcow’s architecture and use. Section 4 introduces the notion of group and
the attributes by which they are specified, and presents three scenarios of use.
Section 5 illustrates the management tools offered to group administrators and
gives an account of the lookup function for identifying potential members of a
group. Finally, Section 6 draws conclusions and points to future work.

2 Related Work

Several studies have been conducted to define the nature and the objectives
of annotations, both digital and traditional ones. In particular, Pei-Luen and
others, considering uses in e-learning, have indicated a number of reasons for
taking notes, from highlighting interesting points, to improving understanding
and memorization of content, to facilitating further writing [13]. In this sense, the
original observation of O’Hara and Sellen seeing annotation as an intermediate
process between reading and writing [7] is confirmed and strengthened. A study
on functionalities of digital annotations is reported on in [14].

The theme of ownership and visibility of annotations has been investigated
by Marshall and Brush [4,15] and dealt with as a formal property in [6].

The classical categorization of annotations objectives in [5] (remember, think,
clarify, share) refers mainly to the personal goals of a single in making an anno-
tation. However, as annotations see their usage expanded in cooperative settings,
the need arises to focus on annotation-centered collaborative processes. As an ex-
ample, in the field of e-learning, a new category of objectives, correct, appears to
be relevant. In this sense two of the authors have proposed to use categories from
the Rhetorical Structure Theory [8] to identify the role of an annotation, and
have integrated the specification of such a role, together with the accessibility
of the note, as one of the properties specifying an annotation [9].

Among recent systems offering ways to share annotations, we quote Web Or-
chestration, which allows users to customize and share web information, enhanc-
ing collaboration via shared metadata-based web annotations, bookmarks, and
their combinations [16].

Digital Libraries (DLs) offer several opportunities for text-focused collabo-
ration. DLNotes [17] can be embedded into a DL to enable users to perform
free-text and ontology-based annotations. It supports supervised annotation ac-
tivities and allows the association of discussion threads with annotations.

The functionalities supporting a group can be classified as passive or active. A
passive function enriches the resources of a group by simply following users’ in-
structions (e.g sending invitations). Conversely, an active function autonomously
tries to reach the same purpose by using methodologies based on heuristics, con-
tent or reasoning. Regardless the annotation target (e.g. text, video, image),
current systems increasingly implement collaborative oriented features. A pio-
neering system introducing advanced collaborative oriented features is Vannotea,
presented in [18]. It enables the real-time collaborative indexing, browsing, de-
scription, annotation and discussion of high quality digital film or video content.
The system supports activities in large-scale group-to-group collaboration such
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as: discussion threads, supervised working, resources sharing, etc. The frame-
work in [19] covers, in a more modern style, several collaborative aspects faced
by Vannotea. In particular, it allows collaborative annotation of generic data
streams. SpaTag.us [20] is a simple and powerful framework providing easy key-
word tagging while browsing Web content. It also lets users highlight text snip-
pets in place and automatically collects tagged or highlighted paragraphs into
a personal notebook. This system provides a set of Web 2.0 oriented function-
alities by which notebooks, tags, and highlights can be shared among organized
groups of users. Similarly, the Diigo system [1] provides advanced functionalities
in text and image annotation including the identification of sets of overlapped
notes (of different authors) related to a specific part of text. Diigo allows users
to define group content features (e.g. description, category, visibility) in order
to favor both search-related groups and interaction with linked communities.
Stickis [3] and Fleck [2] offer creation and management of working groups in
order to personalize the annotation experience, supporting collaborative work
and sharing resources. The LEMO Annotation Framework [21] is a complete
tool for annotation of digital resources, providing a uniform model for various
types of annotation of multimedia content. The framework enables users to de-
fine working groups by which to perform interoperable activities on the stored
Web resources. However, all these works exploit advanced passive functionalities
during the management of group set environment. Active functionalities (such
as those offered by madcow) are present in non-annotation systems (e.g. see
[22,23]) exploiting information content and trust-oriented evaluation methods
to perform information retrieval activities on digital corpora of documents.

3 A Brief Overview of madcow

madcow is an annotation system, introducing innovative and advanced fea-
tures in order to simplify the user annotation experience. During the progressive
releases of the madcow project [10,24,11,12] different matters related to the an-
notation concept of objects (e.g. text, image, video) have been successfully faced,
such as: location of notes inside the related document, typically expressed as its
position, identification of note presence via highlighting or iconic placeholders, or
watermarking techniques, semantic roles of annotations and their accessibility.
As far roles are concerned, they are defined in terms of categories of annotation
purposes. madcow identifies nine main roles: Announcement, Comment, Exam-
ple, Explanation, Integration, Memorandum, Question, Solution, Summary [9].
The accessibility defines which operations (e.g. creation, modification, deletion)
can be performed on an annotation by users of the system. This characteristic is
closely linked to the annotation visibility which can be: private, public, or group.
Different types of annotation can in fact coexist in the same document: a private
level of annotation that is only accessible by the authors of the annotations, a
collective level of annotations shared by a user group, and finally a public level
of annotation accessible by all users [AGF07, MRB02, MRB04]. Others minor
attributes that has to be considered during an annotation are title, author and
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date that further characterize the digital process. MADCOW faces also common
negative aspects of the digital annotations, such as: the decontextualization of
the annotations with respect to the digital document and the impossibility to
perform the annotation activity in a natural way. The Web 2.0 oriented features
of MADCOW overcome the mentioned problems. Moreover, within specific con-
texts (e.g. e-learning), it is important to have mechanisms able to trace accesses,
user behavior, authorizations, for the annotation activity. With the aim to ac-
complish a suitable group management, the MADCOW digital annotation is
logically structured into two components: metadata and content. More specif-
ically, the first one is a set of attributes, such as: author, title, date, location
(in our context an XPointer), URL (of the original document), and type of the
annotation (i.e. an attribute that classifies the annotation content). The second
one regards an extension of the Range interface (a W3C standard) by which
to represent the annotation content. In this way, MADCOW uses a single data
structure to represent annotations on text, video, and image elements.

4 Group Annotations

In general, a group is defined as a set of people, whose status and roles are
interrelated, interacting with each other in an orderly manner on the basis of
shared expectations. In particular, we consider groups with common interests,
where notes become a tool for the construction of shared knowledge. A madcow

group provides an innovative way for team learning and research, allowing a
user community to pool resources and lead discussions for specific purposes or
interests. In the context of a group, annotations are not just a way to explain and
enrich a resource with information or personal observations, but also a method
for transmitting and sharing ideas to improve collaborative work practices. In
this section we consider the attributes that characterize user groups, describing
the domain of values they can take and the related applications. It is assumed
that for each user group the following attributes are specified:

– creator
– title
– visibility
– goalTags
– usersList
– profilesList
– domainsList
– whiteUserList
– blackUsersList

The creator is a member who, designated within the group or as a personal
initiative, begins the process of creating the user group. A creator is a madcow

user holding the relevant qualifications, who will carry on the execution proce-
dure of creating the user group, who will send the invitations and perform the
maintenance activities devoted to group management. The title, as specified by
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the creator, defines the name of the group, intended as a brief description of
the group activity. The visibility attribute indicates the status visibility of the
group, assumed here to be either private or public. A group with public visibility
is included in the process of looking for groups and is therefore detectable by any
user of the system. On the other hand, private groups are excluded from the logic
of research, so they are not visible. The userlist is the attribute that, in addition
to outlining the list of users participating in the group, specifies their roles and
profiles. A user may participate in multiple groups with different user profiles.
The system provides some predefined user profiles; it also allows the generation
of additional and more specific definitions for particular needs. The profilesList
is the list of profiles of group owners. The remaining attributes express addi-
tional information on the group of users, useful to parameterize the searches
for annotations carried out with the lookup procedure analyzed specifically in
Section 5.2. goalTags is the set of tags specifying the interests of the user group.
The domainsList provides the list of the group’s favorite web domains, for top-
ics and reliability of published information. The whiteUserList identifies users
whose annotations were evaluated positively by the group. The blackUsersList
identifies users who obtained negative evaluations.

4.1 Scenarios

We present three scenarios to illustrate the utility of user groups for a web
annotation system in different significant contexts. For each scenario we assume
users to be logged in the system; moreover in the first two scenarios we assume
that the creator of the group has direct knowledge of the users to whom to
forward invitations, while in the last scenario a specific function called Look-Up
is used to search for potential subscribers of the group. Figure 1 illustrates the
modes available in madcow to send invitations.

Scenario 1. Three professors teaching the same course to different classes have
decided to set up a new user group in order to annotate the web page where
the program of the course is published. Not only do they want to annotate the
program, but also to share some reference material with students. The faculty
secretariat thus creates a new group, sends invitations to the teachers with profile
super user group and send invitations to students using profile reader group.
Hence, only teachers can create annotations within the group, while students
can only read the generated annotations.

Scenario 2. A teacher wants to manage student exams via annotations. Hence,
she creates a group, invites students of her course to join, and associates the
students with a profile allowing them to read only teacher’s annotations besides
their own. Then she prepares a web page containing questions for the students
and asks them to answer by annotating this page. Each student will create
annotations with group visibility on this page and the teacher will read them.
However, each student will not be able to read other student annotations.
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Fig. 1. Different modes to send invitations

Scenario 3: who should I invite?. A researcher is interested in studying the
”personality of voters”. He intends to create a team to work with, but he does
not know personally anybody who could help gather useful material for the pur-
pose of her study. Therefore he decides to look for team members among people
who have annotated some web sites about related topics. He needs a list of users
together with the public annotations they made relative to this research. He
sends invitations to those he deems appropriate for the intended research. Thus
he creates a new group and indicates ”psychology”, ”personality” and ”voters”
as goalTags; then, he defines the domainsList sources ”www.psychoinfo.it” and
”w3.uniroma1.it/bibvalentini”. Finally, he performs the lookup procedure, get-
ting the list of users with the annotations they made, from which he selects
receivers of invitations and uses the whiteUserList and the blackUsersList to
include or exclude users from the following search operations.

4.2 Properties of Groups

If, during the creation of an annotation, the user selects the ”Group” visibility,
the system provides a list of the groups to which the user participates. By se-
lecting a group, the list of its members is shown, so that the user can make the
annotation visible to selected users only; the system default ”All users” makes
the annotation visible to all group members. In Figure 2, the user is creating an
annotation with group visibility.
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Fig. 2. Creation of a note with group visibility

In the Group admin section (see Figure 3), users may access general informa-
tion on the groups they belong to. Editing and deletion of a group are accessible
only to authorized users. The delete operation is performed by clicking the trash
icon to the right of the group name. Clicking on the group title, it is possible
to change the group attributes: title, visibility, goalTags, usersList, domainsList,
whiteUserList, blackUsersList. Changing attribute visibility is via a combo box,
simply selecting the new value, while other attributes are managed through list
boxes. After selecting an element of the list box, the command to the side of
the component can be executed. The commands allowed are: add, mod, del. By
clicking on the Apply button, the user updates the group database.

5 Managing Groups

madcow has a form-based user authentication process, by username and pass-
word. If the process is successful, the madcow portal displays to the user, among
others functionalities, the personal HomePageUser; this page enables user to
use the following functions related to the groups management: Group Admin,
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Fig. 3. Group Admin Section of the MADCOW website

Invitation Admin and Annotation List. In the Group Admin section, shown
in Figure 3, any user can access the page containing the Member group list (i.e.
the list of groups the user is a member of) and the Creator group list (list of
groups created by the user). The section also provides the opportunity to create
new groups. This is carried out, as shown in Figure 4, by filling a suitable form
composed by the following specific fields:

title a text box, to define an expressive group name;
visibility a combo box, to set the visibility status of the group;
goalTags a list box, where each element presents name and relevance-value of

a goalTag. New elements are added following the Insert new group link.
This opens a new interface where the name of the new tag is inserted through
a text box and its relevance-value adjusted through a slider. The relevance-
value ranges between 1 (low) to 10 (high) according to the relevance of the
tags with respect to the group target.

userList a list box, where each element presents email and profile of a group
member. New elements are added following the Insert new user link. This
opens a new interface to specify both the mail of the invited user (through a
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Fig. 4. Form to create a new group

text box) and the name of the profile related to the user. madcow provides
suitable default user profiles. Moreover, the Insert new profile function
allows the definition of new profiles;

domainsList a list box, where each element presents name and trust-value of
a Web domain. New elements are added following the Insert new group
link. This opens a new interface to specify both the domain name (through
a text box) and the trust-value related to the new Web domain (through a
slider). The trust-value ranges between 1 (low) and 10 (high) based on the
authoritativeness of the information published on the Web domain.

When the application form has been processed, madcow will check the com-
pleteness of the acquired data. If the check process is passed, a new user group is
created and possible invitations sent; otherwise, it will generate an alert message
that highlights the error occurred during the form filling.

5.1 Populating Groups

This section explains how to populate a group in madcow. A user can partici-
pate in a group both by accepting the invitation sent by the group creator or by
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Fig. 5. Invitation admin

the agreement of the group creator to her request of participation. In the latter
case, the user can require the participation to the group only if the group has
public visibility. Figure 5 shows the madcow functionalities available to send
invitations to every users group. In order to explain the process by which to
populate the different groups it is necessary to introduce some basic concepts
about the attributes that characterize the just mentioned two cases. Every in-
vitation (first case) is characterized by the following attributes: groupApplier,
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userInvitee, profileProposed, status, motive, date. The GroupApplier at-
tribute identifies the group that has sent the invitation; userInvitee defines the
recipient user of the invitation; profileProposed specifies the user profile, pro-
posed by the group (later editable), by which the user will participate to the
group activity; status describes the current condition related to an invitation, in
particular it presents the following states: accepted (if the invitation has been
accepted by the userInvitee), refused (if the invitation has been refused by the
userInvitee), waiting (if the invitation has to be examined by the userInvitee),
undelivered (if the system is not able to deliver the invitation to the userInvtee);
motive shows a brief message, performed by the creator of the groupApplier,
where the group targets and the motivation of the invitation are specified; fi-
nally, date indicates the date in which madcow sent the invitation. Every re-
quest for participation in a group (second case) is characterized by the following
attributes: userApplier ; groupRequested ; status ; motive; dates. UserApplier iden-
tifies the user requiring participation in a group; groupRequested specifies the
group to which the user is applying; status describes the current condition re-
lated to a request for participation, in particular it presents the following states:
accepted (if the request for participation has been accepted by the creator of
the groupRequired), refused (if the request for participation has been refused
by the creator of the groupRequired), waiting (if the request for participation
has to be examined by the creator of the groupRequired); motive shows a brief
message, performed by the userApplier, where targets and motivations for the
request for participation are specified; finally, date indicates the date in which
the madcow accepted the request for participation.

The just two mentioned madcow functionalities are performed within the
section Invitation Admin, accessible from HomePageUser. Besides, as shown in
Figure 5, in the same section, it is possible to display: Invitation proposed list,
Invitation request list, and Invitation received list. The invitation proposed list
contains the invitations sent by the creator of the group. It shows information
about: userInvitee, profileProposed, motive, date, and status. The invitation re-
quest list contains the requests that the user has sent to the groups with which
she intends to cooperate. It shows information about: groupRequested, motive,
date and status. Invitation received list contains the invitations sent by the user.
It shows information about: groupRequested, profileProposed, motive, date, and
status. For every invitation the user can choose between the following actions:
accept (become a member), refuse (not become a member), wait (analyzing
the group description). In this context, it is important to highlight the meaning
of the general madcowuser profile. It can be considered as the data collection
linked to a specific user. More specifically, profiling is the process, related to the
creation and storing of a profile, performed by extracting a set of data which de-
scribe a user’s characteristics. Whenever it is possible to recognize a single user,
or a user level in order to provide specific contents or services, then madcow

is using a specific user profile. madcow has a pyramidal structure for profiling,
supporting the management of rules on every single user in order to provide
the more suitable contents and services. A user can participate to groups under
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different user profiles; for this reason it is necessary to know the group topic
in order to enable it to specific contents and services. For example, the reader
can only access the annotations of a group of which she is member, while the
user group can also access insert new annotations. Within madcow, a hierar-
chy about profile authorizations has been defined, which can be integrated with
others personalized rules in order to relate every profile to specific contents, func-
tionalities and services. Further definitions of particular profiles belonging to the
related group, are not accessible from others users belonging to different groups.
The procedure for the creation of the personalized user profile is available both
during the creation of a group and under the Group Admin section.

5.2 The Lookup Function

The lookup function is used, while populating a group, to obtain a set of an-
notations related to the group topics. The user can analyze the resulting set of
annotations to decide to send the invitations to the most suitable users. Every
result is linked to a Web page where the related annotation is posted. For this
reason, this function can be also used to search new digital documents related
to the group topic. The lookup function in the Group Admin section is only us-
able by users with the suitable Run lookup authorizations. The list containing
the annotations is produced by considering only public annotations. Every pub-
lic annotation is examined by the following evaluators: User-Trust, Goal-Tag,
Domain-Trust, Annotation-Type. The sum of the results produced by these eval-
uators provides a numerical index (Global evaluation) expressing the connection
degree between the examined annotation and the group target. The User-Trust
evaluation provides a numerical value for an annotation according to the judg-
ment expressed by the group members on the author of the annotation. madcow

also provides procedures to manage the whiteUserList and the blackUsersList.
The first list contains the set of users whose annotations have been positively
judged by the group members, while the second list contains the set of users
whose annotations have been negatively evaluated by the group. If the annota-
tor belongs to the whiteUserList, the User-Trust evaluation returns a weighted
average of the trust-values for the annotator. Conversely, if the annotator be-
longs to the blackUsersList the procedure ends excluding the examined annota-
tion. The Goal-Tag evaluator takes into account the linked tags and matches the
tags belonging to the annotation to the tags in the Goal-Tag list of the group.
The result is computed as the ratio between the sum of the tag relevance-values
detected during the matching process and the sum of the tag relevance-values
belonging to the Goal-Tag of the group. The Domain-Trust evaluator takes into
account the information source. More specifically, the domainList provides a set
of Web domains that are positively judged from the users group according to
both content reliability and relevance with the group topic. The Domain-Trust
procedure checks if the source URL, related to the annotation, belongs to the do-
mainList of the group. The procedure returns a value between 1 to 10 according
to the relevance of the Web page content with the group topic. The Annotation-
Type evaluation examines the kind of annotations (Announcement, Comment,
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Example, Explanation, Integration, Memorandum, Question, Solution, Sum-
mary). In this way it is possible to associate a type-value attribute (between
1 to 10) to identify the preference degree.

The results returned from the lookup function are shown in a Web page,
containing both the summarization of the parameters for the search process
and a list of annotations returned by the lookup function, as shown in Figure 6.

Fig. 6. Look-Up results
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Every annotation is shown with the following information: creator, tags, creation
date, annotation content and hyperlink to the related page. The lookup func-
tion is configured according to the following attributes: goalTags, domainsList,
whiteUsersList and blackUsersList. The function is very flexible as it can be
performed by using different research parameters which can also be combined in
order to provide more specific searches. It is necessary to set at least a kind of
evaluation in order to start the research. Only madcow users with access to the
lookup function can add users to the whiteUserList and to the blackUserList.

6 Conclusions

The opportunity to create and manage users groups focused on specific topics is
an added value of any digital annotation system.

The current functionalities (usually classifiable as passive) supported by these
groups do not seem to meet the increasingly complex user needs. madcow2.0 im-
plements a set of functionalities (classifiable as active) for advanced group man-
agement, based on trust and content search criteria. The design of the lookup
research function has taken into account the future directions of the system
aimed to model, manage and query suitable ontologies for searching possible
goalTags lexical alternatives specified with the group. The current implemen-
tation of the goalTag evaluation function can be easily extended in order to
interact with ontologies expressed in OWL; in this way the tag-based matching
process performed by the function on the examined annotation will consider not
only the tags belonging to the group goalTags list, but also the related lexical
alternatives. A new practical feature to be added to madcow is notification to
users belonging to a specific group of administrative changes, such as: introduc-
tion of a new tag within the goalTags list, chances within the user profile, and
so on. In this way, the user would not be forced to access the group information
summary section in order to check possible updates. Notifications could be also
used to advise the user according to the answers related to own annotations,
or to apprise the user regarding occurred annotations on their own Web pages.
This would allow quick access to comments and questions related to one’s own
digital documents, and quick reactions to group modifications.
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Abstract. Iterated semantic translation as reflected in dual space of
two different languages provides - through a normalized reference set
of dictionary expressed vocabulary that is inclusive of double sided link
direction correspondence - a mechanism for assessment of word extent
breadth and meaning delineation. This measure resolves according to
the number of source language passages in round translating steps, until
content exhaustion. Semantic clusters emerge in above procedural for-
mat through graph decomposition of the united word set above language
pair to isolated segments of connected semantic vertices. Such a linkage is
also present in single language morphological context of thesaurus format
with enumerated word content proximity, typically farther subjected to
additional support that arises from accompanying clauses, applied level
of grammatical compatibility, and overall linguistic usage purity. Resort-
ing to algorithmic reverberation and numerical case studies on stochastic
data samples, it is argued that resemblance of contained and mirrored
semantic vertex structures follows cultural interaction, although shad-
owed at various degrees of virtualization, in evolving linguistic relation
that ultimately leads to a knowledge cohesion level frame of scientific
depth. Since it has been known that complexity information depth as
content purity grade paraphrases itself in Kolmogorov efficiency sense,
either to stability measure of fixed structures or manifests as a catalytic
growth factor in nurturing substances, this work provides a particular
instantiation in topological context of semantic graphs.

1 Introduction

Content information measured in terms of the shortest available program to en-
code a given dataset is known to stochastically equate the system entropy value
as expressed by means of the compositional probability function in constructive
proof of such statement [1]. Application context of computing machinery, library
science and language standardization provides interesting filter frames in practi-
cal instantiation so as to encompass incompleteness and organizational restrains
for optimal content reconstruction.

To assess a vocabulary content in its entirety, a complete composition scheme in
knowledge space is required from alphabet specification via meaning dimensions
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and notion typing stencils, both physical and abstracted, towards emergence of
knowledge accumulation formalism. Such a process may start from replication of
a single element (existence) to enumerated finite set of alphabet (replication and
separation) and syllable formation, leaving aside a certain minimal subset with
economic functions (determination, preposition), and continues further to mor-
pheme formation, thereby usually subjected to notational combinatorial complex-
ity, and consequently adjusted instead to fundamentals of actual semantic pro-
cessing architecture, such as typical thinking and categorizing patterns native to
a processing brain (action, emotion, subject), in a process gradually forcing out-
ward and inward views to postulated coincidence patterns, which manifests as a
reflection of the stabilizing processing organization onto semantic output fixation
(function selector catalogues for instance).

In terms of self composition, nature selected and seed encoded complex struc-
turing processes in plant growth mechanisms, while human civilization increas-
ingly accumulates instances of such external knowledge for abstracted utilization
elsewhere, a mechanism used in education that itself may alter or produce vo-
cabulary items to above effect. This work concerns with a word level snapshot
of language in two frequented semantic tool frames, first a thesaurus, then a
dictionary, both reduced to word correspondence grains with logical, integer,
and fractional weight scales adopted for numerical analysis. Such approach es-
tablishes a transform from construction parameters of probabilistic word data
samples to the semantic cluster appearance. A reference numerical text corpus
is then composed using derived cluster probability density of words, and sub-
jected to metalevel analysis, namely text abstraction first by means of sentence
extraction with local and global similarity coefficients, and then using absolute
hierarchical ranking, in order to address representative features that arise from
finite and restrained vocabularies, and apply to natural language datasets. Since
the field of semantic processing is long established [2,3], this work focuses on
purely numerical capture aspects that recently regained attention [4].

The article is organized as follows. After a section dedicated to graph formal-
ism of numerical semantic circuits, construction of derived text documents is
given along with the examples of related substance extraction methods. Repli-
cation of computational formalism is then recognized as a quantifiable cultural
personalization mechanism, which is accompanied with actual natural language
processing illustrations to conclude this text with a brief summary.

2 Numerical Semantic Circuits

Since all computational text processing methods reduce content manipulation to
number processing at certain depth of representation layer (program, software,
compilation, middleware, instruction set) an enumerated semantic dataset is
denoted as a graph collection of vertices,

V = {vi}nV

i=1 , (1)

where domain meaning relations expressed in vertex annotation patterns are
given in form of multiple connection edges,
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E = {e(vi; τi, vj ; τj)| ∀vi, vj ∈ V ∧ τi ∈ T } , (2)

where T is a set of tags (synonym domain, antonym domain, sets of cultural links,
economic links, object resource links, processing links, or different languages).
Edges are naturally represented as logical weights, integer weights, and rational
weights,

e(; , ; ) = {0 ∨ 1}
e(; , ; ) = {∞ ∨ p ∨ p − 1 ∨ . . . ∨ 1}
e(; , ; ) = {∞ ∨ 1 ∨ 1/2 ∨ . . . ∨ 1/q} (3)

so as to map elementary arithmetic thinking patterns. Numerical labels in Eq.
(3) are sorted from edge absence value to the highest proximity. Connection cir-
cuits can be enabled with τi �= τj thus forming an overlay multigraph structure.
In what follows edges are directed (e(i; , j; ) is not necessarily symmetric) and ap-
pear as a result of serial probabilistic generative process that can be conditioned
with current graph snapshot topology.

Derived semantic evaluation criteria of practical interest include graph tran-
sitive closure with number and sizes of extracted strongly connected segments.
Weighed graphs subresolve transitive closure to the shortest path version charac-
terized with segment wide square pattern of minimal connection cost. Transitive
closure is also a suitable aggregation level to derive and utilize complement
graphs for semantic closure.

It is noticed here that optimized subgraph vertex skeleton layout, from which
each word locates at most l-edges away, can provide a core vocabulary set for
self-learner extension, whereas determination of all complete subgraphs (prior
to transitive closure, and furthermore in comparison) shows aggregation depth
in original dataset. Both approaches are nondeterministic polynomial complete
problems even if tractable with low size of content nucleation typical in natural
languages, and as such are not pursued here. Similarly, sparse nature of data
content allows us to leave aside graph theoretic applications of vertex and edge
set reconstruction paths as frame transforms of access compression and topo-
logical sort. Instead, multigraph structure of vertex colorization is applied using
tags τi ∈ T for self-consistent frame-compatible content enhancement.

2.1 Thesaurus Format

Enumerated single layer word graph structure as given above (source and reverse
coincide, τ1 = τ2 = τ , is initialized by expanding list of source vertices one by
one while assigning a n end vertex thus forming a thesaurus edge. Structure
formation then continues according to three generative procedures,

1. uniform method selects a pair of vertices at no bias,
2. shaped method is binomially modulated (parameter p),
3. cluster method adopts current vertex degree statistics,
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with vertex selection probability functions given as

π(vk) =

⎧⎪⎨
⎪⎩

1
nv

uniform
nCkpk(1 − p)n−k shaped

deg(vk)∑ nV
l=1 deg(vL)

cluster
k = 1, . . . , nV , (4)

where indegree is selected for reverse end, outdegree is selected for source end,
and denominator of the last fraction stands for the current number of graph
edges. Weighted graphs, in addition, adopt in either case label value of d + 1 or
1/(d + 1), where d is the outdegree preceding current edge addition.

Symmetric version of the above algorithm automatically includes opposite
directed edge to the graph at every generation step. In either case, data structure
is represented in adjacency matrix A[; τi][; τj ] (to be resolved into τ pair instances
in what follows).

The structure generation process grows above semantic circuits to edge con-
centration levels at fixed inverse proportion to graph size (constant average out-
degree as common for natural language dataset) or higher, up to a numerical
fabric with connection density c ∈ (0, 1) that mirrors parallel destruction of se-
mantics on behalf of intense vertex feature generalization that turns to bypass
specialization importance.

2.2 Dictionary Format

Vertex side duplication in thesaurus procedure provides dictionary structure
as a naturally derived extension, in which both vertex lists are link initialized
(category format inclusion operator) and extended (structure builder) separately.
Denoting total graph size as 2nv, there are following possibilities (T = {τ1, τ2})
1. pure dictionary (e(; τ1, ; τ2) = 0 = e(; τ2, ; τ1)
2. semicomplete base (e(; τi, ; τ3−i) = 0 for i = 1 ∨ i = 2)
3. complete base (full dictionary and thesaurus pair).

To compare thesaurus and pure dictionary structures, the size of the latter dou-
bles graph size of the former. Uniformly structured dictionary (on both sides,
τi → τ3−i) combined with uniformly structured thesauri (source and reverse)
scales a single thesaurus format from nV to 2nV as expected, to which mixed
structures provide suitable means for semantic layout comparison.

2.3 Content Separation

Strongly connected graph segments correspond to semantic domain clustering
as contained between original graph and its transitive closure version, and are
conditioned by the path length of the shortest indirect connection (twice the
number of translation rounds in case of pure dictionary closure). Whenever the-
saurus and dictionary are combined, transitive closure of thesaurus should pre-
cede the phase that allows language translation, at least in classical linguistic
way of frame categorization.

The algorithm for transitive closure in compact form reads [5].
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procedure Floyd_Warshall(A[1:n][1:n])
extern binop1, binop2
C[][]:=A
for k:=1 to n /*get links through 1 to k*/
for j:=1 to n
for l:=1 to n

C[j][l]=binop1(C[j][l],binop2(C[j][k],C[k][l]))
return C

end ! transitive closure and shortest path

Here the two binary operators are{ ∨, ∧} on logical graphs and {min, +} on
weighed graphs. To determine strongly connected components (the transform
C[i][j]=((C[i][j]==∞)?0:1) is used for weighted graphs) it suffices (in cubic time
complexity) to perform a straightforward postprocessing analysis below.

function Strong_Connected_Components(C[1:n][1:n])
inlabel[1:n]=1, c=0
for i=1 to n
if (inlabel[i])
print(line end, i), c=c+1
for j=1 to n

if (C[i][j] .and. C[j][i] .and. inlabel[j])
print(space,j), inlabel[j]=0

return c
end ! a posteriori analysis to Floyd_Warshall

If only strong connected graph components are needed (interlink statistics
between full blocks is omitted), graph search is known to provide the required
result in quadratic time complexity [6].

! uses stack of graph node labels
visited[1:n]=0

procedure search(i,first) ! recursive
visited[i]=1;
for j=1 to n
if(C[i][j] .and. !visited[j])
visited[j]=1, search(j,first)
if(first==1) push(j)

end ! direction conditioned depth first search

procedure Kosaraju(c)
for i=1 to n
if(!visited[i]) search(i,1)

for i,j=1 to n C[i][j]<->C[j][i] ! graph transpose
visited[1:n]=0
while(!stack_empty())
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i=pop(), print(line end,i), c=c+1 ! new component
search(i,0) ! reversed traverse
for j=1 to stack_size()
if(visited[k=pop()]) print(space, k)
else (push(k), break)

end ! strongly connected components

One sided (source or reverse) connected components rooted at a particular source
word vi are obtained with breadth first algorithm that is merely augmented with
the tree depth labels along the node link extraction process.

! uses a first in first out queue of graph labels
depth[1:n]=-1

procedure translation_set(i,A[1:n][1:n])
! matrix A is (tau_1-> tau_2 and tau_2->tau_1) projected
put(i), depth[i]=0
while(queue_empty==0)
j=get(), level=depth[j]
for k=1 to n
if (A[j][k]!=0 .and. A[j][k]<infty .and. depth[k]==-1)

depth[k]=level+1, put(k)
end ! tree-depth-tracked breadth first search

When the above search procedure of translation set is depth conditioned in
addition with each vertex inclusion to the strongly connected component of the
root node vi, the term

σ(i : τi, j; τi) = |depth[i] − depth[j]|/2 (5)

gives the minimal number of translation passes via language τj to connect words
i and j in language τi.

The above components provide notational and procedural basis for numerical
patterns analyzed below.

2.4 Stochastic Patterns

Figure 1 shows an inset view of two graphs, one composed with uniformly based
binomially-augmented fixed vertex selection, and one augmented with a scale free
growth procedure emphasizing the vertex indegree when determining endpoint
of a new oriented edge. All graphs are initialized in the semantic frame proper
sense, meaning each vertex indegree and outdegree is at least one. The extra
average vertex valence is set to five in all computations with the exception of
dense numerical image illustration of Fig. 1 (Nm = 50). Figure 2 gives an account
of indegree and outdegree statistics resulting from the above outlined numerical
circuit prototype composition, including the indegree power law behavior of the
scale free component.
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Fig. 1. Connection weight pattern in a semantic subgraph with (a) binomial and (b)
clustering vertex selection methods

Fig. 2. Layout of vertex indegree and outdegree population for vertex selection methods
explained in the text

Figure 3 gives vertex changing frequencies for the shortest paths among all
vertex pairs obtained from the breadth first search generated traverse trees. Since
in order to utilize the number of strongly connected components a substantial de-
gree of frame incompleteness is needed, such a particular illustration is deferred
and can instead be found in statistical work on natural language processing.
Thus the current subgraph connection patterns, vertex linkage lengths, and his-
togram component shapes provide necessary elements for document processing
and meaning depth inference.
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Fig. 3. Histogram of shortest path edge numbers for vertex selection methods explained
in the text

3 Numerical Circuit Documents

Prototyped semantic layout of vocabulary circuitry generated above practically
links to a document content as the induced meaning range, whether in full or
additionally restrained, for instance up to a certain depth or an edge weight cut
off.

Naturally languages for human communication are complicated due to person-
alization of prototypes (incompatible layouts) or an incomplete personal acquisi-
tion depth pattern of the same prototype standard (varying education depth). A
communication problem in the latter situation is how to assess author depth of
meaning intent, while the former circumstance may also include multigraph edit-
ing preprocessing to match conventional semantic circuit etalons. Exclusion of
author intended meaning depth assessment through emphasis on recipients effect
or a personal semantic utility naturally leads to acknowledgement maximization
of received document text patterns.

Elementary document composition rules are outlined next and processed for
a numerical provision of illustrative examples. The number of clauses is fixed
as md; each is long from 1 to nc according to a binomial shape of probability
density with p = 0.5.

3.1 Markov Composition

Defining a current state as the word at the end of a clause fragment, the proba-
bility of the next word can be taken as

mpq =
Mpq∑
q Mpq

. (6)
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Without introducing further composition parameters, Mpq may stand either for
graph matrix or its complement (computed for weighted graphs as a reversal
wi ↔ w|w|−i+1 in the set of predefined instantiated values). Since either case is a
path traverse on matrix M that is rather sparse in the original semantic domain,
complement matrix corresponds to a syntax-adjusted equally randomized text
population, whereas the original graph matrix would employ semantic shifts that
may cycle (or freeze if isolated vertices were allowed). Therefore the matrix type
is altered with probability ratio q set as 0.5 unless mentioned otherwise. Sentence
opening words in each clause are taken at random.

Although transitive closure matrices would provide for higher delineated tran-
sitions among strongly connected components, out of which instances could then
be taken at random or in above manner for more realistic semantic content nucle-
ation, the procedure in Eq. (6) suffices to provide an unbiased probabilistic test
document corpus that serves as a suitable comparative reference to the following
method.

3.2 Scale Free Assembly

Dynamic collaborative systems such as communication providers or certain types
of metabolic networks are known to exhibit hub structures and overal organi-
zation that is called scale free when the vertex degree density follows a power
law with negative exponent [7]. Such a complexity pattern may appear in text
documents and is simulated as follows.

An empty dynamic list to contain separate document included words and their
frequencies is initialized. Another static list is made for vocabulary and initialized
with vertex outdegrees. New clause members are selected from either list with
probability ratio q and 1 − q. All word inclusion operations are accompanied
with document word list update and frequency increment.

3.3 Substance Extraction

Document content compression to core information is usually performed by
means of abstract generation. Provided the actual vertex choice pattern in a
clause largely includes grammar effects (whether after accurate morpheme an-
notation with grammatical T tags in a clause, or directly adopting the sinogram
system that is complete as a sequence of graphical morpheme characters), the
abstract can be generated by means of clause extraction (and a posteriori indi-
rect grammar pattern restoration, if any is required). In such a representation,
substance extraction reduces to a clause selection algorithm. To this aim, first
the similarity clustering method of [10] is reviewed (as a document relative tool)
and then compared to clause ranking based on scores derived from the semantic
prototype (as its own knowledge-base-rooted absolute tool that can emphasize
any depth of semantic extent structure).

Content Similarity Clustering. Document substance extraction based on
similarity of clauses is an effective clustering method that selects new cluster
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parents as well as candidates for seed merger by using the percentage of shared
component vertices. The terminology is as follows [10].

Global similarity coefficient of two clauses Ci and Cj reads

GSC(Ci, Cj) =
2 × n(common words of Ci and Cj)

n(Ci) + n(Cj)
∀i �= j ≤ l (7)

Local similarity coefficient of a clause Ci and a cluster C reads in the same way

LSC(Ci, C) =
2 × n(common words of Ci and C)

n(Ci) + n(C)
∀i ≤ l. (8)

The method starts with a set of word lists and computes their pairwise global
similarity coefficient at first.

The pair with the highest GSC value, provided it is above a threshold level τ ,
is replaced with a new global cluster clause that enlists only the common words.
Then the local similarity coefficient is computed for all other lists, and if the
value is above τ , such a list is deleted at the end of round while the cluster list
updates to commonly shared words. The procedure then recurs.

Each cluster is annotated with a label to their single original clause placed
high at source document. As the cluster clauses diminish through common word
mergers in the length of representation words, similarity coefficients eventually
decrease below the parameter τ . Clusters are ranked with the clause count in
which order their labels enter the abstract text. The label with a higher position
in the original document is retained in symmetric mergers.

Vocabulary Template Scoring. Provided a given semantic prototype, here
expressed in its multigraph structure, the absolute vertex meaning relevance can
be represented as word outdegree (or negative cumulative weight of outgoing
edges in weighted version), and the relevance of entire clause then assessed as
the total of such values, rescaled to the average per contained vertex, so as to
obtain a scoring method independent of the numerical clause length,

S(C) =
1
l

l∑
i=1

w(Ci) C = {Ci}l
i=1, w = w(V, E, vi(ci)). (9)

Natural variations motivated above include scoring with sizes of connected trees
or strongly connected components, and, importantly, application of complement
graphs.

A word scoring method based on original graph emphasizes commonality of
meaning whereas the one derived from complement version accentuates the con-
tent specialization degree.

3.4 Stochastic Patterns

Above enumerated semantic composition structure in its procedural closure
transforms a particular set of probability density patterns (stochastic opera-
tors) forward from the level of prototype assembly to the level of expanded
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document set construction, and backward at the level of substance extraction
for abstract composition. Figure 4 provides numerical coordinates for an illus-
trative run of one hundred documents that have word vertices either selected
in random path attachment with interlaced straight connection matrices of the
original and complement graphs (a), or in a hub scaling growth process (b), for
each of the three sets of previously outlined semantic prototypes. The number
of clauses in a document, abstract, and the maximal word count parameters
are selected as 20, 5, and 50, respectively. The abscissa values represent the ra-
tio of clauses nucleated as clusters into the resulting abstract substance, and
consequently are rather sparse, which allows to apply a small horizontal shift
among all three datasets to avoid their overlap. The ordinate values use ver-
tex outdegree to weight the relevance domain of each word, at the levels of the
abstract and the entire document. It is confirmed that the scale free procedure
of document content composition makes the similarity ranking based method
of abstract extraction more effective. Since furthermore bottom semantic cir-
cuit structures imprint onto machine extracted abstracts differently, numerical
spaces of extraction method conditioned efficiencies could be used in complexity
assessment, genre categorization, and other linguistic applications.

It may be worthwhile noting that representation of Fig. 4, possibly with more
superposed evaluation dimensions, naturally brings material science issues of
point concentration, geometric separation, and focus location into a dynamic
picture of document evolution and message elaboration, for instance as it is
driven and represented in the genetic programming formalism for novel applica-
tions.

4 Replication Layer Saturation

Since above graph notation is optimally generic, it is worthwhile to review its
application domain in linguistics. Thesaurus is a language tool that can be
termed self explanatory. As it certainly appears in various editions of what
is widely considered the same standard, this fact implies equivalent numeri-
cal representation, excepting perhaps context emphasizing depth and content
volume effect. Such equivalence relation can be studied for practical purpose
using strongly connected component analysis as a tool for instance. Online en-
cyclopedias provide another illustration although at a higher level of topical
documents.

Partial instantiation schemes of the same graph semantic structure may corre-
spond to personal learning staging. If errors are admitted, interesting educational
tasks emerge on how as to infer them indirectly from documents and what fix-
ation mechanisms are effective for what purpose even in the absence or scarcity
of error signaling documents supplied for evaluation.

It is understandable that education and personal experience in a given en-
vironmental setting solidify with certain priors, that are learnt to flex in part
when a different language experience is met. A saturation problem then arises
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Fig. 4. Numerical documents as positioned by summary efficiency ratio pairs for (a)
fixed transition and (b) current state preference text growth methods

for each personal semantic fixation skeleton on as to what other semantic graph
structures have to be met before all acquired semantic path obstacles can be
overcome. Similarly language separation measures in a knowledge space including
innovative potential of new members could be hypothesized using linked vertex
structures, which applications are though not in scope of the present static frame
based article.

The field of numerical semantics extends to a number of other computer sci-
ence applications of practical interest [8,9].

5 Natural Language Excurse

This part provides application software examples for above notions in Asian
languages. In particular, Korean-Japanese-Chinese language family is known to
instantiate semantic patterns in a scientific manner from the processing operator
emphasized form to the knowledge system empowered formalism.

On practical footing, unicode’s CJK encoding long ago provided the practical
standardization platform to numerical text processing that was instantiated in
two Java virtual machine programming endeavors to natural language processing
that are referred hereafter.

5.1 Korean Syllabi Cycles

The applet environment shown in Fig. 5 implemented a Korean vocabulary
set with its Japanese dictionary counterpart, and illustrates translation routes
among both languages as a part of a broader study beyond scope of this article
[11].
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Fig. 5. Java applet for dictionary closure loops between Japanese and Korean languages
based on a graph search

Fig. 6. Java applet for abstract summarization of short sinogram text based on the
similarity clustering method
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5.2 Sinograph Characters

The applet environment shown in Fig. 6 implemented a Chinese character set
with the single language prototype left to readers, and illustrates similarity co-
efficient based abstract extraction as a part of a broader study beyond scope of
this article [12].

6 Concluding Remarks

Semantic translation closure was formulated using graph theory formalism and
instantiated in a metaphoric frame that numerically impersonalizes points of
view and thinking patterns as those culturally represented in closed thesaurus
and open dictionary knowledge structures. Apart from reinstating enumeration
nature of language processing in the machine framework that provides for fun-
damental stochastic transforms on knowledge probability spaces, significance of
direct semantic prototype linkage to document summarization and substance
extraction algorithms was found, namely one that can be reinforced as termi-
nological processing coincidence at notation and organization levels. Numerical
semantic circuit frame assembled in the present article has been accompanied
with recited actual natural language applications to illustrate structural interface
in either frame. Completion effort in sense of pure efficiency guides computerized
categorization efforts to incorporation of nature structures as imprinted onto ma-
terial organization in mosaic decomposition of knowledge. Confluent structures
of dictionary mediated knowledge culture interface outlined here may numer-
ically illustrate an old proverb the more languages you know, the more times
a person you are, perhaps most significantly in view of irreducible knowledge
components.
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Abstract. Decision tree is one of the most popular and commonly used
technique for predictive modeling. Interpretability and understandability
makes decision trees an attractive option among various classification
induction algorithms. There are several freewares available for decision
tree induction which can be used in data mining education and practice.
However, these freewares have limited capability to interactively visualize
the induced tree and experiment with the induction process.

In this paper, we describe the design of a generic decision tree inducer
and visualizer which gives options for multiple splitting criteria (e.g. in-
formation gain, gain ratio etc.) and pruning criteria (e.g. minimum error
pruning, cost complexity pruning etc.) for decision tree induction. The
induced tree can be visualized interactively by the user and even saved
for future visualization and comparison with another tree. These options
are available through a user friendly GUI. The performance statistics for
the induced tree can also be viewed by the user. The package has been
designed using open source softwares including JDK 1.6, Netbeans 6.5
and Prefuse (for visualization of the constructed tree).

1 Introduction

Two most commonly performed tasks in data mining and machine learning are
predictive modeling and descriptive modeling. The former task is concerned with
constructing a model from the available training data and using it to predict a
predefined attribute in the data set, while the latter is concerned with discov-
ering an understandable description of the model. Predictive modeling is also
known as supervised learning, since the algorithm induces a predictive model
from the training instances that are labeled with the correct categorization. If
the attribute to be predicted is categorical, the technique is called classification,
else if numerical value is to be predicted the task is called regression [2,7].

In classification, often the focal point of the exercise is the performance of clas-
sifier in terms of accuracy or loss estimation due to wrong prediction. Artificial
neural networks, support vector machines, k-NN are some of the classification
techniques known for inducing models with good predictive power, though these
models are abysmally low on understanding [2,9]. Inducing decision trees is a
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classification technique which is extremely useful in applications like medical di-
agnosis, insurance and banking applications, where understanding the predictive
model plays an important role in the overall success of the application [6].

In this paper we describe a recent (and continuing) project on development of
a package for generating, evaluating and visualizing decision trees while varying
splitting criterion, pruning criterion etc.. The package called VisTree, is a meta
algorithm for decision tree induction integrated with a visualizer, which facili-
tates visual comparison of decision trees induced by varying splitting criterion
and pruning criterion (meta parameters) for VisTree.

The package is intended to meet the requirements of the community using
decision tree induction as described below:

1. Student: A platform for decision tree induction, where he or she can play
with the training set and visualize the effect of variations in splitting/pruning
criteria on the structure of the tree.

2. Instructor: A tool for enhancing student understanding of mathematics of
splitting/pruning criteria by visual display of decision trees.

3. Researcher: A laboratory to plugin newly designed splitting/pruning criteria
and evaluate it by means of predefined metrics. Visualization of the tree
enhances the understanding.

4. Practitioner: A visual tool to understand the reasons underlying the deci-
sions.

The package has been developed using open source technologies and is intended
to be a open source available for academic purposes.

The paper is organized as follows. We present a gentle introduction to the clas-
sification problem and decision trees in Sections 2 and 3 respectively. Section 4
discusses the freewares available for decision tree induction and presents motiva-
tion for this project. Section 5 describes the technologies used and architecture
of the package. Finally we conclude the paper in Section 6.

2 Classification

Classification, also known as supervised learning is a process of constructing a
model from training data and using this model to predict category or class of the
unknown data. The data consist of records that are categorized into mutually ex-
clusive classes. A classification algorithm learns the training data characteristics
to construct a model with power to discriminate between the classes.

Formally the classification problem is described as follows. Given a data set
D = {x1, x2, . . ., xN} of tuples and a set of classes C = {C1, C2, . . ., Cm}. Each
xi has p attributes and an attached class label, which is the (p + 1)th attribute.
Thus, D consist of tuples that have already been classified by well defined process
and form the basis of learning. The classification problem is to define a mapping
f : D −→ C, such that class for a tuple x with unknown class label can be
predicted using the mapping f . Since xi’s are labeled, D is also called a training
set and classification is referred to as supervised learning.
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In practice, classification is a two step process 1. First step is the learning step
where a classification algorithm builds the classifier by learning from the given
training set. In the next step, the model is used to predict the class of records
whose class label is not known [2]. Some of the common approaches to induce
a classifier are Artificial Neural Network, k-Nearest Neighbor, Support Vector
Machines and Naive Bayes classifier, details of which can be found in several
well known books on data mining and machine learning [10,2,3,4,5]. We briefly
describe them below.

1. Artificial Neural Network (ANN): ANN consists of a set of connected in-
put/output nodes in which each connection has a weight associated with it.
During the learning phase, the network learns by adjusting weights so as to
be able to predict the correct class label of the input tuples. After learning
is complete, the ANN is used as a black-box for prediction.

2. k-Nearest-Neighbor: k-Nearest Neighbor classifiers are lazy classifiers based
on the intuition that the unlabeled object is likely to belong to the same class
as that of the k closest objects in the n-dimensional feature space defined by
the training set. k-NN algorithm uses a similarity measure to discover k-most
similar records (neighbors) in the training set, to the record whose class is
to be predicted. Once the neighbors have been identified, the majority class
is assigned to the unlabeled record.

3. Decision trees: Decision trees are hierarchical predictive models learnt from
training tuples. A decision tree is a flowchart like tree structure, where each
internal node denotes a test on an attribute, each branch represents an out-
come of the test and each leaf node holds a class label. The internal nodes
are also called condition nodes and the leaf nodes are decision nodes. To
predict the class of a unlabeled record, the tree is traversed starting from
the root, following the branch which satisfies the condition nodes and the
label of the leaf node is assigned to the unlabeled record.

4. Naive Bayes Classification: Bayesian classifiers are statistical classifiers. They
are based on Bayes theorem, and assume independence of the attributes.
They predict class membership probabilities, such as the probability that a
given tuple belongs to a particular class. The unlabeled record is assigned
the class with highest probability.

5. Support Vector Machines(SVM): SVMs perform classification by construct-
ing an n-dimensional hyperplane that optimally separates the data into two
categories. The separating hyperplane is optimal and separates data in such
a way that cases with one category of the target variable are on one side
of the plane and cases with the other category are on the other size of the
plane. SVMs are naturally binary classifiers and used as black-box.

Each of these methods have their own strengths and weaknesses. For exam-
ple, neural networks are robust and accurate but have lengthy training process.
They are useful in applications like hand writing recognition, e-spam filtering
etc., where accuracy is of prime importance and reasoning for classification is
1 Lazy classifiers like k-nearest neighbor algorithms complete the task in one step.
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not very important. Naive Bayes classifier is a probabilistic classifier that is based
on Bayes theorem. It is a purely data driven classifier but offers no reasoning
of the decisions made. Decision tree is also a purely data driven classifier but
has a unique advantage of understandability of the decisions that assign the
class label to unlabeled record. However they suffer from the problem of insta-
bility [1]. SVMs are also robust predictive models with high accuracy but their
construction is computationally expensive and they too are used as black-boxes.

2.1 Performance Evaluation Measures

A classifier learnt on a given training set T is expected to predict the labels of
new records correctly. However, since T captures only a small subset of data dis-
tribution of the population, the classifier may not be able to generalize well for
unlabeled data. Before the classifier is put to use, it is necessary to assess how it is
likely to perform on unseen data. This assessment is made by testing the classifier
on ’test’ data. The test data is labeled data, which may be either a subset of the
training data or may be available explicitly. Several measures can be computed for
the testing exercise, to assess the expected performance of the classifier.

Confusion matrix, most commonly used performance evaluation measure, is
a summarization of the performance of the classifier and helps to assess if the
system is confusing between classes (i.e. commonly mislabeling one as another).
Each column of the matrix represents the number of instances in a predicted
class, while each row represents the instances in an actual class. Entry (i, j)
denotes the number of instances that belong to class i but are predicted as of
class j. Table 1 shows the confusion matrix for a two class classifier. The entries
in the confusion matrix have the following meaning: TN is the number of correct
predictions of negative instances, FN is the number of positive instances that are
incorrectly predicted as negatives, FP is the number of negative instances that
are incorrectly predicted as positives and TP is the number of correct predictions
of positive instances.

Table 1. Confusion matrix for a binary classifier

Classified Positive Classified Negative
Actual Positive TP FN
Actual Negative FP TN

Some commonly used performance measures defined for the two class confu-
sion matrix are listed below. More measures can be found in [6].

1. The accuracy (A) is the proportion of the total number of predictions that
were correct. It is determined using the equation:

A =
(

TN + TP

TN + FN + FP + TP

)

2. The recall (R) or true positive rate is the proportion of positive cases
that were correctly identified and is calculated using the equation:
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R =
(

TP

TP + FN

)
3. The false positive rate (FP Rate) is the proportion of negatives cases that

were incorrectly classified as positive and is calculated using the equation:

FP Rate =
(

FP

TN + FP

)
4. The true negative rate (TN Rate) or specificity is defined as the propor-

tion of negatives cases that were classified correctly and is calculated using
the equation:

TN Rate =
(

TN

FP + TN

)
5. Precision (P ) is the proportion of the predicted positive cases that were

correct and is calculated as follows:

P =
(

TP

FP + TP

)
6. F-measure (F ) is the harmonic mean of precision and recall. It can have

values between 0 to 1. Specifically, this measure is defined as:

F =
2 × P × R

P + R

2.2 Validation Methods for Classifiers

Validation methods are useful for model selection on a particular dataset. These
methods help to estimate how well the model is likely to perform on unseen data.
Some of the commonly used validation methods described in [2] are:

1. Holdout method: It is the simplest validation method. The dataset is
randomly partitioned into two sets, called the training set and the test set.
The classifier is induced on the training set and tested on test set. The flip
side of this method is that the evaluation may depend heavily on which
data points end up in the training set and the test set, and hence may be
significantly different depending on how the division into two sets is done.

2. K-fold cross-validation: In this method original dataset is randomly parti-
tioned into K subsets. Of the K subsets, one is retained for testing the model,
and remaining (K-1) subsets are used as training data. The process is then
repeated K times (the folds), with each of the K subsets used exactly once
as the test data. K results from the folds then are averaged (or otherwise
combined) to produce a single estimate of the performance measure.

3. Leave-one-out cross-validation: This method involves using a single ob-
servation from the original dataset as the test data and the remaining obser-
vations as the training data. This is repeated such that each observation in
the sample is used once as test data. This is same as a K-fold cross validation
with K being equal to number of observations in the original dataset. Leave-
one-out cross-validation is usually very expensive from computational point
of view because of the large number of times the training process is repeated.
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4. Bootstrap method: In bootstrapping, instead of repeatedly analyzing sub-
sets of the data, we repeatedly analyze subsamples of the data. Each sub-
sample is a random sample with replacement from the full dataset.

3 Decision Trees

A decision tree is a hierarchical model constructed from the training set and
used for prediction of unlabeled data. It is a flowchart like tree structure, where
each internal node denotes a test on an attribute and each branch represents
an outcome of the test on the basis of which the training set is partitioned.
The topmost node in a tree is the root node. Each leaf node holds a class label
and denotes a decision. Given a tuple x, for which class label is unknown, the
attribute values of the tuple are tested against the decision tree. A path is traced
from root to a leaf node such that conditions on the path are satisfied by x and
label at the leaf is assigned as predicted class [2].

At each level, decision tree induction algorithm tries to find the attribute
that best discriminates between the classes. The measure used for identifying
this attribute is called the splitting measure and the best attribute selected
is called the splitting attribute. The first splitting attribute forms the root of
the tree. The training data is partitioned on the splitting attribute and for each
partition, the process is applied recursively till the stopping criteria is met. With
loose stopping criteria, the decision trees often become so large and unwieldy that
they become inaccurate for predictive purposes and also, difficult to understand.
Therefore they need to be pruned.

There are several decision tree induction algorithms like ID3 [12], C4.5 [19],
CART [8] etc.. They primarily differ in respect of the type of splitting criterion,
stopping criterion and pruning method used during the induction process. We
briefly describe these aspects in the following subsections. For details, please
refer to the text by Rokach and Maimon [6]. Fig. 1 shows the decision tree for
one of the most cited datasets used by Quinlan [12].

3.1 Splitting Criterion

Splitting Criterion is used at each condition node to select the attribute that
best discriminates between the classes in the training set. The condition node
has branches corresponding to the split point (in case of continuous attributes)
or splitting subset (in case of cardinal attributes) [2]. Rokach and Maimon [6] list
more than a dozen splitting criteria, of which we describe three most commonly
used criteria.

Let the given training set D consist of m classes. Then, pi is the probability
that a tuple belongs to class Ci and is estimated as :

pi =
# Tuples of class Ci

# Tuples in set D
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Fig. 1. Example tree for the Golf data set [12]

Let a be the attribute which is to be evaluated using splitting criterion and it’s
domain consists of v values.

1. Information gain: Information gain can be defined in terms of an impurity
measure ’entropy’ that measures the (im)purity of examples in the training
set. Given a set D, consisting of m classes, entropy can be defined as:

E(D) =
m∑

i=1

−pi log2 pi

To measure the effectiveness of an attribute in classifying the training data,
information gain is defined as the expected reduction in entropy caused by
partitioning the examples according to this attribute. Thus, information gain
of an attribute a, relative to the training set D, is defined as:

IG(D, a) = E(D) − IGa(D)

where

IGa(D) =
v∑

j=1

|Dj|
|D| × IG(Dj)

Here Dj is the subset of D for which attribute a takes the value aj .
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2. Gain Ratio: Information gain is biased towards attributes that have many
values. Gain ratio removes this bias by normalizing information gain using
split information value. It is defined as:

GainRatio(D, a) =
IG(D, a)

Splitinfo(D, a)

where IG(D, a) is the information gain when the dataset D is split on at-
tribute a as formulated above and Splitinfo(D,a) is defined as:

Splitinfo(D, a) = −
v∑

j=1

|Dj |
|D| × log2

|Dj |
|D|

3. Gini Gain: Gini gain is similar to information gain, but uses Gini Index
instead of entropy. Thus, Gini gain is defined as:

Ginigain(D, a) = Gini(D) − Ginia(D)

Here Gini(D) is the impurity measure on dataset D with respect to class
labels calculated as :

Gini(D) = 1 −
m∑

i=1

pi
2

Ginia(D) is defined as:

Ginia(D) =
v∑

j=1

|Dj|
|D| × Gini(Dj)

3.2 Pruning Methods

One of the questions that arise in a decision tree algorithm is the optimal size
of the final tree. This is important not only from the point of view of un-
derstanding, but also from the accuracy perspective. A tree that is too large
risks over-fitting the training data and poorly generalizing to new and unla-
beled data. Pruning methods identify the least reliable branches and remove
them.

There are two possible strategies used to reduce the size of the tree (pruning).
A conservative approach is to grow the tree in restrictive manner and a liberal
approach is to grow the tree fully and then prune to remove nodes that do not
add to performance of the tree. Mingers [13] presents an excellent description of
the pruning methods along with the intuition and mathematics of each method.
Some commonly used methods are: (i) Cost complexity pruning, (ii) Reduced
error pruning and (iii) Minimum error pruning.
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4 Freewares for Decision Tree Induction

There are several freewares that are available for inducing decision trees. Weka
[20] provides J48 (a variation of C4.5), ID3 and several other decision tree algo-
rithms with user friendly interface for varying parameters. Source codes of C4.5
[19] and ID3 [18] are freely available, which can be compiled and used. All these
packages provide facilities for validation and evaluation of induced decision tree
using more than one methods. We describe functionality, inputs and outputs of
the C4.5 and Weka packages in next two subsections, followed by the agenda for
VisTree project.

4.1 C4.5 Package

C4.5 is a program for inducing predictive model as a set of classification rules
as well as decision trees from a given training set [19].

All files read and written by C4.5 are of the form file-stem.ext, where ’file-stem’
is a file name stem that identifies the induction task and ’ext’ is an extension that
defines the type of file. The program expects to find at least two files: a names
file file-stem.names defining class, attribute and attribute value names, and a
data file file-stem.data containing a set of objects, each of which is described by
its values of each of the attributes and its class.

The program can generate trees in two ways. In batch mode (the default), the
program generates a single tree using all the available data. In iterative mode,
the program starts with a randomly-selected subset of the data (the window),
generates a trial decision tree, adds some misclassified objects, and continues
until the trial decision tree correctly classifies all objects not in the window or
until it appears that no progress is being made. Since iterative mode starts with
a randomly-selected subset, multiple trials with the same data can be used to
generate more than one tree.

All trees generated in the process are saved in file-stem.unpruned. After each
tree is generated, it is pruned in an attempt to simplify it. The ”best” pruned
tree (selected by the program if more there is more than one trial) is saved in
machine-readable form in file-stem.tree.

All trees produced, both pre- and post-simplification, are evaluated on the
training data. If required, they can also be evaluated on unseen data in the file
file-stem.test.

Fig. 2 shows the output generated for the golf dataset by C4.5 at the default
verbosity level.

4.2 Weka Package

Weka is the most popular data mining package freely available at [20]. It is
a comprehensive software that provides a wide variety of pre-processing and
visualization options to support commonly used data mining tasks. This open
source software is an outcome of a project at the university of Waikato, New
Zealand. The project started more than a decade ago with overall goal to build
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Fig. 2. Output delivered by C4.5 for golf dataset
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Fig. 3. Text output delivered by Weka for golf dataset
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a state-of-art facility for machine learning technique which is applicable to real
world data mining problems. A recent project update is available as a SIGKDD
Explorer paper [14], while the package is publically available at [20].

In the area of classification, it offers most of the well known classification
algorithms including several for decision tree induction. The induced tree is
displayed in text mode (shown in Fig. 3) as well as graphical model (shown in
Fig. 4). The graphical model is easier to understand than the text structure
especially if the induced tree is big.

Recently Weka has added Prefuse as plugin for interactive visualization of the
tree. As of Weka version 3.5.8 (only developer version, not stable-3.6 branch) one
can easily add tree visualization plugins in the Explorer (Classify and Cluster
panel) [21]. Though it is claimed that it is easy to implement custom visualiza-
tions, despite best efforts the authors could not make it work. The screenshot
shown in Fig. 5 was taken from [21].

Fig. 4. Graphical output of Weka for
golf dataset

Fig. 5. Prefuse output of Weka using
J48 on UCI dataset anneal with default
parameters [21]

4.3 Motivation and Agenda for VisTree

VisTree project was conceived when one of the authors experienced the diffi-
culty in explaining to the graduate students, the intuition behind the mathemat-
ics of some of the pruning and splitting criteria used in decision tree induction
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algorithms. It was further felt that visualization of decision tree structure could
aid in understanding while experimenting with different combinations of splitting
and pruning criteria. The desiderata required

(i) Ease to vary the splitting/pruning criteria for decision tree induction,
(ii) Ease to visualize the tree interactively,
(iii) Ease to store the induced tree and it’s performance metrics for visual/

automatic comparison at some later time.

Both C4.5 and Weka provide means to vary the splitting/pruning criteria (item
(i)); but in somewhat limited way. Both packages deliver rich set of performance
statistics using different validation methods. Weka 3.5.8 provides interactive vi-
sualization of the induced tree. Neither of the two facilitate the functionality
mentioned in item (iii). The authors consider this functionality important for
pedagogical reasons.

VisTree aims to provide a focused environment for exploring and experiment-
ing with the decision tree induction process. It intends to provide a platform
where tree induction experiments with varied pruning and splitting criteria can
be saved as xml files and can be viewed, explored or compared at a later time
without touching the training set. Desired performance statistics are available
in a separate text file. We believe this is a useful functionality for students and
teachers as visualization and interactiveness helps in better understanding the
impact of variations in induction process. Since decision trees are known to be
unstable classifiers [1], visual representation of trees aids understanding of the
instability for practitioners.

5 VisTree: Generic Decision Tree Inducer and Visualizer

VisTree is a generic decision tree induction and visualization environment written
in Java adapted from [18]. It can be established by a single click through jar file,
which can be downloaded and installed [22]. It allows the users to induce different
decision trees by varying splitting criteria, pruning criteria through a GUI and
to visually/automatically compare the trees with respect to their accuracies and
structures.

5.1 Technologies Used

The software has been built using open source technologies and is available for
download [22]. It is developed using JDK 1.6 [15], NetBeans [16] and Prefuse
[17].

The JDK (Java Development Kit) includes tools useful for developing and
testing programs written in the Java programming language and running on
the Java platform. These tools are designed to be used from the command
line. Except for the applet viewer, these tools do not provide a graphical user
interface[15].

NetBeans version 6.5 is used to build the Graphical User Interface (GUI) for
the package. It refers to both a platform for the development of applications for
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the network and an integrated development environment (IDE). The NetBeans
Platform provides a reliable and flexible application architecture that encourages
sustainable development practices. Since the platform architecture is modular,
it’s easy to create applications that are robust and extensible [16].

Prefuse is a set of software tools for creating rich interactive data visualiza-
tions. The toolkit provides a visualization framework for the Java programming
language. It also provides optimized data structures for tables, graphs, and trees,
a host of layout and visual encoding techniques, and support for animation, dy-
namic queries, integrated search, and database connectivity. Prefuse is written in
Java, using the Java 2D graphics library, and is easily integrated into Java Swing
applications or web applets [17]. Prefuse is used for visualization in VisTree.

5.2 The Meta Algorithm

The core of VisTree package is a meta algorithm for decision tree induction. The
algorithm takes as input the training set, meta parameters i.e. splitting criterion,
pruning criterion and induces a tree. A choice of validation methods is available
to the user. The induced tree is displayed in both rule format (as text) (shown
in Fig. 10) and as an interactive tree in graphical form (shown in Fig. 11). Both
are saved in separate files in addition to the performance statistics. The meta
algorithm employed in VisTree is given below.

Algorithm 1. Tree Growing
Require: Training set S, input feature set A, target feature y, SplitCriterion,

PruneCriterion, StoppingCriteria

Create a tree T with root node R.
SplitNode(R, S, A, y, SplitCriterion, StoppingCriterion)

return TreePruning(T, S ,y, PruningCriterion)

Interactive display of the induced decision tree is the most useful and attractive
feature of VisTree. This is achieved by integrating Prefuse [17] with the core
algorithm. In this mode, a click on a node shrinks or expands the tree, giving an
opportunity to explore the structure of the tree, particularly if the induced tree
is large. Internal node are attribute names (in capital letters) or the values(test)
of(on) the attribute. In this way, a user can see entire tree in an easy way and
can also move the tree to view a particular path from root to a leaf in one go.
Fig. 11 shows induced decision tree for golf dataset. Search option in right most
corner of the Prefuse window allows the user to search for a particular node.
When user types a name of a node, it is highlighted. This allows for interactive
exploration of the tree.
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Algorithm 2. SplitNode
Require: Node R, Training set S, input feature set A, target feature y, SplitCriterion,

StoppingCriterion

if StoppingCriterion(S) then
Mark node R as a leaf with the most common value of y in S as a label.

else
for all aj ∈ A do

Find attribute aj that obtains the best SplitCriterion(aj ,S).
end for
Label node R with aj

for all outcome vi of aj do
Create a node Ri and connect node R to Ri with an edge that is labelled as vi.
SplitNode(Ri, (σaj=viS), A, y, SplitCriterion, StoppingCriterion)

end for
end if

return.

Algorithm 3. TreePruning
Require: Training set S, tree to be pruned T, target feature y, PruningCriterion.

repeat
Select a node t in T such that pruning it maximally improves PruningCrite-
rion(T,y).
if t �= Ø then

T = pruned(T,t).
end if

until t = Ø

return T

5.3 Input Data Format

Currently, the input training data is made available to the package by two files
like C4.5 [19]. The ”.names” file describes the attributes and the ”.dat” file con-
tains the actual data. The attribute description file contains description of the
attributes in the following format:
Attribute 1 : type
Attribute 2 : type
......
where type is either continuous or categorical. It is recommended to specify
attribute names in large cap. For categorical attributes, domain is specified pre-
ceded by a colon(:). For the golf dataset shown in Figure 1, ”golf.names” file
looks as shown below.
OUTLOOK : categorical : sunny overcast rain
TEMPERATURE : continuous
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HUMIDITY : continuous
WINDY : categorical : false true
PLAY : categorical : Don’tPlay Play

The ”.dat” file has the first line as list of attribute names separated by a
white space, followed by a separator line. Each record in the training data set
is a line with values separated by white spaces. The data in ”golf.dat” file is in
the following format.
OUTLOOK TEMPERATURE HUMIDITY WINDY PLAY
//*****************separator ignored by the algorithm **************
sunny 85 85 false Don’tPlay
sunny 80 90 true Don’tPlay
overcast 83 78 false Play
rain 70 96 false Play
......

Fig. 6. VisTree: Initial working window

5.4 GUI for VisTree

The initial working window of VisTree is shown in Fig. 6. The command buttons
appear on the left panel and are used to specify meta parameters. The file menu
allows the user to convert the attribute file into VisTree ”.names” format, load
the data file, load and visualize a tree stored as xml file. Command buttons are
activated after the file is loaded.
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Fig. 7. VisTree: Splitting criteria window Fig. 8. VisTree: Pruning criteria window

Fig. 9.VisTree:Validationmethodswindow Fig. 10. VisTree: Tree file

The four command buttons allow the user to specify meta parameters (split-
ting (Fig. 7) and pruning criterion (Fig. 8)) and desired validation method (Fig.
9). The ”Start” button invokes the induction algorithm and the tree appears
in a separate Prefuse window (Fig. 11). The performance statistics are shown
in the named tab (Fig. 11). Three files are created in the same directory as
that of dataset file: one each for the Prefuse view, rule format and performance
statistics.
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Fig. 11. VisTree: Prefuse window pop-
ping up after tree induction

6 Discussion and Conclusion

As mentioned earlier, VisTree is an on-going project and is yet to achieve it’s
goal-set completely. As a proof-of-concept, the basic functionality for interactive
visualization of the induced tree, storage and reloading of the induced tree,
variation of meta parameters has been implemented. At the time of writing this
paper, VisTree provides three splitting criteria (information gain, gain ratio, gini
index), three pruning criteria (cost complexity pruning, reduced error pruning,
minimum error pruning) and four validation methods (bootstrap method, k-
fold cross validation, leave one out method, hold out method). It also provides
functionality to reload multiple trees saved as xml files simultaneously.

It is intended to extend these sets to enrich the quality of exploration that the
package can offer. Further, it is planned to supplement the package with more
validation methods. Performance statistics based on ROC space [6] are planned
to be incorporated to make the package more useful for analytical studies. Addi-
tion of capabilities for automatic comparison of the saved trees is also envisaged.
The ultimate goal is to make this package available as open source software for
data mining community including students, teachers and practitioners.
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Abstract. Social computing services, which enable people to easily com-
municate and effectively share the information through the Web, have
rapidly spread recently. In the marketing research domain, buzz market-
ing sites as social computing services have become important in recog-
nizing the reputation of products hold with users. This paper proposes a
reputation analysis framework for the buzz marketing sites. Our frame-
work consists of four steps: the first is to extract the topics of the product
using natural language processing. The input data comprises consumer
messages on buzz marketing sites. Next, important topics on the prod-
ucts are extracted. The third step is to detect emerging consumer needs
by identifying new burst topics. Finally, the results are visualized. Based
on our framework, product characteristics and emerging consumer needs
are extracted and reputations are visualized.

Keywords: Web intelligence, Social Computing, Buzz Marketing, Data
Mining.

1 Introduction

Social computing services like blogs, SNSs (social networking services) and buzz
marketing sites, which enable people to easily communicate and effectively share
the information through the Web, have rapidly spread. We can say that commu-
nications in social computing services have generated new consensuses and new
intelligence. In buzz marketing sites especially, varied consumers write review
messages about a product. They also add their comments on others’ messages.
These communications affect consumer behavior. Social computing services have
become highly-influential in the marketing research domain. In this environ-
ment, reputation analysis from messages in social computing services has become
significant.

The purpose of this paper is to propose a reputation analysis framework to
extract product characteristics and analyze consumer needs from the messages
on buzz marketing sites. Our system targets both consumers and marketing
planners. It’s an application which provides the potential use in marketing and
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an improvement of products by manufactures. Through our framework, they can
identify product characteristics and recognize emerging consumer needs related
to the products.

Our framework consists of four steps: the first is to extract the topics of the
product using natural language processing. The input data comprises consumer
messages on buzz marketing sites. Next, important topics on the products are
extracted. The third step is to detect emerging consumer needs by identifying
new burst topics. Finally, the results are visualized.

The remainder of the paper is structured as follows: Chapter 2 describes the
research background and related work. Chapter 3 shows the preliminary sur-
vey results on buzz marketing sites. Chapter 4 proposes the reputation analysis
framework on buzz marketing sites. Chapter 5 concludes the paper and sets a
path for future work.

2 Background and Related Work

A reputation analysis is of special concern in the study of web intelligence. In the
advanced networked society which provides different communications through
social computing services, a reputation analysis from various information sources
like blog and buzz marketing sites, has become a key technology. In general, the
main purpose of a reputation analysis is positive/negative comments detectin
and their visualization. User utilize the results from a reputation analysis for
their decision-making.

There are several reputation analysis systems [1], [2], [3]. Existing services fo-
cus on the detection of positive/negative comments, as pointed out above. Our
framework also takes a similar approach. In addition, we plan to forecast the
emerging needs by finding the trend in the real world. That is to say, our pro-
posed reputation analysis framework are aiming to achieve the more integrative
technique.

To estimate the positive/negative degree of a certain message, there is a
method to clarify sentences with the sentiment in the document [4]. We plan
to use this technique to assess the positive/negative degree. A method to clarify
the pros and cons of the sentences is also proposed [5]. This work uses person-
ality characteristics to improve accuracy. Our framework is due to use similar
personality characteristics, not only to detect the pros and cons, but also to
extract other semantics.

To extract the reputation, several techniques are available to detect posi-
tive/negative degree using the dictionary. The key point is to construct an ef-
ficient dictionary. Kamps et al. proposed a method to calculate the distance
between good and bad for the word [6]. A co-occurrence dictionary is also used
to detect positive/negative degree [7], [8]. We also plan to use a co-occurrence
dictionary to extract the topics and detect positive/negative degree more pre-
cisely. We will evaluate existing techniques to meet our purpose in the next phase
of our research.
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Regarding document clustering, a method to form the clusters according to
the positive/negative degree is proposed [9]. We cluster by clarifying documents
based on topics. Reputation analysis is then processed according to the posi-
tive/negative degree.

3 Survey of Buzz Marketing Sites

We begin by looking at messages on the buzz marketing sites. From among the
buzz marketing sites on the Internet, for this paper, we chose kakaku.com [10] as
our example of buzz marketing sites. The kakaku.com site is the most popular
’customer purchasing support site’ in Japan. It provides price information on
electrical appliances, vehicles, toys, and various other products. Buzz marketing
sites and shopping malls are also provided. Around 20 million user accesses per
month were recorded as of September 2009.

As a preliminary experiment, we surveyed messages on the buzz marketing
sites of kakaku.com. Each site for individual products are opened in the buzz
marketing sites on kakaku.com. Consumers communicate with each other by
adding their messages on the site. We read these messages and classified them
to confirm whether or not product characteristics and emerging consumer needs
can be extracted.

3.1 Messages on Front Loading Washing Machines with Automatic
Drying System

We first checked the messages on three models of front loading washing machines
with automatic drying. Front loading washing machines with automatic drying
have become popular with Japanese families in recent years. However, their
large size and vibration noise have been problems, and prices are still high.
Therefore, many messages from consumers appear on the buzz marketing sites.
As a preliminary experiment, we did the following:

1. Read all messages on corresponding machines
2. Extract the main topic of each message
3. Extract the feature of focus in each topic
4. Count the number of messages in each topic

Table 1 lists the topics, the feature terms and the number of messages on the
three types of the washing machines we selected. The following eight topics are
abstracted according to the messages: Installation, Noise, Cleaning performance,
Dryer performance, Price, Comparison with other models, Troubles and Other.
For each topic, we also derived feature terms (Table 1).

Figure 1 shows the number of messages on each topic using a cobweb chart.
For the overall products (Model A, Model B and Model C), users seem to talk
about Comparison with other models. In addition, depending on the machine,
the number of messages differs with each topic. For example, for the Model C,
there are many messages about Troubles. This indicates that users actively talk
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Table 1. Topics, feature terms, and the number of messages for front loading washing
machines with automatic drying system (Messages were collected on Nov. 12, 2009)

Topic Feature Terms Products
(appearance time in the market)
Model A Model B Model C

(Nov. 2008) (Oct. 2008) (Jun. 2009)

Installation Size, Space, Width, Height,
Measurement, Self-install

82 50 9

Noise Noise, Vibration 27 14 20

Cleaning Damage, Rip, Discoloration, 43 21 56
performance Fluff, Rejuvenation, Stain

Dryer performance Odors, Wrinkles, Shrinking,
Fabric Care, Speed

66 35 6

Price Expenditure, Cheap, Stock,
”Shop A”, ”Shop B”, ”Shop
C”

48 89 44

Comparison with ”Company A”, gCompany 96 126 37
other models B”, ”Company C”, Prede-

cessor

Troubles Error Signals, Bugs, No-
good

30 45 105

Other 56 37 50

Total 448 417 327

about Troubles on Model C. On the other hand, with the Model A, messages
on Installation appear more often. Actually, the size of Model A is smaller than
Model B and Model C. Users seems to be interested in Model A’s easy instal-
lation. Model B has many messeages on Price. In fact, the price of Model B is
slightly higher than Model A and Model C. Therefore, on Model B, users are
concerned with the topic about price. It seems reasonable to suppose that these
biases show the features of each machine and become a key for analyzing the
product’s reputation with consumers.

3.2 Messages on Electronic Air Cleaners

Table 2 lists the topics, feature terms and number of messages for the five types
of electronic air cleaners we selected. Two types (Model G and Model H)came to
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Fig. 1. Number of messages on each topic for corresponding products (Washing ma-
chines)

market at around the same time (in 2008) and the other three(Model D, Model
E and Model F) entered about a year later (in 2009). Just as with the washing
machines, we read all messages, classified the topics, extracted feature terms for
each topic and manually counted the number of messages. Figure 2 shows the
number of messages on each topic using a cobweb chart.

With the electronic air cleaners, topics such as Installation, Noise, Cleaning
performance, Price, Comparison with other models, Troubles and Other appear
just as with the washing machines. For the overall products (Model D, Model E,
Model F, Model G and Model H), users seem to talk about Prices. In addition, for
example, on Model G, there are many messages about Troubles. This indicates
that users actively talk about troubles on Model G. Model F and Model H
especially have many messages on Price. On Model F and Model H, users are
concerned with the topic about price.

Beyond that, a topic related to New influenza appears for models that came
to market in 2009. The reason for this burst on the new influenza seems to be
that news of the new influenza rapidly grew in the spring of 2009. We believe
that the detection of this kind of the bursty topic could be useful in identifying
emerging consumer needs.

For burst detection, we propose a framework to check consumer messages
periodically in the next chapter.
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Table 2. Topics, feature terms, and the number of messages for electronic air cleaners
(Messages were collected on Nov. 12, 2009)

Topic Feature Terms Products
(appearance time in the market)

Model D Model E Model F Model G Model H
(Sep. 2009) (Sep. 2009) (Sep. 2009) (Nov. 2008) (Sep. 2008)

Installation Size, Space 4 0 1 0 0

Noise Noise 8 4 3 2 0

Air cleaning Humidification, 17 21 15 19 19
performance , Setting, Ion

Price Expenditure, Cheap,
Stock, ”Shop A”,
”Shop B”

25 22 31 8 33

Comparison with ”Company A”, 21 16 12 15 12
other models ”Company B”

Troubles Feed-water, Tank,
Smell

8 0 11 10 26

New influenza Virus, Prevention 19 23 14 0 0

Other 10 0 6 9 0

Total 112 86 93 79 74

4 Framework for Reputation Analysis on Buzz Marketing
Sites

This chapter discusses a reputation analysis framework to extract product char-
acteristics and analyze emerging consumer needs from messages on buzz mar-
keting sites.

Our framework consists of the following four steps:

1. Topic extraction
2. Important topic detection
3. Emerging needs detection
4. Visualization

The following sections describe each step.

4.1 Topic Extraction

In this step, input data is the set of messages about products, e.g., front load-
ing washing machines on buzz marketing sites. We define one message as one
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Fig. 2. Number of messages on each topic for corresponding products (Electronic Air
Cleaners)

document and extract words using morphological analysis; we then calculate
the tf-idf value for each word. We form the document clusters based on vec-
tors of the tf-idf values using the cosine similarity [11]. Each cluster equals
the topic of corresponding products. With topic extraction, we plan to use a
concept-based co-occurrence dictionary [12] to improve the accuracy of document
clustering.

4.2 Important Topic Detection

Important topics fall into two categories. One is important topics for the set of
corresponding products, which express characteristics of the overall correspond-
ing products. The other comprises important topics for individual products,
which express the characteristics of each product. For example, consider wash-
ing machines, the topic related to Comparison with other machines is active for
overall machines. For example, consider washing machines. The topic related
to Comparison with other machines is active as a whole. On the other hand,
Troubles is the bursty topic for Model C.

With reputation analysis, it is important to detect both categories of signifi-
cant topics. We define the following three parameters to express the important
topic for an individual product:
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1. Contributing rate of each topic for a set of products P

CRPTj =

l∑
i=1

mi,j

n∑
j=1

(
l∑

i=1

mi,j)

CRPTj expresses the important topic on the products as the overall trend.
For example, the topic Comparison with other models would be the most
important topic, because the number of the messages for it was the biggest
(Table 1).
Where l is the number of products for a set of products P . P consists of
several models (for example, a set of electronic air cleaners). n is the number
of topics for P . mi,j is the number of messages about a topic Tj on a product
Pi. CRPTj is the contribution rate of Tj on P . If Tj is important for P ,

l∑
i=1

mi,j tends to be high. That is to say, CRPTj will be high.

2. Contributing rate of each topic on individual product

CRPiTj = mi,j
n∑

j=1

mi,j

CRPiTj is the contribution rate of Tj on Pi .
CRPiTj expresses the main topic for individual products. We assume that
significant topics differ from product to product. For example, for the Model
C, there are many messages about Troubles (Table 1). The topic related to
Troubles may express the characteristics of Model C. As a result, CRPiTj

becomes high. This indicates that Troubles is significant on Model C.

Topics with high contribution rates (CRPTj and CRPiTj ) are detected as
important topics.

3. Positive/negative degree of topic on individual products

To analyze reputation, it is important to identify the positive/negative de-
gree of each topic for the product. For example, the topic related to Troubles
is significant on Model C. The question is whether the messages about Trou-
bles are positive or negative.
We plan to use a dictionary (ontology) consisting of words with positive/
negative values and a method to derive the positive/negative degree. Turney
et al. proposed the method to derive positive/negative degree according to
the semantic orientation of the phrases in the review that contain adjectives
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or adverbs[13]. And Takamura et al. provide the dictionary on semantic ori-
entations (positive/negative values) of words through the Web[14]. Based on
this dictionary and Turney’s method, we will calculate the positive/negative
degree as follows :

PNPiTj = 1
q

q∑
k=1

f(Pi, Tj, wk)

q = Q(Pi, Tj)
w = W (Pi, Tj)

Where PNPiTj is the positive/negative degree of Tj of Pi. q is the num-
ber of words in Tj of Pi. Q(Pi, Tj) is the function to calculate the number
of words of ontology in Tj of Pi. The list of ontology words w for Tj of
Piis derived from the function W (Pi, Tj). f(Pi, Tj , wk) is the function to
extract the positive/negative value for each word wk appearing in Tj of Pi

based on the dictionary on semantic orientations (positive/negative values)
of words[14]. PNPiTj is the mean value of the positive/negative values of
words derived from Tj . The positive/negative degree of Tj of Pi depends
on the sign of PNPiTj . For example, with the Model A, there are actually
many negative words about Dryer performance(Table 1). Therefore PNPiTj

of Dryer performance for the Model A may be a negative number.

Topics with high positive/negative degrees (PNPiTj) are also detected as
important topics.

4.3 Emerging Needs Detection

To detect emerging needs, we plan to find changes in topics. In our framework,
the messages are acquired periodically (e.g., once a week), and then the docu-
ment clusters are formed. If a new cluster is generated, we recognize that new
changes (or new needs) have been detected. For example, the topic related to
New influenza can be found for models that came to market in 2009 (Table 2).
We can say that the new needs about the new influenza have appeared. We
assume that these new needs will be propagated to other products. That is to
say, the needs about the new influenza will appear in other product as the new
needs in the near future as well.

4.4 Visualization

Based on important topic extraction and emerging needs detection, the results
are visualized to users. Figure 1 and Figure 2 are examples of visualization.
However, the visualization method has not yet been perfected. We continue to
discuss visualization in detail.

4.5 System Structure

Figure 3 shows the system structure of our proposed framework. The system con-
sists of the following four modules and one database: the topic extraction module,
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Fig. 3. System structure of our proposed framework

the important topic detection module, the emerging needs detection module, and
the visualization module. The database has crawled messages, document class
information, and the dictionaries. The topic extraction module acquires mes-
sages from the buzz marketing sites. It then extracts words using morphological
analysis and forms the document clusters. To improve the accuracy of topic
extraction, the module refers to the dictionaries in the database. The main pro-
cess for the important topic detection module is to calculate the parameters we
proposed in Chapter 3. Results of the calculation are stored on the database.
The emerging needs detection module detects new burst topics. This module is
executed concurrently with the important topic detection module. To precisely
detect a new topic, the module refers to the news site and acquires candidates
for the new topic. The visualization module visualizes the result of both the
important topic detection module and the emerging needs detection module.

4.6 Problems with Reputation Analysis

Based on the above, we have found the following problems with reputation
analysis.

1. Ontology provision:
To improve the accuracy for topic extraction, it is necessary to prepare the
high quality ontology. Furthermore, we have to consider the mechanism for
ontology updating to detect emerging terms like the new influenza. Ontology
generation and update are key issues with reputation analysis.
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2. Credibility of the topic:
With reputation analysis, credibility is the key issue. Even if there is a sig-
nificant topic for a certain product, it is not always true. For example, the
topic on Troubles is active in Model C (Table 1), but the main subject of the
topic about troubles was misuse by the user, and many emotional messages
appeared. In a case like this, it seems reasonable to suppose that credibility
of the topic is low.

3. Burst products vs. non-burst products:
The number of messages on the buzz marketing sites depends on the prod-
uct. Of course, sales success seems to affect burstiness of the site. However,
the degree of sentiment also seems to have an influence. We plan to analyze
the reason for bursty products by taking into account emotional character-
istics.

4. Roles in discussion:
It is important to consider what kind of roles should appear in the discus-
sion. Regarding the bursty discussion, both the agitator and the adversary
are important. The follower seems to be significant as well. For reputation
analysis, we have to look at the roles in the discussion.

5 Conclusion

In this paper, we proposed a framework for reputation analysis on buzz mar-
keting sites. The purpose of our framework is to extract product characteristics
and analyze consumer needs. Our framework extracts topics for the products
using natural language processing of consumer messages. Important topics for
the product are then detected. Emerging consumer needs are also detected. Fi-
nally, the results are visualized for the user. Our next step is to experiment with
evaluating the effectiveness of our framework. Based on results, we will then
improve the framework. At the same time, we will work on solving other issues,
such as ontology provision, message credibility, burst discussion detection, and
role detection on the buzz marketing site.
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Abstract. In the Internet era, the enterprises and companies receive thousands of
resumes from the job seekers. Currently available filtering techniques and search
services help the recruiters to filter thousands of resumes to few hundred poten-
tial ones. Since these filtered resumes are similar to each other, it is difficult to
identify the potential resumes by examining each resume. We are investigating
the issues related to the development of approaches to improve the performance
of resume selection process. We have extended the notion of special features and
proposed an approach to identify resumes with special skill information. In the
literature, the notion of special features have been applied to improve the pro-
cess of product selection in E-commerce environment. However, extending the
notion of special features for the development of approach to process resumes is
a complex task as resumes contain unformatted text or semi-formatted text. In
this paper, we have proposed an approach by considering only skills related in-
formation of the resumes. The experimental results on the real world data-set of
resumes show that the proposed approach has the potential to improve the process
of resume selection.

Keywords: Special features, Resume selection.

1 Introduction

In the Internet era, large number of resumes are received on-line, through e-mails or
through services provided by companies like Info Edge Limited [3]. For companies, it
is a difficult and time consuming process to select the appropriate resume from such a
large number of resumes. Research efforts [6][11] are going on to develop the methods
for improving the performance of resume selection process.

Normally, resumes share document-level hierarchical contextual structure where the
related information units usually occur in the same textual block and text blocks of
different information categories usually occur in relatively fixed order [11]. One can
observe the hierarchical structure in the resumes. The first layer consists of different
sections such as education, experience, skills etc. and the second layer consists of text
about corresponding sections.
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Table 1. Sample resume with corresponding sections and their respective features

Education

1. b.tech. (computer science & engineering) iiit, hyderabad (expected may, 2009) 6.66/10 cgpa.
2. senior secondary instrumental school, kota (cbse board 2004) 72%.
3. secondary st. sr. sec. school, ajmer (cbse board 2002) 83%.

Skills
1. programming languages: c, c++
2. operating systems: windows 98/2000/xp, gnu/linux
4. scripting languages: shell, python
5. web technologies: html, cgi, php
6. other tools: microsoft office, latex, gnu/gcc, visual studio 2005/08
7. database technologies: mysql

Experience
1. audio-video conferencing over ip networks:
2. duration: nov. 2007 nov. 2008 team size: 2. technical environment: c++ abstract: the objective
of this project was to develop an audio/video conferencing system which enables multiple users
to communicate with each other via a global server with improved efficiency in terms of voice
clarity and low latency. the system is equipped with resources to facilitate text chat, voice chat
and voice/video chat between multiple clients. this client server application was developed using
c++ and .net framework in windows environment.
3. windows firewall
4. duration: july-nov 2007 team size: 1 technical environment: c abstract: packets from or to a
network are analyzed and according to the users settings actions are taken on how the packets
would be handled. various options are provided to the user in accordance to which action is
taken ranging from what the packet contains to the source of the packet.
5. document request form automation
6. duration: sep-nov 2006 team size: 2 technical environment: php, mysql abstract: project
developed for iiit hyderabad administration. this web-based tool automates the processing of
the various documents needed by students.
7. implementation of outer loop join
8. duration: jan-march 2007 team size: 1 abstract: implementation of the above operation as a
part of the database management systems course.
9. myshell
10. duration: aug-oct 2006 team size: 1 abstract: developed a program which acted as a shell,
starting and running command line arguments as part of our operating systems course.
11. other studies and presentations
12. analysis of animation video viewing
13. using an eye tracker to track which point on the screen were the viewers focusing on,
i analyzed various trends in animation video viewing. this study was done as a part of cognitive
course.
14. case study in software design
15. i was a part of a six member group involved in the thorough analysis of a software design
problem and the task of coming up with a solution pertaining to the problem. this was done as a
part of software engineering course.

Achievements
1. secured 1573 air in all india engineering entrance examination, 2005.
2. secured 2216 air in iit-jee screening examination, 2005
3. cleared national talent search examination level 1 in 2002.
4. was among the finalists of the rajasthan state science talent search
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Fig. 1. Hierarchical structure of resume

Table 1 shows the sample resume. Each resume contains different sections and each
section contains words and sentences as features. The numbering in each section de-
notes a feature separated by a delimiter (‘newline’ in our case). Figure 1 shows the cor-
responding hierarchical structure for Table 1. The top layer which is termed as “Layer
0” contains resume id. It can be observed that sections like education, experience, skills
and achievements form the first layer of the resume. Each section is described by the
text containing words and sentences which forms the second layer of the resume. Based
on the structure of the content, the text of each section in the second layer can be orga-
nized into several layers.

The large number of resumes are reduced to few hundred potential ones based on
some filtering techniques or search services [1] [2] [3]. The set of resumes hence ob-
tained are similar to each other as they satisfy the search criteria or requirements for
a company. In the current scenario, it is necessary to manually analyze each resume
to select appropriate resumes. We define this problem as ‘Problem of resume selec-
tion from set of similar resumes’. The research issue here is developing an improved
approach which could help in selecting appropriate resume by processing similar re-
sumes.

In this paper, we have made an effort to propose an improved approach based on the
notion of special information. We consider that there may exist special information in
some resumes as compared to others. For example, a resume may contain specialty in
education, specialty in experience, specialty in skills or specialty in achievements and
so on. Special information may exist in one or more sections of a resume. We assume
that identifying such special information and organizing them efficiently enhance the
performance of the resume selection process.

In the literature, an approach has been proposed to identify special features to im-
prove the process of product selection in E-commerce environment [9]. They have
exploited the fact that every product possesses some specialness, which is exhibited
through few special features. Their approach identifies the special features and orga-
nizes the features of the product in an effective manner. In this paper we have extended
the notion of special features to improve the process of resume selection. However,
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resume selection process is a more complex problem than product selection process
because:

(i) It was observed that the features are standardized in the product selection scenario
whereas in case of resumes, features are free-form text which is difficult to process.

(ii) Resume has a hierarchical structure as compared to the product feature descriptions
having single layered structure. Each resume contain several sections, and each
section contains different types of text. For example, experience section contains
long sentences, skills section contains skill type (programming languages) and skill
values (c++, java).

So, development of an approach to process the resume dataset is a complex task, as sep-
arate approach has to be developed for identifying special information in each type of
text and integrating the same appropriately. In this paper, we have proposed an approach
to improve the performance of resume selection by considering only the skill related in-
formation of the resumes. The development of approach to extract information from
other sections of the resume is a part of the future work.

We have conducted experiments on the real world data-set of resumes and the results
show that the proposed approach has the potential to improve the process of resume
selection.

The rest of paper is organized as follows. In Section 2, we discuss the related work.
In Section 3, we explain the notion of “special features” used in the product selection
framework [9]. In Section 4, we explain the basic idea of the proposed approach and
discuss the algorithm. In Section 5, Experimental results are presented. Discussion is
presented in Section 6. Summary and Conclusion are provided in Section 7.

2 Related Work

In [6], a toolkit named as “Learning Pinocchio (LP )2”, was applied on resumes to
learn Information Extraction rules from resumes written in English. The information
identified in their task includes a flat structure of Name, Street, City, Province, Email,
Telephone, Fax and Zip code. Learning Pinocchio is an adaptive system for IE, based
on a kind of transformation based like rule learning. Rules are learned by generalizing
over a set of examples marked via XML tags in a training corpus.

An approach has been proposed in [11] for resume information extraction to sup-
port automatic resume management and routing. A cascaded information extraction
(IE) framework is designed. In the first pass, a resume is segmented into consecutive
blocks attached with labels indicating the information types. Then, in the second pass,
the detailed information, such as Name and Address, are identified in certain blocks
(e.g. blocks labelled with Personal Information), instead of searching in the entire re-
sume. Based on the requirements of an ongoing recruitment management system which
incorporates database construction with IE technologies and resume recommendation
(routing), general information fields like Personal Information, Education etc. are de-
fined.

In [9], the problem of ‘selecting a product from a group of similar products in E-
commerce environment’ faced by the customer is investigated. It proposes an improved
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approach to help a customer select the appropriate product by exploiting the fact that
every product possesses some specialness, which is exhibited through few special fea-
tures. The approach identifies the special features for each product and organizes the
features of the products in an effective manner.

In Web mining research area, efforts are being made to identify outliers in a given
set of web documents. Web content outliers are documents with varying content com-
pared to similar Web documents taken from the same domain [4]. These approaches
concentrate more on classifying objects as outliers rather than mining specialness of
each object.

In [8], an effort has been made to discover unexpected information from the com-
petitor’s site. It compares the user’s Web pages with those of the competitors and finds
several kinds of unexpected information.

In data mining research, there have been efforts to mine outliers in numerical data-
set. In [5], an approach has been proposed in which each object is assigned a degree
of being an outlier, which is called local outlier factor. It is local as the degree depends
on how isolated the object is with respect to the surrounding neighborhood. In [7], an
approach has been proposed to mine the distance based outliers. The notion of K-nearest
neighbor has been used to identify outliers in [10].

In this paper we have made an effort to extend the notion of special features to im-
prove the process of resume selection. It can be observed that the work done on resumes
mostly focuses on information extraction of resume or building a classifier to extract the
information from resume and storing it in structured manner. Discovering unexpected
information approach does not make an effort to exploit the special properties of each
object within the whole set of pages including competitors and users set of pages. The
outlier algorithms discussed in data mining area deals with numerical data-sets and have
not applied in case of Web documents. The outlier algorithms proposed in Web mining
area concentrates more on classifying objects as an outlier, rather than mining special-
ness of each object. None of the above approach tries to extract special information
from the given set of resumes.

3 Identification and Organization of Special Feature Knowledge

In this section, we explain the basic framework related to the notion of special fea-
tures as discussed in [9]. The framework consists of two main approaches: extraction
of special features and organization of special features.

3.1 Extraction of Special Features

Before explaining the notion of special features we define the term ‘degree of special-
ness’.

Degree of specialness: Let O be the set of ‘n’ similar objects, where object ‘oi’ ∈
O and each object ‘oi’ possesses set of features ‘f(oi)’. Let ‘F’ be set all features such
that F = ∪n

i=1f(oi). Each feature in F is denoted by fj where 0 ≤ j ≤ |F | and n(fj)
denote the number of objects to which feature fj belongs to. Note that, the set F is a
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multi-set where each feature is represented as a tuple of < resumeid, feature > and
two different tuple may contain the same feature more than once since one feature can
belong to multiple objects.

Let fj be a feature, such that fj ∈ f(oi). The degree of specialness (DS) of a feature
fj is its capability of making the object oi separate/distinct/unique/special from other
objects. The DS value for a feature varies between zero to one (both inclusive). The DS
value of the feature fj is denoted by DS(fj). Then,

DS(fj) =

{
1 if n(fj) = 1

1 − (n(fj)/|O|) otherwise
(1)

About special features: Based on the DS values of features, features can be classified
as common features, common cluster features and special features. The features that are
occurring in all the objects have their DS value as ‘0’ and are called common features.
The features that are occurring in very few objects have their DS value close to 1 and
are called special features. The other features are called common cluster features.

3.2 Organization of Features

After assigning the DS values to all the features in the data-set, the next issue is to
organize the features in an effective manner by taking into account the corresponding
DS values. On the basis of DS values, features can be categorized into one of the three
categories: common features, common cluster features and special features.

Three-Level Feature Organization Approach: The features are distributed into three
levels: I-level, II-level and the III-level. The I-level contains the common features, II-
level contains common cluster features and III-level contains special features. It can be
noted that, for any object oi, its complete set of features f(oi) is a combination of (i) the
common features at I-level (ii) common cluster features for the cluster in which oi is a
member and (iii) special features of object oi at III-level.

Figure 2 depicts the organization of four similar objects o1, o2, o3 and o4, where
each object has some set of features. The I-level at the top shows the common features
present in all the objects. The II-level shows the common features in each cluster. o1
and o2 form one cluster and similarly o3 and o4 form another cluster. The III-level
shows the special features for each object. The complete set of features for object o1 is
combination of ‘common features of all the objects’ present in I-level, ‘common cluster
feature of the cluster containing o1 and o2’ in II-level and ‘special features of o1’ present
in III-level.

The procedure to organize the features using three-level approach is given in [9].
Here, we provide a summary for the three-level approach. It is a clustering algorithm
that takes the set of objects O, similarity threshold (ST) and feature set F as input and
returns common features, common cluster features and special features for each object
with formation of clusters as an intermediate step. The similarity measure used in clus-
tering algorithm is described below.
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Fig. 2. Three level representation of resume skill features

The similarity between the objects oi and CL(i) (where CL(i) denotes the i’th cluster)
is denoted by sim(oi, CL(i)) and is calculated as follows:

sim(oi, CL(i)) = |f(oi)
⋂

CF (i)|

where CF(i) represent the features that are common among all the objects present in the
cluster CL(i) and f(oi) denotes the features present in object oi.

The approach contains two parts. The summary of the first part is as follows. The
first cluster is initialized with some object. Next, the following step is repeated for
each object: For each other object oj , if the similarity of oj with the existing cluster or
clusters is greater than similarity threshold, the object oj is put into into the cluster with
maximum similarity; Otherwise, new cluster is initialized with oj .

In the second part, the features of each cluster are organized into three-levels. The I-
level contains the features of all clusters with DS value as ‘0’. The II-level contains the
common features of each cluster. The III-level contains the remaining special features
of each object.

About setting similarity threshold (ST) value: Organizing the features using three-
level method is an iterative process. The value of ST should be chosen such that the
objects are clustered into a reasonable number of clusters and the number of features
shown to user can be reduced. The objective of clustering the objects is to reduce the
effort of users by providing them with more convenient view and also less number of
features. In case of large number of clusters, it leads to more confusion. Finally, we can
set the ST to particular value which gives minimum number of clusters, and minimum
number of features to be shown to user. For example, ST could be chosen as fifty per-
cent of the average number of features in an object eliminating the common features.
The threshold can be gradually increased, and the number of clusters formed and to-
tal number of features shown to user can be observed. If the number of features to be
shown decreases significantly, we can increase the threshold and check the same. It can
be observed that if the threshold is decreased, the number of common features for each
cluster would decrease and consequently number of clusters shown to user would be
increased.
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4 Proposed Approach

In this section, after explaining the problem definition, we will discuss the basic idea
and the proposed approach. We also discuss the overall framework and options for using
the proposed framework.

4.1 Problem Definition

It is a difficult and time consuming process to select appropriate resume from a large set
of resumes. Currently available filtering techniques or search services [1] [2] [3] filter
thousands of resumes to few hundred potential ones. Since these filtered resumes are
similar to each other, examining of each resume becomes essential to know about the
potential candidates. The problem is defined as follows: Given a set of similar resumes,
develop a methodology to help the enterprises/recruiters to improve the performance of
resume processing.

We define ‘similar resumes’ as a set of resumes that are produced as result after
filtering through the enterprise’s resume management systems. Similar resumes consist
of resumes with same experience or applying for the same job. The input to the proposed
approach is a group of similar resumes and the output is an organization of resumes
based on their specialness.

4.2 Basic Idea

The problem here is to develop an approach to select the appropriate resumes efficiently.
It can be observed that there are some common features which are present in all the
resumes in the group and also each resume may possess some special features that could
differentiate it from rest of the resumes in the group. The intuition here is that if the
special features of each resume are identified, the time required to make a decision for
selecting an appropriate resume would be reduced in comparison to the time required
by considering all the information.

Normally, each resume is described by a text document and the text in the resume
is divided into different sections. A special information of a resume implies special in-
formation in each section of a resume. For example, there could be specialty in skills,
specialty in achievements, specialty in education etc. The problem here is to identify the
special information from each resume. Each section contains different types of text. For
example experience section contains long sentences, skills section contains skill type
(programming languages) and skill values (c++, java), the development of an approach
to process the resume dataset is a complex task, as separate approach have to be de-
veloped by identifying special information for each type of text and integrate the same
appropriately.

In this paper, we explored only the skill section and develop an approach to identify
resumes with ‘special skills’. The development of approach to identify special infor-
mation in other sections of the resume is beyond the scope of this paper and would be
considered as a part of the future work.

The main issue here is how to measure the specialness of text in skills section for all
the resumes. We extend the notion of special features to propose an effective approach
for the resume selection problem.
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Fig. 3. Hierarchical structure of resume corresponding to Table 1

Table 2. Sample features for skills section

Skill Type features Skill Values features

1. programming languages c, c++,java.
2. programming languages c, c++ java.
3. scripting languages python, perl, shell
4. scripting languages python perl shell
5. libraries opengl, sdl
6. database technologies mysql mssql
7. operating systems linux, windows

4.3 Description of Proposed Approach

If we apply the notion of special features on skills section directly the comparison be-
tween the features would not be effective. It can be observed that the skill section in-
formation (refer Table 1) contains enumerated sequence of text pieces. Each text piece
consists of a skill type and its skill values. For example, ‘programming languages’ is a
skill type and ‘c, c++, java’ are skill values. So, there is a two layer organization in the
skill information as shown in Figure 3. The skill information itself forms an hierarchy
where skill types form one layer and skill values form another layer. We exploit the
inherent organization in the skills information.

We propose an approach by considering that the skill information in the resume is
organized into “skill type” and their corresponding “skill values”.

Overall the proposed approach consists of a number of steps. First we perform pre-
processing on the skill information of the resumes. Then we extract the skill type and
skill value features. After extracting the skill type and skill value features, we calculate
DS values of the features and organize them.
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There are two types of features that could be extracted from skills information. One
type is Skill-Type-Feature-Set (STFS) and another is Skill-Value-Feature-Set (SVFSs).
Each element in STFS is a two attribute tuple < ResumeId, Skilltype > and each
element in SVFS is defined as < ResumeId, Skilltype, Skillvalue >. Note that, for
a given resume, there exists one STFS and several SVFSs. For the same skill type, same
skill values exist, but in different form. For example, in Table 2, the skill values for skill
type ‘programming languages’ are same, except the presence of some special charac-
ters (comma in this case). Thus, direct comparison cannot be done. So, both STFS and
SVFSs are formed after carrying out the preprocessing steps and then applying the de-
scribed algorithm (refer Table 3) on the skills information.

Extracting skill types and skill values: The algorithm to extract skill types and skill
values is divided into two parts. In the first step, we apply the preprocessing and in the
second step we apply an algorithm described in Table 3 to identify the skill type and
skill value features. The preprocessing steps are as follows:

(i) Entire input text is converted to lower case and special characters are removed.
(ii) Stop words 1 occurring in general purpose stop words list are removed.

(iii) The skills section in resume is identified with the keyword ‘Skills’ in the heading
irrespective of the position of the Skills section in the resume.

(iv) The skill type and its skill value(s) are identified and separately stored using a
delimiter ( : in our case ).

(v) Skill value(s) corresponding to each skill type are sorted lexically and separated
by a comma (,). For a skill value having more than one word, the words are con-
catenated. For example, the skill values for skill feature ‘database technologies:
ms sql, postgres sql, mysql’ would be changed to skill value string: ‘mssql, mysql,
postgressql’.

(vi) To resolve human errors like spelling mistakes, typo errors etc., we define a data
structure called ‘skill values list’ with ‘skill type’ as a hash key and its possible
‘skill values’ as its values. Each skill value is checked in the skill values list.
In case of many partial matches, the skill value is replaced by the skill value
from the list with which it has the longest match. In case of no match, the list is
manually updated with the skill value after verification. The possible skill values
are extracted from the resume dataset.

(vii) A skill value can have more than one name referring to it. For example mssql
and microsoft sql refers to same skill. To resolve such ambiguity we identify the
various possible ways of redundant occurrences through data analysis and prepare
a hash table with the canonical names as the hash key and various possible names
as a list of hash values corresponding to the canonical name. All these different
names should be replaced by a common name or canonical name to resolve this
issue.

The description of algorithm shown in Table 3 is as follows. The input to the second
part of the algorithm is set R consisting of ‘n’ resumes, dictionary S that contains all

1 Stop words is the name given to words which are filtered out prior to, or after, processing of
natural language data (text).
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the distinct skill types present in the set R and |S| denotes the cardinality of dictionary
S. The output consists of the skill type feature set (STFS) and skill value feature set
(SVFS). In STFS each element is a tuple consisting of resume identifier and skill type
as its attributes whereas in SVFS each element is a tuple consisting of resume identifier,
skill type and skill value. The steps of the algorithm are as follows: We take each re-
sume and repeat the following steps for each resume. (i) Identify the skill section of the
resume using the ‘Skills’ tag. (ii) Process each line of the skill section to identify the
skill type and corresponding skill value. (iii) The resume id (ri) and skill type is stored
in STFSi index of the array of SVFS where as resume id (ri), skill type (sj) and skill
value is stored are the index SV FSij of the array SVFS.

Thus after performing the preprocessing steps and applying the above described al-
gorithm we get STFS and SVFSs. The next task is to calculate the specialness values of
all the features in STFS and SVFSs and organize the same.

Table 3. Algorithm to calculate STFS and SVFS

Input: R: Set of ‘n’ resumes; F: set of features for all ‘n’ resumes;
S: dictionary for all the skill types and |S| is number of distinct skill types
Output: STFS and SVFS
1. Notations used:

i, j: integers;
Sri : skills information for resume ri

STFSi: array for skill types for resume ri,
where each tuple contain < ri, Skilltype >

SV FSij : array of skill values for resume ri and skill type sj ,
where each tuple contain < ri, sj , Skillvalue >

2. for i=1 to n
3. Get the skill section features for resume ri in Sri

4. for each sj in S
5. if sj ∈ Sri

6. store the tuple < ri, sj > in STFSi

7. store the tuple < ri, sj , skillvalue > in SV FSij

8. end
9. end

Calculating DS Value and Organizing the Special Skill Types: Given the STFS, the
problem is to identify the specialness value and then on the basis of specialness value
organize all the features in the set.

Computing Specialness Value for STFS: Let R be a set of ‘n’ similar resumes, where
resume ri ∈ R. Each resume ri possess some set of features. Let f(ri) be set of skill type
features for resume ri. Let F be set of all skill type features for all resumes such that F
= ∪n

i=1f(ri). Each feature F is denoted by fj where 0 ≤ j ≤ |F | and n(fj) denote the
number of resumes to which feature fj belongs. The DS value for each feature in STFS
is calculated as defined in Equation 1. The input consists of the feature set F and output
consists of Feature set F along with the DS values for all the features in the set.
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Organization of STFS: We apply the above described three-level organization algorithm
on the features in STFS and organize the features as shown in Figure 2. The input to
the algorithm consists of feature set F which contains all the features in STFS along
with their DS values, threshold ST and set of resumes R and the output of the algorithm
consists of three-level organization of STFS features.

Calculating DS Value and Organizing Special Skill Values: Given the skill types
and SVFS, the problem is to identify the specialness value and then on the basis of spe-
cialness value organize all the features.

Computing Specialness Value for SVFSs: Let S be a set containing distinct skill type
features from all the resumes and sj ∈ S denotes a particular skill type. Let f(sij) de-
notes the skill value features for skill type sj ∈ S and resume ri ∈ R. Let F(sj) be set of
all skill value features for skill type sj for all the resumes such that F(sj) = ∪n

i=1f(sij).
The DS value of each feature in SVFSs is calculated using Equation 1. The input con-
sists of the feature set F(sj) for all sj ∈ S and output consists of Feature sets along with
the DS values for all the features for each of skill type.

Organization of SVFSs Features: We apply the above described three-level organiza-
tion algorithm on the features in SVFSs and organize the features as shown in Figure
2. The three-level organization algorithm is run for each distinct skill type sj ∈ S. The
input to the algorithm consists of feature set F(sj) that consists of features for skill type
sj along with their DS values, threshold ST and set of resumes R and the output of
the algorithm consists of three-level organization of skill value features for each skill
type sj .

4.4 Overall Framework

In this section we explain the overall framework. The input to the proposed approach
are the resumes stored as text documents where each document contains different sec-
tions along with their descriptions (refer Table 1). The steps of proposed framework are
discussed below (refer Figure 4).

1. Identification of features from skills section: We extract Skill Type Feature Set
and Skill value Feature set from skills information for all the resumes.

– Identifying Skill Type Feature Set (STFS): We identify the skill type features
for all the resumes and form an STFS.

– Identifying Skill Value Feature Set (SVFSs): We identify the skill value fea-
tures for each of the skill type and form SVFSs for all the skill types.

2. Calculating DS Value and Organizing Special Skill Type Features: We compute
the DS value for skill type features on the basis of DS values we organize the skill
type features.

– Computing DS Value for Skill Type Features: We compute the DS value for
skill type features based on the notion of degree of specialness as defined in
Equation 1.

– Organization of Skill Type Features: We organize the skill type features us-
ing the three-level organization approach described in Section 3.2.
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Fig. 4. Flow diagram of the overall framework

3. Calculating DS Value and Organizing Special Skill Value Features: We com-
pute the DS value for skill value features for each of skill type and on the basis of
DS values we organize the skill value features for each of the skill type.

– Computing DS Value for Skill Value Features: We compute the DS value
for skill value features for each of skill type based on the notion of degree of
specialness defined in Equation 1.

– Organization of Skill Value Features: We organize the skill value features
for each of skill type using the three-level organization approach described in
Section 3.2.

4.5 About Using the Proposed Framework

The user can request the system to organize the resumes according to skill type or skill
values for the selected skill type. The resumes are organized firstly on the basis of skill
type forming the first layer and second layer consists of tables for skill value of each
skill type. Now, if the recruiter wants to select a resume only on the basis of skill type,
he/she can give only the skill type information as input and browse through the output
containing the special skill type information only. And if he/she wants to select a resume
based on the skill value for a respective skill type he/she can do so by giving the skill
type and skill value information as input and browsing through the special skill types
and then special skill values for a respective skill type.

5 Experimental Results

To evaluate the performance, we have applied the proposed framework on real world
data-set of resumes. Data-set contains 100 resumes from undergraduate students of
computer science department in a University. All the resumes are available in the same
format as shown in Table 1. Total number of features in skills section were 643. The skill
types present in the data-set are ‘programming languages’, ‘scripting languages’, ‘op-
erating systems’, ‘web technologies’, ‘database technologies’, ‘libraries’, ‘other tools’,
‘compiler tools’, ‘mobile platforms’ and ‘middleware technologies’.

We define the performance metric called ‘reduction factor’ (rf) to measure the per-
formance improvement. The rf denotes the reduction in the number of features that the
recruiter needs to browse to select a resume from set of ‘n’ similar resumes.
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Table 4. Organization of skill type features

Common Features (I-level)

programming languages, operating systems, web technologies, database technologies
Common Cluster Resume Identifier Special Features
Features (II-level) (III-level)

other tools, 78 libraries, mobile platforms
scripting languages middleware technologies

83, 13, 91, 114, 112, 52, 67, 54, 15, compilers, mobile platforms
108, 105, 109, 107
25, 5 libraries, mobile platforms
36, 77, 15 Compiler tools
43, 44, 70, 71, 76, 69, 40, 39, 50, 57, libraries
62, 59, 101, 95, 65, 68, 84, 90, 110
88, 19, 113, 6, 3, 32, 92, 29, 104, 93
9, 98, 86, 73, 79, 8, 66, 28, 115, 103 None
106, 11, 37, 24, 53, 55, 47, 1, 41

libraries, other tools 63, 35 compiler tools
89, 94, 17, 49 None

scripting languages, libraries 75, 96, 45, 2, 58, 33, 14, 10, 51 None
other tools 82, 27, 99, 38 None
scripting languages 111, 4, 22, 23, 21, 46, 42, 16 None

Table 5. Reduction Factor value for STFS

Feature Type |F | ∑L
i=1 F (i) rf

Skill type 643 79 0.88

Let ‘F’ denote the total number of features for all the resumes, F(i) denote the num-
ber of features in ‘i’-level and ‘L’ denotes the number of levels. The ‘rf’ is defined as,

rf = 1 −
∑L

i=1 F (i)
F

Results for Skill Type Features (STFS): The Table 4 shows the reduction factor for
skill type features. It can be seen that rf value comes to 88%. The results indicate that
88% reduction in the effort could be achieved in resume selection process. The total
numbers of skill types features present were 643 and numbers of features being dis-
played to user are only 79. The Table 5 shows the organization of corresponding skill
type features (set F) using three-level approach. The I-level shows the common skill
type, the II-level shows the common skill types for each cluster of resumes and the
III-level shows the special skill types for each resume. The resumes can be classified
based on their skill type in one click. Since number of resumes share same special fea-
ture we have mentioned them in same row separated by delimiter comma (,) for user
convenience as well as to reduce space. There is such large reduction in the number
of features displayed as large number of features are present as common features so
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instead of displaying them for each resume, it’s been displayed only once. Similarly
the cluster features are displayed once for all the resumes present in a cluster instead of
separately displaying for each one.

Results for Skill Value Features (SVFSs): The reduction factor in the skill value fea-
tures for each of the skill type is shown in Table 6. It can be observed that rf values
for SVFSs for some skill types is very high, for few skill types low and in some cases
medium. The reason for high reduction factor for some skill types is that there are num-
ber of resumes that share common skill values for these skill types and thus the clusters
formed are uniform. The reason for low reduction factor for skill type such as middle-
ware technologies or mobile platforms is because the number of features in these sets

Table 6. Reduction Factor values for SVFSs

Feature Type |F | ∑L
i=1 F (i) rf

database technologies 148 10 0.93
programming languages 283 38 0.86
scripting languages 150 66 0.56
compiler tools 41 7 0.83
mobile platforms 4 3 0.25
middleware technologies 3 3 0
libraries 170 91 0.56
web technologies 354 154 0.34
operating systems 271 16 0.94
other tools 302 208 0.31

Table 7. Organization of skill values for skill type “database technologies”

Common Features (I-level)

None
Common Cluster Resume Identifier Special Features
Features (II-level) (III-level)
mssql, mysql 10, 101, 105, 107, 114, 115, 14, 16, 19, none

24, 25, 29, 3, 32, 33, 35, 36, 39, 4, 40, 41,
42, 46, 47, 5, 50, 53, 54, 55, 57, 58, 59, 6,
62, 63, 64, 65, 66, 67, 68, 69, 70, 71, 73,
75, 76, 77, 78, 84, 86, 88, 90, 92, 93, 98
103, 112 postgresql
51 oracle

mysql 1, 108, 109, 11, 110, 111, 15, 17, 2, 21, none
22, 23, 26, 27, 28, 37, 43, 44, 45, 79, 8,
87, 89, 9, 91, 95, 96
104 msaccess
113 jdbc, postgresql

mssql 38, 49, 94 none
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Table 8. Organization of skill values for skill type “compiler tools”

Common Features (I-level)

None
Common Cluster Resume Identifier Special Features
Features (II-level) (III-level)
lex, yacc 105, 107, 108, 109, 112, 114, 13, none

15, 36, 52, 54, 64, 67, 77, 83
26, 91 phoenix
35 phoenix, rdk
63 phoenix

Table 9. Organization of skill values for skill type “programming languages”

Common Features (I-level)

c, c++
Common Cluster ResumeId Special Features
Features (II-level) (III-level)
javascript, msil 101, 25 none

112 j2ee
javascript, python 17 latex

19 .net, vc++
35 batchscripting, shellscripting

matlab, python 38 perl, php
62 none

javascript, vb 47 none
87 symbian

python 1, 27, 68, 82, 89 none
63 shellscripting

javascript 10, 103, 104, 111, 113, 21, none
24, 3, 33, 37, 39, 43, 49, 5,
51, 53, 6, 75, 78, 94, 98
11 perl
54 j2me, socketprogramming
99 lisp, vhdl

Nasm 106, 108 none
109 msil, oz

matlab 14, 4, 90 none
Mips 69, 76, 86, 92 none

36 socketprogramming
55 actionscript, mxml
57 openc++, symbian
77 prolog
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are very less. Thus their is very little scope of clustering the resumes based on common
features. Though in most of the cases reduction factor is above 50%. Thus we can say
that on average there is 50% reduction in the efforts of HR managers in resume selection
process.

For each skill type, its respective skill value features are organized using three-
level feature organization. Table 7 shows the organization of skill value for skill type
‘database technologies’. The I-level shows the common skill value in ‘database tech-
nologies’, the II-level shows the common skill value in ‘database technologies’ for each
cluster of resumes and the III-level shows special skill value in ‘database technologies’
for each resume. Table 8 and 9 shows the organization of skill value for skill type ‘com-
piler tools’ and ‘programming languages’ respectively. Similarly skill value features
for other skill type like ‘scripting languages’, ‘mobile platform’, ‘middleware tech-
nologies’, ‘libraries’, ‘operating systems’, ‘web technologies’ and ‘other tools’ can be
organized in the similar manner.

6 Discussion

There has been little research work related to the issue of resume extraction and se-
lection. Most of the work has been focused on information extraction from resumes.
Accordingly, various approaches have been proposed to extract structured information
from a given set of resumes. Also most of the companies use a resume management
system that helps them to get the selected resumes based on the user query. The resume
management systems give hundreds of results for which again user has to manually
browse each of the resumes. Secondly the system is dependent on user query.

In this paper we have made an effort to develop an approach to reduce the task
of manually browsing each resume by discovering the special features and organizing
them in an efficient manner. Also the system is independent of user query and helps the
user to discover important information that user might be unaware of.

The evaluation of the proposed approach mentioned in the paper in the form of re-
duction factor indicates the benefit in the information reduction by comparing the text.
But the real evaluation of the proposed approach is yet to be done by observing how it
can help the enterprises.

The problem of resume selection and extraction is a problem that has not received
much attention so far. The approach proposed in this paper is just the beginning and
provides a direction towards the problem of resume selection. More research work is
required to address the problem of resume selection and extraction.

7 Summary and Conclusion

Selecting appropriate resume from a group of similar resumes is one of the problems
faced by the recruiters in most of the companies. We have extended the notion of spe-
cial features to extract the special skills from given set of similar resumes. We have
proposed an approach to identify resumes by analyzing “skill” related information. The
proposed approach has the potential to improve the performance of resume processing
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by extracting both special skills type and special skill values. With the help of the exper-
imental results we have shown that there is 50-94% reduction in the number of features
that the recruiter needs to browse through to select appropriate resumes.

The resume selection process is a more complex problem as resume contains free-
form texts which are difficult to compare and also has an hierarchical structure con-
taining different sections. As each resume contains different sections with each section
containing different types of text, an integrated approach has to be developed by con-
sidering information in each section. In this paper, we have developed an approach by
considering only the skills related information of the resume. As a part of future work,
we are planning to investigate approaches to extract special information from other sec-
tions of the resume and develop an integrated approach for resume processing.
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Abstract. This work proposes EcoBroker, a novel economic incentive-based
brokerage model for improving data availability via replication for multiple-item
queries in Mobile-P2P networks. In Ecobroker, data requestors need to pay the
price (in virtual currency) of their requested data items to data-providers. The
main contributions of EcoBroker are two-fold. First, its economic incentive model
effectively combats free-riding by incentivizing MPs to become brokers and to
host replicated data, thereby improving data availability. Second, its brokerage
model facilitates efficient processing of queries involving multiple data items.
Our performance evaluation indicates that EcoBroker indeed improves data avail-
ability and querying-related communication overhead in Mobile-P2P networks.

1 Introduction

In a Mobile Ad-hoc Peer-to-Peer (M-P2P) network, mobile peers (MPs) interact with
each other in a peer-to-peer (P2P) fashion. Proliferation of mobile devices (e.g., laptops,
PDAs, mobile phones) coupled with the ever-increasing popularity of the P2P paradigm
(e.g., Kazaa [14], Gnutella [7]) strongly motivate M-P2P network applications. Mobile
devices with support for wireless device-to-device P2P communication are beginning
to be deployed such as Microsoft’s Zune [12].

M-P2P applications facilitate mobile users in sharing information with each other
on-the-fly in a P2P manner. Notably, M-P2P users are often interested in issuing queries
involving multiple (possibly related) data items. For example, a music fan Jim, who is
moving in a shopping mall, could issue a request for obtaining several songs and video-
clips of the Beatles music band. In the same vein, John, who has recently been intrigued
by the paintings of Salvadore Dali (at a fine arts exhibition), may want to issue a query
for multiple paintings of Dali. Jane, who likes nature photography, may want to request
multiple photos of sunsets. Incidentally, the issuance of multiple-item queries is also
common in static P2P systems such as Kazaa, where peers often issue queries for down-
loading entire albums of a specific artist. Notably, P2P interactions among mobile users
are generally not freely supported by existing wireless communication infrastructures.

S. Kikuchi, S. Sachdeva, and S. Bhalla (Eds.): DNIS 2010, LNCS 5999, pp. 274–283, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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Our target applications mainly concern slow-moving objects e.g., cars on busy streets,
people moving in a market-place or students in a campus. This work does not consider
updates to data items. Items shared in our M-P2P application scenarios mostly involve
MP3 songs, video-clips and photos, which are typically not updated in practice.

Data availability in M-P2P networks is typically lower than in fixed networks due to
frequent network partitioning arising from user movement and users switching ‘on’/‘off’
their mobile devices. The problem of data availability is further exacerbated by free-
riding. Free-riding has been known to be rampant in static P2P environments i.e., a
large percentage of the peers do not provide any data/services to the network [13]. The
adverse effect of free-riding on data availability becomes even more pronounced in M-
P2P environments due to the generally limited resources (e.g., energy, memory space,
bandwidth) of MPs. Thus, an economic incentive model for enticing MPs to provide
data and services becomes a necessity for improving M-P2P data availability.

Recall that our application scenarios call for efficient handling of multiple-item
queries. Given a query involving k items, a naive way would be to issue k separate
queries, thereby incurring considerable communication overhead as well as signifi-
cantly taxing the limited resources of the M-P2P network. On the other hand, issuing
a single query for k items would provide opportunities for optimizing communication
overhead and preserving limited M-P2P resources such as MP energy and bandwidth.
Observe that such optimizations would be possible if certain designated MPs acted
as brokers and hosted replicas of ‘hot’ items at themselves. This provides a strong
motivation for a brokerage model for improving data availability in M-P2P networks,
especially in case of multiple-item queries. Hence, we propose EcoBroker, a novel eco-
nomic incentive-based brokerage model for improving data availability via replication
for multiple-item queries in M-P2P networks.

The main contributions of EcoBroker are two-fold:

1. Its economic incentive model effectively combats free-riding by incentivizing MPs
to become brokers and to host replicated data, thereby improving data availability.

2. Its brokerage model facilitates efficient processing of queries involving multiple
data items.

In the incentive-based model of EcoBroker, each data item has a price (in virtual cur-
rency). Data item price depends on access frequency and data quality [16] (e.g., image
resolution, audio quality). A query issuing MP pays the price of the queried data item
to the query-serving MP, a commission to the successful broker and a relay commission
to each MP in the successful query path. Thus, EcoBroker provides an incentive for
free-riding MPs to provide data as well as brokerage and relay services so that they can
earn currency (i.e., broker commissions) for issuing their own requests. Revenue of an
MP is defined as the difference between the amount of virtual currency that it earns
(by providing data, brokerage and relay services) and the amount that it spends (by
requesting data). Notably, virtual currency is suitable for M-P2P environments due to
high transaction costs of micro-payments in real currency [22]. Secure virtual currency
payments have been discussed in [4].

In the brokerage model of EcoBroker, brokers select and obtain the items to replicate
at themselves to facilitate them in earning currency. Notably, brokers replicate items at
themselves based on the currency-earning potential of the items. Querying in EcoBroker
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proceeds via broadcast until the queries are intercepted by brokers. When a broker inter-
cepts a multiple-item query, it can quickly serve the query partially from the replicated
items existing at itself. For the remaining queried items, whose replicas it does not con-
tain, it uses its index to locate and obtain those items. In this paper, we do not describe
the index used by brokers due to space constraints. Instead, we use an existing index for
M-P2P environments, namely the CR*-tree index, which we have proposed in our pre-
vious work [17]. As such, our focus in this paper is on performing effective replication
at brokers for facilitating multiple-item queries.

Notably, each item has only one original owner and brokers are allowed to replicate
for brokerage purposes only by obtaining the items from their respective original own-
ers. Hence, brokers require to provide an incentive to the original owners of those items.
In the absence of any incentive, the original owners would not want to replicate their
items at the broker MPs because they would lose revenues on future accesses to their
own items. Thus, broker MPs make a one-time payment to the original owners for the
right to replicate their items. Incidentally, replicating their items at the broker MPs does
not preclude the original owners from hosting their own items.

In EcoBroker, brokers could be pre-designated in accordance with the application
scenario under consideration, and there could be multiple pre-designated brokers. For
example, recall our application scenario concerning an M-P2P user (in a shopping mall)
searching for multiple songs of the Beatles music band. In this case, the shop-owners
or the shopping mall administrators can act as brokers. If songs or movies are shared
among M-P2P users in a University campus setting, some of the students (e.g., student
organization leaders) can act as brokers.

Our performance evaluation demonstrates that EcoBroker indeed improves data avail-
ability and querying-related communication overhead in Mobile-P2P networks. The re-
mainder of this paper is organized as follows. Section 2 provides an overview of relevant
existing works, while Section 3 discusses the economic incentive-based model of Eco-
Broker. Section 4 presents the brokerage model of EcoBroker, while Section 5 reports
our performance evaluation. Finally, we conclude in Section 6.

2 Related Work

Economic models for distributed systems [5,15] primarily focus on resource alloca-
tion. These models do not address unique M-P2P issues such as node mobility, mobile
resource constraints, frequent network partitioning, free-riding and incentives for peer
participation. Economic schemes for resource allocation in wireless ad hoc networks
[25] do not consider free-riding. The works in [2,3,21,26] provide incentives to peers
for forwarding messages, but they do not incentivize free-riders to host data.

Schemes for combating free-riding in static P2P networks [8,10,13] are too static to
be deployed in M-P2P networks as they assume peers’ availability and fixed topology.
Schemes for improving data availability in mobile ad hoc networks (MANETs) (e.g.,
the E-DCG+ approach [11]) primarily focus on replica allocation, but do not consider
economic incentive schemes, M-P2P architecture and brokerage model for improving
data availability. Interestingly, the proposals in [23,24] consider economic schemes in
M-P2P networks. However, they focus on data dissemination with the aim of reaching
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as many peers as possible, while we consider on-demand services. Furthermore, they
do not consider free-riders and M-P2P brokerage models.

P2P replication suitable for mobile environments has been incorporated in systems
such as ROAM [19], Clique [20] and Rumor [9]. However, these systems do not incor-
porate economic schemes and brokerage models.

3 The EcoBroker Economic Incentive-Based Model

The architecture of EcoBroker consists of query-issuing MPs, relay MPs, broker MPs
and data-providing MPs. Relay MPs forward messages (e.g., queries, data) in lieu of a
relay commission. Broker MPs facilitate query-issuing MPs in obtaining their queried
data items in lieu of a broker commission.

In EcoBroker, the price μd of a data item d is computed as follows:

μd = ηd × DQd (1)

where ηd represents the access frequency of d. Notably, data item price increases with
increasing access frequency due to frequently accessed items being more important to
the network as a whole. DQd reflects the quality of d (e.g., image resolution, audio
quality). The value of DQ is determined as in our previous work in [16], where we
considered three discrete levels of DQ i.e., high, medium and low, their values being 1,
0.5 and 0.25 respectively. Understandably, higher-quality data items command higher
prices. As a single instance, an MP requesting for MP3 songs would typically be willing
to pay a higher price for obtaining better audio quality. Notably, there can be alterna-
tive approaches to defining data item prices, and some of these approaches have been
examined in our previous works [17,18].

Broker commission is 5% of the price of each item retrieved by the broker. In Eco-
Broker, a broker only earns its commission if it retrieves all the items in a given query,
hence partially answered queries do not entail a broker commission. Relay commission
is a constant r, which is application-dependent. In particular, the value of r is signifi-
cantly less than that of the average data item prices, thereby implying that EcoBroker
provides more incentives to MPs for hosting data than for relaying messages.

4 Brokerage Model of EcoBroker for Efficiently Handling
Multiple-Item Queries

This section presents the brokerage model of EcoBroker. In particular, we discuss how
brokers select and obtain the items to replicate at themselves for earning currency.

For selecting the data items to replicate at itself, a given broker MP M keeps track of
the queries that pass through itself. This enables M to determine the currency-earning
potential for various items in the network. M maintains a list L, each entry of which
is of the form {did, μd, sized, LL}, where did refers to the unique identifier of a
given data item d, μd is the price of d and sized is the size of d. LL is a pointer to
a list, each entry of which is of the form {k, ηk}. Here, k represents the number of
items in each query issued for d and ηk is the access frequency of each k-item query.
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Note that the other items in the queries issued for k could differ since ηk only consid-
ers the number of k-item queries issued for d as opposed to the actual items in those
queries.

Selection of Candidate Data Items for Replication

M uses the information in list L to assign a score λ to each item. As the value of λ for an
item increases, its currency-earning potential for M also increases. Hence, M prefers
to replicate items with higher values of λ. For each item, M computes λ as follows.

λ =
maxk∑
k=1

( μ × ηk ) / ( size× k ) (2)

where μ represents the price of the data item d and ηk is the estimated access frequency
of d for k-item queries. M estimates the value of ηk for d based on the number of
queries that had recently passed through it for d. The term size refers to the size of d.
k represents the number of queried items in each query (for d) intercepted by M . As a
single instance, if a query for 5 items (one of which is d) is intercepted by M , k = 5.

In Equation 2, maxk refers to the maximum number of items allowable in a single
query. The value of maxk is application-dependent. We found maxk = 7 to be reason-
able for our application scenarios. Intuitively, if the value of maxk is too high, queries
would be likely to fail because it may not be practically feasible to successfully obtain
all the queried items.

The value of λ increases with increase in μ and ηk because higher-priced items and
items with higher access frequencies imply more currency-earning potential for M . λ
decreases with increase in item size due to reduction in M ’s currency-earning potential
per unit of its limited memory space. λ decreases with increase in k because queries
with higher values of k entail an increased probability of failure in locating the other
items in the query. Recall that partially answered queries entail no earnings for brokers.

M sorts the items in L in descending order of the values of λ and selects those items
(from L), whose values of λ exceed λTh, where λTh is the average value of λ for all
the data items in L. Thus, λTh = ( (1/nd)

∑nd

i=1 λd), where nd is the number of data
items in L and λd is the value of λ for a given item d. Items, for which the value of λ
falls below λTh, are then deleted from L. Thus, now list L contains the items, which
M wants to replicate at itself. List L is refreshed periodically to ensure that replication
is performed based on recent access information. Notably, M may not necessarily be
able to obtain and host all the items in L due to M ’s memory space constraints as well
as item price constraints. Now let us see how M determines the maximum price, which
it is willing to pay, for obtaining each item in L.

Determination of the Maximum Price for Obtaining a Replica from the Original
Data-Provider

Let costmaxd
be the maximum price that an MP M is willing to pay for obtaining the

replica of a given item d in list L. For each item d, M computes costmaxd
as follows:

costmaxd
= 0.5 × ( μ × η ) / kavg (3)
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where μ is the price of a given item d and η is the total estimated access frequency of
d. The term (μ × η) is the total estimated (future) currency-earning potential of d. The
factor of 0.5 reflects that M is willing to pay 50% of the estimated currency-earning
potential of d to d’s owner. Thus, the estimated (future) currency from the replicated
data item is shared equally between M and the owner of d to ensure fairness. This acts as
an incentive for d’s owner to sell d to M because it would earn currency without having
to expend its limited energy and bandwidth for serving queries on d. Additionally, d’s
owner could use its energy and bandwidth to serve queries on other items that it owns,
thereby enabling it to earn more currency.

In Equation 3, kavg is the weighted average value of k for all the queries for d that
passed through M . M computes kavg as follows:

kavg = (
maxk∑
k=1

( k × ηk ) ) / (
maxk∑
k=1

ηk ) (4)

For example, if there were 20 three-item queries (in which d was one of the queried
items) and 40 such five-item queries involving d, the value of k = (20×3+40×5)/(20+
40) i.e., 4.33. Notably, the value of costmaxd

decreases with increasing value of kavg

because as the number of other items included in queries involving d increases, the
probability of M earning currency by hosting d decreases. This is because of increased
chances of query failure on any of the other items.

Algorithm for Obtaining the Selected Items for Replication

Now let us examine the algorithm used by M to obtain its desired items. M broadcasts
a query request for the items in L. M ’s broadcast request is a list of the form { did,
costmaxd

}, where did is the unique identifier of the item and costmaxd
is the maximum

price that M is willing to pay for hosting the item.
Recall that each item has only one original owner. Hence, when the owner MO of an

item d intercepts M ’s broadcast query, it evaluates d’s currency-earning potential αd at
itself. If αd < costmaxd

, it decides to provide d to M in lieu of a payment of costmaxd
.

MO computes the value of αd as follows.

αd = ( μd × ηd ) / kavg (5)

where μd and ηd are d’s price and estimated access frequency respectively. The value of
kavg is computed by Equation 4. The value of αd decreases with increase in kavg due to
the reasons explained for Equation 3. Notably, the values of ηd and kavg as computed by
MO and M are likely to be different because each MP estimates these values based on
the queries that pass through them. Furthermore, MO might also be willing to provide
d to M if its energy is low or if it lacks adequate bandwidth to serve queries on d.

Only the willing owners of the items reply to M . Upon receiving their replies, M
sorts the items in descending order of λ. Then, M obtains the replicas from the cor-
responding owners one-by-one and makes the necessary payments to them. Thus, M
keeps filling up its available memory space starting with the item with the highest value
of λ, subject to memory space and item size constraints. M terminates the replication
procedure when its available memory space for replication is exhausted.
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5 Performance Evaluation

This section reports our performance evaluation by means of simulation.
For simulation purposes, we have used OMNeT++ 3.3p1 [6]. OMNeT++ is an object-

oriented modular discrete event network simulation framework. It actively supports par-
allel distributed simulation and mobility, thereby making it a good choice for providing
a realistic M-P2P simulation environment.

MPs move according to the Random Waypoint Model [1] within a region of area
1000 metres ×1000 metres. The Random Waypoint Model is appropriate for our ap-
plication scenarios, which involve random movement of users. 10% of the peers were
data-providers, while the others were free-riders. Thus, a total of 100 MPs comprised
10 data-providers and 90 free-riders (which provide no data). The number of brokers in
our experiments was 10 i.e., out of the 90 free-riders, 10 peers decided to act as brokers.
Each data-provider owns and hosts 10 items of different sizes. Each query is a request
for k data items. 10 such k-item queries/second are issued in the network. We use a
highly skewed Zipf distribution with zipf factor of 0.9 to determine the number of such
k-item queries to be directed to each MP as well as to decide the frequency with which
each individual item should occur in the queries. Communication range of all MPs is a
circle of 100 metre radius. Table 1 summarizes our performance study parameters.

Table 1. Performance Study Parameters

Parameter Default value Variations

No. of MPs (NMP ) 100

No. of items in query (k) 5 2,3,4

Zipf factor (ZF) 0.9

Queries/second 10

Bandwidth between MPs 28 Kbps to 100 Kbps

Probability of MP availability 60% to 80%

Size of a data item 50 Kb to 350 Kb

Memory space of each MP 1 MB to 2 MB

Speed of an MP 1 metre/s to 10 metres/s

Size of message headers 220 bytes

Our performance metrics are data availability (DA) and average querying hop-
counts (HC). DA equals ((NS/NQ) × 100), where NS is the number of successful
queries and NQ is the total number of queries. Thus, DA reflects the percentage of
successful queries. Notably, a k-item query is considered to be successful if and only
if all the queried items are retrieved. Hence, partially answered queries are considered
to be unsuccessful. Queries can fail due to MPs being switched ‘off’ or due to network
partitioning or due to failure in retrieval of at least one of the queried items. HC is the
average number of hops per query.

As reference, we adapt a non-economic and non-broker-based model NB (No
Broker) since existing M-P2P proposals do not address economic broker-based mod-
els. In NB, brokerage is not performed and querying is broadcast-based. As NB does
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Fig. 1. Performance of EcoBroker

not provide incentives for free-riders to host data, only a single copy of any given data
item d exists at the owner of d.

Performance of EcoBroker

Figure 1 depicts the performance of EcoBroker using default values of the parameters
in Table 1. Thus, all the queries in this experiment were 5-item queries. Broker-related
replication procedures are initiated only after the first 2000 queries, hence both Eco-
Broker and NB initially show comparable performance in terms of both DA and HC.
Periodically, every 200 seconds (i.e., for every 2000 queries since there are 10 queries
per second), brokers perform replication procedures.

In Figure 1a, DA remains relatively constant over time in case of NB primarily due to
the absence of replication in NB, which implies that there is only copy of a given queried
item in the network. On the other hand, DA increases significantly in case of EcoBroker
due to its effective brokerage-related replication model, which boosts data availability.
DA eventually plateaus for EcoBroker due to network partitioning and unavailability of
some of the MPs.

As the results in Figure 1b indicate, HC was significantly close to the TTL of 7
hops in case of NB. This is because this experiment involved 5-item queries and in the
absence of any replication, the queries needed more hops to retrieve the queried items.
In contrast, HC decreased considerably in case of EcoBroker because of its effective
economic incentive-based brokerage model, which incentivizes brokers to host replicas,
thereby resulting in shorter query paths. Incidentally, after the initial decrease in HC for
EcoBroker, HC hits a saturation point because of additional querying hops required for
retrieving queried items, whose replicas do not exist at the broker. Since this experiment
involved 5-item queries, it can be reasonably expected that brokers were not able to
replicate all the queried items at themselves possibly due to memory space constraints
as well as due to item price constraints.

Effect of Variations in k

Figure 2 depicts the results of varying k. Recall that k is the number of items per query.
In Figure 2a, observe that as k increases, DA decreases for both EcoBroker and NB.
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This is because at higher values of k, probability of query failure increases due to failure
in the retrieval of at least one of the queried items. Observe that the decrease in DA
with increasing k is significantly less pronounced for EcoBroker than for NB. This is
because the effect of EcoBroker’s economic incentive-based brokerage model becomes
more prominent with increasing values of k. In particular, for 4-item queries and for
5-item queries, EcoBroker outperforms NB by upto 70% in terms of DA due to its
economic brokerage model.
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Fig. 2. Effect of variations in k

As the results in Figure 2b indicate, HC increases with increasing values of k for both
the approaches. Understandably, queries involving more items incur more hop-counts.
Observe that the increase in HC is most significant as k increases from 2 to 3. This
is because 2-items queries have a significantly higher probability of getting answered
successfully (possibly at the same MP) as compared to the case for 3-item queries. Eco-
Broker outperforms NB in terms of HC due to its brokerage model, which which in-
centivizes brokers to host replicas, thereby facilitating queries in being answered within
lower number of hops.

6 Conclusion

We have proposed EcoBroker, a novel economic incentive-based brokerage model for
improving data availability via replication for multiple-item queries in M-P2P networks.
In Ecobroker, data requestors pay the price (in virtual currency) of their requested
data items to data-providers. The economic incentive model of EcoBroker effectively
combats free-riding by incentivizing MPs to become brokers and to host replicated
data, thereby improving data availability. Furthermore, EcoBroker’s brokerage model
facilitates efficient processing of queries involving multiple data items. Our perfor-
mance evaluation demonstrates that EcoBroker indeed improves data availability and
querying-related communication overhead in M-P2P networks.
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Abstract. In the pervasive computing era, mobile phones and personal
digital assistants are widely used for data collection. The traditional user
interfaces which are employed for data collection in personal computer
environments are to be modified appropriately for the mobile environ-
ment. Because, it is difficult to display full interface on a single mobile
screen due to the limitation of the mobile phone screen size. Interface
tailoring methods are investigated in the literature for designing user in-
terface for mobile screens. In the literature, temporality-based approach
is proposed for designing efficient user interface for personal computer
environment. In this paper, we extend the notion of attribute temporality
to interface tailoring methods and propose an improved user interface de-
sign approach for small screens. The analysis on the real-world datasets
shows that the proposed approach can be used for better user interface
design for small screens.

Keywords: user interfaces, context-based approach, interface tailoring,
mobile interface forms.

1 Introduction

Mobile phones and personal digital assistants are used for data collection in mod-
ern information systems. It is true that mobile phones and personal digital assis-
tants provide significant advantages due to pervasive nature of communication
and computing abilities. However, due to small screen size and other factors, the
design of UI forms for mobile devices is a challenging task as the approaches used
to design UIs for personal computer (PC)-based systems can not be extended
for mobile devices in a straightforward manner [5]. So, appropriate methods are
to be investigated to device efficient UIs for mobile environment. Normally, the
large UI form in PC environment is divided into multiple small UI forms by
considering small screen size in the mobile environment. As a result, user has to
go through multiple screens which increases navigational burden. In addition, it
also increases both cost of data-entry and maintenance. So, developing efficient
UI methods for mobile environment is an ongoing research problem.
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In the literature, interface tailoring approaches are investigated to develop UI
forms for mobile devices [1,4]. In these approaches, the PC-based UI is divided
into multiple screens (or high-level components) in such a way that the UI can
accommodate in a mobile screen. The research issue is how to divide a large
UI form into small UI forms (or screens) to reduce the navigational burden and
improve the efficiency to the extent possible.

For PC-based systems, context-based approach (CA) [11] is followed for de-
signing the UI forms. Recently, context-based approach with attribute temporal-
ity (CAAT) [7] has been proposed to reduce the navigational burden in UI forms
for PC-based systems by exploiting the notion of “attribute temporality”. The
attribute temporality value indicates the active period of the attribute during
which the attribute receives values. The attributes of a given context are clus-
tered into several active-contexts based on the temporality of attribute and UIs
are designed for each active-context. It was found out that the CAAT approach
improves the UI performance by reducing the navigational burden significantly.

It was observed that there is a scope to design efficient UI by reducing the
size of UI for small screens by extending the notion of attribute temporality to
mobile environments. In this paper, we made an effort to propose an improved
UI approach for small screens by extending the notion of attribute temporality
to interface tailoring approaches. We have carried out analysis by considering
real world dataset. The analysis results show that the proposed approach has a
potential to improve the performance for mobile environments.

The rest of the paper is organized as follows. In the next section, we discuss the
related work. In section 3, we present the overview of the existing approaches. In
section 4, we explain the proposed approach. The analysis results and discussion
are provided in Section 5. The last section consists of summary and conclusions.

2 Related Work

In this section, we discuss the related work in the area of UI design tools and
approaches in both mobile and PC-based environments.

2.1 UI Design Tools for Mobile-Based Systems

Multi-User Publishing Environment (MUPE) [2] is an open source platform
developed to enable multi-users to publish and communicate with each other.
MUPE allows a user to generate a mobile UI form interactively and send this
form by expecting the data from his/her contact list. This application will also
generate an integrated view of the data received by the mobile UI form.

A template-based approach to generate UI for mobile phone is presented in
[3]. In this work, a UI design templates generator is proposed for UI designers
to easily and quickly create the UI templates for mobile phone. The developed
UI templates can be fine tuned with a visual UI authoring tool to generate the
UI prototype for the target mobile phone system.
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2.2 UI Design Approaches for Mobile-Based Systems

The problem of division of large interface into numerous small screens is iden-
tified in [1,4]. User interface tailoring [4] is a solution to such problem, which
tailors information based on the mobile devices screen. In this approach, the
information is tailored to display only the important information on the inter-
face. This approach does not guarantee the integrity of information [1]. Another
approach is dividing large PC interface into smaller ones such that it can match
the size of the mobile phone screen [1]. In this method, the large interface is
divided into small screens. The issue is to investigate improved approaches to
reduce the navigational burden as far as possible.

2.3 UI Design Tools in PC-Based Systems

Brad Myers [15] surveyed the state of the art of UI software tools. The exist-
ing UI design tools are classified into categories such as language-based tools,
interactive graphical specification tools and model-based generation tools. All
these models are based on the dynamic behavior of a UI as well as the way as
to how the designer can specify the layout. There exist tools which allow to de-
sign UI interactively, or which automatically generate the UI from a high-level
model or specification. These tools also enable the UI developer to customize
their design-output.

User Interface Management Systems (UIMSs) consist of UI construction tools
which are used mainly to construct the dialogue component of the interface. The
UIMS significantly reduces the time required to develop an interface and also
the chances of errors to a minimum because the designer is dealing with a com-
pact and higher level of specification. A high-level UIMS which automatically
generates the lexical and syntactic design of GUIs is presented in [19] based on
the given description and user preferences. Similar approaches have been used in
the Menu Interaction Kontrol Environment (MIKE) [16] and User Interface De-
sign Environment (UIDE) [10]. MIKE automatically generates textual interfaces
from a description of the semantic commands supported by the application. The
designer then adds the graphical interaction facilities to the interfaces generated
by MIKE. UIDE provides a high-level conceptual design tool in which the de-
signer describes the UI as a knowledge base. UIDE can algorithmically transform
the knowledge base into a number of functionally equivalent interfaces, each of
which is slightly different from the original interface. The transformed interface
definition can then be input to a UIMS which implements the UI.

Egbert Schlungaum [17,18] summarizes the area of model-based UI software
tools in order to prepare a basis for automatic UI generation. Efforts are made
to create a common declarative model to specify the necessary information for
automatic UI generation by combining various model-based UI approaches. A
system called TADEUS was developed that takes requirement analysis as the
input and generates UIs.
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2.4 UI Design Approaches in PC-Based Systems

A survey was conducted on context-aware system in [12]. This survey presented
common architecture principles of context-aware systems and derived a layered
conceptual design framework to explain the different elements common to most
context-aware architectures. These design principles are used to introduce var-
ious existing context-aware systems focusing on context-aware middleware and
frameworks, which ease the development of context-aware applications.

A survey was conducted in [11] to understand context and context-aware
applications. The concepts such as context and context-aware computing are
defined. These definitions assist to understand the boundaries of context-aware
computing, and facilitate application designers for selecting the context to use,
structuring the context in applications, and in deciding what context-aware fea-
tures to implement.

For improved UI design, the notion of attribute temporality was exploited
in [7]. Given a context and temporal values, this approach divides context into
several active-contexts. UIs are designed for all active-contexts.

About the proposed approach: In the mobile environment, interface tailor-
ing approaches are investigated to tailor the PC interface to fit in small mobile
screens. However, it was observed that the notion of attribute temporality can
improve the performance by further reducing the navigational burden. In this
paper, we have made an effort to improve the performance of interface tailor-
ing methods to design UI forms for small screens by extending the notion of
attribute temporality.

3 Overview of Context-Based and Interface Tailoring
Approaches

In information systems, UI is a place where the user interacts with the database
systems to populate the data. In this section, we briefly discuss the context-based
approach with attribute temporality and interface tailoring approaches.

3.1 Context-Based Approach with Attribute Temporality (CAAT)

Normally, context-based approach (CA) [11] is followed for designing UIs in PC-
based systems. In context-based approach, the UI forms are designed for each
context. The context refers to a particular task or activity of an information
system.

In information systems, it can be observed that some attributes receive data
for certain time period and they do not receive values during the remaining time
period. This notion is called attribute temporality. By extending the notion of
attribute temporality on CA, it is possible to design better UIs. In this approach,
the notion of active-context is defined which is set of attributes that receives
values for a fixed time period. In the context-based approach with attribute



288 M. Kumara Swamy et al.

temporality (CAAT) [7], the attributes of a given context are divided into several
small active-contexts and UIs are designed for each active-context.

The CAAT approach divides the context into several active-contexts. Based
on the timing of the data-entry, appropriate active-context is displayed to the
user. In CA, all the attributes are shown to the user for the data-entry. Whereas,
in CAAT, only the attributes of corresponding active-contexts are shown. Since
the number of attributes in active-context is small as compared to the number
of attributes in entire context, the performance is improved.

Table 1. Sample data consisting of attribute names and the corresponding durations

Name of the attribute Duration of the attribute (days)
a 1 − 5
b 2 − 14
c 5 − 12
d 12 − 15
e 1 − 15
f 9 − 14
g 1 − 15
h 10 − 15
i 2 − 8
j 8 − 10

The method to divide the given context into active-contexts is as follows.
The algorithm is given in [7]. The Jaccard coefficient [20] similarity criteria is
employed to find the similarity between the two active-contexts. Initially, the
attributes of a given context are clustered into day-wise active-contexts (the
attributes valid on a day) at ‘Level-0’. The merging process starts at ‘Level-0’
with the first two contiguous active-contexts. When the similarity value of these
two contiguous active-contexts is greater than or equals to the given similar-
ity threshold, they are merged into a single active-context. The newly gener-
ated active-context is again merged with the next contiguous active-context if
the similarity value exceeds the threshold value. Otherwise, the same process
is repeated from the next consecutive active-context. All these newly gener-
ated active-contexts form the active-contexts at ‘Level-1’. The process is re-
peated for the active-context in ‘Level-1’ to form higher level active-context.
In this way, finally, all the active-contexts are merged into a single largest
active-context at ‘Level-n’. The appropriate active-contexts are selected for
designing UI.

We explain the process of finding the active-contexts through an example.

Example 1: Consider the sample data in Table 1. In this table, column one
contains the name of the attributes and the other column contains active du-
ration of the corresponding attributes in days. In this column, the starting day
and ending day, during which the attribute receives the values, are shown. The



Interface Tailoring by Exploiting Temporality of Attributes for Small Screens 289

1-1 a,e,g
2-2 a,b,e,g,i

3-3 a,b,e,g,i
4-4 a,b,e,g,i
5-5 a,b,c,e,g,i
6-6 b,c,e,g,j
7-7 b,c,e,g,j
8-8 b,c,e,g,i,j
9-9 b,c,e,f,g,j

10-10 b,c,e,f,g,h,j
11-11 b,c,e,f,g,h
12-12 b,c,d,e,f,g,h
13-13 b,d,e,f,g,h
14-14 b,d,e,f,g,h
15-15 b,e,g,h

1-4 a,b,e,g,i

6-7 b,c,e,g,j

12-15 b,c,d,e,f,g,h

3
5
5
5
6

5
5
6
6
7
6
7
6
6
4

5

5

7

1-5 a,b,c,e,g,i 6

6-8 b,c,e,g,i,j 6

9-11 b,c,e,f,g,h,j 7

1-15 a,b,c,d,e,f,g,h,i,j 10

5-5 a,b,c,e,g,i 6

8-8 b,c,e,g,i,j 6

9-9 b,c,e,f,g,j 6
10-10 b,c,e,f,g,h,j 7
11-11 b,c,e,f,g,h 6

12-15 b,c,d,e,f,g,h 7

Level-0 Level-1 Level-2 Level-3

Duration

Attributes

Number of 
Attributes

Fig. 1. Clustering processes to find active-contexts in CAAT approach

period which the attribute receives the values is called duration. The maximum
duration for this sample data is 15 days. The attributes are clustered into differ-
ent active-contexts. The hierarchy of derived active-contexts is shown in Figure
1. In this figure, each node (active-context) is consisting of three values. The
first value shows the duration, the second value shows the attributes and the
final value indicates the number of attributes for the corresponding duration.
The ‘Level-0’ shows the initial active-contexts, ‘Level-1’, ‘Level-2’ and ‘Level-3’
are the active-contexts at different levels. The final hierarchy is generated based
on the above procedure. Initially, day-wise active-contexts are generated, the at-
tributes active in a day are grouped together based on the durations. As a result,
15 active-contexts are generated. These day-wise active-contexts are merged to
higher level active-contexts based on the similarity between the active-contexts.
Let us use Jaccard coefficient as the similarity metric to merge the two active con-
texts. Let the similarity threshold value be 0.9. The merging process is repeated
to merge all the active-contexts into a single large active-context. In Figure 1,
‘Level-0’ contains day-wise active-contexts and ‘Level-1’ to ‘Level-3’ contain the
corresponding active-contexts. At ‘Level-3’, all the attributes are merged into a
single large active-context. The final active-contexts are extracted from ‘Level-
2’, where the temporality of each active-context is distinct and average number
of attributes in each active-context is minimum. The dotted circle in the figure
shows the layer of active-context. As a result, four active-contexts are extracted
for the durations 1-5, 6-8, 9-11 and 12-15. For these active-contexts the UI forms
are designed.
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3.2 Interface Tailoring Approach

Interface tailoring refers to the ability to customize and optimize an interface
according to the context in which it is used [6]. Tailoring of the interface de-
sign includes the capability of adaptation of content delivery to various devices,
which preserve consistency and usability of the service [4]. One of the interface
tailoring approaches namely, a constrained-based UI method [1] is proposed to
tailor the PC-based UI such that it matches the mobile screen using component-
tree.

In this approach, the attributes are divided into several components by con-
sidering the constraints of mobile screen. Suppose, we take number of attributes
to be displayed in the screen as a constraint. Based on this constraint, a com-
ponent tree is built starting from high-level components to attribute levels. The
attributes in the component-tree can be displayed in mobile UI using either
depth-first principle or breadth-first principle.

In summary, using interface tailoring approaches, the attributes of given UI
form for PC-based systems are divided into multiple high-level components such
that each component or sub-component can fit into the mobile screen.

4 Proposed Interface Tailoring with Attribute
Temporality (ITAT) Approach

The notion of “attribute temporality” can be exploited to interface tailoring
approach to improve the performance. So, given the context, we apply attribute
temporality and select appropriate active-contexts which match the screen size
of mobile phone. If number of attributes are more in an active-context such that
it can not fit into a mobile phone, interface tailoring approach is followed to
divide the active-context into small screens.

We call the proposed approach as “Interface Tailoring with Attribute Tem-
porality (ITAT)”. It contains two phases. In the first phase, we identify the
active-contexts from the given context and in the second phase, we apply in-
terface tailoring approach for such active-contexts whose size is more than the
user-specified mobile screen size.

– First phase of ITAT: To find the active-contexts, we modify the CAAT
algorithm [7] by including the notion of active-context tree (AC tree) which
contains all the extracted active-contexts. The algorithm takes the context
‘C’ as the input and generates AC Tree as the output. Initially, smaller
day-wise ACs are generated. These day-wise ACs are merged into larger
ACs at various levels and finally they form a single largest AC. All the ex-
tracted ACs, starting from day-wise to the single large AC, are inserted into
AC tree. Next, we find set of ACs which fit in a mobile screen by traversing
the AC tree. The tree traversal starts from the large AC. If the number
of attributes in a node either equals or less than the number of attributes
that can fit in the mobile screen, the node is selected as an AC for mobile
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screen and all the other child nodes are not processed further. If the number
of attributes in a node exceeds mobile screen size, the lower level nodes are
further traversed. This process continues until the entire AC tree is covered.

– Second phase of ITAT: In the phase, we find the large ACs from a set of
the selected ACs for applying the interface tailoring approach. The algorithm
reads ACs from the selected ACs sequentially starting from the beginning. If
the number of attributes are less than or equal to the mobile screen size then
normal UI is generated. Otherwise interface tailoring approach is followed to
generate UI. We take the mobile screen size as a constraint, that is number
of attributes to be displayed on the mobile screen as a constraint. Based on
this constraint, an attribute-tree is built starting from high-level components
to attribute levels. The attributes in the attribute-tree can be displayed in
mobile UI using breadth-first principle.

The proposed approach is explained with the following example.

Example 2: Continuing with the Example 1, let the mobile screen size, (MSS)
be 6. It means a mobile screen can accommodate 6 attributes for taking input.
We explain the method to extract active-contexts, later we explain the interface
tailoring approach.

User Interface

Screen 0

b Text

c

e

f

g

Screen 1

j

h

Text

Text

Text

Text

Text

Text

Fig. 2. A sample attribute-tree for active-context at duration “10-10”

An AC Tree is built as shown in Figure 1. However, the active-context lies
between ‘Level-0’ to ‘Level-3’ that is from day-wise active-context to final single
active-context. The tree traversal starts from ‘Level-3’ to ‘Level-0’. The node
at ‘Level-3’ consists of 10 attributes. This node cannot fit in the mobile screen.
The traversal goes to the first node in ‘Level-2’, start reading node by node at
this level. The nodes having the durations 1-5 and 6-8 are selected as the AC by
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discarding the child nodes of the selected nodes, that is, child nodes at ‘Level-0’
and ‘Level-1’. The next two nodes are having 7 attributes which cannot fit in
the mobile size. Now, the control goes to the corresponding child nodes at the
lower level that is at ‘Level-1’. Here nodes having durations 9-9 and 11-11 are
selected as ACs. At the end, the control goes to ‘Level-1’ to the final leaf nodes,
find the rest of the nodes having durations 10-10, 12-12, 13-13, 14-14 and 15-15,
and are selected as ACs as these are the final leaf nodes. After completion of
this phase, we have the durations 1-5, 6-8, 9-9, 10-10, 11-11, 12-12, 13-13, 14-14
and 15-15 as the active-contexts.

We apply the second phase on the selected active-contexts. Among the selected
active-contexts, the active-contexts at the durations 10-10 and 12-12 cannot fit in
the mobile screen as they have 7 attributes in each of the ACs. For these two ACs
interface tailoring approach is followed and for the other ACs normal approach is
followed to generate UI. The attribute-tree is built with the attributes in active-
contexts for duration 10-10 and 12-12 nodes. The sample attribute is shown in
the Figure 2 for active-context at duration 10-10. The attributes in this figure are
divided into two ‘Screens’, ‘Screen 0’ consisting of 6 attributes and the ‘Screen
1’ has one attribute.

5 Performance Analysis and Discussion

5.1 Performance Analysis

We have conducted performance analysis by considering the UI form data for
eSagu [9,13] system. In eSagu system, the farmer communicates about the crop
problem by capturing photographs and filling in the corresponding crop ob-
servation (UI) form and sends it to agricultural experts through eSagu portal.
Agricultural experts deliver the expert advice based on the crop photographs
and data received through the crop observation form. Each crop observation
form consists of about 120 attributes on an average. All these attributes are
spread over to the entire crop season that starts from sowing stage to harvesting
stage. Individual UIs are created by considering each crop as a context.

We have taken contexts of five crops and applied IT approach and calculated
the number of mobile screens, by considering mobile screen size as 5 attributes.
We applied the proposed approach and calculated the number of mobile screens
required. It was found out that the proposed approach reduced the number of
mobile screens required as compared to IT approach. The results of the analysis
for the five crops are shown in Tables 2. In this table, the first column indicates
serial number, the second column shows the crop name (context), and the third
column shows the number of mobile screens in IT and the final column shows
the number of mobile screens in ITAT approach. It can be observed that, there
is a reduction of 7, 6, 7, 13, and 12 screens are reduced for cotton, chilli, rice,
maize and sunflower data-entry forms respectively.

We now discuss how reduction in number of mobile screens are obtained in
case of UI form for cotton crop. The cotton crop has 106 attributes with 180
days cycle. The temporality values of the attributes are collected with the help
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Table 2. Performance of CA, IT and ITAT CA approaches in eSaguTM system

S.No. Crop Total No.of Screens No.of Screens
Name Attributes in IT in ITAT

1 Cotton 106 22 15
2 Chilli 108 22 16
3 Rice 111 23 17
4 Maize 105 21 14
5 Sun Flower 106 22 14

of domain experts. In IT approach, all 106 attributes are used to generate mobile
UI. We assumed the screen size as 5, that means the mobile screen can accom-
modate 5 attributes on one screen. As a result, these attributes are divided into
22 screens. In ITAT approach, 106 attributes are divided into 70 active-contexts
where each active-context contains about 75 attributes. So, for 75 attributes, 15
mobile screens are required. Based on the time of the data-entry, appropriate
active-context is displayed to the user. As a result, at a given point of time only
75 attributes are required with 15 screens in ITAT. Whereas, in IT approach,
106 attributes are shown all the days with 22 screens. With ITAT approach,
there is a saving of 7 screens for any given time period, that means there is a
saving of 35 attributes for each active-context.

Similar kind of analysis has been carried out for UI forms of other four crops.
The results are shown in the Table 2.

5.2 Discussion

The proposed approach provides opportunity to improve the performance of UI
for mobile screens. However, the performance improvement depends upon several
factors which are discussed as follows.

1. Performance improvement is application dependent: The proposed
approach depends on the notion of temporality. But UI attributes of only
certain class of applications exhibit attribute temporality. Also, the proposed
approach performs better if more number of attributes in UI form exhibit
temporality property.
In our analysis on real world dataset, it was observed that there are about
30 attributes which could not exhibit temporality property and appeared in
all active-contexts. So, the performance could be higher, if more number of
attributes exhibit temporality property. Still, the results with the proposed
approach are encouraging.

2. Requires extra effort to extract temporality values: The proposed
approach requires extra effort in identification of attribute temporality in
a proper manner. Temporality values can be extracted in two ways: one is
during requirement analysis phase and the other is by analyzing the past
data-entry patterns.
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3. Performance depends on mobile screen size: Currently, mobile devices
are available with varying screen sizes. If the screen size increases, more
active-contexts can be fit into one mobile screen. As a result, performance
could be improved.

6 Summary and Conclusions

For mobile devices, UIs design is a challenging task due to small screen size and
other constraints. Interface tailoring methods are employed to design UIs for
small screens. In this paper, we have proposed an improved approach to design
UI forms for small screens by extending the notion of attribute temporality to
interface tailoring approaches. The analysis results on the real dataset show that
the proposed approach has the potential for improving the UI performance in
mobil environment.

As a part of future work, we are planning to investigate the index-based
approaches using the notion of attribute temporality for designing improved UI
for mobile environments.

Acknowledgments

This work has been carried out with the support from Nokia Global University
Grant.

References

1. Niu, Y., Li, X., Meng, X., Sun, J., Dong, H.: A Constraint-based User Interface
Design Method for Mobile Computing Devices. In: 1st International Symposium
on Pervasive Computing and Applications, August 3-5 (2006)

2. Chade, S., Koivisto, A.: Mobile Form-Editor: A push based group communication
tool. In: Mobility 2006, Bangkok, Thailand, October 25-27 (2006)

3. Tsai, M.-J., Chen, D.-J.: Generating User Interface for Mobile Phone Devices Using
Template-Based Approach and Generic Software Framework. Journal of Informa-
tion Science and Engineering 23, 1189–1211 (2007)

4. Menkhaus, G., Pree, W.: User Interface Tailoring for Multi-Platform Service Ac-
cess. In: International Conference on Intelligent User Interfaces: IUI 2002, San
Francisco, CA, January 13-16, pp. 208–209 (2002)

5. Luyten, K., Coninx, K.: An XML-based runtime user interface description language
for mobile computing devices. Springer, Heidelberg (2001)

6. Szekely, P.: Retrospective and Challenges for Model-Based Interface Development.
In: 3rd Int. Workshop on Computer-Aided Design of User Interfaces CADUI 1996,
June 5-7. Presses Universitaires de Namur, Namur (1996)

7. Kumara Swamy, M., Krishna Reddy, P.: An Efficient Context-based User Interface
by Exploiting Temporality of Attributes. In: 16th Asia-Pacific Software Engineering
Conference (APSEC 2009), Penang, Malaysia, December 1-3, pp. 205–212 (2009)

8. Fletcher, L.A., Erickson, D.J., Toomey, T.L., Wagenaar, A.c.: Handheld Comput-
ers a Feasible Altgernative to Paper Forms for Field Data Collection. Evaluation
Review 27(2) (April 2003)



Interface Tailoring by Exploiting Temporality of Attributes for Small Screens 295

9. eSagu: IT-based Personalized Agro-Advisory system (January 2010),
http://www.esagu.in

10. James, F.D., Christina, G., Won, C.K., Srdjan, K.: A Knowledge-Based User In-
terface Management System. In: CHI 1988 Human Factors in Computer Systems,
Washington, D.C, May 15-19, pp. 67–72 (1988)

11. Dey, A.K., Abowd, G.D.: Towards a better understanding of context and context-
awareness. In: Conference on Human Factors in Computing Systems (CHI 2000),
The Hague, Netherlands (April 2000)

12. Baldauf, M., Dustdar, S., Rosenberg, F.: A Survey on Context-aware systems.
International Journal of Ad Hoc and Ubiquitous Computing 2(4) (2007)

13. Krishna Reddy, P., Ramaraju, G.V., Reddy, G.S.: eSaguTM : A Data Warehouse
Enabled Personalized Agricultural Advisory System. In: Proceedings SIGMOD
2007, Beijing, China (2007)

14. Myers, B.A.: Challenges of HCI Design and Implementation. Interactions 1(1),
73–83 (1994)

15. Myers, B.A.: User Interface Software Tools. ACM Transactions on Computer-
Human Interaction 2(1), 64–103 (1995)

16. Dan, O.R.: MIKE: The Menu Interaction Kontrol Environment. ACM Transactions
on Graphics 4(12), 33–42 (1984)

17. Schlungbaum, E., Elwert: Automatic user interface generation from declarative
models. In: CAD UZ 1996, pp. 3–18. Namur University Press, Namur (1996)

18. Schlungbaum, E.: Individual User Interfaces and Model-based User Interface Soft-
ware Tools. In: IUI 1997, Orlando Florida, USA (1997)

19. Singh, G., Green, M.: A High-level User Interface Management System. In: Pro-
ceedings SIGCHI 1989, April 1989, pp. 133–138 (1989)

20. Guha, S., Rastogi, R., Shim, K.: ROCK: ARobust Clustering Algorithm for Cate-
gorical Attributes. In: 15th Int. Conf. on Data Engineering (1999)

http://www.esagu.in


Towards K-Nearest Neighbor Search in
Time-Dependent Spatial Network Databases�

Ugur Demiryurek, Farnoush Banaei-Kashani, and Cyrus Shahabi

University of Southern California
Department of Computer Science

Los Angeles, CA 90089-0781
{demiryur,banaeika,shahabi}@usc.edu

Abstract. The class of k Nearest Neighbor (kNN) queries in spatial networks is
extensively studied in the context of numerous applications. In this paper, for the
first time we study a generalized form of this problem, called the Time-Dependent
k Nearest Neighbor problem (TD-kNN) with which edge-weights are time vari-
able. All existing approaches for kNN search assume that the weight (e.g., travel-
time) of each edge of the spatial network is constant. However, in real-world
edge-weights are time-dependent (i.e., the arrival-time to an edge determines the
actual travel-time on that edge) and vary significantly in short durations. We study
the applicability of two baseline solutions for TD-kNN and compare their effi-
ciency via extensive experimental evaluations with real-world data-sets, includ-
ing a variety of large spatial networks with real traffic-data recordings.

1 Introduction

With the ever growing popularity of online map services (e.g., Google Maps) and their
wide deployment in hand-held devices (e.g.,iPhone) and car-navigation systems, more
and more users search for geographical points of interests (e.g., restaurants, hospi-
tals) and the corresponding directions and travel-times to these locations. Consequently,
many recent research studies (e.g., [23,5,18,16,22,2,12,13,17,24]) focus on developing
techniques to accurately and efficiently compute the distance and route between objects
in large road-networks. However, a majority of these studies rely on pre-computation
of distances in the network and assume that the cost of traveling each edge of the road-
network is constant (e.g., corresponding to the length of the edge).

On the other hand, we are witnessing an increase in the instrumentation of roads in
major cities for collecting real-time traffic data. For example, we are working with LA
METRO 1 from whom we are receiving real-time traffic data from more than 6500 sen-
sors on various freeways and artillery roads in Los Angeles (LA) county. Studying this
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Fig. 1. Real-world travel-time for a weekday on a segment of I-405 in Los Angeles County

real-world traffic data, we observe that the actual travel-time on a road heavily depends
on the traffic congestion on the edges and is a function of the time of the day. To illus-
trate, consider Figure 1 that shows the graph of real-world travel-time on a segment of
I-405 freeway in LA between 6am and 8pm on a weekday. Some interesting observa-
tions can be made from this figure. First, the travel-time of a segment is a function of
the time of the day, hence, the term time-dependent travel-time. Second, the change in
travel-time is significant, for example from 9:00am to 9:30am, the travel-time of this
segment changes from 40 minutes to 20 minutes (100% change). Note that certain net-
work segments (e.g., bridges) can be unavailable during during certain instants of time.
Hence, the fastest path from a source to a destination may vary significantly depending
on the time of the day. Third, the duration of the change in travel-time is rather short,
e.g., within 30 minutes, and the change is continuous and not abrupt. Therefore, the
travel-time of an (future) edge may change during a trip. These simple observations
have a major computation implication: the time that one arrives at the segment entry
determines the travel-time on that segment. Hence, to compute the fastest path from
a source to a destination, all combinations of arrival-times at all possible segment en-
trances must be considered. We call this phenomenon ”arrival-dependency” and we
observe that because of this fact, naive approaches may find incorrect shortest paths
(thus incorrect nearest neighbors), especially at the boundaries of traffic rush-hours.
Fourth, we remark that there are only a handful of unique travel-time graphs for a given
segment (e.g., weekday-graph, weekend-graph, holiday-graph) and hence we can as-
sume that at any given time for any given segment we know the travel-time a priori2.

Moreover, in addition to the time-dependent traffic data collected by governmental
agencies (such as the data we receive from LA Metro), recently an increasing number
of navigation companies are also releasing time-dependent travel-time information for
road networks. For example, NAVTEQ [19], a leading provider of navigation services,
offers a Predictive Flow Service that provides time-dependent travel-times up to one
year. Also, INRIX [14] recently announced its new service that provides future traffic
(at the temporal granularity of five minutes) computed based on the historical traffic
data and local information like weather, school schedules, and sporting events.

2 Traffic prediction is an active area of research and beyond the scope of this paper.
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(a) 1-NN Query at 2 PM (b) 1-NN Query at 5 PM

Fig. 2. Time-dependent 1-NN search

Figure 2 illustrates an example of time-dependent k nearest neighbor search. With
this example, an ambulance is looking for the nearest hospital at 2 PM and 5 PM on
the same day on a particular road network. The time-dependent travel-time (in minutes)
and the arrival time for each edge are shown on the edges. Note that the travel-times
on the edges change with arrival time to the edges in Figures 2(a) and 2(b). There-
fore, the query launched by the ambulance at 2pm and 5pm would return different
results.

From Figure 2, one can come up with a naive approach to answer time-dependent
kNN problem by applying an existing kNN search algorithm (e.g., [22,16,2,12]) on
different snapshots of the graph generated at discrete times. However, there are fun-
damental shortcomings with such a naive approach. First, the naive approach needs
to update the edge weights and hence, the pre-computation (if any) for every snap-
shot. This is not realistic for real-world scenarios where the spatial network is large.
Second, the naive approach can provide inaccurate results since the computations are
done on discrete times rather than in continuous time. Specifically, the shortest path
between the objects is derived based on the weights known at the query time for all
network edges, disregarding the probably changing weight information during the trip
(recall that the network edge weights change over the time). For example, consider the
travel-time of all the edges are equal to five minutes at 5 PM in Figure 2(b). Finally,
it is very hard to decide on the effective choice of snapshot intervals for real-world
applications.

Considering afore-mentioned observations on the impact of time-dependency on
fastest path computation and the availability of time-dependent travel-time informa-
tion for road networks, the need for computational techniques that can answer time-
dependent spatial network queries (e.g., time-dependent kNN query) is apparent and
immediate. Unfortunately, once we consider the road networks with time-varying edge
weights, all the techniques assuming constant edge-weights and/or relying on distance
pre-computation would fail to answer k nearest neighbor queries in time-dependent
road networks.
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In this paper, for the first time, we study the problem of Time-dependent k Near-
est Neighbor (TD-kNN) search. TD-kNN finds the k static nearest neighbors of a
query object which is moving on a time-dependent network (i.e., a network where edge
weights are variable functions of time). We discuss and compare two different baseline
methods to answer time-dependent k nearest neighbor queries in both discrete and con-
tinuous time. With the first approach, we use time-expanded graphs to model the time-
dependent network. This allows us to exploit previously developed techniques for static
networks to solve TD-kNN problem with approximate results. With the second ap-
proach, we adopt incremental network expansion by generalizing it to time-dependent
networks.

The remainder of this paper is organized as follows. In Section 2, we review the
related work on both kNN queries and time-dependent shortest path algorithms. In Sec-
tion 3, we formally define the time-dependent k nearest neighbor query in spatial net-
works. In Section 4, we introduce two different baseline approaches for time-dependent
kNN queries. In Section 5, we present the results of our experimental evaluation of our
proposed approaches with a variety of spatial networks with large number of data and
query objects. Finally, in Section 6 we conclude and discuss our future work.

2 Related Work

In this section we review previous studies on kNN query processing in road networks
as well as time-dependent shortest path computation.

2.1 kNN Queries in Spatial Networks

In [22], Papadias et al. introduced Incremental Network Expansion (INE) and Incre-
mental Euclidean Restriction (IER) methods to support kNN queries in spatial net-
works. While INE is adaption of Dijkstra’s algorithm, IER exploits the Euclidean
restriction principle in which the results are first computed in Euclidean space and then
refined by using the network distance. In [16], Kolahdouzan and Shahabi proposed first
degree network Voronoi diagrams to partition the spatial network to network Voronoi
polygons (NV P ), one for each data object. They indexed the NV P s with a spatial
access method to reduce the problem to a point location problem in Euclidean space
and minimize the on-line network distance computation by precomputing the NVPs.
Cho et al. [2] presented a system UNICONS where the main idea is to integrate the
precomputed k nearest neighbors into the Dijkstra algorithm. Hu et al. [4] proposed a
distance signature approach that precomputes the network distance between each data
object and network vertex. The distance signatures are used to find a set of candidate
results and Dijkstra algorithm is employed to compute their exact network distance.
Huang et al. addressed the kNN problem using Island approach [12] where each vertex
is associated to all the data points that are centers of given radius r (so called islands)
covering the vertex. With their approach, they utilized a restricted network expansion
from the query point while using the precomputed islands. In [13], Huang et al. intro-
duced S-GRID where they partition the spatial network to disjoint sub-networks and
precompute the shortest path for each pair of border points. To find the k nearest neigh-
bors, they first perform a network expansion within the sub-networks and then proceed
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to outer expansion between the border points by utilizing the precomputed informa-
tion. Recently Samet et al. [23] proposed a method where they associate a label to each
edge that represents all nodes to which a shortest path starts with this particular edge.
They use these labels to traverse shortest path quadtrees that enables geometric prun-
ing to find the network distance. With all these studies, the network edge weights are
assumed to be static (i.e., travel-time functions of all edges are constants) and hence
the shortest path computations and precomputations are invalidated with time-varying
edge weights. Unlike the previous approaches, we make a fundamentally different as-
sumption that the weight of the network edges are time-dependent rather than fixed.
Our assumption yields a much more realistic scenario and versatile approach.

2.2 Time-Dependent Shortest Path Studies

Cooke and Halsey [3] introduced the first time-dependent shortest path (TDSP) solu-
tion where they formulated the problem in discrete time and use dynamic program-
ming. Dreyfus [8] proposed a generalization of Dijkstra algorithm, but his algorithm
is showed (by Halpren [11]) to be true in only FIFO networks. If the FIFO property
does not hold in a time-dependent network, then the problem is NP-Hard as shown
in [20]. In [1], Chabini proposed a discrete time one-to-all and all-to-one TDSP al-
gorithm that allows waiting at network nodes. In [9], George and Shekhar proposed a
time-aggregated graph where they aggregate the travel-times of each edge over the time
instants into a time series. Their model has less storage requirements than the time-
expanded networks. All these studies assume that the edge weight functions are defined
over a finite discrete window of time t ∈ t0, t1, .., tn, where tn is determined by the
total duration of time interval under consideration. Therefore, the problem is reduced
the problem of computing, for each time window, minimum-weight paths through the
static network where one can apply any of the well-known shortest path algorithms.
Although discrete-time algorithms are easy to implement, they have numerous short-
comings mainly on storage (discussed in Section 1). Orda and Rom [20] proposed a
Bellman-Ford based solution where edge weights are piece-wise linear functions. In
[4], Dean proposed a label-setting algorithm where arrival times are considered as the
labels of the nodes. In [7], Ding et al. also used a variation of label-setting algorithm
to solve the time-dependent shortest path problem. Their algorithm decouples the path-
selection and time-refinement by scanning a sequence of time steps of which the size
depends on the values of the arrival time functions. The focus of this algorithm is to
find a fastest path in a time-dependent graph for a given start time interval (e.g., be-
tween 7:30 AM and 8:30 AM). In [15], Kanoulas et al. introduced a Time-Interval All
Fastest Path (allFP) algorithm based on A* algorithm in time-dependent networks. In-
stead of sorting the priority queue by scalar values, they maintain a priority queue of
all paths to be expanded. Therefore, they enumerate all the paths from the source to
a destination node which incurs exponential running time in the worst case. In addi-
tion, their algorithm is efficient when estimation (heuristic function in A*) can enable
effective search space pruning. It is difficult to find such estimation in time-dependent
graphs.
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3 Problem Definition

In this section, we will formally define the problem of time-dependent kNN search in
spatial networks. We assume a spatial network (e.g. the Los Angles road network) con-
taining a set of static data objects (i.e., points of interest such as restaurants, hospitals)
as well as moving query objects searching for their kNN. We model the spatial network
as a time-dependent weighted graph whose edge and node properties as well as topo-
logical structure are time varying. We assume that the non-negative edge weights are
time-dependent travel-times between the nodes and the time-dependent edge weights
are given priori. We assume both data and query objects lie on the network edges and
all relevant information about the objects is maintained by a central server. We model
the data objects as the network nodes. As a query object moves, the central server is up-
dated with the new location of the object. Below, we formally define our terminology.

Definition 1. Time-dependent Graph
A Time-dependent Graph (GT ) is defined as GT (V, E) where V = {vi} is a set of
nodes representing the intersections and terminal points, and E (E ⊆ V × V ) is a set
of edges representing the network segments each connecting two nodes. Each edge e
is represented by e(vi, vj) where vi and vj are starting and ending nodes, respectively,
and vi �= vj . For every edge e(vi, vj) ∈ E, there is an edge travel-time function ci,j(t),
where t is the time variable in time domain T . An edge travel-time function ci,j(t)
specifies how much time it takes to travel from vi to vj starting at time t. For example,
Figure 3 depicts a road network modeled as a time-dependent graph GT (V, E). Fig-
ure 3(a) shows the graph structure with five edges and corresponding time-dependent
travel-times (as piece-wise linear functions) for each edge.

Definition 2. Travel-Time
Let {s = v1, v2, ..., vk = d} represent a path which contains a sequence of nodes where
e(vi, vi+1) ∈ E, i = 1, ..., k − 1. Given a time-dependent graph GT , a path (s � d),
and a departure-time from the source ts, the time-dependent travel time TT (s � d, ts)
is the time it takes to travel along the path. Since the travel-time of an edge varies
depending on the arrival-time to that edge (i.e., arrival-dependency), the travel time is
computed as follows:

TT (s � d, ts) =
k−1∑
i=1

c(vi,vi+1)(ti) where t1 = ts, ti+1 = ti + c(vi,vi+1)(ti), i =

1, .., k.
For example, in Figure 3 the travel-time of path {(v1, v2, v3, v5)} with departure-

time t = 5 is TT (v1 � v5, 5) = 45.

Definition 3. Time-dependent Shortest (Fastest) Path
Given a GT , a source s ∈ V , a destination d ∈ V , and a departure-time ts from the
source, the time-dependent shortest path TDSP (s, d, ts) is a path with the minimum
travel-time among all paths from s to d. Since we consider the travel-time between
nodes as the distance measure to find the shortest path, we refer to TDSP (s, d, ts) as
time-dependent fastest path TDFP (s, d, ts) and use them interchangeably in the rest
of the paper. In a time-dependent graph, the fastest path from s to d changes based on
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the departure-time from the source. For instance, in Figure 3, suppose a query looking
for the fastest path from node v1 to v5 for ts = 5. In this case, TDFP (v1, v5, 5) =
{v1, v2, v3, v5}. However, the same query will return TDFP (v1, v5, 10) = {v1, v2, v4,
v5} for ts = 10. This is why all the methods assuming constant edge-weights and/or
relying on distance pre-computation would fail to answer k nearest neighbors in time-
dependent road networks. Obviously, with constant edge weights (i.e., time-independent),
regardless of the query time the query would always return the same path (and path
travel-time) as the result.

Definition 4. Time-dependent k Nearest Neighbor Query (TD-kNN)
A time-dependent k nearest neighbor query on spatial networks is defined as a query
that finds the k nearest neighbors of a query object moving on a time-dependent net-
work GT . Considering a set of n data objects P = {p1, p2, ..., pn}, the TD-kNN
query with respect to a query point q finds a subset P

′ ⊆ P of k objects with mini-
mum time-dependent travel-time to q, i.e., for any object p

′ ∈ P
′

and p ∈ P − P
′
,

TDFP (q, p
′
, t) ≤ TDFP (q, p, t).

In the rest of this paper, we assume that the edge travel-time functions are given as
positive piece-wise linear functions of time and all piece-wise functions have a finite
number of pieces. This is consistent with how traffic trends are reported for a given
edge in real-world road networks. We also assume that the spatial network GT satisfies
the First-In-First-Out(FIFO) property [4]. This property suggests that moving objects
exit from an edge in the same order they enter the edge. Finally, with our algorithm, we
do not allow objects to wait at a node, because, in most real-world applications, waiting
at a node is not realistic as it requires the moving object to get out of the current road
(e.g., the exit freeway) and find a place to park and wait.

(a) Graph GT (b) c1,2(t) (c) c2,3(t)

(d) c2,4(t) (e) c4,5(t) (f) c3,5(t) change

Fig. 3. A Time-dependent Graph GT (V, E)
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4 Baseline TD-KNN Algorithms

In this section, we explain two different algorithms to evaluate time-dependent k
nearest neighbor queries in spatial networks. With the first approach, we model the
time-dependent road network as a time-expanded graph [21] that approximates the
time-dependent network with a snapshot of the network in each time interval. With
the second approach, we exploit a generalization of incremental network expansion
[22] method where we use time-dependent arrival times as the labels of the nodes to
form the greedy search. While the former enables us to use existing nearest neighbor
algorithms but with approximate results, the latter allows for obtaining exact results in
FIFO time-dependent networks.

4.1 TD-kNN with Time-Expanded Networks

Given a time-dependent graph GT (V, E), a time-expanded model discretizes the time
domain T = [t0; tn] into n points of time, and constructs a static graph G(V, E) by
making n copies of each node and each edge, respectively. Specifically, time-expanded
network replicates the original network for each discrete time unit t = 0, 1, ..., tn,
where tn is determined by the total duration of the time interval under consideration.
This model connects a node and its copy at the next instant in addition to the edges in
the original network, replicated for every time instant. The weight of an edge in time-
expanded network is the time difference between the time events associated with its
endpoints. Therefore, a time-varying edge cost can be interpreted as a static flow in
the corresponding time-expanded network. Figure 4 shows four consecutive snapshots
and the corresponding time-expanded model of the time-dependent network in Figure
3. In this figure, for example, the weight (i.e., travel-time) of edge (v1, v2) at t = 0 is
represented by connecting the copy of node v1 at t = 0 to the copy of node v2 at t = 20.

The time-expanded network approach enables time-dependent k nearest neighbor
problem to be solved by applying techniques developed for static networks (e.g., INE).
However, there are two drawbacks with any solution based on time-expanded networks.
First, since the original network is replicated across time instants, the size of the net-
work increases hence, resulting in high storage overhead and slower response time. The
storage requirement for a time expanded-network is O(|V |T )+ O(|V |+ |E|T ), where
T is the total number of snapshots. Second, the difference between the shortest path
obtained using time-expanded model and the optimal shortest path is very sensitive to
the parameter n, and is unbounded. Because, the query time (or the arrival-time to an
edge) can always be between any two time points (e.g., between t0 and t1), but the edge
weights are only captured in either of the time points. For example, consider a shortest
path query executed at t = 12 in Figure 4, and an error ε between the optimal path and
the path found using time-expanded network model. In this case, the network snapshot
at t = 10 is used to compute the shortest path for t = 12 and ε is accumulated on each
edge along the path. Our experiments show that the error rate is especially high dur-
ing rush hours (see 5.2), hence causing time-expanded models to generate inaccurate
results.
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(a) t0=0 (b) t1=10 (c) t2=20

(d) t3=30 (e) Time-expanded model

Fig. 4. A Time-expanded graph

4.2 TD-kNN with Network Expansion

In this section, we propose an algorithm that generalizes the incremental network ex-
pansion method [22] (originally proposed for static road networks) to answer k nearest
neighbor queries in time-dependent road networks. With this algorithm, starting from
the query object q all network nodes reachable from q in every direction are visited in
order of their proximity (i.e., time-dependent travel-time) to q until all k nearest data
objects are located. We use four main data structures to enable the network expan-
sion solution. The adjacency component captures the network connectivity. The edge
component includes the poly-line representation of each network edge (u, v), length of
the edge, and a pair of pointers to the disk pages containing the adjacency lists of its
endpoints u, v. The travel-time component includes the travel-time functions of each
network edge. We use hash table to associate travel-time functions to network edges.
The last component is R-tree [10] that indexes the edges’ MBRs. Each leaf entry of
R-tree contains a pointer to the disk page storing the corresponding edge.

We outline our proposed approach in Algorithm 1. The algorithm takes three param-
eters as the input, i.e., query location q, number of desired nearest neighbors k, and
query time tq . We first execute a findEdge(q) operation to find the edge that contains
q by performing a point location query on R-tree index. Then, we expand the network
based on the time-dependent travel-time to each node around q until k objects are found.
Specifically, we keep track of the arrival time at the end node of an edge e and use this
arrival time to determine the (time-dependent) travel cost of the adjacent edges of edge
e. In Algorithm 1, let t(v) denote the time taken to travel from q to node v along the
fastest path in a time-dependent network, i.e., time to travel for TDFP (q, v, tq). Anal-
ogous to shortest path distances, for every edge e(u, v), we have t(v) ≤ fe(t(u)) where
fe(t(u)) is the time taken to travel from q to u plus the time travel from u to v (see
Section 3 for time-dependent travel-time computation). The core idea (as initially shown
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in [8,4]) with this algorithm is that, analogous to shortest path distances, we now have
t(v) ≤ fe(t(u)) and this will form the basis of our greedy algorithm. We use a priority
queue S to keep track of the nodes to be examined. With S, we maintain the set ex-
plored nodes (which includes the nodes for which we have calculated the actual t(v))
as well as a label l(v) for each node not in S, where the label is our current estimate for
the least time it takes to reach v from s. We update l(v) by min(l(v), fe(t(u))) (Line
8) only considering the edges (u, v) where u ∈ S. Finally, we pick the node w /∈ S
with smallest l(.) value and add it to the set S. If the recently added node is a data ob-
ject (recall that data objects are modeled as network nodes), we add that data object to
nearest neighbor array NN and accordingly compute its travel time (Line 11-13). This
process is repeated until the algorithm finds k data objects. It is important to note that
Algorithm 1 holds for FIFO networks in which greedy property is maintained.

Algorithm 1. TDFP(q,k,tq)
1: // S: set of nodes, q: query location, dt: departure-time from q
2: // tt: travel-time of the fastest path, vi: last node added to S
3: // NN : array of current NNs
4: Initialize S = {q}, t(q) = 0, l(v) = ∞ for all v /∈ S
5: vi = q
6: while S �= V do
7: for each e(vi, vj) ∈ E where vj /∈ S
8: l(vj) = min(l(vj), fe(t(vi)))
9: Let w /∈ S such that l(w) = minvj /∈S l(vj)

10: S = S
⋃{w}, t(w) = l(w), vi = w

11: If vi is a dataObject Then
12: add vi to NN ;
13: tt = t(vi) − tq; //compute travel-time to vi

14: End If;
15: If NN.size() = k Then break;
16: end while
17: return NN and travel times

5 Experimental Evaluation

5.1 Experimental Setup

We conducted several experiments with different spatial networks and various param-
eters (see Table 1) to evaluate the performance of both TD-kNN algorithms. As our
dataset, we used Los Angeles (LA) and San Joaquin County (SJ) road network data
with 304,162 and 24,123 road segments, respectively. We obtained these datasets from
TIGER/Line 1. Both of these datasets fit in the memory of a typical machine with 4GB
of memory space.

To create realistic time-dependent edge weights, it is necessary to collect huge amounts
of data about the network edge behaviors. Towards that end, for the past 1 year, we have

1 http://www.census.gov/geo/www/
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been continuously collecting speed, occupancy, volume sensor data from a collection
of approximately 6000 sensors located on the road network of Los Angeles County. The
sampling rate of the data is 1 reading/sensor/min. Currently, ourdatabase consists of about
750 million sensor reading representing speed profiles on the road network segments of
LA. We used the historical sensor data to create travel-time functions for LA network. In
order to create the time-dependent edge weights of SJ network, we developed a traffic
model [6] that synthetically generates time-dependent edge weights for SJ .

Table 1. Experimental parameters

Parameters Default Range
Number of objects 10 (K) 1,5,10,15,20(K)
Number of queries 3 (K) 1,2,3,4,5 (K)
Number of k 20 1,10,20,30,40,50
Object Distribution Uniform Uniform, Gaussian
Query Distribution Uniform Uniform, Gaussian

We generated the parameters represented in Table 1 using a simulator prototype de-
veloped in Java. We conducted our experiments on a workstation with 2.7 GHz Pentium
Core Duo processor and 12GB RAM memory.

We computed the time-expanded network model of both LA and SJ networks by
discritizing the networks for each 15 minutes. Similar to Algorithm 1 (denoted by TD-
NE), we implemented a network expansion method to find k nearest neighbors in time-
expanded networks (denoted by TE). We continuously monitored each query for 50
timestamps in both of the implementations. For each set of experiments, we only vary
one parameter and fix the remaining to the default values in Table 1.

Since the experimental results with both LA and SJ networks differ insignificantly
and due to space limitations, we only present the results from LA dataset.

5.2 Results

Correctness and Impact of k. With this experiment, we compare the correctness of the
two algorithms (i.e., percentage of correctly identified nearest neighbors). Figure 5(a)
plots the correctness versus time ranging from 6 am to 6 pm, while using default settings
in Table 1 for all other parameters. As shown, while TD-NE returns correct results
all the time, TE’s correctness is substantially low around rush hours (i.e., 7-9 am, 4-6
pm). This is because time-dependent weights of each network segment change rapidly
especially at the boundaries of the traffic peak periods, resulting the error accumulating
along the path.

Next, we compare the performance of the two algorithms with regard to k. Figure
5(b) shows the average query efficiency versus k ranging from 1 to 50. The results
indicate that TD-NE outperforms TE with all values of k and the response time of both
algorithms increases with the large values of k. Note that the slower response time
of TE in this and the following experiments is due to increased size of the network
because of replication. One can implement pre-computation techniques to accelerate
the response time of TE.
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(a) Correctness versus time (b) Impact of k on response time

Fig. 5. Correctness and impact of k

Impact of Object/Query Distribution and Network Size. With this experiment, we
study the impact of object and query distribution as well as network size. Figure 6
shows the response time of both algorithms where the objects and queries follow either
uniform or Gaussian distributions. As illustrated, TD-NE yields better performance for
queries with Gaussian distribution. This is because as queries are clustered in the spa-
tial network with Gaussian distribution, their nearest neighbor would overlap; hence,
allowing TD-NE to save computation.

In addition, we measured the performance of both algorithms with respect to the net-
work size. In order to evaluate the impact of network size, we conducted experiments
with the sub-networks of LA dataset ranging from 50K to 250K segments. Figure 6(b)
illustrates the response time of both algorithms with different network sizes. In gen-
eral, with the default parameters in the Table 1, the response time increases for both
algorithms as the network size increases.

Impact of Object and Query Cardinality. With this set of experiments, we compare
the performance of the two algorithms by varying the cardinality of the data objects

(a) Impact of object distribution (b) Impact of network size

Fig. 6. Response time versus distribution and network size
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(P) from 1K to 20K while using default settings in Table 1 for all other parameters.
Figure 7(a) illustrates the impact of the growing object cardinality on response time.
The results indicate that the response time linearly increases with the number of data
objects in both methods, where TD-NE outperforms TE for all cases. From P=1K to
5K, the response time is slower. Because, since the objects are sparsely distributed
when P is small, network expansion visits more redundant network nodes causing extra
processing time. Figure 7(b) shows the impact of the query cardinality (Q), ranging
from 1K to 5K, on response time. As shown, TD-NE scales better with large number of
Q and the performance gap between the approaches increases as Q grows.

(a) Impact of object cardinality (b) Impact of query cardinality

Fig. 7. Response time versus query/object cardinality and agility

6 Conclusion and Future Work

In this paper, for the first time we studied the problem of time-dependent k nearest
neighbor search (TD-kNN) in spatial networks. We formulated a generalized type of k
nearest neighbor query where we, unlike the existing studies, assume the edge weights
of the network are time varying rather than fixed. We studied two baseline solutions
exploiting time-expanded network and network expansion frameworks and compared
their efficiency with real-world data-sets, including a variety of large spatial networks
with real traffic-data. Although time-expanded network framework provides a mecha-
nism to use existing kNN algorithms for static networks, the experimental results sug-
gest that the error rate (incorrectly identified nearest neighbors) of this approach is very
high especially during traffic peak hours. On the other hand, while network expansion
yields correct results at all times, the overhead of executing network expansion is very
high particularly in large networks with a sparse set of data objects, hence the need for
efficient time-dependent search algorithms.

We intend to pursue this study in three different directions. First, we intend to in-
vestigate new data models for effective representation of spatiotemporal road networks.
This is critical in supporting development of efficient and accurate time-dependent al-
gorithms (e.g., shortest path), while minimizing the storage and cost of the computa-
tion. Second, given that online nearest neighbor queries require near real-time response
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time, we plan to develop novel preprocessing and indexing techniques that can be used
to accelerate kNN computation in time-dependent networks. Third, we plan to study a
variety of other spatial queries (including range queries and skyline queries) in time-
dependent road networks.

Given the importance of time-dependency for accurate and realistic spatial query
processing in road networks, as well as increasing use of traffic sensors and, hence;
availability of time-varying traffic data, we predict rapid growth of interest (at academia
and industry) in developing various query processing solutions for spatial queries in
time-dependent road networks.
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Abstract. Location information acquired by sensors and other devices
is not necessarily accurate and has vagueness. In the research field of
spatial databases, query processing techniques based on uncertain loca-
tion information are highly interested in recent years. In this paper, we
overview the trend of this field and describe our related projects and
future prospects.

1 Introduction

In recent years, due to the development of mobile network technology and GPS
devices, information services and applications based on location information are
repidly increasing. Location information acquired by GPS usually contains noise
and we may not be able to obtain accurate location information. Uncertainty of
location occurs not only in mobile computing but also in a location estimation
of a mobile robot. In robotics, the location of a mobile robot is often estimated
by sensors and movement histories [1]. Based on such a background, research on
spatial database queries based on uncertain location information has become an
active research field.

Our research group has been investigating query processing techniques for
spatial databases based on uncertain information [2,3]. The feature is to use
the Gaussian distribution to express location vagueness. Gaussian distribution
is one of the basic probability distributions and widely used in statistics and
pattern recognition [4]. Our research mainly focuses on the situation when the
user’s position obeys a Gaussian distribution and we have proposed algorithms
for range queries [3] and nearest neighbor queries [2]. In this paper, we overview
related studies in spatial query processing for uncertain location information
then briefly introduce the research activities of our group.

2 Overview of Related Work

There are various ways for representing uncertainty of locations. The simplest
approach is to assume the location of an object obeys a uniform distribution (e.g.,
[5]). Another approach is to assume a location is generally described by some
probabilistic density function (PDF ). The assumed types of PDFs are different
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depending on the studies. Most of the approaches [6,7,8] treat a PDF as a black
box and do not consider its details. Their approaches aim at generic algorithms
which work well for arbitrary PDFs. On the other hand, some other approaches
consider special types of PDFs [2,3]. Using specific properties of a PDF, we would
be able to develop efficient and effective algorithms.

We can classify types of spatial queries. There are various types of queries in
spatial databases [9]. We can also consider several types of queries for uncertain
location information. Most of the proposals focus on the algorithms for range
queries [7,10,3,5,8] and nearest neighbor queries [6,11,10,12]. Some studies focus
on clustering methods based on uncertain location information [13].

We can consider other criteria by considering which objects are uncertain.
Roughly speaking, there are three cases: data objects are uncertain [11,10,5,8],
query objects are uncertain [3], and both of the objects are uncertain [6,7,12].
In addition, the proposed algorithms are different in several factors such as the
types of object shapes (e.g., points, rectangles) and the number of dimensions
(e.g., 1-D, 2-D, arbitrary dimensions).

The concept of an uncertainty region is often used in the algorithms for spatial
querying based on uncertain location information. An uncertainty region for an
object is a region such that the region in which the object is located with the
specified probability. It roughly represents the area in which the object locates
and used for fast processing when a spatial query is given. An uncertainty region
may be contained in the description of the object itself, or it may be derived
from the properties of the object. The latter approach is often taken when it is
costly to treat the vague representation of an object directly.

When the location of an object is given by a PDF, integration of the PDF is
often required to process queries. If the PDF cannot be integrated analytically,
it is necessary to use numerical integration such as the Monte Carlo method,
but the processing cost is quite huge. In this case, a filtering process to decrease
the number of target objects for integration becomes extremely important, and
the concept of an uncertainty region is especially effective.

In addition to these approaches, some studies incorporated sampling methods
into query processing algorithms [12]. Moreover, [14] extended the notion of the
Voronoi diagram [15] for uncertain locations to process nearest neighbor queries.

3 Summary of Our Research

3.1 Uncertain Query Locations

In our research, we assume that the Gaussian distribution is used for representing
uncertainty of locations. In the previous studies [2,3], we assume that the location
of a query object is imprecisely specified by a Gaussian distribution. The location
of a query object is formally defined as follows.

Definition 1. Assume that x, the location of a query object q, is represented by
a d-dimensional Gaussian distribution [4]

pq(x) =
1

(2π)d/2|Σ|1/2 exp
[
−1

2
(x − q)tΣ−1(x − q)

]
, (1)
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where q is the average of the distribution, Σ is a d × d covariance matrix, and
|Σ| represents its determinant.

As described in the introduction part, the Gaussian distribution is quite popular
in statistics and pattern recognition [4] and is also used in estimating the loca-
tion of moving robots [1]. We have developed efficient spatial query processing
algorithms considering the specific properties of a Gaussian distribution.

3.2 Probabilistic Range Queries

As an example, let us consider a neighborhood information retrieval for a mov-
ing robot. We assume that a moving robot sequentially estimates its location
based on sensor information and own movement histories (Fig. 1). If we repre-
sent and track the movement by using a Kalman filter [1] assuming a Gaussian
probabilistic process, the location of the robot in every moment is be vaguely
represented by a Gaussian distribution.

Fig. 1. Spatial range query issued by a moving robot

Consider that we want to retrieve the information of the target objects (e.g.,
obstacles or items to be obtained) within 10m from the robot. We assume that
the data for the target objects (their locations are represented by points) are
maintained in the database embedded within the robot. This query cannot be
processed as a normal spatial range query—since the location of the robot is
uncertain, the distance between the robot and each target is also uncertain and
is given probabilistically.

To solve this problem, we have extended the concept of a spatial range query
[3]. We defined a probabilistic range query (PRQ) such as “retrieve the target
objects such that the probabilities such that the locations of the objects are
within 10m from the moving robot are less than the threshold”. It is formally
given as follows.

Definition 2. Given the probability density function pq(x), the distance thresh-
old δ (δ > 0), and the probability threshold θ (0 < θ < 1), a probabilistic range
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query PRQ(q, δ, θ) returns all the objects such that the probabilities that their
distances from the query object q are less than or equal to δ are greater than or
equal to θ. It is formally defined as follows:

PRQ(q, δ, θ) = {o | o ∈ O, Pr(‖x − o‖2 ≤ δ2) ≥ θ}, (2)

where O is the set of the target objects, ‖·‖ is the length of a vector, and ‖x−o‖2

represents the squared Euclidean distance between x, the location of the query
object q, and o, the location of the object o.

The naive approach to process this query is as follows. For each target object,
we consider a circle which is centered at the target point and has the radius δ. If
the probability that the query object (moving robot) locates inside of the circle
is greater than or equal to θ, the target object satisfies the query condition.
However, we need to integrate the Gaussian distribution shown in Eq. (1) for
evaluating the probability—this is quite costly because it requires numerical
integration such as the Monte Carlo method.

To solve the problem, we proposed three query processing strategies to re-
duce the number of target objects for which numerical integration should be
performed [3]. Using three strategies, we first derive three regions in which the
candidate target objects are located. Then we retrieve the objects (the targets
of numerical integration) which is inside of the intersection area of the three
regions. In addition, the proposed algorithm can effectively use a spatial index
such as an R-tree.

Let us show an experimental result. Figure 2 shows the points data obtained
from the cross roads of Montgomery County of Maryland, U.S.A. We have nor-
malized the data within 1000 × 1000 units. The figure shows an example query
when δ = 50 and θ = 1%. The ellipse shown in the figure represents the iso-
surface of the Gaussian distribution. Figure 3 shows the resulting points for this
query.

Fig. 2. Example data and query Fig. 3. Example query result
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3.3 Probabilistic Nearest Neighbor Queries

We also proposed the extended version of nearest neighbor queries for our context
[2]. A probabilistic nearest neighbor query (PNNQ) is defined as follows.

Definition 3. Given the probability density function pq(x) and the probability
threshold θ (0 < θ < 1), a probabilistic nearest neighbor query PNNQ(q, θ)
returns all the objects each of which satisfy the following condition: the probability
that the object becomes the nearest neighbor of q is greater than or equal to θ.
Let O be the set of data objects and let PrNN (o) be the probability that an object
o ∈ O becomes the nearest neighbor of q:

PrNN (q, o) = Pr(∀o′ ∈ O, o′ �= o, ‖x − o‖2 ≤ ‖x − o′‖2), (3)

A probabilistic nearest neighbor query is defined as follows:

PNNQ(q, θ) = {n | n ∈ O, PrNN (q, n) ≥ θ}. (4)

We have proposed two query processing strategies both of which are based on the
Voronoi diagram [15]. Figure 4 shows the result of a query. The data set is same as
the former example. In the proposed method, the candidate objects (the targets
of numerical integration) correspond to the intersection of the Voronoi regions
which overlap with the rectangle shown in the figure and the Voronoi regions with
bold borders. The shaded Voronoi regions correspond to the resulting nearest
neighbor objects.

Fig. 4. Result for probabilistic nearest neighbor queries
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4 Conclusions

In this paper, we described the approaches to spatial database query processing
based on uncertain location information. We introduced the background and
several existing studies and then described the research performed by our group.
Currently, our group is working for extending the previous work. For example,
we are developing query processing method when both of a query object and
target objects obey Gaussian distributions and a general indexing method for
processing location-based queries based on Gaussian-based distributions. We
would like to report their results in the future publications.
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Abstract. Given a set of objects, a skyline query finds the objects that
are not dominated by others. We consider a skyline query for sets of
objects in a database in this paper. Let s be the number of objects in
each set and n be the number of objects in the database. There are nCs

sets in the database. We consider an efficient algorithm for computing
convex skyline of the nCs sets, which we call “convex skyline sets”. Re-
cently, we have to aware individual’s privacy. Sometimes, we have to hide
individual values and are only allowed to disclose aggregated values of
objects. In such situation, we cannot use conventional skyline queries.
The proposed function can be a promising alternative in decision mak-
ing in a privacy aware environment. In addition, if we consider sets of
objects, we can extend the idea of the skyline query to spatio-temporal
databases. For example, we can retrieve sets that are not dominated by
another set in respect of time-interval or spatial-area. In this paper, we
propose temporal and spatial skyline sets query.

Keywords: Skyline Query, Skyline Sets, Skyline Portfolio, Spatial Sky-
line, Temporal Skyline, Privacy.

1 Introduction

Skyline queries retrieve a set of skyline objects so that a user can choose promis-
ing objects from them and make further inquiries. Given a k-dimensional database
DB, an object p is said to be in skyline of DB if there is no object q in DB
such that q is better than p in all k dimension. If there exist such object q, then
we say that p is dominated by q or q dominates p. Figure 1 shows a typical
example of skyline. The table in the figure is a list of hotels, each of which con-
tains two numerical attributes “distance” and “price”. In the list, the best choice
usually comes from the skyline, i.e., one of {h1, h3, h4} (See Figure 1 (b)). A
number of efficient algorithms for computing skyline have been reported in the
literature [1,2,3,4,5,6].

Recently, to preserve individuals’ privacy is one of important data manage-
ment issues. Sometimes, we have to hide individual values to preserve privacy
and we are only allowed to disclose aggregated values of objects. In such situa-
tion, we cannot use conventional skyline queries.
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Fig. 1. Skyline Example

In this paper, we consider a skyline query for sets of objects in a database.
Let s be the number of objects in each set and n be the number of objects in the
database. There are nCs sets in the database. We consider an efficient algorithm
for computing convex skyline of the nCs sets, which we call “convex skyline sets”.
This function does not disclose individual values. Instead, it discloses aggregated
values of s objects. It will be one of the most promising alternatives for decision
making in a privacy aware environment.

In addition, sometimes users are not interested in individual objects but sets
of objects. In such cases, the skyline sets query can be utilized. For example, if
a user has to reserve multiple hotels at a time, she/he has to find a set of hotels
that she/he prefers. Then, she/he needs to consider a problem of choosing a
preferable set of objects in a database.

Assume an event organizer has to reserve rooms in three different hotels
around the event venue. Look at the example in Figure 1 again. The conventional
skyline query, which outputs h1, h3, and h4, doesn’t provide sufficient informa-
tion for the set selection problem. To solve the problem, we propose a function
called convex skyline sets query that computes sets that lie in the convex hull of
all object sets.

Figure 2 (a) is a list of 3-sets, in which all of the combinations of three hotels
are listed. The “h123” denotes a set of {h1,h2,h3}. “Distance” and “Price” of
“h123” are the sum of the “Distance” and “Price” of respective hotels in the
set. The event organizer prefers a set in the skyline of the combinations of three
hotels, i.e., one of {h123, h135, h235, h234, h345} as we can see in Figure 2 (b).
Our convex skyline sets query efficiently computes those convex skyline sets.

The problem of finding attractive sets is important especially in financial
databases. For example, investors are always considering their best portfolio.
Asset managers have to provide attractive financial funds by combining stocks,
bonds, derivatives, currencies, commodities, and so on. Skyline sets query can
provide them some important clues.
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Fig. 2. Skyline of 3-Set

2 Skyline Sets Problem

We consider the database DB having k attributes and n records. Let a1, a2, ...,
ak be the k attributes of DB. Without loss of generality, we assume that smaller
value in each attribute is better.

Let s-set be an object set whose size is s. We assume s is a relatively small
number such that 2 ≤ s ≤ 10 though we can compute s-sets for much larger s.
Let S be the set of all s-sets in DB. Note that the number of s-sets in DB is
nCs = n!

(n−s)!s! , we denote the number by |S|. We assume a virtual database of S

on the k dimensional space of DB. Each record of the database is an s-set whose
value of each attribute (dimension) is the sum of s values of corresponding s
objects. We denote p.al as the l-th attribute value of a record p in S.

An s-set p ∈ S is said to dominate another s-set q ∈ S, denoted as p ≤ q, if
p.ar ≤ q.ar (1 ≤ r ≤ k) for all k attributes and p.at < q.at (1 ≤ t ≤ k) for at
least one attribute. We call such p as dominant s-set and q as dominated s-set
between p and q.

An s-set p ∈ S is said to be a skyline s-set if p is not dominated by any other
s-set in S.

2.1 Convex Skyline

We can consider a record in S to be a point in k-dimensional vector space.
Convex hull for the set of |S| points is the minimum polyhedron containing the
set. The dotted line polygon in the left of Figure 3 is an example of convex hull
in two dimensional space.

In the figure, a1min and a2min are the point that has the minimum value of
attribute a1 and a2, respectively. Notice that such points must be in the convex
hull. We call the line between a1min and a2min the initial facet. Among all points
in the convex hull, points that lie outside of the initial facet are skyline objects
and we call such points convex skyline objects.



320 Y. Morimoto and Md. Anisuzzaman Siddique

Fig. 3. Convex Hull and Convex Skyline

The triangle surrounded by a1min, a2min, and a3min in the right of Figure 3
is an example of the initial facet in three dimensional space. Convex skyline
objects are points in the convex hull outside the initial facet.

In k-dimensional space, we compute such initial hyperplane surrounded by k
points as the initial facet. Then, we compute convex skyline objects that lie in
the convex hull outside the initial facet.

The definition of convex skyline sets problem can be simplified as follows:
Given a natural number s, find all s-sets that lies in both the convex hull and
the skyline of S.

Conventional skyline queries do not solve this problem since some non-skyline
object (dominated object) can be a member of a convex skyline set. For example,
as we can see in Figure 2 (b), after computing the convex skyline of 3 hotels we
get five hotel sets h123, h135, h235, h234, and h345. Here, both of h2 and h5 are
the members of a convex skyline 3-sets but they are not in skyline of individual
hotels.

3 Algorithm for Convex Skyline Sets

If we compute all of the s-sets from the original database and make a database
containing |S| records, the problem can be solved by conventional skyline query
algorithms. However, |S| is unacceptably large when the original database size is
large. Therefore, we consider an algorithm for finding convex skyline sets without
computing |S| s-sets.

3.1 Touching Oracle

Each s-set in S can be represented as a k-dimensional point x = (x1, x2, ..., xk)
where xi (1 ≤ i ≤ k) is the sum of the i-th attribute’s value of the s objects in
DB.

Touching oracle function is a method to compute a point on the convex hull
without generating S. It computes the tangent point of the convex hull of S and
a (k − 1)-dimensional hyperplane directly from DB.
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Fig. 4. Touching Oracle in 2D Space

Consider the examples of Figure 1 and Figure 2 again. There are 10 points in
S if s = 3. Since there are two attributes in the database, those 10 points are in
two-dimensional space as in Figure 2 (b). The dotted polygon in Figure 4 is the
convex hull of the 10 points. In the example, there are five records in the original
databases DB as in Figure 1 (a). Each of the five records is also represented as
a two-dimensional point, which we call an atomic point, which is denoted as a.

Assume there is a (k−1)-dimensional hyperplane which is a line if k = 2, whose
normal vector is Θ1 = (−1, 0) in the two-dimensional space. In order to find
the tangent point with the 1-dimensional hyperplane (line) and the convex hull
without precomputing all points in S, we compute (Θ1, a), i.e., inner products
of the normal vector and each atomic point as in the second column of Table 1.
We choose the top three inner products, i.e., {h1, h2, h3}. Those top three inner
products composes the tangent point (12, 15), which is the 3-set, h123. Similarly,
for a line with Θ2 = (0,−1), we can find {h3, h4, h5} is the top three in the inner
products of (Θ2,a). It composes the tangent point (20, 8), which is the tangent
point of the convex hull and the 1-dimensional hyperplane (line) whose normal
vector is Θ2.

In k-dimensional case, we choose a (k − 1)-dimensional hyperplane composed
by k points on the convex hull and compute normal vector of the hyperplane.
If there is a point of the convex hull outside the hyperplane, we can touch the
point with a (k − 1)-dimensional hyperplane that has the same normal vector.
By using the normal vector, we can find the tangent point with the tangent
(k − 1)-dimensional hyperplane by using the touching oracle function, which
chooses top s inner products from n atomic points in DB. Since s is negligible
small constant, we can compute the tangent point by scanning n atomic points
only once, which is O(n).
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Table 1. Inner Product with Tangent Lines

a (Θ1, a) (Θ2,a) (Θ1,2,a)
h1 -3 -8 -85
h2 -5 -4 -67
h3 -4 -3 -52
h4 -9 -2 -79
h5 -7 -3 -73

3.2 Convex Hull Search

Next, we discuss how to use the touching oracle function to compute all convex
skyline s-sets. First of all, we compute initial k tangent points that can be
computed by touching oracle with initial k vectors Θx = (θ1, θ2, ..., θk) where
θi = −1 if i = x, otherwise θi = 0 for each x = 1, ..., k. Note that those k
initial tangent points are on the horizon of the initial facet ((k − 1)-dimensional
hyperplane). Convex skyline s-sets are points lie outside of the initial facet and
are in the convex hull.

Next, we compute the normal vector of the initial facet. In the example above,
we have initial two tangent points: we have p1 = (12, 15) with the normal vector
Θ1 = (−1, 0) and we have p2 = (20, 8) with the normal vector Θ2 = (0,−1).
Using the facet containing the two initial points, we can compute the normal
vector of the facet as Θ1,2 = (−(15 − 8), (12 − 20)) = (−7,−8), which directs
outside of the facet. Using this normal vector, we can find new tangent point
h235, which is (16, 10). The new tangent point expands the initial facet into two
facets, which are the facet surrounded by p1 = (12, 15) and (16, 10) and the facet
surrounded by (16, 10) and p2 = (20, 8).

We recursively compute tangent points for each of the expanded facet. If we
find new point outside the facet, we expand the facet further. We continually
adopt the recursive operation while we can find new tangent point outside the
facet. Finally, we can find all convex skyline s-sets. We can apply this recursive
operation for higher k-dimensional space [7]. In the k-dimensional case, new
tangent point, which is found by the touching oracle, divides the initial facet
into k facets. In high dimensional case, the normal vector of each facet can be
computed as follows:

Three Dimensional Case: Assume we have a facet surrounded by three points
P1 = (p11, p12, p13), P2 = (p21, p22, p23) and P3 = (p31, p32, p33). We assume
that P1, P2 and P3 are clockwise order when we look the facet from outside of
the convex hull. Now, we can compute two edge vectors by using the three points
as follows. Suppose the edges vectors are V 1 = (v11, v12, v13) = (p21, p22, p23)−
(p11, p12, p13) and V 2 = (v21, v22, v23) = (p31, p32, p33) − (p11, p12, p13). The
outside normal vector of this facet is computed as the expansion of the following
symbolic determinant.
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V 1 ⊗ V 2 =

∣∣∣∣∣∣
e1 e2 e3
v11 v12 v13
v21 v22 v23

∣∣∣∣∣∣
In the formula, e1, e2, and e3 are the elementary vectors (1,0,0), (0,1,0) and
(0,0,1) respectively. Using this normal vector, we can divide this facet into three
facets if we can find a new tangent point outside of the facet by the touching
oracle function. If P is found outside of the facet, then the three new facets
are (P1, P, P3), (P1, P2, P ) and (P, P2, P3). The normal vectors of these three
facets are (P −P1)⊗ (P3−P1), (P2−P1)⊗ (P −P1) and (P2−P )⊗ (P3−P )
if points in each facet are clockwise order when we look the facet from outside
of convex hull.

Four Dimensional Case: We can use the idea into higher dimensional case
analogically.

Assume thatwehave a facet surroundedby fourpointsP1 = (p11, p12, p13, p14),
P2 = (p21, p22, p23, p24), P3 = (p31, p32, p33, p34) and P4 = (p41, p42, p43, p44).
Using similar operations of 3D case, we can compute three vectors
V 1 = (v11, v12, v13, v14) = P2 − P1, V 2 = (v21, v22, v23, v24) = P3 − P1 and
V 3 = (v31, v32, v33, v34) = P4−P1. Then, the normal vector that directs outside
can be computed as the expansion of the following determinant.

V 1 ⊗ V 2 ⊗ V 3 =

∣∣∣∣∣∣∣∣
e1 e2 e3 e4
v11 v12 v13 v14
v21 v22 v23 v24
v31 v32 v33 v34

∣∣∣∣∣∣∣∣
In the determinant, the value of e1, e2, e3 and e4 are (1,0,0,0), (0,1,0,0), (0,0,1,0)
and (0,0,0,1) respectively. If P is found outside of the facet, then the four new
facets are (P1, P2, P3, P ), (P1, P2, P, P4), (P1, P, P3, P4) and (P, P2, P3, P4).
The normal vectors of these four facets are (P2 − P1)⊗ (P3− P1)⊗ (P − P1),
(P2 − P1) ⊗ (P − P1) ⊗ (P4 − P1), (P − P1) ⊗ (P3 − P1) ⊗ (P4 − P1) and
(P2 − P ) ⊗ (P3 − P ) ⊗ (P4 − P ).

k-Dimensional Case: We can expand above operations for k-dimensional case.
Assume we have a facet surrounded by k points, P1 = (p11, p12, ..., p1k), P2 =
(p21, p22, ..., p2k), · · ·, Pk = (pk1, pk2, ..., pkk). We can calculate (k − 1) vectors
like V 1, V 2, · · ·, V (k − 1). Then, the normal vector of the facet that directs
outside can be computed as the expansion of the following determinant.

V 1 ⊗ · · · ⊗ V (k − 1) =

∣∣∣∣∣∣∣∣
e1 · · · ek

v11 · · · v1k

· · · · · · · · ·
v(k − 1)1 · · · v(k − 1)k

∣∣∣∣∣∣∣∣
If P is found outside of the facet, then the k new facets are (P, P2, · · · , Pk −
1, Pk), · · ·, (P1, P2, · · · , Pk − 1, P ). The normal vectors of these k facets are
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((P2 − P ) ⊗ · · · ⊗ (Pk − 1 − P ) ⊗ (Pk − P )), · · ·, ((P2 − P1)⊗ · · · ⊗ (Pk − 1 −
P1) ⊗ (P − P1)).

4 Spatio-temporal Expansion of Skyline Sets Query

We can expand the idea of skyline query into spatio-temporal data for the sky-
line sets problem. Table 2 is an example of such spatio-temporal database. The
“time” column shows an attribute that contains a time stamp information. The
“lat.” and “lon.” are latitude and longitude of each object’s location, respec-
tively.

Table 2. Spatio-Temporal Database

obj. time lat. lon. att1 att2 ...
o1 2 35.742 135.221 3 8
o2 5 38.421 134.822 5 4
o3 6 39.012 138.500 4 3
o4 3 35.985 138.159 9 2
o5 9 36.058 133.318 7 3

4.1 Temporal Skyline Set

Assume we are considering 5C3 = |S| 3-sets in the database containing 5 objects
as in Table 2. Following table is the projected aggregated list of 3-sets.

3-set Twidth att1 att2 ... 3-set Twidth att1 att2 ...
o123 4 12 15 o145 7 19 13
o124 3 17 14 o234 3 18 9
o125 7 15 15 o235 4 16 10
o134 4 16 13 o245 6 21 9
o135 7 14 14 o345 6 20 8

In the list, “o123” denotes a set of {o1,o2,o3}. “Twidth” is width of 3 time
stamps of each 3-set. And, “att1” and “att2” is the sum of “att1” and “att2” of
each 3-set, respectively.

Temporal skyline 3-set query outputs convex 3-sets of the list for the database
in Table 2 without computing the list of |S| 3-sets.

Temporal Touching Oracle

Assume we are considering three dimensional space of the “Twidth”, “att1”, and
“att2”. In the three dimensional space, we specify a vector Θ and consider a two
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dimensional plane whose normal vector is Θ. Temporal touching oracle function
computes the tangent point the two dimensional plane and the convex hull of
all of the |S| 3-sets without computing the |S| 3-sets.

Let Θ = (θ1, θ2, θ3) be the given normal vector. Same as the touching oracle in
Section 3.1, the tangent 3-set for Θ consists of three atomic points whose inner
product with Θ is in the top three.

Let the θ1 be the coefficient for the “Twidth” value of the inner product, i.e.,

θ1 ∗ Twidth + θ2 ∗ att1 + θ3 ∗ att2.

We precompute partial inner product g =
∑2

i=1(θi+1 ∗ atti) for each atomic
point and sort them by the “time” value. If Θ = (−1,−1,−1), the sorted atomic
points are as follows:

obj. o1 o4 o2 o3 o5

time 2 3 5 6 9
g =

∑
i(θi+1 ∗ atti) -11 -11 -9 -7 -11

In order to compute the optimal s-set that maximizes the inner product with
Θ, we use a dynamic programming that maintains the best interval between the
1st and the i-th and the best interval that ends with the i-th atomic point in
the sorted point sequence. Figure 5 is the outline of the dynamic programming
algorithm. In the algorithm, besti is the best s-set from the 1st to the i-th and
best-end-withi is the best s-set that ends with the i-th point.

1 initialize besti and best-end-withi to be from the 1st to the s-th.
2 for i = s + 1 ... n
3 update best-end-withi

4 if best-end-withi is better than besti then replace besti

Fig. 5. Temporal Touching Oracle Algorithm

Figure 6 shows how to update best-end-withi in the Step 3 of the dynamic
programming. Assume that p′i, p′′i , and p′′′i are the top-3 points that maximize
the inner product of time interval that ends in the i-th time stamp. Among the
three points, we assume that p′i is the earliest stamp point and p′′′i is the latest
stamp point. If time interval from p′i to the i-th is w′

i, then the inner product
value is θ1 ∗w′

i +g′i +g′′i +g′′′i , where g′i, g′′i , and g′′′i are the partial inner product
of p′i, p′′i , and p′′′i , respectively. Note that p′′′i may be different from pi.

The best-end-withi+1 must be the top three among p′i, p′′i , p′′′i and pi+1. If
p′i is in the top three, then the inner product value is θ1 ∗ (w′

i + w) and the
sum of partial inner product of the top three atomic points. Otherwise, the
inner product is θ1 ∗ (w′′

i + w) + g′′i + g′′′i + gi+1. Since s is small constant, this
update procedure can be done in constant time. Therefore, time complexity of
the temporal touching oracle function is O(n).
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Fig. 6. Update of best-end-withi in DP

By using this temporal touching oracle function recursively as in Section 3.2,
we can compute all the convex temporal skyline sets.

4.2 Spatial Skyline Set

By using spatial information such as “lat.” and “lon.” in Table 2, we can compute
spatial skyline sets. Following table is the projected aggregated list of 3-sets for
spatial skyline sets.

3-set area att1 att2 ... 3-set area att1 att2 ...
o123 13.53 12 15 o145 1.53 19 13
o124 8.94 17 14 o234 11.13 18 9
o125 5.10 15 15 o235 15.31 16 10
o134 11.78 16 13 o245 11.79 21 9
o135 16.95 14 14 o345 15.69 20 8

In the list, “area” is the area of the minimum bounding rectangular of 3
locations of each 3-set. Spatial skyline 3-set query outputs convex 3-sets of the
list.

5 Experiments

We conduct a series of experiments to evaluate the performance of skyline sets
query by using different types of datasets. The proposed algorithm was imple-
mented using Java J2SE V6.0. We conduct experiments on a PC with an Intel(R)
Core2 Duo, 2 GHz CPU and 3 GB main memory, running on Microsoft Windows
XP operating systems. Each experiment is repeated five times and the average
is taken.

As benchmark databases, we use the synthetic databases proposed by Borz-
sonyi et al. [1]. Objects in the synthetic databases have three value distributions:
“correlated”, “anti-correlated”, and “independent”.
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Fig. 7. Number of Retrieved Convex Skyline Sets

Figure 7 shows the number of retrieved sets of 2D case on different distribu-
tions and different database size. Five different synthetic datasets with cardinal-
ity 10k, 25k, 50k, 75k, and 100k are used in this experiment. We vary the set
size “s” between 2 to 10. The result shows that the number of convex skyline
sets maintains a positive correlation with the size, i.e., when “s” increases, the
number of returned sets also increase as well.

We evaluate the response time of the convex skyline sets algorithm on the
three different distributions. Figure 8 shows the results of 2D, 3D, 4D, and 5D
cases for synthetic datasets with 100k. We observe that our algorithm becomes
gradually slow if “s” increases. As in Figure 7, if “s” becomes large the number
of retrieved skyline sets also increases. Considering this fact, we can conclude
that our algorithm can perform well even if “s” becomes large.

Fig. 8. Time varying Set Size

Next, we evaluate the effect of database size. We used synthetic datasets
with cardinality 10k, 25k, 50k, 75k, and 100k. In this experiment, we fix “s” to
10. Figure 9 shows the results. We observe that the response time increases if
the database size increases. We also observe that it gradually increases if the
dimension, “k”, increases. Similar to the previous experiments, the total elapsed
time increases if database size and dimension increase.
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Fig. 9. Time varying Database Size

6 Conclusion

We consider a convex skyline query for sets of objects in a database in this
paper. Especially in privacy aware environments, we have to hide individual
values and are only allowed to disclose aggregated values of objects. In such
situations, the proposed function can be a promising alternative in decision-
making. The proposed function is also important for set optimization problems
such as portfolio analysis in financial databases. The proposed algorithm can
compute all convex skyline s-sets without making all sets.

Moreover, by using sets of objects, we can expand the idea of skyline query
to spatio-temporal databases. Temporal skyline sets help us to find optimal set
of objects within a small time interval. Such temporal skyline sets can be a
powerful tool for many application domains such as financial databases. Spatial
skyline helps us to find optimal set of objects within a small area, which can be
used for location analysis such as area marketing.

Currently, our spatial skyline sets query is not so efficient and the time com-
plexity is almost equivalent to compute all combinations of s-sets like the aggre-
gated list in Section 4.2. We are now working to improve the performance. We
are also considering skyline regions for much expressive shape than a rectangular
for example rectilinear regions and x-monotone regions as we considered for two
dimensional association rules [8].
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Abstract.  The search system to find surface features on the moon and other 
planets are essential for assisting research activities by scientists. Many research 
studies are developing improved system to search the lunar nomenclature. In 
this report, we present the recent progress on search system using three different 
approaches based on two major scheme of database search policy, QBE (Query-
By-Example) and QBO (Query-By-Object). The different approaches for the 
implementations use the same data. 

Keywords:  The moon, query interface, Web GIS, QBE, QBO. 

1   Introduction 

The names of the feature are the fundamental elements. These identify the position of 
surface on the moon and the planets. Even more, the location name information is 
commonly used in research. It can determine the feature the researchers are referring to. 

Considering the commonly available systems, the main function of search in such 
systems is location-based map. In these systems, map is used for identifying the loca-
tion by clicking any points on it. These systems set little importance on the search 
from features based on object names, which are considered to be basic information for 
identifying the locations on the moon. 

We have studied technique to improve access to map objects using lunar nomen-
clature search system using database technology [1][2]. In this system, users can 
search lunar feature object such as craters, mare (“sea”)  and mons (mountains) and 
show their detailed information. Additionally, our search system has combination 
function which can make geographical computation with two or more objects. Users 
can search objects which are “near” the target objects. 

However, the system has some limitations and shortcomings. The largest disadvan-
tage upon the system is that it has no display of the current search situation. Due to 
lack of the capability, users can lose the current point of search during the operation. 
As the search becomes complex with combining two or more objects, the lack of the 
search status display will become serious problem. 

On the other hand, the new framework of database search, called QBO (Query-By-
Object) [3] is emerging. The QBO handles each search result as an object, and they 
can be combined (and calculated) such as addition (“and”) and joining (“or”). These 
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systems are different from the conventional approach called QBE (Query-By-
Example) [4].  

As a nature of QBO concept, QBO is particularly useful when the search is done as 
a combination of small searches. This means the QBO is useful for complex search 
and search from the portable devices which cannot handle many search options. 

2   Implementation Strategy 

To be able to test the new implementation, we configured three different approaches 
to evaluate the benefit and shortcomings of the QBO and QBE concept. Also, as the 
enhancement of the current search system is necessary, we prepared another search 
system as the enhancement version of current search. 

Therefore, in our project, we are now implementing the following three systems 
which have different nature. 

• QBO based system. This system has native implementation of QBO. 
• QBE based search. This system is straight implementation based on QBE concept. 
• The extension of current system (hybrid approach of QBO and QBE). This system is 

based on current lunar nomenclature search system, with several feature extension. 

3   System Overview 

The three systems share the same database table in the backend. The data used in 
these implementations are based on the published data on USGS (US Geological 
Survey) Astrogeology Research Program website [5] which provides lunar and plane-
tary feature name information approved by IAU (International Astronomical Union).  

In this site, all data on lunar and planetary features can be downloaded with CSV 
forms with respect to each celestial body. In this list, moon has 18 different features 
(such as craters, mare and mons). Every feature list was downloaded and loaded into 
the database table. 

PostgreSQL, the open-source relational database system, is used as the backend da-
tabase.  Java Server Pages (JSP) are used to create front-end web pages, in conjunc-
tion with rapid application development tools such as S2JDBC [6], JUnit [7] and 
SAStruts [8]. 

4   The System 

The detail of three search system are as follows: 

4.1   QBO-Based System 

This system, called “Moon Seeker”,  starts from the simple form with several option 
to choose the feature, the beginning letter, and location range (currently not imple-
mented), as shown in Figure 1. 
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Fig. 1. The top page of the QBO-based search system “Moon Seeker” 

Upon pressing “search” botton, the search result is displayed. Then we can add the 
next search from this screen as shown in Figure 2. 

 

Fig. 2. The search result and button which can start the new search 

By starting the new search, the same page appeared in Fig. 1. is dislayed. The sec-
ond and subsequent search results can be combined and we can narrow down the 
search target. After the narrowing down the search targets, we can show the detail of 
the result by clicking the link attached in each target  

4.2   QBE-Based System 

In this system, the search starts from the selection of number of feature to be com-
bined. Fig. 3. shows the starting web page. In each pull-down menu, the number is 
displayed that shows the number of features to be combined. 
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Fig. 3. The start page of QBE-based search system. These pull-down menu selects the number 
to be combined. Up to four objects can be combined. 

Next, the detailed search screen appears upon the request dispatched in previous 
screen as shown in Fig. 4. In this case, the user selected “Feature”, “Feature Type” 
and “Ethnicity” as search objects. As the search option are very detailed, users can 
make very detailed search as they like. 

 

Fig. 4. Detailed search screen based on QBE concept. In this case, users are attempting search 
for the crater which has an alphabet “a” in the name with the ethnicity is “American”. 

By dispatching the Search, the result is displayed. The combination search is now 
implementing. 

4.3   Hybrid Approach 

The hybrid approach is the natural extension of the existing search system with some 
enhancements. Currently, we successfully implemented the linkage capability with 
lunar GIS infrastructure, called “WISE-CAPS” [9] in The University of Aizu. Fig. 5. 
shows the display with the detailed information of the result and the map (image) of 
the location.  

In the example of Fig. 5., craters which has the ethnicity of “Japanese”  were se-
lected and listed in the left column. The middle column is the detailed information of 
the crater “Asada”, and the right image is the cropped map of “Asada” crater on the  
 



334 J. Terazono 

 

 

Fig. 5. An example of final result display of the hybrid search system with the image map 

moon using map rendering capability of the WISE-CAPS. The system enables us to 
display image map from search result which are useful not only in research field but 
also public purpose. 

5   Discussions 

As we mentioned in last section, these three systems implement the natural method of 
each approach, except the hybrid one. The hybrid system is straight extension of ex-
isting system with several new functions. 

However, we are not sure which system will be accepted by users, mainly by 
planetary scientists. Also, the usability will differ in the environment and users. For 
example, the QBO-based approach will be favored in mobile environment which has 
some limitations in displays and input devices. On the other hand, classical QBE-
based approach may be natural and more accepted for professional users who usually 
use their personal computers to access to the network. 

Hybrid approach seems to be promised answer as it joins merit of QBE and QBO 
based system. However, the assessment should be done by main users, planetary 
researchers, from total points including the system accessibility and design.  

Considering these points, we cannot assert which system is the most acceptable for 
the search system. Moreover, as web page design enhancements and more choice of 
user input is necessary, the usability evaluation in parallel to the development of these 
three systems are necessary. 

6   Summary and Conclusions 

We have successfully built the improved search system of lunar features with three 
different approaches, QBE-based, QBO-based and Hybrid approach. These systems 
make maximum use of merits of these systems, and shows the advantage of each 
search method. 
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These three systems are currently under intensive implementation and develop-
ment. There are many bugs and incomplete and unimplemented features. We are 
discussing on the difficulty point for the implementation. 

Also, we will conduct hearing from researchers of lunar and planetary science 
about refinement request and additional function which they need from their point of 
view.  The integration with the WISE-CAPS environment, seamless operation be-
tween Web-GIS and search systems, is also the pressing theme. We will continue the 
action for evolution of the search system. 
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