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Abstract. The development of software engineering has had a great
deal of benefits for the development of software. Along with it came a
whole new paradigm of the way software is designed and implemented -
object orientation. Today it is a standard to have UML diagrams trans-
lated into program code wherever possible. However, as few tools really
go beyond this we demonstrate a simple functional representation for
objects, methods and object-properties. In addition we show how our in-
ductive programming system IgorII cannot only understand those basic
notions like referencing methods within objects or using a simple proto-
col called message-passing, but how it can even learn them by a given
specification - which is the major feature of this paper.

1 Introduction

IgorII is a system for synthesizing recursive functional programs, which learns
potentially recursive functions solely from input/output (I/O) examples. Since
IgorII is naturally based in functional programming, the main focus of this
paper lies on finding a way to use IgorII for program inference in an object
oriented background, which requires to express the behaviour of objects and
method calls by I/O examples. In order to do so, it is necessary to find a way to
express object oriented programs in a functional way and as mainstream software
for daily use is commonly not created with functional programming languages it
is about time to raise the question whether it is possible to adapt object oriented
language features to a functional, Inductive Programming setting.

In addition, it is necessary to enable an object oriented programmer to pro-
vide input to the synthesis system as unobtrusive as possible. For this purpose,
an interface for Eclipse will allow a programmer to use annotations in order to
provide input for our induction process, thus seamlessly integrating with soft-
ware engineering tools like Rational Software Architect (RSA). More practical
concerns regarding the plug-in itself can be found in [1].

In this paper we will be introducing the concept of Constructor Term Rewrit-
ing Systems (CTRS) with respect to IgorII and how it can be used in order
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to construct a simple algebra to represent object orientation in a functional en-
vironment. After this we are going to show some examples to demonstrate how
this can be done practically with the help of IgorII. The last chapter takes one
step further explaining how this approach has been integrated in a prototype
plug-in for the Eclipse IDE.

2 Status Quo

In the past 30 years, many different inductive programming (IP) systems have
been developed, many of them sharing a functional approach. The extraction of
programs from input/output examples started in the the seventies and has been
greatly influenced by Summers’ [2] paper on the induction of LISP programs.
After the great success of Inductive Logical Programming (ILP) on classification
learning in the nineties, research on IP shifted more to this area. Prominent ILP
systems for IP are for example Foil [3], Golem [4] or Progol [5] - systems
which make use of Prolog and predicate logic.

Later, the functional approach was taken up again by the analytical ap-
proaches IgorI [6], and IgorII [7] [8] and by the evolutionary/generate-and-test
based approaches Adate [9] and MagicHaskeller [10].

All in all you can subsume the concern of Inductive Programming as the
search for algorithms which use as little additional information as possible to
generate correct computer programs from a given minimal specification consist-
ing of input/output examples. Similar to classifier learning, IP systems can be
characterised by a preference and a restriction bias [11].

At the same time functional languages have had to face the development
in programming paradigms which led to many approaches to support object
orientation. Established functional languages have their own object oriented ex-
tensions like OCaml [12] or OOHaskell ([13]). Additionally there are various
approaches to include an object system in a functional language without chang-
ing the type system or the compiler (see e.g. [13] for a Haskell related overview).

For our purpose we do not need such sophisticated techniques (yet), therefore
we content ourselves with taking on a quite näıve and very simplified perspective,
though sufficient for our case, and treat objects merely as tuples.

On the other hand there are some very powerful tools for object oriented
programmers which support automated code-generation to a certain extent and
the community for Automated Software Engineering is very productive to take
this even further. In this context it is inevitable to have a look at program
synthesis since we ideally do not want to stop at automatically generating class
files from UML diagrams like IBM’s RSA, or generate a GUI by ‘WYSIWYG‘
editors such as NetBeans or Visual Studio.

3 Constructor Term Rewriting

For our purpose it shall be sufficient to define a functional program as a set of
equations consisting of pairs of terms over a many-sorted signature Σ . We are
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going to adapt the common nomenclature as used in [14] when describing the
concepts below using terms and term rewriting. A signature is defined as a set
of function symbols Σ and a set of variables X which are used to form terms.
In other words, terms over Σ and X are denoted TΣ(X ) whereas variable free
terms (ground-terms) are just labelled TΣ . Since Σ is many-sorted, all our terms
are typed.

One important differentiation to be alert of is that function symbols can ei-
ther be datatype constructors or (user-)defined functions. In this fashion Σ =
C ∪ F , C ∩ F = ∅, where C contains the constructors and F the defined func-
tion symbols. Our inductive programming system IgorII represents result pro-
grams as a set of recursive equations (rules) over a signature Σ. These rules
consist of a left-hand side (lhs) and a right-hand side (rhs). While a rhs consists
of regular Σ terms TΣ(X ), the lhs has the form F (p1, ..., pn) and is called the
function head with F ∈ F being the name of the function implemented by the
current rewrite rule (plus some others). The pi ∈ TC(X ) consist of constructors
and variables only.

V ar(t) are all variables of a Term t. The constructor terms pi on the lhs of
an equation may contain variables and are called pattern. All variables on the
rhs of an equation are required to occur in the pattern on the lhs. We say that
such variables are bound (or unbound otherwise). A substitution is a function
σ : X → TΣ(X). For our purpose, we write it in postfix and extend it to terms
replacing all contained variables simultaneously. So tσ is the result of applying
the substitution σ to term t, i.e., applying σ to each v ∈ V ar(t). If s = tσ, then
t is called a generalization of s and we say that t subsumes s and s matches
t by σ, respectively. Given two terms t1 and t2 and a substitution σ such that
t1σ = t2σ, we say that t1 and t2 unify. Given a finite set of terms S = s, s′, s′′, ...
then there exists a term t which subsumes all terms in S and which itself is
subsumed by any other term also subsuming all terms in S. The term t is called
the least general generalisation (lgg) [15] of the terms in S. To generalise a lggs
to a set of equations, we tacitly treat the equal sign as a constructor symbol
with the lhs and the rhs as arguments.

The operational semantics of a set of equations in the above mentioned form
are best described in terms of a term rewriting system (TRS). An equation can be
read as a simplification (or rewrite) rule replacing a term matching the lhs by the
rhs. TRS which equations have the above described form are called constructor
term rewriting systems (CTRS ). From now on, we use the terms equation and
rule as well as equation set and CTRS interchangeably throughout the paper,
depending on the context. Let i be the vector i1, ..., in. Evaluating an n-ary
function F for an input i consists of repeatedly rewriting the term F (i) w.r.t.
the rewrite relation R implied by the CTRS until the term is in normal form,
i.e., cannot be rewritten further. A sequence of (in)finitely many rewrite steps
t0 →R t1 →R ... is called derivation. If a derivation starts with term t and results
in a normal form s this is written t

!−→R s. We say that t normalises to s and
call s the normal form of t. In order to define a function on a domain (a set of
ground terms) by a CTRS, no two derivations starting with the same ground
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term may lead to different normal forms, i.e., normal forms must be unique.
A sufficient condition for this is that no two lhss of a CTRS unify; this is a
sufficient condition for a CTRS to be confluent. A CTRS is terminating if each
possible derivation terminates. A sufficient condition for termination is that the
arguments/inputs of recursive calls strictly decrease within each derivation and
w.r.t. a well founded order.

Each rewrite rule may be augmented with a condition that must be met to
apply the conditional rule. A term rewriting system or constructor system is
called conditional constructor term rewriting system (CCTRS) respectively if it
contains at least one conditional rule. A condition is an ordered conjunction of
equality constraints vi = ui with vi, ui ∈ T(X). Each ui must be grounded if the
lhs of the rule is instantiated and if all equalities vj = uj with j < i evaluate
to true, then ui evaluates to some ground normal form. For the vi must hold
(i) either the same as for the ui or (ii) vi may contain unbound variables but
then it must be a constructor term. In the first case also vi evaluates to some
ground normal form and the equality evaluates to true if both normal forms are
equal. In the second case the equality evaluates to true if vi and the ground
normal form of ui unify. Then the free variables in vi are bound and may be
used in the following conjuncts and the rhs of the rule. We write conditional
rules in the form: l → r ⇐ v1 = u1, ..., vn = un. The ! indicates negation, thus
!(vi = ui) holds if both normal forms do not unify. Rules without a condition
are called unconditional. If we apply a defined function to ground constructor
terms F(i1, ..., in), we call the ii inputs of F . If such an application normalises
to a ground constructor term o we call o output. A CCTRS is terminating if all
rewriting processes end up in a normal form. In order to implement functions
the outputs are required to be unique for each particular input vector. This is
the case if the TRS is confluent.

4 Igor

IgorII is a prototype for constructing recursive functional programs from few
non-recursive, possibly non-ground example equations describing a subset of the
input/output (I/O) behaviour of a function to be implemented. For all of the
example specifications in IgorII the signatures of the following functions shall
be established:

[ ] : → List (1)
cons : Element × List → List (2)

s : Nat → Nat (3)
0 : → Nat (4)

t : → Boolean (5)
f : → Boolean (6)
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Here is a simple example of how the list-function even would be presented to
the system as I/O examples. Please note that constructor symbols and function
names are in lower case, variables in upper case.

even(0) = t
even(s(0)) = f
even(s(s(0))) = t
even(s(s(s(0)))) = f
even(s(s(s(s(0))))) = t

The induction of a correct program in IgorII is organised as a best-first search.
During a search, a hypothesis is a set of equations entailing the example equa-
tions but potentially with unbound variables in the right-hand side. Starting
from an initial hypothesis, successively the best hypothesis, w.r.t. some prefer-
ence bias, is selected and an unfinished rule is chosen and replaced by its successor
rules. This is continued until the current best hypothesis does not contain any
unbound variables.

Initial Rule. The initial hypothesis contains one rule per target function. This
rule is a least general generalisation (lgg) of the example equations. The lgg for
the previous even-examples is:

even (N) = B

Without getting into theoretical details, it should be sufficient to know for now
that constructor symbols or sub-terms occurring at the same position in all
equations are kept, everything else is substituted by variables. We say, that the
rule covers all previous examples, because the pattern on the lhs subsumes each
lhs of the examples. Of course, this rule is not a functional program, because it
contains an unbound variable on the rhs. To remedy this, the initial hypothesis
is stepwise re-defined. For this purpose, IgorII employs three transformation
operators:

1. The I/O examples belonging to the open initial rule are partitioned into
subsets and for each subset, a new initial rule (with a more specific pattern,
or left-hand side, than the original rule) is computed.

2. If the open rhs has a constructor as root, i.e., does not consist of a sin-
gle unbound variable, then all sub-terms containing unbound variables are
treated as sub-problems. A new auxiliary function is introduced for each
such sub-term.

3. The open right-hand side is replaced by a (recursive) call to a defined func-
tion. The arguments of the call may be computed by new auxiliary functions.
Hence, computing the arguments is considered as a new sub-problem.

Splitting an open rule. The first operator partitions the I/O examples belonging
to a rule into subsets such that the patterns of the resulting initial rules are
disjoint and more specific than the pattern of the original rule. Finding such a
partition is done as follows:
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A position in the pattern p with a variable resulting from generalising the
corresponding sub-terms in the subsumed example inputs is identified. This im-
plies that at least two of the subsumed inputs have different constructor symbols
at this position. Now all subsumed inputs are partitioned such that all of them
with the same constructor at this position belong to the same subset. Together
with the corresponding example outputs this yields a partition of the example
equations whose inputs are subsumed by p. Since more than one position may
be selected, different partitions leading to different sets of new initial rules may
result.

Introducing (Recursive) Function Calls and Auxiliary Functions. In cases (2)
and (3) auxiliary functions are invented. This includes the generation of I/O-
examples from which they are induced. For case (2) this is done as follows:
Function calls are introduced by matching the currently considered outputs,
i.e., those outputs whose inputs match the pattern of the currently considered
rule, with the outputs of any defined function. If all current outputs match, the
rhs of the current unfinished rule can be set to a call of the matched defined
function. The argument of the call must map the currently considered inputs to
the inputs of the matched function. For case (3), the example inputs of the new
defined function also equal the currently considered inputs. The outputs are the
corresponding sub-terms of the currently considered outputs.

Terms matching the lhs of a rule, where a variable can subsume any sub-term
of the accordant type, can be replaced by the rhs of this rule. This procedure is
repeated until the term does not match any more lhs.

Example. Using the data type specification and the I/O examples given below,
we will sketch the IgorII algorithm by developing a solution for the list-function
even. Starting from the initial rule

even(N) = B

The IgorII algorithm successively develops a solution that is correct and com-
plete w.r.t. the I/O examples using the previously described operators.

In the first step, the example set is partitioned w.r.t. root constructor symbol
in the first argument.

even(0) = t
even(s(N)) = B

The second rule now covers all examples but the first one. In a second step,
again a partition is introduced. Now the constructor symbol of the first subterm
below the root position discriminates the I/O examples.

even(0) = t
even(s(0)) = f
even(s(s(N))) = B
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The first and the second rule are the base cases of the target function, both cov-
ering only one I/O example. The third rule, becoming the recursive call, covers
the rest. Following the second partition of the rule set, an auxiliary function is
introduced since the rhs contains a constructor symbol:

even(0) = t
even(s(0)) = f
even(s(s(N))) = sub1(s(s(N)))
sub1(s(s(N)) = even(N)

This result computed by IgorII is a correct and complete w.r.t. the I/O exam-
ples, recursive solution to the problem.

Up to this point it should be clear how in the context of a CTRS, IgorII
develops a correct functional solution from a set of non–recursive I/O examples.
What is left to do now is how we can manage to encapsulate the functional
flavour in an object oriented protocol since we are trying to bring those two
paradigms together.

5 Igor and Object Orientation

In order to model object oriented processes in a functional way we are going to
use two Constructor Term Rewriting Systems (CTRSs). This is done for quite
a simple purpose: encapsulation. One CTRS will be employed to model object
orientation as a simple protocol, the other one will be used to encapsulate the
problem domain as described in section 3. This is as much as we need to under-
stand for now as we are going to come back to that later on.

The two CTRSs are going to be defined like this:

COO : Σ = F ∪ C ∪ {D},X , E (7)

CP : Σ′ = F ′ ∪ C′,X ′, E ′ (8)

The first equation describes the object oriented protocol which will be introduced
in this section. One main difference to the second one has to be remarked, since
D represents a constant which will be used as place holder for terms over COO

The second equation defines the CTRS describing terms in the problem do-
main. They shall be related to each other in a way that CP is a proper Sub
CTRS of COO.

The concepts Super Constructor Term Rewriting System (COO) and Sub Con-
structor Term Rewriting System (CP ) shall be defined like this:

Definition 1. CP is a Sub CTRS of COO (CP ⊂ COO), iff

Σ′ ⊂ Σ s.t. F ′ ⊂ F and C′ ⊂ C
X ′ ⊂ X
E ′ ⊂ E
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Definition 2. COO is a Super CTRS of CP , iff

CP ⊂ COO

5.1 The Super CTRS

Since the aim of this paper is to define an algebraic definition of a simple object
oriented protocol, the major part of this section is concerned with the Super
CTRS and how it models object orientation. Before we proceed it is important
to point out that it is not in the focus of this work to create a full-scale model of
object orientation. Rather have we singled out a couple of interesting mechanics
and put them together to a tiny fragment of object orientation, the one which is
concerned with identifying methods and properties in an object and interacting
with them.

For this we establish the already known concepts of methods and properties
(a.k.a. member-variables) along with a protocol we call message-passing, which
is used by objects in order to interchange data. The relevant parts contained in
the protocol will now be described by relating them to Σ of COO. For this we
need the constant D, constructors C and the functions F themselves.

data :→ Data (9)

Data will be treated as constant throughout the object oriented protocol, since
it is used to have it as wild card for terms of the problem domain it should be
self evident that it strictly consists of terms in CP , in other words TΣ′(X ′). This
is also the actual trick which makes the two domains independent of each other,
which should become clear in the course of this section.

The definition of an object in our algebra would look like this:

object : Identifier × PropList × MethodList → Object (10)

The constructor’s arguments are the object’s Identifier, a List of properties (ob-
ject resident member variables) and a List of (object resident) methods. Later
on it is going to be of importance whether an object contains a method or not
- this is specified with the help of this constructor.

As the object constructor needs a list of properties to be provided it is time
to find out how they can be constructed.

property : Identifier × Data → Property (11)

Just like before, a property must be labelled with an Identifier, the value on
the other hand seems rather obscure. Data is used to abstract the information
contained within the property. This is a crucial section in this protocol since it
is the ‘wrapper‘ for our Sub CTRS. So, whenever Data is used it should be clear
that it is the ‘packaging‘ for terms of our problem domain and the only way
to combine it with the object oriented protocol. Because it is intended to draw
a clear distinction between the two CTRSs it is important to understand that
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using Data on the level of object oriented communication is more than enough
and all to be aware of at this stage.

There are two more constructors left to define, the first is the one for a Method :

method : Identifier × Message → Method (12)

As it is already evident that a method will have to be identified later on, an
Identifier needs to be declared for it as done for Object and Property. The second
argument is called Message and this is the important part in our protocol when
it comes to object interaction. As soon as an object needs to call a method or
get the value of a property on any other object (or even itself), it will send a
Message which contains some kind of data.

The nature of the data becomes clear looking at the constructor of the
Message:

message : Data → Message (13)

As seen in the Property constructor the actual nature of the data transported
between objects is abstracted. And this should be quite self evident now since it
has been the intention to keep the object oriented protocol strictly apart from
the actual data processed with it’s help. It is not necessary to know what is inside
Data, since the only concern for now is how to transport it from one object to
another.

This brings us to the concept of message-passing. The idea behind it is quite
literal the exchange of messages, whenever we are trying to access an object’s
property or call one of it’s methods. Before it is possible to call a function or
a property’s value they have to be looked up in the target objects’ property
list/method list.

This can be done by the two following functions:

Match method : Identifier × MethodList → Method (14)

Match prop : Identifier × PropList → Property (15)

For convenience, things are sped up now since it is not hard understanding how to
access to the two lists containing the target object’s methods/properties. And for
now it is not a problem as it is our main focus to clarify how to access a method
or a property given a random object. Those functions should demonstrate that a
positive match of identifiers within an object’s method/property list will return
the method/property we are trying to address and raise an exception otherwise.

All that is left to do is to request either the value of it, or call it with a list of
method arguments.

It has just been mentioned that the part where the method/property list from
an object are extracted - so this is the formal approach in our protocol:

Call : Object × Identifier × Message → Message (16)
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Up to now the development of signatures in COO has been delivered and it is
intriguing to find out how to proceed further, since the protocol is far away from
being complete. The major part of the work left to do will be carried out by
IgorII, who will take those signatures and induce the according functions with
the help of some simple I/O examples.

5.2 The Sub CTRS

As already pointed out, the Sub CTRS is entirely separated from the object-
oriented message protocol. This means that it can encapsulate virtually anything
without interfering with the Super CTRS. And this is where the beauty of our
approach lies in since we have now successfully separated the way to represent a
problem domain structurally from the way it is represented semantically. Since
IgorII can only understand functional problem specifications it seems quite
rational to have them represented using only terms over a functional algebra –
in this case it is CP .

6 Examples

In section 5 the introduction of two CTRSs has been used in order to define
a simple object-oriented protocol encapsulating a functional problem domain.
However, only signatures have been defined by now. And in order to receive the
mechanics of the object-oriented methods like Match method, Match prop and
Call the inductive programming system IgorII is going to be used to infer those
methods just from a few I/O examples. When constructing I/O examples for the
system, we use the signatures defined in section 5, which we will include again
below:

Match method : Identifier × MethodList → Method (17)

method : Identifier × Message → Method (18)

The first method to infer is Match method, however, in order to express an
unsuccessful match, an exception shall be defined beforehand in the following
manner:

exc : → Method (19)

Mind that the constant exception has not been defined earlier, it is just a place-
holder for any kind of imaginable procedure to capture a ‘no-match‘. Apart from
that, the matching process is passed a variable as identifier as well as a list of
methods which of course would have been taken from an existing object. In case
the requested identifier is matched by a resident method within the method list,
the according method is returned, otherwise an exception is thrown.
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The examples for the method itself read as follows:

match_method(Id1 []) = exc
match_method(Id2 []) = exc

match_method(Id1 cons(method(Id1 msg) [])) = method(Id1, msg)
match_method(Id1 cons(method(Id2 msg) [])) = exc
match_method(Id2 cons(method(Id1 msg) [])) = exc
match_method(Id2 cons(method(Id2 msg) [])) = method(Id2, msg)

[...]

IgorII takes those examples and constructs the following set of equations:

1) match_method(Id1 []) = exc

2) sub1(Id1 cons(method(Id2 msg) Restlist)) =
Id1 <== !(Id1 = Id2)

3) sub2(Id1 cons(method(Id2 msg) Restlist)) =
Restlist <== !(Id1 = Id2)

4) match_method(Id1 cons(method(Id2 msg) Restlist)) =
match_method(sub1(Id1 cons(method(Id2 msg)
sub2(Id1 cons(method(Id2 msg) Restlist) ))))
<== !(Id1 = Id2)

5) match_method(Id1 cons(method(Id2 msg) Restlist) ) =
method(Id1 msg) <== (Id1 = Id2)

The same result is returned for Match method, which will be left out here since
it is almost identical to Match method. Moving one step further we are going to
find out whether the Call method can be induced as easily - the answer is yes!

Remember the signature of Call :

Call : Object × Identifier × Message → Message (20)

Now it has been demonstrated that IgorII can not only understand, but also
induce the simple object—oriented protocol which is reason enough to try and
insert some terms from the problem domain into our specification. For this the
example from section 4 is used, so the functional I/O examples for even will be
encapsulated within an object oriented specification. As the signature requests
an actual Object to be part of the call, it is going to be inserted as the variable
O of the type Object. This is enough for our purpose here, since it is never used
and remains constant within all our examples.
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Call(O even message(0)) = message(t)
Call(O even message(s(0))) = message(f)
Call(O even message(s(s(0)))) = message(t)
Call(O even message(s(s(s(0))))) = message(f)
Call(O even message(s(s(s(s(0)))))) = message(t)

The result is as straightforward as before, but notice how the message-passing
is used consistently:

1) call(O even message(0)) = message(t)

2) call(O even message(s(0))) = message(f)

3) call(O even message(s(s(X1)))) =
call(sub19 message(s(s(X1))))

4) sub19(message(s(s(X1)))) = message(X1)

Here it is clearly evident that the object-oriented terms do not obstruct IgorII
in any way, an explanation as to why will be given shortly. Another more com-
plex example has the system induce an operator which is very famous in object
orientation - the iteration. For the sake of readability those examples are not
wrapped in messages and within calls. That this is no big problem will be clear
at the end of this section, so bear with us for now and just look at the example:

iterate([]) = []
iterate(cons(A [])) = cons(call(A))
iterate(cons(A cons(B []))) = cons(call(A) cons(call(B) []))
iterate(cons(A cons(B cons(C [])))) =
cons(call(A) cons(call(B) cons(call(C) [])))

The very abstract idea is that a rather abstract Call (which could be any defined
method) is applied to every object within a list. As expected, IgorII comes up
with a recursive solution to this problem:

1) iterate([]) = []

2) iterate(cons(Object Restlist)) =
cons(sub1(cons(Object Restlist)) sub2(cons(Object Restlist)))

3) sub1(cons(Object Restlist)) = call(Object)

4) sub2(cons(Object Restlist)) =
iterate(sub5(cons(Object Restlist)))

5) sub5(cons(Object Restlist)) = Restlist
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As mentioned before have we reduced the complexity of our Call signature in
order to increase readability of the examples. One question when dealing with
all the object-orientation might have been urging all the time: Isn’t this a lot of
overhead?

Therefore we are going to combine the signatures of Object, Call, Message
and Method, generating a Call of the signature:

Call : Object × Identifier × Message → Message (21)

Into the call (lines 1–8), an Object (line 3) is inserted, containing an identifier
OId, an (empty) property list and two methods even and odd (all in line 3).
When we would now call the function even (line 5) with a Message containing
a singleton list as argument (line 7) it would look like this:

1: (
2: # <-- Object: Identifier x PropList x MethodList
3: (OId [] cons((even bool ([] [])) (odd bool ([] []))))
4: # <-- Identifier
5: even
6: # <-- Message
7: message(0
8: )
9: # <-- Message
10: = message(t)

This looks very bloated and one might wonder if all this is prone to slow down
IgorII during the synthesizing? For this let us have a look how it anti-unifies
the terms gradually:

(
(OId [] cons((even bool ([] []) ) (odd bool ([] []))))
even
message(succ(0))

)
= message(f)

(
(OId [] cons((even bool ([] [])) (odd bool ([] []))))
even
message(succ(succ(0)))

)
= message(t)

after anti-unification:

(
(OId [] cons((even bool ([] [])) (odd bool ([] []))))
even
message(succ(t))

)
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Looking at those examples you find the answer to the question if the protocol’s
overhead is impeding the system and at the same time you get the key aspect of
all the examples and the increasing complexity: it doesn’t matter! From this
it will also be plain to understand why the iteration example has been kept quite
simple with no message-passing involved at all. It would just be additionaly code
around the problem specification itself. And that is the one which matters to
IgorII, since it does not even use the terms from COO in any way.

7 AutoJAVA

All the theory so far has clarified the fact that a functional inductive program-
ming system as IgorII can be confronted with problems outside the functional
context. You may have noticed that we are still delivering the problems in a
functional way, since this is the only format the system can understand. But
it should be obvious that after successfully modeling a very small protocol of
object oriented flavour we could enlarge this tiny model into a larger one, much
more like a real object oriented protocol.

In order to use our findings in a practical way, a prototype plug-in for eclipse
was designed which was aimed to enable a programmer to characterise the be-
haviour of a function in an abstract way (I/O examples) and having IgorII
create a program from this specification, which would be wrapped into our COO

1.

8 Conclusion

Not only have we successfully modelled objects, methods, properties and mes-
sages - we also had igor synthesize all of them. So machine learning approaches
have been used in order to have a system learn how to describe generic pro-
cesses within programming languages. We provided a showcase of how functional
programming can be combined with object orientation. The prototype plug-in
AutoJAVA should prove this to be true and opens up many paths for future ex-
pansion. As the problem specification can be embedded within the annotations
of a program’s method an entry point for large-scale applications such as IBMs
RSA has been created. A developer can annotate his UML diagrams and have
those annotations transferred into the auto-generated code, so you could imag-
ine Igor using the specification during the code generation filling in a method’s
implementation.

All in all there has to be said that even though the results presented in this
paper do not seem very novel or breathtaking. But they nevertheless show that
by enabling functional programs to deal with object orientation we can play to
the strengths of both paradigms. It feels like that we have created a foundation
for some more thorough steps which might gradually improve the methodology
and finally result in a larger scale prototype which actually produces Java code
instead of functional programs.
1 See more on http://www.cogsys.wiai.uni-bamberg.de/effalip/download.html

http://www.cogsys.wiai.uni-bamberg.de/effalip/download.html
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