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Abstract. In this article a hand gesture recognition system that allows interact-
ing with a service robot, in dynamic environments and in real-time, is proposed. 
The system detects hands and static gestures using cascade of boosted classifi-
ers, and recognize dynamic gestures by computing temporal statistics of the 
hand’s positions and velocities, and classifying these features using a Bayes 
classifier. The main novelty of the proposed approach is the use of context in-
formation to adapt continuously the skin model used in the detection of hand 
candidates, to restrict the image’s regions that need to be analyzed, and to cut 
down the number of scales that need to be considered in the hand-searching and 
gesture-recognition processes. The system performance is validated in real 
video sequences. In average the system recognized static gestures in 70% of the 
cases, dynamic gestures in 75% of them, and it runs at a variable speed of 5-
10 frames per second. 

Keywords: dynamic hand gesture recognition, static hand gesture recognition, 
context, human robot interaction, RoboCup @Home.  

1   Introduction 

Hand gestures are extensively employed in human non-verbal communication. They 
allow to express orders (e.g. “stop”), mood state (e.g. “victory” gesture), or to trans-
mit some basic cardinal information (e.g. “two”). In addition, in some special situa-
tions they can be the only way of communicating, as in the cases of deaf people (sign 
language) and police’s traffic coordination in the absence of traffic lights. 

Thus, it seems convenient that human-robot interfaces incorporate hand gesture 
recognition capabilities. For instance, we would like to have the possibility of trans-
mitting simple orders to personal robots using hand gestures. The recognition of hand 
gestures requires both hand’s detection and gesture’s recognition. Both tasks are very 
challenging, mainly due to the variability of the possible hand gestures (signs), and 
because hands are complex, deformable objects (a hand has more than 25 degrees of 
freedom, considering fingers, wrist and elbow joints) that are very difficult to detect 
in dynamic environments with cluttered backgrounds and variable illumination. 

Several hand detection and hand gesture recognition systems have been proposed. 
Early systems usually require markers or colored gloves to make the recognition eas-
ier. Second generation methods use low-level features as color (skin detection) [4][5], 
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shape [8] or depth information [2] for detecting the hands. However, those systems 
are not robust enough for dealing with dynamic conditions; they usually require uni-
form background, uniform illumination, a single person in the camera view [2], and/or 
a single, large and centered hand in the camera view [5]. Boosted classifiers allow the 
robust and fast detection of hands [3][6][7]. In addition, the same kind of classifiers 
can be employed for detecting static gestures [7]; dynamic gestures are normally 
analyzed using Hidden Markov Models [4][23]. 3D hand model-based approaches 
allow the accurate modeling of hand movement and shapes, but they are time-
consuming and computationally expensive [6][7]. 

In this context, we are proposing a robust and real-time hand gesture recognition 
system to be used in the interaction with personal robots. We are especially interested 
in dynamic environments such as the ones defined in the RoboCup @Home league 
[20] (our team participates in this league [21]), with the following characteristics: 
variable illumination, cluttered backgrounds, (near) real-time operation, large vari-
ability of hands’ pose and scale, and limited number of gestures (they are used for 
giving the robot some basic information). It is important to mention that in the new 
RoboCup @Home league’ rules gesture recognition is emphasized: An aim of the 
competition is to foster natural interaction with the robot using speech and gesture 
commands (2009’s Rules book, pp. 7, available in [20]). For instance, in the new 
“Follow me” test, gesture recognition is required to complete adequately the test 
(2009’s Rules book, pp. 23: When the robot arrives at […] it is stopped by a HRI 
command (speech, gesture recognition or any other ’natural’ interaction), and using 
HRI the robot should either move backwards, move forward, turn left or turn right 
[…]. Then the robot is commanded using HRI to follow the walker.). 

The proposed system is able to recognize static and dynamic gestures, and their 
most innovative features include: 

- The use of context information to achieve, at the same time, robustness and real-
time operation, even when using a low-end processing unit (standard notebook), as in 
the case of humanoid robots. The use of context allows to adapt continuously the skin 
model used in the detection of hand candidates, to restrict the image’s regions that 
need to be analyzed, and to cut down the number of scales that need to be considered 
in the hand-searching and gesture recognition processes. 

- The employment of boosted classifiers for the detection of faces and hands, as 
well as the recognition of static gestures. The main novelty is in the use of innovative 
training techniques - active learning and bootstrap -, which allow obtaining a much 
better performance than similar boosting-based systems, in terms of detection rate, 
number of false positives and processing time.  

- The use of temporal statistics about the hand’s positions and velocities and a 
Bayes classifier to recognize dynamic gestures. This approach is different from the 
traditional ones, based on Hidden Markov Models, which are not able to achieve real-
time operation. 

This article is focused on the description of the whole system, and the use of con-
text to assist the gesture recognition processes. In sections 2 the rationale behind the 
use of context information in the proposed gesture recognition system is described. In 
section 3 the whole gesture recognition system and its modules are described. Results 
of the application of this system in real video sequences are presented and analyzed in 
section 4. Finally, some conclusions of this work are given in section 5. 
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2   Context Integration in HRI: Improving Speed and Robustness 

Visual perception in complex and dynamical scenes with cluttered backgrounds is a 
very difficult task, which humans can solve satisfactorily. However, computer and 
robot vision systems perform very badly in this kind of environments. One of the 
reasons of this large difference in performance is the use of context or contextual 
information by humans. Several studies in human perception have shown that the 
human visual system makes extensive use of the strong relationships between objects 
and their environment for facilitating the object detection and perception ([13]-[17], 
just to name a few). Context can play a useful role in visual perception in at least 
three forms [18]: (i) Reducing perceptual aliasing: 3D objects are projected onto a 2D 
sensor, and therefore in many cases there is an ambiguity in the object identity. In-
formation about the object surround can be used for reducing or eliminating this am-
biguity; (ii) Increasing perceptual abilities in hard conditions: Context can facilitate 
the perception when the local intrinsic information about the object structure, as for 
example the image resolution, is not sufficient; (iii) Speeding up perceptions: Contex-
tual information can speed up the object discrimination by cutting down the number 
of object categories, scales and poses that need to be considered. 

The recognition of static and dynamic gestures in dynamic environments is a diffi-
cult task that usually requires the use of image processing algorithms to improve the 
quality of the images under analysis and to extract the required features (color, 
movement and even texture information), and statistical classifiers to detect the hands 
and to classify the gestures. In HRI applications there exists a tradeoff between carry-
ing out a detailed analysis of the images, using an image’s resolution that allows rec-
ognizing gestures at a given distance of a few meters, which usually can take more 
than one second per image, and the requirement of real-time operation to allow a 
proper interaction with humans. Context can be used to deal with this situation, and to 
achieve, at the same time, robustness and real-time operation, even when using a low-
end processing unit (standard notebook), as in the case of humanoid robots. 

In this work, the main sources of context to be used are human faces appearing in 
the image, and the existence of a physical world with defined laws of movement. 
Main assumptions are: 

- We are dealing with an HRI application in which a human is communicating with 
a robot using hand gestures. Therefore a frontal human face will be observed in some 
or even several frames of the video sequence.  

- Frontal face detectors are much more robust than hand detectors, mainly due to 
the fact that a hand is a deformable object with more than 25 degrees, whose pose 
changes largely depending on the observer’s viewpoint. In the literature it can be 
observed that frontal face detectors achieve a much higher detection rates than hand 
detectors, and they are much faster. 

- The robot and the human have upright positions, and their bodies (hands, heads, 
main-body, etc.) move according with the physical rules (gravity, etc.). This allows (i) 
to make some basic assumptions about the relative position and scale of the objects, 
as well as about their orientation, and (ii) to track the position of detected objects (e.g. 
a face), and to actively determine their position in the next frames. 
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- Normally the human user is not wearing gloves and the hand-gesture is a part of a 
sequence, in which the hand is moved. Therefore, candidate hand regions can be de-
tected using skin and motion information. 

In the proposed gesture recognition system a face detector is incorporated, and the 
information about the detected face is used to: (i) adapt continuously the skin model 
using the pixels contained in a sub-region of the face’s area, (ii) determine the image’s 
region that need to be analyzed for detecting skin and movement, as well as new faces, 
(iii) cut down the number of scales that need to be considered in the hand-searching 
process, (iv) normalize the input to the dynamic gesture recognition module, so that it 
is translation’s and scale’s invariant. In addition, (v) hand-searching process is re-
stricted to regions where a minimal amount of skin and movement is detected, and (vi) 
after detecting a hand for the first time, it is tracked until track is lost. Then, hand de-
tection is restarted. In the next section all these processes are explained. 

3   Proposed Hand Gesture Recognition System 

The system consists of five main modules Face Detection and Tracking (FDT), Skin 
Segmentation and Motion Analysis (SMA), Hand Detection and Tracking (HDT), 
Static Gesture Recognition, and Dynamic Gesture Recognition (see figure 1). 

The FDT module is in charge of detecting and tracking faces. These functionalities 
are implemented using boosted statistical classifiers [11], and the meanshift algorithm 
[1], respectively. The information about the detected face (DF) is used as context in 
the SMA and HDT modules. Internally the CF1 (Context Filter 1) module determines 
the image area that needs to be analyzed in the current frame for face detection, using 
the information about the detected faces in the past frame.  

The SMA module determines candidate hand regions to be analyzed by the HDT 
module. The Skin Segmentation module uses a skin model that is adapted using in-
formation about the face-area’s pixels (skin pixels) in order to achieve some illumina-
tion invariance. The module is implemented using the skindiff algorithm [9]. The 
Motion Analysis module is based on the well-known background subtraction tech-
nique. CF2 (Context Filter 2) uses information about the detected face and the human-
body dimensions to determine the image area (HRM: Hand Region Mask) where a 
hand can be present in the image. Only this area is analyzed by the Skin Segmentation 
and Motion Analysis modules. 

The HDT module is in charge of detecting and tracking hands. These functional-
ities are implemented using boosted statistical classifiers and the meanshift algorithm, 
respectively. CF3 (Context Filter 3) determines the image area where a hand can be 
detected in the image, using the following information sources: (i) skin mask (SM) 
which corresponds to a skin probability mask, (ii) motion mask (MM) that contains 
the motion pixels, and (iii) information about the hands detected in the last frame 
(DH: Detected Hand). 

The Static Gesture Recognition module is in charge of recognizing static gestures. 
The module is implemented using statistical classifiers: a boosted classifier for each 
gesture class, and a multi-class classifier (J48 pruned tree, Weka’s [19] version of C4.5) 
for taking the final decision. The Dynamic Gesture Recognition module recognizes 
dynamic gestures. The module computes temporal statistics about the hand’s positions 
and velocities. These features feed a Bayes classifier that recognizes the gesture. 
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Fig. 1. Proposed hand gesture recognition system. CFi: Context Filter i. I: Image. DF: Detected 
Face. HRM: Hand Region Mask. SH: Skin Histogram. SM: Skin Mask: BM: Background 
Model. MM: Motion Mask. DH: Detected Hand. DG: Dynamic Gesture. SG: Static Gesture. t: 
Frame index. See main text for a detailed explanation. 

3.1   Face Detection and Tracking 

The FDT module is in charge of detecting and tracking faces. These functionalities are 
implemented using boosted statistical classifiers [11] and the meanshift algorithm [1], 
respectively. The face detector corresponds to a nested cascade of boosted classifiers, 
which is composed by several integrated (nested) layers, each one containing a boosted 
classifier. The cascade works as a single classifier that integrates the classifiers of 
every layer. Weak classifiers are linearly combined, obtaining a strong classifier.  

The meanshift algorithm is used to predict the face position in the next frame. The 
seed of the tracking process is the detected face. We use RGB color histograms as 
feature vectors (model) for meanshift, with each channel quantized to 16 levels (4 
bits) and the feature vector weighted using an Epanechnikov kernel [1]. The predic-
tion given by meanshift is internally used by the CF1 (Context Filter 1) module to 
determine the image area that needs to be analyzed in the current frame: 

   
xv = max 0, x f − w f( ); yv = max 0, y f − h f( ); wv = min 3 ⋅ w f ,Iwidth( );hv = min 3 ⋅ h f ,Iheight( ),     (1) 

with x f / y f the x/y coordinates of the detected face (bounding box) upper-left corner, 
w f /h f  the face’s width/height, Iwidth / Iheight  the image’s width/height, and 

xv , y v ,wv ,hv  the coordinates, width and height of the image’s area to be analyzed. 
If a face is not detected in a frame, the prediction given by meanshift is used in-

stead. The tracking module is reset after a fixed number of frames (about 200) in 
order to deal with cases such as faces incorrectly tracked or detected, or new persons 
entering the detection area. 

3.2   Skin Segmentation and Motion Analysis 

The SMA module determines candidate hand regions to be analyzed in the HDT 
module. Skin Segmentation is implemented using the skindiff algorithm [9]. Skindiff is 
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a fast skin detection algorithm that uses neighborhood information (local spatial con-
text). It has two main processing stages, pixel-wise classification and spatial diffu-
sion. The pixel-wise classification uses a skin probability model Gt , and the spatial 
diffusion takes into account neighborhood information when classifying a pixel. The 
skin probability model is continuously adapted using information of the face-area’s 
pixels (skin pixels). The adaptation is done by taking skin pixels of the face area, and 
updating a non-parametric skin model implemented using histograms: 

Gt = Gt−1α + ˆ G face(t ) (1−α),         (2) 

where ˆ G face(t )  is estimated using the currently detected face, and Go is the initial 

model, which can be initialized from a previously stored model (in our case the MoG 
model proposed in [22]). 

The Motion Analysis module is based on the well-known background subtraction 
technique. CF2 (Context Filter 2) uses information about the detected face, the fact 
that in our system gestures should be made using the right hand, and the human-body 
dimensions to determine the image area (HRM: Hand Region Mask) where a hand can 
be present in the image: 

xw = max 0, x f − 3 ⋅ w f( ); yw = max 0, y f − h f( );
ww = min 4.5 ⋅ w f ,Iwidth( ); hw = min 4 ⋅ h f ,Iheight( ),

    (3) 

with xw , y w ,ww ,hw  the coordinates, width and height of the image’s area to be ana-
lyzed. Note that just this area is analyzed by Skin Segmentation and Motion Analysis 
modules. 

3.3   Hand Detection and Tracking 

In order to detect hands within the image area defined by the HRM a cascade of 
boosted classifiers is used. Although this kind of classifiers allows obtaining very 
robust object detectors in the case of face or car objects, we could not build a reliable 
generic hand detector easily. This mainly because: (i) hands are complex, highly de-
formable objects, (ii) hand possible poses (gestures) have a large variability, and (iii) 
our target is a fully dynamic environment with cluttered background. Therefore we 
decided to switch the problem to be solved, and to define that the first time that a 
hand should be detected, a specific gesture must be made, the fist gesture. The fist is 
detected using a boosted classifier, similar to the one used for face detection, but built 
specifically for that gesture. The hand detector also takes as input the skin mask and 
the motion mask, and only analyzes regions where at least 5% of the pixels corre-
spond to skin and movement. The integral image representation is employed to 
speedup this calculation (regions of different sizes can be evaluated very fast) [12]. 

The hand-tracking module is built using the meanshift algorithm [1]. The seeds of 
the tracking process are the detected hands (fist gesture). We use RG color and rota-
tion invariant LBP histograms as feature vectors (model) for meanshift, with each 
channel quantized to 16 levels (4 bits). The feature vector is weighted using an Epan-
echnikov kernel [1]. Rotation invariant LBP features encode local gradient informa-
tion, and they are needed because if only color is used, some times meanshift tracks 
the arm instead of the hand. 
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As already mentioned, once the tracking module is correctly following a hand, 
there is no need to continue applying the hand detector, i.e. the fist gesture detector, 
over the skin blobs. That means that the hand detector module is not longer used until 
the hand gets out of the input image, or until the meanshift algorithm loses track of the 
hand, case where the hand detector starts working again. At the end of this stage, one 
or several regions of interest (ROI) are obtained, each one indicating the location of a 
hand in the image. This module is explained in detail in [10].  

3.4   Recognition of Static Gestures 

In order to determine which gesture is being expressed, a set of single gesture detec-
tors are applied in parallel over the ROIs delivered as output of the HDT module (DH: 
Detected Hand). Each single gesture detector is implemented using a cascade of 
boosted classifiers. The learning framework employed for building and training these 
classifiers is described in [11]. Currently we have implemented detectors for the fol-
lowing gestures: fist, palm, pointing, and five (see figure 2). 

Due to noise or gesture ambiguity, it could happen than more than one gesture de-
tector will give positive results in a ROI (more than one gesture is detected). For dis-
criminating among these gestures, a multi-gesture classifier is applied. The used 
multi-class classifier is a J48 pruned tree (Weka’s [19] version of C4.5), built using 
the following four attributes that each single gesture detector delivers: 
- conf: sum of the cascade confidence’s values of windows where the gesture was 

detected (a gesture is detected at different scales and positions), 
- numWindows: number of windows where the gesture was detected, 
- meanConf: mean confidence value given by conf/numWindows, and 
- normConf: normalized mean confidence value given by meanConf/maxConf, 

with maxConf the maximum possible confidence that a window could get. 
This module is explained in detail in [10]. 
 

    
Fist Palm Pointing Five 

Fig. 2. Hand gestures detected by the system 

3.5   Recognition of Dynamic Gestures 

The Dynamic Gesture Recognition Module (DGRM) stores and analyzes sequences 
of detected hands (DH) online. The number of stored detections is fixed, so older 
detections that would exceed the predefined capacity are discarded as new detections 
arrive. Stored detections are discarded altogether when an inactivity condition is de-
tected (still hand, hand out of camera range). Every time a new detection arrives, 
subsequences of the stored sequence that end with this new detection are analyzed. 
This analysis consists of computing a feature vector that comprises geometric and 
kinematical characteristics of the subsequence. Each subsequence's feature vector is 
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fed to a Naïve Bayes classifier, which calculates a score for each possible dynamic 
gesture. This score represents the likelihood of the gesture in the given subsequence. 
In other words, every time a new detection (DH) arrives, a set of scores associated to 
each gesture is obtained (each score corresponding to a given subsequence). For each 
gesture, the highest of these scores is taken to be the best likelihood of that gesture 
having occurred, given the last frame. Finally, for each frame and each gesture, only 
this highest score is kept.  

The highest scores alone could be used to determine the recognized gesture at the 
moment. However, in order to add robustness, the score should be consistently high 
during a interval of frames. So, for each gesture, the moving average of the last k  
highest scores is kept. In any given moment, the gesture with the best moving-average 
(bma) score is declared as the recognized gesture of that moment. Since not any frame 
is a real-end of a gesture, gesture segmentation becomes a problem. Thresholding the 
bma is a possible approach for gesture spotting. The thresholds can be learned from 
the training set. In addition, the current bma can be decremented in each round as a 
penalty for the subsequence from which it was extracted becoming older. 

Each detected hand is represented as a vector (x, y,vx ,vy , t) , where (x, y)  is the 

hand’s position, (vx ,vy )  the hand’s velocity, and t the frame’s timestamp. In order to 

achieve translation and scale invariance, coordinates (x, y)  are measured with respect 
to the face, and normalized by the size of the face. Using this vector, statistics (fea-
tures) that characterize the sequences are evaluated. Some of the features are: mean 
hand’s position in the x and y axis, mean hand’s speed in the x and y axis, components 
of the covariance matrix of vector (x, y,vx ,vy ), area and perimeter of the convex hull 

of the (x, y)  positions, average radius and angle with respect to a coordinate system 
placed on the mean (x, y)  point, the percentage of points that fall on each cell of a 
3x3 grid that exactly covers the positions of all detected hands, among others. Note 
that most of these features can be quickly evaluated using the same features evaluated 
in the previous frame (e.g. moving average). 

4   Results 

The whole gesture recognition system was evaluated in real video sequences obtained 
in office environments with dynamic conditions of illumination and background. In 
all these sequences the service robot interact with the human user at a variable dis-
tance of one to two meters (see example in figure 3). The size of the video frames is 
320x240 pixels, and the robot main computer where the gesture recognition system 
runs is a standard notebook (Tablet HP 2710p, Windows Tablet SO, 1.2 GHz, 2 GB in 
RAM). Under these conditions, once the system detects the user’s face, it is able to 
run at a variable speed of 5-10 frames per second, which is enough to allow an ade-
quate interaction between the robot and the human user. The system’s speed is vari-
able because it depends on the convergence time of meanshift and the face and hands 
statistical classifiers. It should be noted that when the different context filters are 
deactivated and the complete image is analyzed, the system’s speed is lower than 1 
frame per second. This indicates that the use of context is essential to achieve the 
application requirements. 
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Fig. 3. Interacting with the robot in an unstructured environment 

Recognition of Static Gestures. In order to evaluate this module, a database of 5 
real-video sequences consisting of 8,150 frames, obtained in office environments, 
with variable illumination and cluttered backgrounds was built. In each sequence a 
single human was always interaction with our robot (altogether 4 different persons 
performing the 4 considered gestures). In figure 4 are shown the ROC curves of the 
single, static gesture detectors. Table 1 shows a confusion matrix of the multi-gesture 
recognition module, which consists of the four single, static gesture detectors and the 
multi-gesture classifier, evaluated on the same video sequences. The first thing that 
should be mention is that the hand detection system together with the tracking system 
did not produce any false negative out of the 8,150 analyzed frames, i.e. the hands 
were detected in all cases. From table 1 it can be observed that the gesture detection 
and recognition modules worked best on the five gesture, followed by the pointing, 
fist and palm gestures, in that order. The main problem is the confusion of the fist and 
pointing gestures, which is mainly due to the similarly of the gestures. In average the 
system correctly recognized the gestures in 70% of the cases. If the pointing and the 
fist gestures are considered as one gesture, the recognition rate goes up to 86%. 

Recognition of Dynamic Gestures. We evaluate the proposed gesture recognition 
framework in the 10 Palm Graffiti Digits database [23], where users perform gestures 
corresponding to the 10 digits (see example in figure 5). In the experiments the users 
and signers can wear short sleeved shirts, the background may be arbitrary (e.g, an 
office environment) and even contain other moving objects, and hand-over-face oc-
clusions are allowed. We use the easy test set, which contains 30 short sleeve se-
quences, three from each of 10 users (altogether 300 sequences). 

The system was able to detect and track hands in 266 of the 300 sequences (89%). 
In these 266 sequences, the dynamic gestures (i.e. digits) were correctly recognized in 
84% of the cases. This corresponds to a 75% recognition rate (225 from 300 cases). It 
can be seen that this recognition rate is very similar to the one obtained in state of the 
art systems (e.g. [23], based on Hidden Markov Models), which are not able to oper-
ate in real-time or near real-time. 

Table 2 shows a confusion matrix of the dynamic gesture recognition. It can be ob-
served that the recognition rate of 6 digits is very high (“0”-“4”, “8” and “9”). Two 
digits are recognized in most of the cases (“6” and “7”), and just the “5” digit has 
recognition problems. The “5” is confused, most of the time with the “3”. 



 Real-Time Hand Gesture Recognition for Human Robot Interaction 55 

ROC curves of Gesture Detectors
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Fig. 4. ROC curves of the single, static gesture detectors 

   

   

Fig. 5. Example of tracked hands in the 10 Palm Graffiti Digits database [23] 

 

Table 1. Confusion matrix of the final static, multi-gesture recognition module (rows: real 
gesture, columns: predicted gesture). RR: Recognition Rate. 

 Fist Palm Pointing Five Unknown RR (%) 
Fist 1,533 2 870 9 15 63.1 
Palm 39 1,196 10 659 15 62.3 
Pointing 436 36 1,503 27 86 72.0 
Five 103 32 6 1,446 127 84.3 

5   Conclusions 

In this article a hand gesture recognition system that allows interacting with a service 
robot, in dynamic environments and in real-time, was described. The system detect 
hands and static gestures using cascade of boosted classifiers, and recognize dynamic 
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gestures by computing temporal statistics of the hand’s positions and velocities, and 
classifying these features using a Bayes classifier. The main novelty of the proposed 
approach is the use of context information to adapt continuously the skin model used 
in the detection of hand candidates, to restrict the image’s regions that need to be 
analyzed, and to cut down the number of scales that need to be considered in the 
hand-searching and gesture-recognition processes. 

The system performance is validated in real video sequences. The size of the video 
frames is 320x240 pixels, and the robot computer where the gesture recognition sys-
tem runs is a standard notebook (Tablet HP 2710p, Windows Tablet SO, 1.2 GHz, 2 
GB in RAM). Under these conditions, once the system detects the user’s face, it is 
able to run at a variable speed of 5-10 frames per second. In average the system rec-
ognized static gestures in 70% of the cases, and dynamic gestures in 75% of them. 

 

Table 2. Confusion matrix of the dynamic gesture recognition module (rows: real gesture, 
columns: predicted gesture). TP: True Positives. FP: False Positives. RR: Recognition Rate. 

 0 1 2 3 4 5 6 7 8 9 TP FP 
RR 
(%) 

0 20 0 0 0 0 0 0 0 1 0 20 1 95 

1 0 30 0 0 0 0 0 0 0 0 30 0 100 

2 0 0 22 0 0 0 0 0 0 0 22 0 100 

3 0 0 0 26 0 0 0 0 0 0 26 0 100 

4 0 0 0 0 30 0 0 0 0 0 30 0 100 

5 0 0 0 22 0 3 2 0 0 0 3 24 11 

6 4 0 0 0 0 0 23 0 0 0 23 4 85 

7 0 9 0 0 0 0 0 18 0 1 18 10 64 

8 0 0 0 0 0 0 0 0 28 0 28 0 100 

9 0 0 0 2 0 0 0 0 0 25 25 2 93 
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