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Preface

The present book includes a set of selected papers from the First International Confer-
ence on Agents and Artificial Intelligence (ICAART 2009), held in Porto, Portugal, 
during January 19–21, 2009. The conference was organized in two simultaneous 
tracks: “Artificial Intelligence and Agents.” The book is based on the same structure. 

ICAART 2009 received 161 paper submissions, from more than 37 different coun-
tries in all continents. After a blind review process, only 26 where accepted as full 
papers, of which 21 were selected for inclusion in this book, based on the classifica-
tions provided by the Program Committee. The selected papers reflect the interdisci-
plinary nature of the conference. The diversity of topics is an important feature of this 
conference, enabling an overall perception of several important scientific and techno-
logical trends. These high-quality standards will be maintained and reinforced at 
ICAART 2010, to be held in Valencia, Spain, and in future editions of this confer-
ence. 

Furthermore, ICAART 2009 included five plenary keynote lectures given by Juan 
Carlos Augusto (University of Ulster), Marco Dorigo (IRIDIA, Free University of 
Brussels), Timo Honkela (Helsinki University of Technology), Edward H. Shortliffe 
(Arizona State University) and Paulo Urbano (University of Lisbon). We would like 
to express our appreciation to all of them and in particular to those who took the time 
to contribute with a paper to this book. 

On behalf of the conference Organizing Committee, we would like to thank all par-
ticipants. First of all to the authors, whose quality work is the essence of the confer-
ence, and to the members of the Program Committee, who helped us with their exper-
tise and diligence in reviewing the papers. As we all know, producing a conference 
requires the effort of many individuals. We wish to thank also all the members of our 
Organizing Committee, whose work and commitment were invaluable. 

December 2009 Joaquim Filipe 
Ana Fred 

Bernadette Sharp 
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Past, Present and Future of Ambient Intelligence
and Smart Environments

Juan Carlos Augusto

University of Ulster, Jordanstown, U.K.
jc.augusto@ulster.ac.uk

Abstract. We are gradually making a transition to a new era where computers
become truly intertwined with our daily lives. Up to not so long ago, we were able
to know clearly where computers were and in which way they affected our lives.
This has been gradually blurred and now computing devices of various types are
all around us, embedded in different objects we interact with and in that way they
influence our lives. There are indications that this trend is irreversible and that
computing and society will now interact with each other in far richer ways than
before, to the point that computing will become transparent to humans and still
intrinsically involved in our daily living. This paper provides a brief overview
of the evolution of these fields, describes some of the current developments, and
points at some of the immediate challenges that researchers in these area face.

1 The Past

For centuries humans have witnessed scientific and technological leaps that changed
the lives of their generation, and those to come, forever. We are no exception. In fact so
much of those advances are occurring now, in a more or less unperceived way. Slowly
and silently technology is becoming interwoven in our lives in the form of a variety of
devices which are starting to be used by people of all ages.

The technological advances in miniaturization of microprocessors (Figure 1) have
made possible a significant development for Ambient Intelligence. Computing power
is now embedded in many different objects like home appliances (e.g., programmable
washing machines, microwave ovens, robotic hovering machines, and robotic mowers),
they travel with us outside the home (e.g., mobile phones and PDAs), and they help
guide us to and from our home (e.g., car suspension and fuel consumption and GPS
navigation). Computers that require reduced power and that are tailored to accomplish
very specific tasks are gradually spreading through almost every level of our society.

This widespread availability of resources forms the technological layer for the re-
alization of Ambient Intelligence. Having the necessary technology is not enough for
an area of science to flourish. Previous experiences of people with computers over re-
cent decades have created an interesting context where people’s expectations of these
systems are growing and their fear of using them has decreased. Concomitantly with
this difference in the way society perceives technology there is also a change in the
way services are handled. An important example of this is the decentralization of health
care and development of health and social care assistive technologies. For various rea-
sons governments and health professionals are departing away from the hospital-centric

J. Filipe, A. Fred, and B. Sharp (Eds.): ICAART 2009, CCIS 67, pp. 3–15, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



4 J.C. Augusto

Fig. 1. Historical evolution and shift on availability of computing power per person

health care system enabling this shift of care from the secondary care environment to
primary care. Subsequently, there is an effort to move away from the traditional con-
cept of patients being admitted into hospitals rather to enable a more flexible system
whereby people are cared for closer to home, within their communities. Smart homes
are one such example of a technological development which facilitates this trend of
bringing the health and social care system to the patient as opposed to bringing the
patient into the health system.

For example, the South Eastern Health & Social Care Trust of Northern Ireland has
established a Connected Health project intended to support to approximately 1,000 by
2011 in the community. In the arena of telecare the programme includes the fitting of
sensors into private and social housing. The programme is intended to help maintain
elderly and vulnerable people stay as safe as possible in their home. In addition, it is
intended to increase their level of autonomy, independence and health status particularly
if they have a long-term chronic condition, which can be significantly detrimental to
their lifestyle.

Developments, competencies and drivers are converging at the same time in history
and all of the necessary components are in place; that is the need to distribute tech-
nology around us, the will to change the way our society interacts with technology,
the available technological knowledge and all the elements to satisfy the demand are
converging.

2 The Present

The areas of Ambient Intelligence and Smart Environments are being defined natu-
rally as work in the area progresses and on demand by everyday life problems and
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real applications. Although Ambient Intelligence [1,2,3] and Smart Environments [4]
are strongly related, we can distinguish them by going back to the old “mind/brain”
metaphor used in AI. The first one is more concerned with the specific techniques to
make an environment behave intelligently whilst the second one is more related with
the intelligent interconnection of resources and their collective behavior. Both overlap
hugely and share many common objectives and it is difficult to tell apart one from the
other. These areas gradually evolved in the last decades, motivated by seminal work
conducted at Xerox Labs under the paradigm of the disappearing computer [5]:

“The most profound technologies are those that disappear. They weave them-
selves into the fabric of everyday life until they are indistinguishable from it.”

This concept indicated the possibility for some technology to become fully integrated in
everyday life and at the same time emphasized the degree of transparency of a technol-
ogy as a measure of the success for that technology on being fully adopted by society.

This developments evolved into the areas of ubiquitous and pervasive computing
which in turn were complemented by other pre-existing areas of computing (for exam-
ple artificial intelligence, HCI, etc.) to create areas with consistent goals which empha-
size different aspects of the resulting systems.

2.1 Definition

Ambient Intelligence can be defined as follows:

“A digital environment that supports people in their daily lives by assisting
them in a sensible way.” [6]

In order to be sensible, a system has to be intelligent. That is how a trained assistant, e.g.
a nurse, typically behaves. It will help when needed but will restrain to intervene unless
is necessary. Being sensible demands recognizing the user, learning or knowing her/his
preferences and the capability to exhibit empathy with the user’s mood and current
overall situation.

2.2 A Multi-disciplinary Area

Ambient Intelligence and Smart Environments systems nourish from many well estab-
lished areas of computing and engineering. It also mixes with many other professions
through their many application domains, e.g., health and social care. Figure 2 highlights
some of those technological and scientific pillars.

2.3 Basic Architecture

Systems for Ambient Intelligence can be organized in various ways but some features
are to be found in all those architectures. Little effort has been directed towards identi-
fying what all AmI systems have in common and on studying these systems as a new
category of artificial entities. This section aims at rectifying that by providing both
a view of a system from the point of view of a basic system architecture and then a
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Fig. 2. Interaction in between AmI and other disciplines

complementary view from the point of view of information flow. A complementary
explanation can be found in [6].

What are the essential components of an AmI system? Basically an AmI system has
a real environment and occupants that interact with that environment in some typical
way for that combination environment/occupants. Hence we can define an AmI system
as follows:

AmISystem = 〈E, IC, I〉
such that:

E︸︷︷︸
Environment

−→
IC←−︸ ︷︷ ︸

Interaction
Constraints

I︸︷︷︸
Interactors

such that:

E: is the Environment. For example, a house, a hospital, a factory, a street, a city, an
airplane, an airport, a train, or a bus station.

IC: is a set of Interaction Constraints. It specify the possible ways in which elements
of E and I can interact with each other. Some elements that can be typically further
specified here are 〈S, A, C, IR〉 where:

S is a set of sensors, A is a set of actuators, C is a set of contexts of interest
and IR is a set of Interaction Rules. Sensors capture information from the
environment. Actuators allow the system to act upon and influence the
environment. The set of contexts of interest distinguish those situations
where we expect the system to act. The set of interaction rules establishes
the protocol on how the system put all the previous elements together to
make decisions and trigger actions.



Past, Present and Future of Ambient Intelligence and Smart Environments 7

Fig. 3. Generic Architecture for AmI-SmE systems

I: is a set of Interactors (usually beneficiaries, it can be people, pets or robots). They
can interact with the system in various ways, IR should capture the ways this in-
teraction is conducted.

The definition above tell us of the essential elements, they can be further refined to any
arbitrary level of detail and instantiated to the specific details of different application
domains. Still it is more declarative in nature stating what is important rather than how it
all works. Figure 3 highlights the flow of information and how the different components
of an AmI system interact with each other gathering information from the real world,
understanding it, taking decisions and using those decisions to interact with the real
world again.

Sensors, Actuators and Middleware. A distinctive feature of the systems we are ad-
dressing in this article is that they are immersed in the real, physical, world. As such they
have to interact directly with an environment. These systems have to gather information
of that environment in real-time through sensing devices and after some reasoning they
usually have to act.

Given the importance of sensing/actuating devices this area for research and develop-
ment is very actively pursuing the production of new sensing devices or the expansion
of the capabilities of current devices. There are nowadays sensors that can detect wide
range of situations and measure a variety of substances.
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The most widely known is probably infrared sensors that can detect movement as
it has become fairly common to have anti-burglar alarms which are based in that tech-
nology. The possibility to identify objects or individuals is one of the most popular
sensing options [7,8]. They combine an ID tag and a tag reader which can detect the ID
tag based on proximity. Other sensors allow can detect weight, the presence chemicals,
gases, humidity, brightness or temperature. Other devices can read physiological data
like blood pressure or blood sugar levels which can then be used for healthcare. More
details on these technological options can be found in [9,10,11,12].

Sensors can be physically connected to a network or wireless [13], each option with
advantages and disadvantages, for example, the first ones are more reliable but the sec-
ond ones offer a more flexible architecture.

Sensors and actuators bring their own problems for system implementation. First
there is a cost associated. Then, all of them are, to different degrees, unreliable [14].
There are problems of compatibility between sensors produced by different manufac-
turer and they require substantial maintenance effort. And in any case they can generate
vast amounts of data that has to be somehow stored, filtered, merged and interpreted
[15,16].

Important European projects have been devoted to the development of efficient mid-
dleware that can provide a viable architecture to interconnect sensors (see for example,
Amigo and Persona).

Artificial Intelligence. One of the most exciting technical aspects of a system exhibit-
ing Ambient Intelligence is the capability to act autonomously in the benefit of humans.
This implies both a hard challenge and a tremendous responsibility. We will focus on
the former and will address the latter in another section.

There are several aspects that will have a strong influence in the intelligence a system
can exhibit:

– Learning and Activity Recognition: it means the system is capable to analyze the
vast amount of data produced by sensor triggering and out of that it and can make
sense of the events that happen in a particular environment. It means the system
should be able to group together events as recorded by the sensors into concep-
tual clusters. For example, from the movement and RFID sensors installed in the
kitchen and in other objects like cups, kettles, cupboard, water taps, etc. the sys-
tem identifies that a person is preparing coffee, which in term is part of making
breakfast, etc. [17,18].

– Context-awareness: all Ambient Intelligence systems take place in an environment.
What we do in this area is to smarten up the environment deploying hardware and
software that links the environment with a computing system which is supposed to
operate in the interest of a human or group of humans. To operate successfully such
systems must understand the context [19] and the evolution of that context, i.e. its
dynamics [20].

– Reasoning: cognitive inference is essential for the system to infer whether it has
to act or not and what action(s) should be taken. A variety of methods exist here,
ranging from systems which are more rule-based [20] to those based in biologically
inspired models [21].
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– Multiagents: have an important role in providing a flexible paradigm to model the
different levels of autonomy and dependency that each component can have in a
Smart Environment [22]. One problem so far which is preventing full exploitation
of the multiagent technology is that what has been used so far is merely forcing
the diverse needs of AmI-SmE systems to pass through the sieve of traditional
agents. More effort has to be put on developing the type of multiagent architec-
tures that are needed to develop AmI-SmE sytems (for an attempt in that direction
see [23]).

– Robots: provide a valuable tool both as an interface and as an actuator within
a smart environment. Robots can provide an element of socialization [24]. They
can also be disguised in the way of a tool that users can benefit from like an
intelligent wheelchair which can help navigate a house to users with mobility
challenges [25].

Human-Computer Interaction. Weiser’s initial vision was very emphatic on the re-
quirement that technology only will be successful if it becomes adopted to the extent of
not being noticed, very much the way we use a fridge or a washing machine nowadays.
Humans should be able to use devices in a way that does not demand vast amounts of
training and specialization. Needles to say most of what it is on offer today in the areas
of AmI and SmE fall short in this aspect. It is also fair to say that there is a significant
part of the community which is doing interesting progress and is working extremely
hard to achieve this aim.

Gesture recognition [26], gaze tracking [27], facial expression recognition [28], emo-
tion recognition [29], and spoken dialogue [30], either isolated or combined to form
multi-modal interfaces [31], are some of a range of options becoming available to facil-
itate communication between humans and the system in a natural way [32].

Images also help assess a situation where safety can be compromised. The Wireless
Sensor Networks Lab at Stanford University uses a network of video cameras to infer a
sequence of body postures and hence detect possible hazards like a fall [33].

2.4 Applications

The range of possible applications for Ambient Intelligence and Smart Environments is
vast and we can look at the future of the area with expectation and hope that it will bring
to everyday life a range of available solutions. Here we list some emerging applications
driven by the demand of users, companies and governmental organizations:

– Health-related applications. Hospitals can increase the efficiency of their services
by monitoring patients’ health and progress by performing automatic analysis of
activities in their rooms [34]. They can also increase safety by, for example, only
allowing authorized personnel and patients to have access to specific areas and
devices. Health can be decentralized and made accessible at home through telecare
and telehealth services in what it is commonly termed Ambient Assisted Living.

– Public transportation sector. Public transport can benefit from extra technology in-
cluding satellite services, GPS-based spatial location, vehicle identification, image
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processing and other technologies to make transport more fluent and hence more
efficient and safe.

– Education services. Education-related institutions may use technology to create
smart classrooms where the modes of learning are enhanced [35].

– Emergency services. Safety-related services like fire brigades can improve the re-
action to a hazard by locating the place more efficiently and also by preparing the
way to reach the place in connection with street services. The prison service can
also quickly locate a place where a hazard is occurring or is likely to occur and
prepare better access to it for security personnel.

– Production-oriented places. Companies can use RFID sensors to tag different prod-
ucts and track them along the production and commercialization processes. This
allows identifying the product path from production to consumer and helps im-
proving the process by providing valuable information for the company on how to
react to favourable demand and unusual events like products that become unsuitable
for sale [7]. Smart offices has been also the centre of attention and some interesting
proposals aim at equipping offices with ways to assist their employees to perform
their tasks more efficiently [36].

2.5 Social Implications

By the very definition of the fields of Ambient Intelligence and Smart Environments
these systems are created to be immersed in a place where they will affect people’s
lives directly. Whether it is students in a classroom, people at home, pedestrians in a
street or shoppers in a mall, their lives will be influenced by the technology deployed
in those places. If the system works ideally, their life will be improved. The problem is
that a computing system rarely works ideally and in this domain, given the complexity
of the environment, see some of the challenges listed in later sections, it is even more
unlikely the system will work ideally. Hence there is scope for disappointment [37,38].

Privacy. Take video cameras as an example. They can be used to monitor streets so that
street crime can be detected as soon as possible. They can also be used in a shopping
centre to know more about shoppers’ preferences. They can be used in smart homes to
detect situations where somebody can be at risk [33,39], which is an extremely valuable
safety net for anyone who is in a vulnerable position. For example, for elderly living
alone, children with learning disabilities, public transport safety at night, people on their
own after and surgery, etc.

Cameras are such a rich media. They can facilitate so much information which is
relevant for the implementation of an intelligent environment. Still, leaving technical
difficulties aside, like achieving understanding of what is captured by one or more cam-
eras, they are fiercely resisted by users and researchers.

To illustrate the point think about extreme situations like having a camera in your
own bathroom or bedroom at home. Sure there are many other situations where cameras
can be used and indeed are being used. What is acceptable or not acceptable to share
changes enormously with cultural values and the situation. Some users are happy to
give up some degree of privacy in return for increased safety; some will never allow a
camera recording their daily life activities.
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Safety. Sensors record information about our daily activities and there is technology
that can mine the recorded data to extract patterns of behaviour. The idea being that
negative behaviours can be indentified and discouraged and positive ones encouraged
and reinforced.

What happens when all that private information fall in the wrong hands? There have
been many incidents where sensitive digital information from governments and military
forces around the world has been forgotten in the pen drive, CD or laptop in an airport
or train. How many unwanted calls do you get per week because a company (e.g., bank
or electronics shop you bought something in instalments) stored your personal details
in a PC and the company that do back-ups sells the information (most probably without
the company’s knowledge) to SPAM maker companies?

It is not unlikely then that the same can happen to sensitive private data about our
habits and illnesses can be accessible to groups of people who are eager to take profit
of that knowledge. Users will become more and more aware of this and extra measures
have to be provided to bring peace of mind to the market. If the market is label as unsafe
by the users then all those involved will lose a fantastic opportunity to benefit society.

3 The Future

The literature of the area is prolific and there is a growing body of research and devel-
opments reported in the recent technical literature (see for example: [40,41,42,43]).

Still we cannot claim these developments are being massively taken by society, there
are some success stories in various areas and parts of the world but the systems produced
are still too unreliable, expensive and difficult to use as to be embraced by society. So
what are the current bottlenecks for the area preventing further progress?

3.1 Emotional and Social Intelligence

Cognitive intelligence is a hard goal in its own right and the area has a good deal of
work ahead to provide robust and intelligent systems. Equally hard and still not so
deeply investigated is the element of emotional intelligence. This is to some extent
a less logical and predictable side of humans, it has to do with anger, fears, desires,
pleasure, etc.

A system that is supposed to “... support people in their daily lives by assisting them
in a sensible way” has to be aware of the user’s preferences and has to know when is
the right time to approach her/him and in which way, as well as to realize when it is
better to stay silent. Think about a system that offers you help each 5 minutes over the
whole day, or remind you of all the things you have listed as interesting but you do not
have currently in the house or recommend you to have a box of chocolate when you are
trying to lose weight.

Let us assume we accept that a system that can exhibit a level of subtle behaviour
is what we need and let us do a little exercise to think how we can achieve that. How
can we sense when the user is angry? Will it be because is shouting or cursing? Is it
meaningful that the person is slamming doors?

Understanding all the subtle semantics of a dialogue to the extent to infer a particular
state of mind is the terrain of spoken dialogue and natural language understanding,
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which still is a challenging area in computing. Detecting other states of mind like feeling
tired, hungry, happy, or depressed can provide equally hard challenges.

3.2 Scaling Up from One to Many Users

Many current systems can provide some level of acceptable service in the case of one
single user, for example the literature abounds on smart homes to support independent
living which are based in the assumption only one person is the permanent resident in
the house, or at least the only one that the house have to take care of.

When multiple occupants share the space and the house have some degree of re-
sponsibility for more than one of them then things are even harder. Funny examples
are known where systems were not prepared for the complexity of a user having a pet
wondering around the house triggering sensors here and there. Consider for example
a family living under the same roof and a system that tries to provide services for all
them. Choosing a T.V. program may be a situation of conflict, should the system stay
away from such domestic rows or should it have a duty to advise and mediate? How the
system should react when there are irreconcilable positions?

3.3 User Acceptance!

At the end of the day if these technologies want to be accepted and be as pervasive as
a fridge or a washing machine are nowadays, then they have to achieve overall satisfac-
tion. This will involve delivering adequate and reliable services which are judged to be
good value for money.

Currently there are not standards or accepted measures of quality. The diversity of
areas involved and the diversity of potential applications conspire against this. Still it is
important for the area to achieve maturity that some sort of benchmark is agreed. See the
Darmstadt Challenge [44] as an example of a step in this direction. Another interesting
avenue is the possibility to provide users with the option to program the behaviour of
the system [45,46,47,48].

4 Conclusions

The last section may have emphasized what the area is still missing and the hardship
of working in a field which has ambitious practical aims. However, it is not all that
gloomy. The same reasons used to say there is no guarantee of success can be used to
argue there is no proof that the aims are unachievable. There are already good success
stories and developments are gradually starting to appear in the form of smart homes,
smart cars, smart classrooms, smart offices, etc. ([49]).

Patience and sustained work will be needed to extend the technical frontiers of this
area bit by bit. To what extent these technologies will be taken by society it is to be dis-
covered, meanwhile the potential benefits are such that it is worth trying. Researchers
and developers should remember at all times that users are at the centre and that tech-
nology should be built for them.
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Abstract. Criminal behaviour exists in many variations, each with its own 
cause. A large group of offenders only shows criminal behaviour during adoles-
cence. This kind of behaviour is largely influenced by the interaction with oth-
ers, through social learning. This paper contributes a dynamical agent-based 
approach to simulate social learning of adolescence-limited criminal behaviour, 
illustrated for a small school class. The model is designed in such a way that it 
can be compared with data resulting from a large scale empirical study. 

Keywords: Agent-based simulation, Social learning, Delinquent behaviour. 

1   Introduction 

Within Criminology, the analysis of the emergence of criminal behaviour is one of the 
main challenges [10]. An important mechanism behind the emergence of criminal 
behaviour is social learning [6]. To analyse this mechanism, this paper presents an 
agent-based approach to simulate social learning, which specifically addresses the 
mutual influence of peers, parents and school, with respect to delinquent behaviour.  

To formalise and analyse the emergence of criminal behaviour through social 
learning, an artificial society has been modelled to represent a small school class. The 
models for the agents have been formally specified by executable temporal/causal 
logical relationships, using the modelling language TTL [4] and its executable sub-
language LEADSTO [3]. This language allows the modeller to integrate both qualita-
tive, logical aspects as quantitative, numerical aspects. Moreover, since the language 
has a formal logical semantics, simulation models created in TTL and LEADSTO can 
be formally analysed by means of logical analysis techniques. 

In the field of Criminology, it is often quite difficult to perform experiments that 
involve changes in the real world. A model as the one presented in this paper can be 
used to study general patterns in the development of criminal behaviour. Simulation 
can help to answer what-if questions and to verify theories about the relation between 
different processes. Discussions with a team of criminologists taught us that the evi-
dence provided by simulation models is already considered as useful knowledge about 
the relevance of criminological theories such as the differential association theory, 
which will be discussed below. 
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In a next step of the research, we plan to validate the model using data of an exist-
ing empirical study e.g. [18]. In that study, the social networks of 1730 non-
delinquent, minor delinquent and serious delinquent pupils at lower-level secondary 
schools in the Netherlands were analysed. This paper only reports about the first step, 
the model and simulations.  

In Section 2 a summary from the literature on social learning is presented. Section 
3 discusses the chosen modelling approach. The simulation model is presented in Sec-
tion 4, and Section 5 discusses simulation results. In Section 6, these results are ana-
lysed using formal techniques. Section 7 presents related work. Finally, Section 8 
concludes the paper.  

2   Social Learning 

According to [13], two types of delinquents can be distinguished: life-course-
persistent offenders, who stay criminal throughout their entire life and adolescence-
limited offenders, who only show antisocial behaviour during adolescence.  
Life-course-persistent anti-social behaviour is caused by neuropsychological  
problems during childhood that interact cumulatively with their criminogenic envi-
ronments across development, which leads to a pathological personality. Adoles-
cence-limited antisocial behaviour is caused by the gap between biological maturity 
and social maturity. It is learned from antisocial models that are easily mimicked, and 
it is sustained according to the reinforcement principles of learning theory. They peak 
sharply at about age 17 and drop fast in young adulthood. In the current paper, we 
explicitly focus on the adolescence-limited offenders. 

An influential theory on the emergence of adolescence-limited criminal behaviour 
is the differential association theory, which was first proposed by [15] and later ex-
panded by [6]. In short, this (informal) theory states that behaviour is learned through 
interaction with others. We learn most from the people we are in close contact with, 
like parents and peers. There are two basic elements to understanding the differential 
association theory. First, the content of what is learned is important (e.g., motives, 
attitudes and evaluations by others of the meaningful significance of each of these 
elements). Second, the process by which learning takes place is important, including 
the intimate informal groups and the collective and situational context where it oc-
curs. Criminal behaviour itself is learned through assigning meaning to behaviour, 
experiences, and events during interaction with others. 

According to [15], the extent to which delinquent behaviour is imitated is influ-
enced by the frequency, duration, and intensity of the contact. Frequent, long and im-
portant or prestigious contacts have a larger influence. In addition, the priority of 
learning influences the social learning process: the earlier behaviour is learned, the 
more influential it is.  

3   Modelling Approach 

To formalise and analyse the emergence of criminal behaviour through social learning 
from an agent perspective, an expressive modelling language is needed. On the one 
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hand, qualitative aspects have to be addressed, such as certain characteristics about 
the agents (e.g., their age), their social relationships (e.g., who are their parents and 
friends). On the other hand, quantitative aspects have to be addressed. For example, 
an agent’s level of delinquency, which is the extent to which an agent exhibits delin-
quent behaviour, can best be described by a real number. The change of this delin-
quency can best be described by a mathematical formula. Another requirement of the 
chosen modelling language is its suitability to express on the one hand the basic 
mechanisms of social learning (for the purpose of simulation), and on the other hand 
more global properties of social learning (for the purpose of logical analysis and veri-
fication). For example, basic mechanisms of social learning involve decisions of indi-
vidual agents to attach to their peers, whereas global properties are statements that 
consider the learning process over a longer period, like “eventually the delinquent 
pupils become less delinquent”. 

The predicate-logical Temporal Trace Language (TTL) [4] fulfils all of these de-
siderata. It integrates qualitative, logical aspects and quantitative, numerical aspects. 
This integration allows the modeller to exploit both logical and numerical methods for 
analysis and simulation. Moreover it can be used to express dynamic properties at 
different levels of aggregation, which makes it well suited both for simulation and 
logical analysis. 

TTL is based on the assumption that dynamics can be described as an evolution of 
states over time. The notion of state as used here is characterised on the basis of an 
ontology defining a set of physical and/or mental (state) properties that do or do not 
hold at a certain point in time. These properties are often called state properties to 
distinguish them from dynamic properties that relate different states over time. A spe-
cific state is characterised by dividing the set of state properties into those that hold, 
and those that do not hold in the state. Examples of state properties are ‘agent 1 has a 
delinquency level of 0.35’, or ‘agent 2 has an attachment to agent 3 of 0.5’.  

To formalise state properties, ontologies are specified in a (many-sorted) first order 
logical format: an ontology is specified as a finite set of sorts, constants within these 
sorts, and relations and functions over these sorts (sometimes also called signatures). 
The examples mentioned above then can be formalised by n-ary predicates (or propo-
sition symbols), such as, for example, has_delinquency(agent1,0.35) or has_attach-
ment_to(agent2, agent3, 0.5). Such predicates are called state ground atoms (or atomic 
state properties). For a given ontology Ont, the propositional language signature con-
sisting of all ground atoms based on Ont is denoted by APROP(Ont). One step further, 
the state properties based on a certain ontology Ont are formalised by the propositions 
that can be made (using conjunction, negation, disjunction, implication) from the 
ground atoms. Thus, an example of a formalised state property is has_de-
linquency(agent1,0.35) & has_delinquency(agent2,0.45). Moreover, a state S is an indication 
of which atomic state properties are true and which are false, i.e., a mapping S: AP-
ROP(Ont) → {true, false}. The set of all possible states for ontology Ont is denoted by 
STATES(Ont). 

To describe dynamic properties of complex processes such as the development of 
criminal behavior, explicit reference is made to time and to traces. A fixed time frame 
T is assumed which is linearly ordered. Depending on the application, it may be dense 
(e.g., the real numbers) or discrete (e.g., the set of integers or natural numbers or a 
finite initial segment of the natural numbers). Dynamic properties can be formulated 
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that relate a state at one point in time to a state at another point in time. A simple ex-
ample is the following (informally stated) dynamic property about the delinquency of 
agents:  

For all traces γ, 
there is a time point t such that 
all agents have a delinquency that is lower than d.  

A trace γ over an ontology Ont and time frame T is a mapping γ : T → STATES(Ont), i.e., 
a sequence of states γt (t ∈ T) in STATES(Ont). The temporal trace language TTL is built 
on atoms referring to, e.g., traces, time and state properties. For example, ‘in trace γ at 
time t property p holds’ is formalised by state(γ, t) |= p. Here |= is a predicate symbol in 
the language, usually used in infix notation, which is comparable to the Holds-
predicate in situation calculus. Dynamic properties are expressed by temporal state-
ments built using the usual first-order logical connectives (such as ¬, ∧, ∨, ⇒) and 
quantification (∀ and ∃; for example, over traces, time and state properties). For ex-
ample, the informally stated dynamic property introduced above is formally expressed 
as follows: 

∀γ:TRACE ∃t:TIME ∀a:AGENT ∃x:REAL 
state(γ, t) |= has_delinquency(a, x) & x≤d 

In addition, language abstractions by introducing new predicates as abbreviations for 
complex expressions are supported.  

To be able to perform (pseudo-)experiments, only part of the expressivity of TTL 
is needed. To this end, the executable LEADSTO language [3] has been defined as a 
sublanguage of TTL, with the specific purpose to develop simulation models in a de-
clarative manner. In LEADSTO, direct temporal dependencies between two state 
properties in successive states are modelled by executable dynamic properties. The 
LEADSTO format is defined as follows. Let α and β be state properties as defined 
above. Then, the notation α →→e, f, g, h β means: 

If state property α holds for an interval with duration g, then after some delay between e and f 
state property β will hold for an interval with duration h. 

As an example, the following executable dynamic property states that “if during 1 
time unit the attachment between agent a1 and a2 is x1, and the difference in delin-
quency between both agents is x2, then for the next 5 time units (after a delay be-
tween 0 and 0.5 time units) the attachment between both agents will be β*x1+(1-
β)*|x2|”: 

∀a1,a2:AGENT ∀x1,x2:REAL 
has_attachment_to(a1,a2,x1) ∧  
delinquency_difference(a1,a2,x2) →→0, 0.5, 1, 5  
has_attachment_to(a1,a2,β*x1+(1-β)*|x2|) 

Based on TTL and LEADSTO, two dedicated pieces of software have recently been 
developed. First, the LEADSTO Simulation Environment [3] takes a specification of 
executable dynamic properties as input, and uses this to generate simulation traces. 
Second, to automatically analyse the resulting simulation traces, the TTL Checker 
tool [4] has been developed. This tool takes as input a formula expressed in TTL and  
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a set of traces, and verifies automatically whether the formula holds for the traces. In 
case the formula does not hold, the Checker provides a counter example, i.e., a com-
bination of variable instances for which the check fails.  

4   Simulation Model 

To study the influence of social learning on delinquent behaviour, we modelled a 
school class with 10 pupils. There are three groups that influence the process of social 
learning, namely parents, school and peers. Therefore, each pupil is represented as an 
agent; the parents of the pupils and the school are modelled as groups. Each pupil is 
related to one parent group. The agents have a number of characteristics in our model 
(determined based on discussions with experts). We restricted our study to the charac-
teristics that are collected in the empirical study [18]. The first property of an agent is 
its age. In our model the age is restricted to values between 12 and 17. The age is 
relevant for influence of peers on each other. The older an adolescent is (up to 17) the 
more his behaviour is influenced by peers. In addition, the age difference between 
peers is relevant, since older people are often more dominant in the relationship. The 
influence of school and parents tends to decrease as the adolescent gets older. 

In addition, agents have a basic level of influenceability: this represents how easily 
they can be influenced. Oppositely, agents and groups have a level of dominance: this 
represents how easily they can influence others. For persons this is a character trait. 
Schools can also have a level of dominance. A dominant school can be seen as a strict 
school, while a school that is less strict could be considered to be less dominant.  

The social relations between pupils in a school class are modelled via attachment 
relations. All agents are attached to each other with a specific level of attachment, 
representing the intensity of the contact as defined by [15]. The attachment relation is 
also used to model the attachment of pupils to their parents and to their school. We 
assume that a high attachment results in a higher influence of the attached agent or 
group on the behaviour of the pupil. 

Finally, we model a level of delinquency for all agents and groups, also for parents 
and schools. The initial value for the delinquency of an agent could be based on a 
measurement of the number of delinquent acts of a pupil in the past. The interpreta-
tion of the delinquency of a school is indirect: the school has a low level of delin-
quency if it is a good school, i.e. teachers and other staff members have a low level of 
delinquency. When the atmosphere in the school is less positive, then it has a higher 
level of delinquency.  

During the simulation, the levels of delinquency of the pupils change because of 
the influence of others. This process is depicted in Fig. 1, where the circles denote 
state properties and the arrows denote dynamic properties (relationships) between 
them. The age of each agent increases every year. Every agent starts with a basic in-
fluenceability; together with the age of the agent and the attachment to a specific 
group or agent, the effective influenceability of the agent by that agent or group is 
determined (denoted by has_influenceability in Fig. 1). 
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Fig. 1. Concepts and relations in the simulation model 

This effective influenceability is combined with the level of dominance of the other 
party, the difference in delinquency between the agent and the other party, and - in 
case the other party is an agent - the age difference between two agents. This leads to 
the so-called delta delinquency. The delta delinquency represents all factors that in-
fluence the level of delinquency of an agent. In order to calculate the new delinquency 
of an agent, the delta delinquencies of all agents and groups in its environment are 
combined with the old delinquency (the delinquency the agent started out with). 

In addition, the model is able to adapt the attachment between the agents. The idea 
behind this is that the strength of a relation is influenced by the overlap in values. If 
the difference in the level of delinquency is very high, then the attachment will de-
crease. However, because there are many other factors that influence the attachment 
as well, the difference in delinquency only causes a minor change in attachment. 

The formal ontology used for the model is shown in Table 1. As can be seen, the 
concepts of influenceability, dominance, attachment, and delinquency are modelled as 
a real number between 0 and 1. Furthermore, the age is modelled as an integer be-
tween 12 and 17, and the delta delinquency as a real number between -1 and 1. For a 
complete overview of the simulation model, see the appendix1. 

The relationships between the concepts have been modelled in LEADSTO. Three 
example relationships (to determine the delta delinquency of groups, the new delin-
quency, and the new attachment to agents, respectively) are stated below. Here, the 
β’s are decay factors, and the w’s are weight factors. Note that these relationships 
correspond to (conjunctions of) arrows in Figure 1. 

                                                           
1 http://human-ambience.few.vu.nl/docs/ICAART09.pdf 
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Table 1. Formal ontology 

Formal predicate Informal description X ∈ 
has_basic_influenceability (A:AGENT, X:REAL) agent A has a basic influenceability 

of X (i.e., a static characteristic of an 
agent) 

[0..1] 

has_attachment_to(A:AGENT, G:GROUP, X:REAL) agent A has an attachment to group 
G of strength X 

[0..1] 

has_attachment_to(A1:AGENT, A2:AGENT, X:REAL) agent A1 has an attachment to 
agent A2 of strength X 

[0..1] 

has_age(A:AGENT, X:REAL) agent A has age X [12..17] 
has_influenceability(A:AGENT, G:GROUP, X:REAL) group G has an influence on agent A 

with strength X 
[0..1] 

has_influenceability(A1:AGENT, A2:AGENT, X:REAL) agent A2 has an influence on agent 
A1 with strength X 

[0..1] 

age_difference(A1:AGENT, A2:AGENT, X:REAL) the age difference between agent A1 
and agent A2 is X 

[-5..5] 

has_delinquency(A:AGENT, X:REAL) agent A has a delinquency of X [0..1] 
has_delinquency(G:GROUP, X:REAL) group G has a delinquency of X [0..1] 
delinquency_difference(A:AGENT, G:GROUP, X:REAL) the delinquency difference between 

agent A and group G is X 
[-1..1] 

delinquency_difference(A1:AGENT,A2:AGENT,X:REAL) the delinquency difference between 
agent A1 and agent A2 is X 

[-1..1] 

has_dominance(G:GROUP, X:REAL) group G has dominance X (static 
value) 

[0..1] 

has_dominance(A:AGENT, X:REAL) agent A has dominance X (static 
value) 

[0..1] 

has_delta_delinquency(A:AGENT, G:GROUP, X:REAL) the amount of change of the  
delinquency of agent A caused by 
group G is X 

[-1..1] 

has_delta_delinquency(A1:AGENT,A2:AGENT,X:REAL) the amount of change of the  
delinquency of Agent A1 caused by 
agent A2 is X 

[-1..1] 

has_gender(A:AGENT, G:GENDER) agent A has gender G  

Delta Delinquency Determination (for Groups) 
∀a:AGENT ∀g:GROUP ∀x1,x2,x3:REAL 
delinquency_difference(a,g,x1) ∧ has_influenceability(a,g,x2) ∧  
has_dominance(g,x3) →→ 
has_delta_delinquency(a,g,β2*(β1*x1+(1-β1)*x1* (w4*x2+w5*x3))) 

New Delinquency Determination 
∀a1:AGENT ∀g:GROUP ∀d,s,p,x1,...,x10:REAL 
has_old_delinquency(a1,d) ∧ has_delta_delinquency(a1,school,s) ∧  
has_delta_delinquency(a1,g,p) ∧ are_parents_of(g,a1) ∧ 
has_delta_delinquency(a1,agent1,x1) ∧ ... 
has_delta_delinquency(a1,agent10,x10) →→  
has_delinquency(a, d+ (s+p+x1+...+x10)/12)) 

New Attachment Determination (for Agents) 
∀a1,a2:AGENT ∀x1,x2:REAL 
has_attachment_to(a1,a2,x1) ∧ delinquency_difference(a1,a2,x2) →→ 
has_attachment_to(a1,a2, β3*x1+(1-β3)*abs(x2)) 

5   Simulation Results 

A number of simulation experiments have been performed to see whether the  
behaviour of the model was as expected for some common scenarios. A thorough 
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evaluation will be performed later when the results will be compared with data of an 
empirical study.  

In the first scenario there is one bad guy with criminal parents in an otherwise rea-
sonable school class. We are interested in the question whether the criminal boy 
makes the other boys bad or whether the group is able to straighten out the delinquent. 
In this scenario agent 1 has a delinquency of 0.8 while the other agents have a delin-
quency of 0.3. All agents are male2 and are 12 years old at the start of the simulation. 
They have a basic influenceability with a value of 0.4, a level of dominance of 0.6 and 
a mutual attachment of 0.3. The attachments are stable in this simulation. Every agent 
has parents with a dominance of 0.7 and a delinquency of 0.2, except for agent 1, 
whose parents have a delinquency of 0.8.  

The resulting trace is shown in Figure 2. Here, time is on the horizontal axis and the 
level of delinquency is on the vertical axis. The three graphs show the combined delin-
quencies of all pupils, the delinquency of agent 1 and the delinquency of the other 
agents (that all show the same behaviour; agent 10 is just taken as an example), respec-
tively. The two lines in the first graph correspond to the lines in the second and third 
graph, respectively, where a more detailed scale is used. The results show that the in-
teraction between the agents leads to a decreased delinquency of agent 1. The delin-
quency of the other agents increases slightly to 0.31 and from this point on it decreases 
to 0.255 at time point 100. From time point 70 on, there is a more or less stable differ-
ence in delinquency between the agent with criminal parents and the others.  

In a second scenario (Figure 3), the influence of the school is examined by in-
creasing its delinquency to 0.8. The level of delinquency of the agents and their par-
ents were identical to the settings in the previous scenario. The results show that the 
increased delinquency of the school causes an increased level of delinquency of all 
the agents. This influence appeared to be larger than the influence of individual 
agents, because it propagates through to pupils, who again influence each other. 

In the third scenario, half of the pupils (and their parents) have a high delin-
quency. The other pupils (and their parents) have the same level of delinquency as in 
scenario 1. In this case all agents influence each other and their delinquencies grow 
towards each other, while a difference remains because of the influence of the parents 
(see Fig. 4).  

Finally, the fourth scenario represents a school class with two groups (3 delin-
quent pupils with a high mutual attachment, 3 extremely non-delinquent pupils with a 
high mutual attachment) and 4 individuals with a high basic influenceability. One of 
these ‘group-less pupils’ has a high attachment to a person in the criminal group, one 
to a person in the non-criminal group, and the others had no specific relations. The 
attachments can change over time. The goal of this scenario is to see whether a pupil 
will be incorporated in a group if he has a strong relationship with one of them. Figure 
5 shows the resulting delinquencies.  

Interestingly, we see that all group-less pupils reach a level of delinquencies that is 
close to that of the pupils in the ‘good group’, even for the pupils that have a strong 
relation to a pupil in one of the groups. This observation can be explained by the fact  
 

                                                           
2 Note that the model does not incorporate a direct influence of gender. Difference between 

male and female pupils can be modeled indirectly by giving the males higher initial delin-
quencies. 
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Fig. 2. Delinquency in a school class with one bad guy 

 

Fig. 3. Influence of a bad school 

 

Fig. 4. Delinquency in a school class with half of the pupils being criminal 

that the delinquency of the parents of the group-less pupils is close to the delinquency 
of the parents in the good group. However, if we look closely at the delinquencies of 
the group-less people (lower graph in Figure 5), we see that they develop slightly dif-
ferently (notice the different scale). Apparently, the delinquency of the pupil with a 
friend in the bad (good) group initially grows faster (slower), but eventually it reaches 
the same level as the other group-less pupils. 
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Fig. 5. Delinquencies in school class with two groups 

6   Formal Analysis 

The detailed settings and results of ten simulation experiments (including the ones 
described in Section 5) are shown in the appendix. Among the different experiments, 
various parameter settings were varied, in particular the initial delinquencies of 
agents, parents, and school, the initial attachment between agents, and several weight 
factors. 

To analyse the resulting simulation traces in more detail, the TTL Checker tool [4] 
has been used. As mentioned earlier, this tool takes as input a TTL formula and a set 
of traces, and verifies automatically whether the formula holds for the traces. For the 
current domain, a number of hypotheses have been expressed as dynamic properties 
in TTL, which were inspired by relevant questions in Criminology (see Sections 1 and 
2). To give a simple example, consider the following dynamic property (P1), which 
expresses that the delinquency of an agent keeps on decreasing over time: 

P1  Strict Monotonic Decrease of Delinquency 
For all time points t1 and t2, if t2 is later than t1, then the agent’s delinquency at t2 is lower than at t1.  
P1(γ:TRACE, a:AGENT) ≡ 
∀t1,t2:TIME ∀d1,d2:REAL 
[ state(γ, t1) |= has_delinquency(a, d1) & 
 state(γ, t2) |= has_delinquency(a, d2) & t1<t2 ] ⇒ d1>d2 

Note that this formula comprises two free variables (the trace γ and the agent a), for 
which different values can be instantiated. For example, in order to check whether 
agent 1 satisfies the criterion of strict monotonic decrease of delinquency in simula-
tion trace 5, the formula P1(trace1, agent1) should be checked. Similarly, it is possible 
to check whether the property holds for all agents and all traces, or for a certain per-
centage of them. 

Besides checking whether the delinquency of agents keeps on decreasing, also 
other properties can be verified. A relevant question in Criminology is what the  
relative influences of (respectively) parents, peers, and school on the development of 
a person’s delinquency are. For example, might it be the case that the biggest  
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contribution is provided by parents and school only, and that the influence of class-
mates can almost be neglected? To analyse these kinds of hypotheses, properties like 
the following have been established: 

P2  Agent converges to Parents and School 
At the end of the trace, the delinquency of agent a lies within a margin δ of the average of the  
delinquencies of its parents and the school at the start of the trace.  
P2(γ:TRACE, a:AGENT) ≡ 
∀d1,d2,d3:REAL ∀p:AGENT 
[ state(γ, start_time) |= has_delinquency(p, d1) & 
 state(γ, start_time) |= has_delinquency(school, d2) & 
 state(γ, end_time) |= has_delinquency(a, d3) & 
 are_parents_of(p,a) & ] 
 ⇒ d3-δ < (d1+d2)/2 < d3+δ 

If this property were true (for a small δ), this would indicate that the development of a 
pupil could be predicted by taking into account the delinquency of the parents and the 
school only. Some initial checks have pointed out that the lowest δ for which the 
property satisfies all generated traces is 0.22. In other words, for all of the traces the 
influence of parents and school was relatively high. In addition to P2, a property was 
created to compare the change in delinquency between two agents a1 and a2. 

P3  Bigger change in Delinquency 
During the whole trace, agent a1 made a bigger change in delinquency than agent a2.  
P3(γ:TRACE, a1,a2:AGENT) ≡ 
∀d1,d2,d3,d4:REAL 
[ state(γ, start_time) |= has_delinquency(a1, d1) & 
 state(γ, start_time) |= has_delinquency(a2, d2) & 
 state(γ, end_time) |= has_delinquency(a1, d3) & 
 state(γ, end_time) |= has_delinquency(a2, d4) ] 
 ⇒ |d1-d3| > |d2-d4| 

This property can be used, for example, to find out whether in a school class with 
many “good” pupils and one “bad” guy (see scenario 1), the bad pupil tends to move 
towards the good ones, or vice versa. In our simulation traces, such a bad pupil indeed 
turned out to converge towards his classmates. 

To summarise, a number of TTL properties have been checked against the gener-
ated simulation traces, as a first pilot study of the applicability of the approach. Al-
though no real conclusions can be drawn as yet, these checks pointed out that the 
traces satisfy basic properties that were inspired by criminological theories, such as 
property P2 and P3. 

Finally, it is important to note that, in addition to simulated traces, the TTL 
Checker can also take empirical traces as input. In future work, several properties as 
those introduced here will be verified against empirical traces that are constructed on 
the basis of experiments in real classrooms 

7   Related Work 

With respect to related work, the research presented in this paper on the one hand has 
commonalities with literature from the social and behavioural sciences (in particular, 
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the area of Criminology), and on the other hand with literature in AI and Computer 
Science (among others, agent-based simulation).  

Concerning the criminological and psychological area, first of all the current paper 
is related to early articles from the 60’s and 70’s such as [1], [6] and [15], which were 
the first to formulate (different variants of) the social learning theory. Here, the theory 
put forward by [1] is more generic, whereas the other two focus specifically on social 
learning in Criminology. For an overview of these theories, see [11]. In fact, these 
theories formed the basis of the research questions addressed in this paper. Based on 
these theories, [14] identified a number of (informal) properties that are expected to 
hold for social learning in Criminology, such as “the more frequently persons show 
deviant behaviour, the more frequently they will have contact with patterns of deviant 
behaviour”. Although a detailed verification (using larger-scale experiments and sta-
tistical techniques) is left for future work, an initial analysis provides evidence that 
our model indeed satisfies these properties. Next, a number of papers in Criminology 
propose more refined models for social learning, often focusing on specific aspects of 
the learning. For example, [16] compared three theoretical models of the interrelations 
among associations between delinquent peers, delinquent beliefs, and delinquent be-
haviour. A main difference with our work is that these models are not computational. 
Nevertheless, their conclusions are in agreement with the initial results found in this 
paper. Finally, several authors have performed empirical studies on social learning of 
delinquent behaviour in schools [5] and [18]. Our model was designed explicitly with 
the purpose of reproducing such data.  

Concerning the literature in AI and Computer Science, we are not aware of ap-
proaches using multi-agent technology to simulate delinquent behaviour of individu-
als in a group. However, various papers have similarities to the work proposed here. 
First, [9] present a model that is rather similar to ours, but which uses differential 
equations to describe the development of juvenile criminal behaviour. Another differ-
ence with our model is that they aim for an integration of multiple criminological 
theories (namely social learning theory, career theory, and rational choice theory), 
whereas we focus (in more detail) on the former only. Moreover, several authors have 
created models that address social learning and criminal behaviour at a more global 
level. For example, [7] presents an economic model for social learning, although not 
explicitly focussed on learning of delinquent behaviour. Similarly, [19] presents an 
agent-based economic model for the market for offenses. This model addresses the 
global development of delinquency in a population. These models differ from our 
model in the sense that they are situated at a macroscopic level, thereby abstracting 
from differences between individuals. An approach that does consider individual dif-
ferences, but that addresses a different domain, is presented by [17]. They present a 
simulation model of the dynamics of terrorist networks, based on networks of non-
deterministic finite automata. Furthermore, a large number of approaches address 
simulation of the environmental aspects of criminal behaviour, such as the displace-
ment of crime and the emergence of “hot spots”, e.g., [12] and [2]. Finally, relevant 
work is put forward by [8]. They identify a number of (cognitive) factors that are 
relevant in social learning in general. However, in contrast to our work, they do not 
provide a computational model. 
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8   Conclusions 

This paper presented an agent-based approach to simulate and formally analyse the 
process of social learning of delinquency during adolescence. The general mechanism 
of change by influences of peers is possibly also useful in other domains in which 
social learning is relevant. In this paper, however, we focused on learning of delin-
quent behaviour. Inspired by criminological literature, the approach incorporates the 
influences of three types of groups, namely peers, parents, and school. Various rele-
vant factors were identified, such as influenceability, dominance, and attachment, and 
their mutual relationships were formalised by means of the hybrid modelling language 
LEADSTO. Moreover, it was shown how the approach can be used to generate simu-
lation traces, and how such traces can be automatically verified against relevant prop-
erties, expressed in the language TTL. Although preliminary, the first results are 
promising. Firstly, they provide evidence that the proposed model is a useful experi-
mental tool to give insight in social learning processes as described in the crimino-
logical literature. Secondly, some interesting patterns have already been found. For 
example, the simulation results suggest that the influence of the school on delin-
quency is relatively high (scenario 3), that the impact of attachment is relatively low 
(scenario 4), and that every individual learning process approaches a final delin-
quency near the average of the delinquencies of parents, school, and peers. 

In the current paper, no detailed empirical validation of the model has been pre-
sented. However, as mentioned in the introduction, various empirical studies have 
been performed, of which large data sets are available [5] and [18]. The model has 
been explicitly designed with the objective of using such data sets for validation in the 
future. Currently, some initial steps in this direction are taken. During such a valida-
tion, several questions are addressed, such as “is it realistic that the average  
delinquency almost always decreases?”, or “is it realistic to have a relatively stable 
delinquency for school and parents?”. When these questions are solved, the model can 
be further fine-tuned, in particular by choosing realistic values for all parameter  
settings and weight factors involved. 
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Abstract. In this paper we discuss how learner’s electrical brain activity can be 
influenced by emotional stimuli. We conducted an experiment in which we ex-
posed 17 learners to a set of pictures from the International Affective Picture 
System (IAPS) while their electrical brain activity was recorded. We got 33.106 
recordings. In an exploratory study we examined the influence of 24 picture 
categories from the IAPS on the amplitude variations of the 4 brainwaves fre-
quency bands: δ, ϕ, α and β. We used machine learning techniques to track the 
amplitudes in order to predict the dominant frequency band which inform about 
the learner mental and emotional states. Correlation and regression analyses 
show a significant impact of the emotional stimuli on the amplitudes of the 
brainwave frequency bands. Standard classification techniques were used to as-
sess the reliability of the automatic prediction of the dominant frequency band. 
The reached accuracy was 90%.  

Keywords: Electrical Brain Activity, Machine Learning Techniques, Learner 
Brainwaves Model. 

1   Introduction 

Innovative Research is rapidly expanding the level of control that is achievable in 
Human-Machine Interactions. Scientists have been experimenting with non-invasive 
brain-computer interfaces that read brain signals with an electroencephalogram 
(EEG). EEG-based brain-computer interfaces use sensors placed on the head to detect 
brainwaves and feed them into a computer as input [17]. To close the performance 
gap between the user and the computer, many research focused on the user modeling 
[5], [13].  

Most of the work in this field has focused on identifying the user’s emotions as 
they interact with computer systems such as tutoring systems [10] or educational 
games [6], [7]. The importance of the systematic study of emotions has become more 
present in several disciplines [9], [14], [18], [19] since it was largely ignored until the 
late 20th century. 

Kort, Reilly and Picard (2001) proposed a comprehensive four-quadrant model that 
explicitly links learning and affective states; this model has not yet been supported by 
empirical data from human learners. Conati (2002) has developed a probabilistic 
system that can reliably track multiple emotions of the learner during interactions 
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with an educational game. Their system relies on dynamic decision networks to assess 
the affective states of joy, distress, admiration, and reproach. The performance of 
their system has been measured on the basis of learner self reports [6] and inaccura-
cies that were identified have been corrected by updating their model [7]. D’Mello 
(2005) study reports data to integrate affect-sensing capabilities into an intelligent 
tutoring system with tutorial dialogue, namely AutoTutor. They identified affective 
states that occur frequently during learning. They applied various classification algo-
rithms towards the automatic detection of the learners affect from the dialogue pat-
terns manifested in AutoTutor’s log files.  

Unfortunately, many of these of systems lack precision because they are based on 
learner self reports, or use tools to analyze the learner external behavior like facial 
expression [10], vocal tones [8] or gesture recognition [13]. In addition, one affective 
state is not sufficient to encompass the whole gamut of learning [5]. 

Our previous work [11], [12] indicated that an EEG is an efficient info source to 
detect emotions. Results show that the student’s affect (Anger, Boredom, Confusion, 
Contempt, Curious, Disgust, Eureka, and Frustration) can be accurately detected 
(82%) from brainwaves [11]. We have also conducted an experimentation in which 
we explored the link between brainwaves and emotional assessment on the SAM 
scale (pleasure, arousal and domination). Results were promising, with 73.55%, 
74.86% and 75.16% for pleasure, arousal and dominance respectively [12]. Those 
results support the claim that all rating classes for the three emotional dimensions 
(pleasure, arousal and domination) can be automatically predicted with good accuracy 
through the nearest neighbour algorithm. 

As a contrast to the learner self reports and use tools to analyze the learner external 
behaviour; our previous work is directed towards measuring emotions from the 
learner brainwave activity to track the learner’s emotional states transitions. But what 
is the influence of feeling emotions on Brainwaves? What impact has emotional stim-
uli on the amplitudes of the brainwaves frequency bands? 

In this paper, we focus on 4 different frequency bands: delta, theta, alpha and beta. 
We measure their amplitudes to identify the predominant learner mental state corre-
sponding to the highest amplitude. We use the International Affective Picture System 
to induce emotions and we aim to how these effects the brainwaves amplitudes.  
Innovative Research is rapidly expanding the level of control that is achievable in 
Human-Machine Interactions. Scientists have been experimenting with non-invasive 
brain-computer interfaces that read brain signals with an electroencephalogram 
(EEG). EEG-based brain-computer interfaces use sensors placed on the head to detect 
brainwaves and feed them into a computer as input [17]. To close the performance 
gap between the user and the computer, many research focused on the user modelling 
[5], [13].  

2   Brainwaves and Electroencephalogram 

In the human brain, each individual neuron communicates with the other by sending 
tiny electrochemical signals. When millions of neurons are activated, each contribut-
ing its small electrical current, they generate a signal that is strong enough to be  
detected by an electroencephalogram (EEG) device [1], [4].  
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The EEG used in this experimentation is Pendant EEG. Commonly, Brainwaves 
are categorized into 4 different frequency bands, or types, known as delta, theta, al-
pha, and beta waves. Each of these wave types often correlates with different mental 
states. Table 1 lists the different frequency bands and their associated mental states. 

Table 1. Brainwaves Categories 

Brainwave Frequency Mental State 
Delta (δ) 0-4 Hz Deep sleep 
Theta (θ) 4-8 Hz Creativity, dream sleep, drifting thoughts 
Alpha (α) 8-12 Hz Relaxation, calmness, abstract thinking 
Beta (β) +12 Hz Relaxed focus, high alertness, agitation 

 
Delta frequency band is associated with deep sleep. Theta is dominant during 

dream sleep, meditation, and creative inspiration. Alpha brainwave is associated with 
tranquillity and relaxation. By closing one's eyes can generate increased alpha brain-
waves. Beta frequency band is associated with an alert state of mind, concentration, 
and mental activity [17].  

The electrical signal recorded by the EEG is sampled, digitized and filter to divide 
it into 4 different frequency bands: Beta, Alpha, Theta and Delta (Figure 1). 

 

Fig. 1. A raw EEG sample and its filtered component frequencies. Respectively (from the top): 
Beta, Alpha, Theta and Delta Brainwaves [17]. 

3   Picture Categories in the International Affective Picture System 

The International Affective Picture System (IAPS) is a large colored bank of pictures. 
It provides the ratings of emotions. It includes contents across a wide range of seman-
tic categories. IAPS is developed and distributed by the NIMH Center for Emotion 
and Attention (CSEA) at the University of Florida in order to provide standardized 
database that are available to researchers in the study of emotion and attention. IAPS 
has been characterized primarily along the dimensions of valence, arousal, and domi-
nance. Even though research has shown that the IAPS is useful in the study of discrete 
emotions, the categorical structure of the IAPS has not been characterized thoroughly. 
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Mickels (2005) experiment consisted of collecting descriptive emotional category 
data on subsets of the IAPS in an effort to identify pictures that elicit one discrete 
emotion more than others. Results revealed multiple emotional categories for the 
pictures and indicated that this picture set has great potential in the investigation of 
discrete emotions [16]. Table 2 shows the categories identified by Mikel’s study. 

Table 2. Mikel’s categories for the IAPS 

Category Description 
A Anger 
D Disgust 
F Fear 
U Undifferentiated 
S Sadness 

Am Amusement 
Aw Awe 
C Contentment 
U Undifferentiated 

 Pictures that are outside two standard deviations from the overall mean 
and may thus be blends of positive and negative emotions. 

 
This study provided categorical data that allows the IAPS to be used more gener-

ally in the study of emotion from a discrete categorical perspective. In accord with 
previous reports [3], gender differences in the emotional categorization of the IAPS 
images were minimal. These data show that there are numerous images that elicit 
single discrete emotions and, furthermore, that overall, a majority of the images elicit 
either single discrete emotions or emotions that represent a blend of discrete emo-
tions, also in accord with previous reports. 

4   Experiment Description 

In our experimentation we use Pendant EEG [15], a portable wireless electroencepha-
lograph. Electrode placement was determined according to the \10-20 International 
System of Electrode Placement." This system is based on the location of the cerebral 
cortical regions Electrodes were placed on PCz, A1 and A2 [17]. Pendant EEG sends 
the electrical signals to the machine via an infrared connection. Light and easy to 
carry, it is not cumbersome and can easily be forgotten within a few minutes. The 
learner wearing Pendant EEG is completely free of his movements: no cable connects 
them to the machine. The experiment included 17 learners selected from the Com-
puter Science Department of University of Montreal. In order to induce the emotions 
which occur during learning, we use IAPS.  

Participant is connected to Pendant EEG. The duration of the experimentation for 
each participant varies between 15 and 20 minutes. This one is free to stop when he 
wishes. He's invited to indicate his emotions any time, whenever it changes (figure 2).  

The purpose of the experiment is to record the emotions at each change of brain-
wave amplitude. The recording set size is 33106. 



 How Do Emotions Induce Dominant Learners’ 37 

 

Fig. 2. A learner wearing Pendant EEG 

5   Data Treatment 

Before using the database as an input to several learning algorithms, preliminary 
treatments of formatting, cleaning and selection had to be applied to it. The initial 
database was composed of 33106 tuples that contained the user id and the picture 
category from IAPS. The first treatment that was applied to the database was to ex-
tract a dataset of tuples that contain the picture category and the transition from two 
vectors ( )1111 ,,, βαθδtAmp  and ( )2222 ,,, βαθδttAmp Δ+ , where ( )tAmp  is the 

amplitudes recorded at instant t  and ( )ttAmp Δ+ is the amplitude at tt Δ+ . tΔ  (in 

sec) is the time between each modification in one of the 4 brainwaves amplitudes. 
We also applied some few data cleaning with respect to picture categories frequen-

cies by removing every picture categories that had a frequency inferior to 6. The most 
represented image category in the dataset is U (Undifferentiated) which is more than 4 
times more frequent than S (Sadness), which is the next most frequent one, but since 
undifferentiated images appear in the case of transitions from emotion 5 (disgust) to 
another, we decided to keep that category in the dataset. Figure 3 shows the reparti-
tion of pictures categories in the dataset. 

The empty categories were: AwAwC, ADF and AS. They were removed. Most of 
pictures that the learners saw were in the categories: U(13282), S(4058), D(2432), 
DF(2026) and AwE(1910). 

In addition, we created the class ancedomin . It gives the order of the brainwaves 
amplitudes. Since we have 4 types of brainwaves frequency bands, ancedomin  
takes 4! =24 different values from the set { }btaddtbadtab ,...,, . The value btda  

means that the first highest amplitude recorded is for beta brainwave, the second is for 
theta, the third is for delta and the fourth one is for alpha. This means that the  
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Fig. 3. Repartition of picture categories in the dataset; three empty categories were removed 

 

Fig. 4. Dominance Values Repartition 

predominant mental state is the one associated to beta. Most of time, ***b  values 
are predominant, figure 4 shows that fact.  

The percentage of predominance of Delta, Theta, Alpha and Beta on the 33106 re-
cordings were respectively: 1,2%, 3,5%, 3% and 92,2%. 
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6   Prediction Results  

Determining the impact of emotional stimuli on the brainwaves is a multi-class classi-
fication problem. The mapping function is:  

( ) ancedopictureCatf min,,,,: →βαθδ  

For classification we used Weka a collection of machine learning algorithms for solv-
ing data mining problems implemented in Java and open sourced under the GPL [22].  

Many classification algorithms were tested. Best results were given by Naïve 
Bayes, K-Nearest Neighbor and Decision trees [20]. Table 4 shows the overall classi-
fication results using k-fold cross-validation5 (k = 10). In k-fold cross-validation the 
data set (N) is divided into k subsets of approximately equal size (N/k). The classifier 
is trained on (k-1) of the subsets and evaluated on the remaining subset. Accuracy 
statistics are measured. The process is repeated k times. The overall accuracy is the 
average of the k training iterations. The various classification algorithms were suc-
cessful in detecting the new dominant value from the four brainwaves amplitudes and 
the picture category. Classification accuracy varies from 78.02% to 93.82%. Kappa 
statistic measures the proportion of agreement between two rates with correction for 
chance. Kappa scores ranging from 0.4 – 0.6 are considered to be fair, 0.6 – 0.75 are 
good, and scores greater than 0.75 are excellent (Robson, 1993). In the case of the 
algorithms we tested Kappa scores vary from 0.73 to 0.92 (good to excellent). Results 
are shown on table 3. 

Table 3. The Best Results 

Algorithm Accuracy Kappa 
Naïve Bayes 78.02% 0.73  
k-NN (k=1) 92.52% 0.91 
Decision Tree 93.82% 0.93 

 
For the decision tree Algorithm, table 4 shows the details of classification accuracy 

among the 24 values of the class Dominance. 
For the decision tree algorithm and according to table 4, we calculated the 

Youden’s J-index to increase the weight to the rating classes with minority instances 
[23] as the following formula: 

∑
∈

−=
RCe

eecisionRCCardJIndex Pr)( 1  

With )(RCCard  is the cardinality of rating classes list and is 22 (24-2; we removed 

the 2 classes tdab  and tadb  since they are empty). The JIndex value is 73.32% 
which is less (but still good) than the classification prediction shown in table 4 
(93.82%). This result supports the claim that all rating classes for the 22 classes can 
be automatically detected with good accuracy (73.32%) through the decision tree 
algorithm. Figure 5 shows the Confusion Matrix. 

The highest classification rates appear on the Matrix Diagonal. Two classes were 
removed: G= tdab  and L= tadb . They are empty.  
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Table 4. Detailed Accuracy by Class 

Precision Recall F-Measure Class 
0.783 0.75 0.766 dtab 
0.708 0.773 0.739 dtba 

0.6 0.682 0.638 datb 
0.737 0.7 0.718 dabt 
0.873 0.841 0.857 dbat 
0.831 0.771 0.8 dbta 

0 0 0 tdab 
0.818 0.75 0.783 tdba 
0.904 0.893 0.898 tbad 
0.898 0.885 0.891 tbda 
0.938 0.895 0.916 tabd 

0 0 0 tadb 
0.976 0.952 0.952 atdb 
0.907 0.886 0.897 atbd 
0.925 0.872 0.897 abdt 

0.89 0.871 0.88 abtd 
0.5 0.5 0.5 adtb 

0.938 0.938 0.938 adbt 
0.954 0.957 0.956 btad 
0.943 0.94 0.942 btda 
0.927 0.922 0.924 bdat 

0.93 0.935 0.933 bdta 
0.944 0.946 0.945 batd 
0.934 0.942 0.938 badt 

 

Fig. 5. The confusion Matrix 
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7   Implementation 

In our previous works, we conceived the Architecture of a multi agent System (MAS) 
for 3 agents that assess emotional parameters from brainwaves. Via the JADE (Java 
Agent Development Framework) platform [2] and according to the communication 
language FIPA-ACL, these agents communicate with the planner located in the  
tutoring module of an ITS. They send to the latter the predicted emotional state. To 
complete this work, we aim by doing this experimentation to extend our MAS in the 
future and add the Brainwave Dominance Predictor (BDP) Agent. BDP Agent will 
induce emotional stimuli to regulate the Brainwave Activity. New pedagogical strate-
gies will be implemented and suggested to an ITS to improve the learning conditions. 
Figure 6 shows the overall architecture.  

 

Fig. 6. Extended Architecture of the Multi-Agent Brain-Sensitive System 

The BDP Agent will be implemented within the MAS in the future. 

8   Conclusions 

This study has presented machine learning techniques to follow and track the 
learner’s brainwaves frequency bands amplitudes. It completes many previous works 
that assess emotional parameters from brainwaves by using an EEG. This can be 
useful for some particular learners as taciturn, impassive and disabled learners. We do 
not consider the whole cases of disabled learners. We will consider only disabled 
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learner who cannot express facial emotions or body gestures due to an accident or a 
surgery and also those who lost their voice or cannot talk. Here we are talking about 
physical disability and not mental disability. This procedure allowed us to record the 
brainwaves amplitudes of the learners exposed to emotional stimuli from the Interna-
tional Picture System. These data were used to predict the future dominant amplitude 
knowing the picture category and the actual brainwaves frequency band amplitudes. 

We acknowledge that the use of EEG has some potential limitations. In fact, any 
movement can cause noise that is detected by the electrodes and interpreted as brain 
activity by Pendant EEG. Nevertheless, we gave a very strict instructions to our par-
ticipants. They were asked to remain silent, immobile and calm. We believe that the 
instructions given to our participants, their number (17) and the database size (33106 
records) can considerably reduce this eventual noise. Results are encouraging, a po-
tential significant impact of emotional stimuli and the brainwave amplitudes. The 
decision tree analyses resulted in accurate predictions 93.82% and the Yuden’s J-
Index is 73.22%. If the method described above proves to be effective in tracking the 
learner’s brainwaves amplitudes, we can direct our focus to a second stage. An ITS 
would select an adequate pedagogical strategy that adapt to certain learner’s mental 
states correlated to the brainwaves frequency bands in addition to cognitive and emo-
tional states. This adaptation would increase the bandwidth of communication and 
allow an ITS to respond at a better level. If this hypothesis holds in future replication, 
then it would give indications on how to help those learners to induce positive mental 
states during learning. 
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Abstract. The Game Description Language (GDL) has been developed for the
purpose of formalizing game rules. It serves as the input language for general
game players, which are systems that learn to play previously unknown games
without human intervention. In this paper, we show how GDL descriptions can
be interpreted as multiagent domains and, conversely, how a large class of mul-
tiagent environments can be specified in GDL. The resulting specifications are
declarative, compact, and easy to understand and maintain. At the same time they
can be fully automatically understood and used by autonomous agents who intend
to participate in these environments. Our main result is a formal characterization
of the class of multiagent domains that serve as formal semantics for—and can
be described in—the Game Description Language.

1 Introduction

A novel and challenging research problem for Artificial Intelligence, General Game
Playing is concerned with the development of systems that learn to play a previously
unknown game solely on the basis of the rules. The Game Description Language (GDL)
[1] has been developed to formalize the rules of any finite, information-symmetric n-
player game in such a way that the description can be automatically processed by a
general game player [2]. As a declarative language, GDL supports specifications that
are modular and easy to develop, understand, and maintain. While the basic semantics
for GDL is grounded in standard logic, the language uses several pre-defined predicates
as keywords, whose intended meaning is only informally described in [1].

In this paper, we show that GDL can be understood as a specification language for
a large class of multiagent environments. This allows for formalizing the physics and
laws that govern an arbitrary domain in such a way that agents can automatically under-
stand the rules and thus know how to participate in this environment. There is a variety
of potential applications for machine processable descriptions of multiagent environ-
ments: the rules of an e-marketplace can be made accessible to agents, the interface of
interactive Internet platforms for software agents can be formally described, and agent
competitions can be run without revealing detailed problem specifications in advance.
In each of these cases, an autonomous agent—or a team of agents—can learn how to
participate in a new or modified environment without the need to be (re-)programmed
for each specific case. Because GDL uses a decidable subset of logic programming,
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Fig. 1. A simple multiagent domain: two “guard” agents Ag1 and Ag2 shall cooperatively try to
catch Ag3 , whose goal in turn is to escape via one of the three exits at locations (1, 1), (5, 1),
and (1, 5). All agents act synchronously and can move horizontally or vertically to an adjacent
position. Ag3 is caught when it ends up in the same location as Ag1 or Ag2 , or when it crosses
path with one of them in a simultaneous move.

autonomous agents require just a simple, standard reasoning module to be able to un-
derstand and effectively process a given set of rules. Moreover, if an agent environment
is specified in GDL, successful general game playing systems such as [3,4,5,6] can be
readily employed as intelligent agents for these environments.

The main result in this paper is the definition of a formal class of multiagent environ-
ments which can be expressed in GDL and, conversely, which can be used to provide
a semantics for any GDL game description. As a by-product we thus obtain a formal
semantics for the special, pre-defined keywords in GDL.

The rest of the paper is organized as follows. In Section 2, we formally define the
class of deterministic, synchronous multiagent environments. In Section 3, we show
how these can be axiomatically described in GDL, and in the section that follows, we
present the converse result by showing how all GDL games can be interpreted as a
deterministic, asynchronous multiagent environment. We conclude in Section 5.

2 Multiagent Environments

As the running example in this paper, we will consider the multiagent domain depicted
in Figure 1. As a discrete environment it can be formally described as a finite state
transition system. However, even though it is obviously just a toy-size example, it has
a considerably large state space, rendering an explicit encoding difficult—and prac-
tically impossible for even slightly larger environments. Fortunately it is possible to
exploit the fact that any natural and realistic multiagent environment has an internal
structure, which allows one to describe its dynamics with the help of symbols that rep-
resent individual components. Our example domain, for instance, can be formally de-
scribed using the following symbolic expressions: Ag1, Ag2, Ag3 , representing the three
agents; At(r, x, y), where r ∈ {Ag1, Ag2, Ag3} and x, y ∈ {1, . . . , 5}, representing
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the position of each agent; and Move(d), where d ∈ {North, South, East, West}, along
with Stay and Exit, representing the possible actions.

Based on a suitable collection of symbols, multiagent domains can be formally de-
scribed as follows.

Definition 1. Let Σ be a countable set of ground (i.e., variable-free) symbolic expres-
sions. A (discrete, synchronous, deterministic) multiagent environment is a structure

(R, s1, t, l, u, g)

where

– R ⊆ Σ finite (the agents, or roles);
– s1 ⊆ Σ finite (the initial state);
– t ⊆ 2Σ (the terminal states);
– l ⊆ R×Σ × 2Σ (the action preconditions, or legality relation);
– u : (R �→ Σ)× 2Σ �→ 2Σ (the transition function, or update function);
– g ⊆ R× N× 2Σ (the utility, or goal relation).

Here, 2Σ denotes the set of all finite subsets of Σ , and for any r ∈ R and S ∈ 2Σ ,
l(r, a, S) holds for finitely many a ∈ Σ .

This definition deserves some explanation. For the sake of simplicity, the symbolic
expressions are not categorized—there is no formal distinction between symbols for
objects, state components, actions, etc. For practical purposes, it is important that states
are finitely representable; hence, while possibly infinitely many symbols give rise to
infinitely many states, a state itself is an element of the set of all finite subsets of the
given symbols. The legality relation l(r, a, S) defines a to be a legal action for agent r
in state S . Again for the sake of practical usability, it is assumed that every agent in
every state has only finitely many possible actions. The update function takes an action
for each agent and (synchronously) applies the joint actions to a current state, resulting
in the updated state. For the sake of simplicity, we take natural numbers n ∈ N as the
utility of a state S for agent r in the goal relation g(r, n, S).

For illustration, consider a formalization of the multiagent environment of Figure 1
using the symbols introduced above.

– R = {Ag1, Ag2, Ag3};
– s1 = {At(Ag1, 1, 1), At(Ag2, 5, 1), At(Ag3, 5, 5)} ;
– t contains all states

{At(Ag1, x1, y1), At(Ag2, x2, y2)}

(that is, where Ag3 has escaped) along with all states

{At(Ag1, x1, y1), At(Ag2, x2, y2), At(Ag3, x3, y3)}

in which x1 = x3 ∧ y1 = y3 or x2 = x3 ∧ y2 = y3 (that is, where Ag3 has been
caught);



A Multiagent Semantics for the Game Description Language 47

– l is defined as follows: each agent can always Stay; in every non-terminal state
each agent can Move(d) in any direction d unless this would lead outside the
physical environment; Ag3 can Exit from any of the locations (1, 1), (5, 1),
or (1, 5), provided it has not been caught.

– u is defined as follows: actions Stay, Exit, and Move(d) have the expected effects
on the individual locations of the agents, with the exception that when the paths of
Ag3 and either of Ag1 or Ag2 (or both) cross in a simultaneous move, then Ag3

ends up (caught) in the same location as Ag1 or Ag2 , respectively. For illegal
actions or states that are not reachable, u may be arbitrarily defined.

– g shall be defined as true for n = 100 and r = Ag3 in terminal states in which
this agent has escaped; conversely, g holds for n = 100 and both Ag1 and Ag2

in terminal states in which Ag3 got caught. In all other states the goal relation gives
value 0 for all three agents.

We have thus obtained a formal, symbolic description of the example multiagent en-
vironment. However, this specification is not yet amenable to automatic processing by
an autonomous agent, because it uses natural language to describe some of the compo-
nents. If this were to be translated into an explicit enumeration of the transition function,
this would again yield too large a description to be of any practical use. In the following
section, we show how the Game Description Language can be readily used to provide
a fully axiomatic, compact description of arbitrary multiagent environments; a descrip-
tion that on the one hand is declarative and easy to understand and maintain by humans,
and on the other hand can be fully automatically processed by artificial, autonomous
agent systems.

3 Axiomatizing Multiagent Environments as Game Descriptions

The Game Description Language (GDL) has been developed to formalize the rules of
any finite game with complete information in such a way that the description can be
automatically processed by a general game player. In this section, we first recapitulate
the GDL syntax from [1] and then show how the multiagent environments defined in
the preceding section can be formally described in this language.

3.1 General GDL Syntax

GDL is based on the standard syntax of logic programs, including negation. A logic
program is a set of clauses according to the following definition (see, for example, [7]).

Definition 2.

– A term is either a variable, or a function symbol applied to terms as arguments (a
constant is a function symbol with no argument);

– An atom is a predicate symbol applied to terms as arguments;
– A literal is an atom or its negation;
– A clause is an implication h⇐ b1 ∧ . . . ∧ bn where head h is an atom and body

b1 ∧ . . . ∧ bn a conjunction of literals (n ≥ 0).
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Table 1. GDL keywords

role(R) R is a player
init(P) P holds in the initial position
true(P) P holds in the current position

legal(R, M) player R has legal move M
does(R, M) player R does move M
next(P) P holds in the next position
terminal the current position is terminal
goal(R, N) player R gets goal value N in the current position

We adopt the Prolog convention according to which variables are denoted by uppercase
letters and predicate and function symbols start with a lowercase letter. (The interested
reader may take a peek at Figure 2 at this point to see some example clauses, which in
fact constitute a complete GDL axiomatization of our running example domain.) GDL
imposes some general restrictions on a set of clauses, with the intention to ensure finite
derivability.

Definition 3. The dependency graph for a set G of clauses is a directed, labeled graph
whose nodes are the predicate symbols that occur in G and where there is a positive
edge p +→ q if G contains a clause p(s)⇐ . . .∧q(t)∧ . . ., and a negative edge p −→ q
if G contains a clause p(s)⇐ . . . ∧ ¬q(t) ∧ . . ..

To constitute a valid GDL specification, a set of clauses G and its dependency
graph Γ must satisfy the following.

1. There are no cycles involving a negative edge in Γ (this is also known as being
stratified [8,9]);

2. Each variable in a clause occurs in at least one positive atom in the body (this is
also known as being allowed [10]);

3. If p and q occur in a cycle in Γ and G contains a clause

p(s1, . . . , sm) ⇐ b1(t1) ∧ . . . ∧ q(v1, . . . , vk) ∧ . . . ∧ bn(tn)

then for every i ∈ {1, . . . , k},
– vi is variable-free, or
– vi is one of s1, . . . , sm, or
– vi occurs in some tj (1 ≤ j ≤ n) such that bj does not occur in a cycle with

p in Γ .

Stratified logic programs are known to admit a specific standard model; we refer to [8]
for details and just mention the following properties.

1. To obtain the standard model, clauses with variables are replaced by their (possibly
infinitely many) ground instances.

2. Clauses are interpreted as reverse implications.
3. The standard model is minimal while interpreting negation as non-derivability (the

“negation-as-failure” principle [11]);

The second and third restriction in Definition 3 essentially guarantee that a logic pro-
gram entails a finite number of ground atoms via its standard model. This is necessary
to enable agents to make effective use of a set of game rules.
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3.2 GDL Keywords

As a tailor-made specification language, GDL uses a few pre-defined predicate symbols.
These are shown in Table 1 together with their informal meaning. A further, standard
predicate is distinct(X, Y) to express (syntactic) inequality of two terms.1

GDL imposes additional restrictions on the use of these keywords.

Definition 4. A valid GDL specification is a set of clauses G that, in addition to the
restrictions in Definition 3, satisfies the following conditions.

– role only appears in the head of clauses that have an empty body;
– init only appears as head of clauses and is not connected, in the dependency

graph for G, to any of true, legal, does, next, terminal, goal;
– true only appears in the body of clauses;
– does only appears in the body of clauses and is not connected, in the dependency

graph for G, to any of legal, terminal, goal;
– next only appears as head of clauses.

According to the informal semantics given in [1], a GDL specification G is to be
understood as follows. The derivable instances of role(R) define the players. The
initial state is composed of the derivable instances of init(P). In order to determine
the legal moves of a player in any given state, this state has to be encoded first, using
the keyword true. More precisely, let S = {p1, . . . , pn} be a state (e.g., the derivable
instances of init(P) at the beginning), then G is extended by the clauses

true(p1)⇐
. . .
true(pn)⇐

(1)

Those instances of legal(R, A) which are derivable from this extended program define
all legal actions A for player R in state S . In the same way, the clauses for terminal
and goal(R, N) define termination and goalhood (of value N for player R) relative
to the encoding of a given state. Determining a state transition, finally, requires the
encoding of the current state along with clauses representing a joint move. Specifically,
if players r1, . . . , rn make moves a1, . . . , an , then

does(r1, a1)⇐
. . .
does(rn, an)⇐

(2)

must be added to G, and then the derivable instances of next(P) compose the updated
state.

1 The semantics of this predicate is given by tacitly assuming the addition of the clause

distinct(s, t) ⇐

for every pair s, t of syntactically different ground terms.
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3.3 Multiagent Environments in GDL

GDL provides all necessary features for declarative, formal descriptions of arbitrary
multiagent environments as defined in Section 2. Of course there are many possible
ways in which any specific environment can be axiomatized. We therefore define two
sets of GDL clauses as logically equivalent if for any finite set of ground clauses (1)
and (2) added, the two standard models of the two resulting logic programs agree on the
interpretation of all GDL keywords. Before we can show how to formalize multiagent
environments in GDL, we need the following syntactic definitions.

For any finite subset S = {p1, . . . , pn} ⊆ Σ of a set of ground terms, the following
conjunction axiomatizes S as the current state:

Strue def= true(p1) ∧ . . . ∧ true(pn) ∧ ¬pS (3)

Here, pS is an auxiliary predicate, one for every finite S ⊆ Σ , whose purpose is to
ensure that the conjunction does not hold for states that are strict supersets of S :

pS ⇐ true(X)∧
distinct(X, p1) ∧ . . . ∧ distinct(X, pn) (4)

Hence, pS is true for any state in which at least one state component X is true that
differs syntactically from any of p1, . . . , pn, that is, the elements of S . This ensures
that the conjunction defined in (3) is an exact axiomatization of state S .

Furthermore, for any function A : {r1, . . . , rn} �→ Σ , where r1, . . . , rn ∈ Σ , the
following conjunction axiomatizes A as a joint action:

Adoes def= does(r1, A(r1)) ∧ . . . ∧ does(rn, A(rn)) (5)

We are now ready to show how GDL can be used to axiomatize multiagent domains.

Definition 5. Let E = (R, s1, t, l, u, g) be a multiagent environment based on ground
symbolic expressions Σ , then any valid set of GDL clauses is an axiomatic description
of E if it is logically equivalent to the following.

– role(r)⇐ for each r ∈ R;
– init(p)⇐ for each p ∈ s1;
– terminal⇐ Strue for each S ∈ t;
– legal(r, a)⇐ Strue for each (r, a, S) ∈ l;
– next(p)⇐ Adoes ∧ Strue for each p ∈ u(A, S) and A : R �→ Σ , S ⊆ Σ;
– goal(r, n)⇐ Strue for each (r, n, S) ∈ g .

It is important to realize that this direct axiomatization, where all relations and functions
are encoded explicitly, is used solely to define the intended semantics. In practice, of
course, a domain can be described in a much more compact manner, using variables,
logical equivalence, and possibly auxiliary predicates. As an example, Figure 2 depicts
a complete GDL specification of the multiagent environment introduced in Section 2.
It is not too difficult to verify that this is a valid set of clauses according to Definition 3
and 4 and that it is indeed a correct axiomatic description of this domain according to
Definition 5.
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role(ag1) ⇐
role(ag2) ⇐
role(ag3) ⇐

init(at(ag1, 1, 1)) ⇐
init(at(ag2, 5, 1)) ⇐
init(at(ag3, 1, 5)) ⇐

terminal ⇐ true(at(ag1,X,Y)) ∧ true(at(ag3,X,Y))
terminal ⇐ true(at(ag2,X,Y)) ∧ true(at(ag3,X,Y))
terminal ⇐ ¬remain

remain ⇐ true(at(ag3,X,Y))

legal(R, stay) ⇐ true(at(R, X, Y))
legal(ag3, exit) ⇐ ¬terminal ∧ true(at(ag3, 1, 1))
legal(ag3, exit) ⇐ ¬terminal ∧ true(at(ag3, 5, 1))
legal(ag3, exit) ⇐ ¬terminal ∧ true(at(ag3, 1, 5))
legal(R, move(D)) ⇐ ¬terminal ∧ true(at(R, U, V)) ∧ adjacent(U, V, D, X, Y)

adjacent(X, Y1, north, X, Y2) ⇐ co(X) ∧ succ(Y1, Y2)
adjacent(X, Y1, south, X, Y2) ⇐ co(X) ∧ succ(Y2, Y1)
adjacent(X1, Y, east, X2, Y) ⇐ co(Y) ∧ succ(X1, X2)
adjacent(X1, Y, west, X2, Y) ⇐ co(Y) ∧ succ(X2, X1)

co(1) ⇐ co(2) ⇐ co(3) ⇐ co(4) ⇐ co(5) ⇐
succ(1, 2) ⇐ succ(2, 3) ⇐ succ(3, 4) ⇐ succ(4, 5) ⇐

next(at(R, X, Y)) ⇐ does(R, stay) ∧ true(at(R, X, Y))
next(at(R, X, Y)) ⇐ does(R, move(D)) ∧ true(at(R, U, V)) ∧ adjacent(U, V, D, X, Y)∧

¬capture(R)
next(at(ag3, X, Y)) ⇐ true(at(ag3, X, Y)) ∧ capture(ag3)

capture(ag3) ⇐ true(at(ag3, X, Y)) ∧ true(at(R, U, V)) ∧ does(ag3, move(D1))∧
does(R, move(D2)) ∧ adjacent(X, Y,D1, U, V) ∧ adjacent(U, V,D2, X, Y)

goal(R, 0) ⇐ role(R) ∧ ¬terminal
goal(R, 0) ⇐ role(R) ∧ distinct(R,ag3) ∧ terminal ∧ ¬remain
goal(R, 100) ⇐ role(R) ∧ distinct(R,ag3) ∧ terminal ∧ true(at(ag3, X, Y))
goal(ag3, 0) ⇐ terminal ∧ true(at(ag3, X, Y))
goal(ag3, 100) ⇐ terminal ∧ ¬remain

Fig. 2. A complete, formal description of the multiagent environment of Figure 1

The specification of the Game Description Language in [1] lacks a fully formal def-
inition of the intended meaning of a specification. This is why there are no formal
grounds on which it could actually be proved that Definition 5 yields a correct descrip-
tion of a multiagent environment. In fact, we can and will use our formal concept of a
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multiagent domain to provide just this precise semantics for GDL in terms of a transi-
tion system.

4 A Multiagent Semantics for GDL

In the preceding section, we have shown how GDL provides a declarative, compact
language to formally describe a large class of multiagent environments in a machine
processable fashion. In this section, we show how the abstract model of a multiagent
environment can in turn be used to provide a formal semantics for GDL in terms of a
transition system. In this way we make precise what is only informally described in [1].

Any valid game description G in GDL contains a finite set of function symbols, in-
cluding constants, which implicitly determines a (usually infinite) set of ground terms.
This set constitutes the symbol base Σ in the transition-based semantics for G. The syn-
tactic restrictions in GDL ensure finite derivability, so that each state, the set of roles, etc.
are all finite subsets of Σ . The following definition of the semantics of a GDL description
is straightforwardly obtained by reversing the mapping from a multiagent environment
into GDL (cf. Definition 5). To this end, we redefine the abbreviations Strue and Adoes

as logic program facts (rather than conjunctions as in (3) and (5)). This allows to add
them to G in order to determine terminal states, legal moves, updates, and goalhood:

Strue def= { true(p1)⇐
. . .
true(pn)⇐ }

Adoes def= { does(r1, A(r1))⇐
. . .
does(rn, A(rn))⇐ }

It is worth mentioning that auxiliary predicate pS (cf. (4)) is not needed in the axioma-
tization of a state as a set of facts, because the principle of negation-as-failure and Strue

imply ¬true(p) for any p 
∈ S .

Definition 6. Let G be a valid GDL specification, whose signature determines the set
of ground terms Σ . The semantics of G is the multiagent environment (R, s1, t, l, u, g)
where2

– R = {r ∈ Σ : G |= role(r)};
– s1 = {p ∈ Σ : G |= init(p)};
– t = {S ∈ 2Σ : G ∪ Strue |= terminal};
– l = {(r, a, S) : G ∪ Strue |= legal(r, a)}, where r ∈ R, a ∈ Σ , and S ∈ 2Σ ;
– u(A, S) = {p ∈ Σ : G ∪ Adoes ∪ Strue |= next(p)}, for all A : (R �→ Σ) and

S ∈ 2Σ ;
– g = {(r, n, S) : G ∪ Strue |= goal(r, n)}, where r ∈ R, n ∈ N, and S ∈ 2Σ .

This definition provides a formal semantics for GDL in terms of abstract multi-
agent environments. Finite derivability in valid GDL specifications implies that the

2 Below, entailment (|=) is via the standard model of a set of clauses.
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entailment relation is decidable, which in turn ensures that the definition of the se-
mantics is effective.

In the preceding section we have seen that one and the same multiagent environment
can be axiomatically described in many different ways. With the help of Definition 6
it is now easy to verify that two logically equivalent GDL descriptions (as defined in
Section 3.3) describe exactly the same environment.

Proposition 1. The semantics of two logically equivalent, valid GDL descriptions co-
incide.

Proof. By definition, two logically equivalent GDL descriptions agree on the interpre-
tation of all GDL keywords for all finite additions of clauses (1) and (2). It is easy to
see, then, that the various components of their semantics according to Definition 6 must
be identical.

Based on this result it is also straightforward to prove that Definition 6 indeed provides
the complement to the encoding of a multiagent environment in GDL.

Proposition 2. Let E be a multiagent environment and G any axiomatic description
thereof, then the semantics of G is E .

Proof. Consider the generic encoding of E given in Definition 5. It is easy to verify
that the standard model for this set of clauses, augmented by any finite set of facts
about relations true and does (cf. clauses (1) and (2), respectively, in Section 3.2),
determines a semantics (R, s1, t, l, u, g) via Definition 6 which equals E . The claim
follows from Proposition 1 and the fact that any GDL encoding for E is logically
equivalent to the generic clauses given in Definition 5.

5 Discussion

We have shown how the Game Description Language, developed in the context of Gen-
eral Game Playing, can be understood as a declarative language to provide compact and
machine processable specifications of a large class of multiagent environments. This
can be applied to formalize the rules, for example, of an e-marketplace, of publicly
accessible agent platforms on the Internet, of problem domains used in agent compe-
titions, etc. By automatically processing these specifications, autonomous agents can
fully automatically learn how to participate in a new or modified environment with-
out the need to be (re-)programmed. Moreover, successful off-the-shelf general game
playing systems can be readily employed as intelligent agents for these environments.

It is interesting to note that GDL has been originally developed as problem specifica-
tion language for a competition [2], much like the Planning Domain Description Lan-
guage (PDDL) [12], which today is a quasi standard for the specification of planning
domains. GDL can be viewed as a generalization of PDDL to domains with multiple
agents, because solving a planning problem can be understood as playing a single-
player game. Indeed, most features of current versions of PDDL can be expressed in
GDL, though with one notable exception: sensing actions are not included in the current
version of GDL. Although a GDL specification leaves agents with uncertainty about
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how the world evolves (an agent can decide on its own actions but not on those of all
other agents), the language has been written for games without information asymmetry.
An important research issue for the near future is to extend the Game Description Lan-
guage so as to support descriptions of games with asymmetric information and sensing
actions, which is a typical feature of card games, for instance. This would then provide
a suitable formalization language for an even larger class of multiagent environments
than considered in this paper.

In the second part of the paper, we have used the concept of a multiagent environ-
ment to provide a formal, transition-based semantics for GDL. With this we have made
precise what is only informally described in [1]. Our semantics for GDL in terms of
multiagent environments is related to an existing formal characterization of GDL by a
game structure [13]. The main difference of the latter in comparison to our work are:

– It is restricted to propositional GDL;
– It puts further restrictions on GDL, such as not allowing predicate init to occur

in clause with non-empty bodies;
– It uses an inductive definition of the set of all states in order to obtain only those

which are reachable from the initial state. Since it is possible to give valid GDL
specifications of games that do not terminate, this definition would be undecidable
in the general setting.3

These restrictions have been imposed because the focus in [13] lies on the use of Tem-
poral Logic for the purpose of verifying properties of games, such as termination or
winnability. In contrast to this, the semantics given in the present paper covers full
GDL.
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Abstract. Knowledge can be specified at different levels of conceptualisation 
or abstraction. In this paper, lessons learned on the philosophical foundations of 
cognitive science are discussed, with a focus on how the relationships of cogni-
tive theories with specific underlying (physical/biological) makeups can be 
dealt with. It is discussed how these results can be applied to relate different 
types of knowledge specifications. More specifically, it is shown how different 
knowledge specifications can be related by means of reduction relations, similar 
to how specifications of cognitive theories can be related to specifications 
within physical or biological contexts. By the example of a specific reduction 
approach, it is shown how the process of reduction can be automated, including 
mapping of specifications of different types and checking the fulfilment of re-
duction conditions.  

Keywords: Reduction relations, Automated mapping of specifications,  
Cognitive science. 

1   Introduction 

Specification languages play a major role in the development of knowledge models, 
as a means to describe specific functionalities aimed at. Functionalities can be de-
scribed at different levels of conceptualisation and abstraction, and often different 
languages are available to specify them, varying from symbolic, logical languages to 
algorithmic, numerical languages. The question in how far such different types of 
specifications can be related to each other has not a straightforward general answer 
yet. Specifications of different types can just be used without explicitly relating them, 
as part of a heterogeneous specification. In a particular case relationships can be de-
fined of the type that output of one functionality specification is related to input for 
another specification. However, it may be useful when general methods are available 
to relate the contents of different specifications as well. The aim of this paper is to 
explore possibilities for such general methods, inspired by recent work in the philoso-
phical foundations of Cognitive Science. 

Within the philosophical literature the position of Cognitive Science has often been 
debated; e.g., [1]. Recent developments have provided more insight in the specific 
characteristics of Cognitive Science, and how it relates to other sciences. A main issue 
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that had to be clarified is the role of the specific (physical or biological) makeup of 
individuals (or species) in Cognitive Science. Cognitive theories have a nontrivial 
dependence on the context(s) of these specific makeups. Due to this context-
dependency, for example, regularities or relationships between cognitive states are not 
considered genuine universal laws and cannot be directly related to general physical 
or biological laws, as they simply can be refuted by considering a different makeup. 
The classical approaches to reduction that provide means to relate properties (or laws) 
of one level of conceptualization to properties (or laws) of another level (e.g., bridge 
law reduction [11], functional reduction [9] and interpretation mappings [15] do not 
address this context-dependency properly. In this paper context-dependent refine-
ments of these approaches are used (as introduced in [16]) that provide a way to clar-
ify in which sense regularities in a cognitive theory relate on the one hand to general 
physical/biological laws and on the other hand to specific makeups or mechanisms. 
Using theorem proving techniques and tools it is shown how such contect-dependent 
reduction relations can be worked out in more formal detail and used as a basis for 
automated verification of such relations between different knowledge specifications. 

In this paper, first the lessons learned about the philosophical foundations of Cog-
nitive Science are briefly summarised in Section 2. Section 3 shows how these find-
ings can be applied to relate different knowledge specifications. This is illustrated for 
an example of adaptive functionality, for which two different types of knowledge 
specifications are given: one logical specification, and one algorithmic, numerical 
specification. Section 4 describes how different types of reduction relations can be 
defined to relate the two types of knowledge specification. Furthermore, in Section 5 
it is shown in this example how the interpretation mapping approach to reduction can 
be automated, including checking the fulfilment of reduction conditions. The paper 
concludes with a discussion in Section 6. 

2   Some of Main Issues 

In this section some of the motivations behing context-dependent reduction ap-
proaches are briefly discussed, following [16]. The status of Cognitive Science has 
since long been the subject of debate within the philosophical literature; e.g. [2, 8, 9]. 
Among the issues questioned are the existence and status of higher-level cognitive 
laws, and the connection of a higher-level specification to reality. Within the philoso-
phical literature on reduction since a long time much effort has been invested to ad-
dress these issues, with partial success; e.g., [11]. In response to the severe criticisms, 
alternative views have been explored.  

In recent years much attention has been paid to explore the possibilities of the  
notion of mechanism within Philosophy of Science; e.g., [3, 6]. One of the issues 
addressed by mechanisms is how a certain (higher-level) capability is realised by 
organised (lower-level) operations. This paper shows how certain aspects addressed 
by mechanisms can also be addressed by refinements of approaches to reduction, such 
as the bridge law approach, the functional approach, and the interpretation mapping 
approach. 

Before going into the details, first some of the central claims from the literature in 
Philosophy of Mind are illustrated for an example case study: 
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(a) Cognitive laws are not genuine laws but depend on circumstances, for example, 
in the form of an organism’s makeup. 

(b) Cognitive laws can not be related (in a truth-preserving manner) to physical or 
biological laws. 

(c) Cognitive concepts and laws cannot be related to reality in a principled manner, 
but, if at all, in different manners depending on circumstances. 

A central issue in these claims is the observation that the relationship between a 
higher-level conceptualisation and reality has a dependency on the context of the 
physical or biological makeup of individuals and species, and this dependency re-
mains unaddressed and hidden in the classical reduction approaches. Perhaps one of 
the success factors of the approaches based on mechanisms is that referring to a 
mechanism can be viewed as a way to make this context-dependency explicit.  

To get more insight in the issue, an example case study is used concerning func-
tionality for adaptive behaviour, as occurs, in conditioning processes in the sea hare 
Aplysia. For Aplysia underlying neural mechanisms of learning are well understood, 
based on long term changes in the synapses between neurons; see, for example, [5]. 
Aplysia is able to learn based on the (co)occurrence of certain stimuli; for example; 
see [5].  

The example functionality for adaptive behaviour is described from a global exter-
nal viewpoint as follows. Before a learning phase a tail shock leads to a response 
(contraction), but a light touch on its siphon is insufficient to trigger such a response. 
Suppose a training period with the following protocol is undertaken: in each trial the 
subject is touched lightly on its siphon and then immediately shocked on its tail. After 
a number of trials the behaviour has changed: the subject also shows a response (con-
traction) to a siphon touch. From an external viewpoint, the overall behaviour can be 
summarised by the specification of a relationship between stimuli and (re)actions 
involving a number of time points: 

If a number of times a siphon touch occurs, immediately followed by a tail shock, and after 
that a siphon touch occurs, then contraction will take place. 

\To obtain a higher-level description of the functionality of this adaptive behaviour, a 
sensitivity state for stimulus-action pairs s-a is assumed that can have levels low, 
medium and high, where high sensitivity entails that stimulus s results in action a, and 
lower sensitivities do not entail this response: 

If s-a sensitivity is high and stimulus s occurs, then action a occurs. 
If stimulus stim1 and stimulus stim2 occur and stim1-a sensitivity is high, and stim2-a  
sensitivity is not high, then stim2-a sensitivity becomes one level higher. 

As a next step, it is considered how the mechanism behind the higher-level descrip-
tion works at the biological level for Aplysia. The internal neural mechanism for Aply-
sia’s conditioning can be depicted as in Fig. 1, following [5]. 

A tail shock activates a sensory neuron SN1. Activation of SN1 activates the  
motoneuron MN via the synapse S1; activation of MN makes the sea hare move. A 
siphon touch activates the sensory neuron SN2. Activation of SN2 normally is not 
sufficient to activate MN, as the synapse S2 is not strong enough. After learning, the 
synapse S2 has become stronger and activation of SN2 is sufficient to activate MN. 
During the learning SN2 and MN are activated simultaneously, and the strength of the 
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synapse S2 increases. This description is on the one hand based on the specific 
makeup of Aplysia’s neural system, but on the other hand makes use of general neu-
rological laws. A (simple) neurological theory consisting of the following laws  
explains the mechanism: 

Activations of neurons propagate through connections via synapses with high strength.  
Simultaneous activation of two connected neurons increases the strength of the synapse  
connecting them. When an external stimulus occurs that is connected to a neuron, then this 
neuron will be activated. When a neuron is activated that is connected to an external action, 
then this action will occur. 

 

 

Fig. 1. A neural mechanism for adaptive functionality 

Claims (a) and (b) discussed above are illustrated by the Aplysia case as follows. 
The neurological laws considered are general laws, independent of any specific 
makeup; they are (assumed to be) valid for any neural system. In contrast, the validity 
of the higher-level specification not only depends on these laws but also on the 
makeup of the specific type of neural system; for example, if some of the connections 
of Aplysia’s neural system are absent (or wired differently), then the higher-level 
specification will not be valid for this organism. As the neurological laws do not  
depend on this makeup, the higher-level specification can not be related (in a truth-
preserving manner) to the neurological laws. Claim (c) can be illustrated by consider-
ing other species than Aplysia as well, with different neural makeup, but showing 
similar conditioning processes. A central issue shown in this illustration of the claims 
is the notion of makeup, which provides a specific context of realisation of the higher-
level specification. Indeed, the classical approaches to reduction ignore this aspect, 
whereas the approaches based on the notion of mechanism explicitly address it. How-
ever, variants of these classical approaches can be defined that also explicitly take 
into account this aspect of context-dependency, and thus provide support for the 
claims (a) to (c) instead of ignoring them. This will be addressed in Section 3. 

3   Context-Dependent Reduction Relations 

Reduction addresses relationships between descriptions of two different levels, usu-
ally indicated by a higher-level theory T2 (e.g., a cognitive theory) and a lower-level or 
base theory T1 (e.g., a neurological theory). A specific reduction approach provides a 
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particular reduction relation: a way in which each higher-level property or law a (an 
expression in T2) can be related to a lower-level property or law b (an expression in 
T1), this b is often called a realiser for a. Reduction approaches differ in how these 
relations are defined. Within the traditional philosophical literature on reduction, three 
approaches play a central role. In the classical approach, following Nagel [11] reduc-
tion relations are based on (biconditional) bridge principles a ↔ b that relate the ex-
pressions a in the language of a higher-level theory T2 to expressions b in the language 
of the lower-level or base theory T1. In contrast to Nagel’s bridge law reduction, func-
tional reduction (e.g., [9]) is based on functionalisation of a state property a in terms 
of its causal task C, and relating it to a state property b in T1 performing this causal 
task C. From the logical perspective two closely related notions to formalise reduction 
relations are (relative) interpretation mappings (e.g., [14, 10]. These approaches re-
late the two theories T2 and T1 based on a mapping ϕ relating the expressions a of T2 to 
expressions b of T1, by defining b = ϕ(a). Within philosophical literature, for exam-
ple, Bickle [2] discusses a variant of the interpretation mapping approach with roots 
in [7].  

For each of the three approaches to reduction as mentioned a context-dependent 
variant will be defined. As a source of inspiration [8] is used, where it is briefly 
sketched how a local or structure-restricted form of bridge law reduction can handle 
multiple realisation within different makeups. This section shows how this idea of 
context-dependent reduction can be worked out for each of three approaches, thus 
obtaining variants making the dependency on a specific makeup.  

In context-dependent reduction the aim is to identify multiple context-specific sets 
of realisers. When contexts are defined in a sufficiently fine-grained manner, within 
one context the set of realisers can be taken to be unique. The contexts may be cho-
sen in such a manner that all situations in which a specific type of realisation occurs 
are grouped together and described by this context. In Cognitive Science such a 
grouping could be based on species. When within each context one unique set of 
realisers exists, from an abstract viewpoint contexts can be seen as a form of parame-
terisation of the different possible sets of realisers. 

In context-dependent reduction approaches, a context can be taken a description S 
(of an organism or system with a certain structure) by a set of statements within the 
language of the lower-level theory T1. For a given context S as a parameter, for each 
expression of T2 there exists a realiser within the language of T1. Context-dependent 
reduction as sketched by Kim ([8], pp. 233-236), assumes that the contexts all are 
specified within the same base theory T1. However, if mental state properties (for 
example, having certain sensory representations) are assumed that can be shared 
between, for example, biological organisms and robot-like architectures, it may be 
useful to allow contexts that are described within different base theories. In the multi-
theory-based multi-context reduction approach developed below, a collection of 
lower-level theories T1 is assumed, and for each theory T in T1 a set of contexts CT, 
such that each organism or system is described by a specific theory T in T1 together 
with a specific context or makeup S in CT; these contexts S are assumed to be de-
scriptions in the language of T and consistent with T. For the case that within one 
context only one realisation is possible, the theories T in T1 and contexts S in CT can 
be used to parameterise the different sets of realisers that are possible. Below it is 
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shown how contexts can be incorporated in the three reduction approaches discussed 
above, adopted from [16].  

Context-dependent Bridge Law Reduction 
For this approach, a unique set of realisers is assumed within each context S for a 
theory T in T1; this is expressed by context-dependent biconditional bridge laws. Such 
context-dependent bridge laws are parameterised by the theory T in T1 and context S 
in CT, and can be specified by 

a1 ↔ b1,T,S, …, ak ↔ bk,T,S 

Here ai is an expression specified in the language of theory T2, and bi is an expression 
in the language of theory T1 corresponding to ai. Given such a parameterised specifica-
tion, the criterion of context-dependent bridge law reduction for a law L(a1, …, ak) of T2 
can be formulated (in two equivalent manners) by: 

(i)  T2 |─  L(a1, …, ak)          ⇒   

∀T∈  T1 ∀S∈ CT    T ∪ S ∪ {a1 ↔ b1,T,S, …, ak ↔ bk,T,S}  |─  L(a1, …, ak)      

(ii)  T2 |─  L(a1, …, ak)    ⇒   ∀T∈T1 ∀S∈ CT  T ∪ S  |─  L(b1,T,S, …, bk,T,S)        

Here T |─ A denotes that A is derivable in T. Note that this notion of context-dependent 
bridge law reduction implies unique realisers (up to equivalence) per context: from a 
↔ bT,S and a ↔ b'T,S it follows that bT,S ↔ b'T,S. So the idea is that to obtain context-
dependent bridge law reduction in cases of multiple realisation, the contexts are de-
fined with such a fine grain-size that within one context unique realisers exist. 

Context-dependent Functional Reduction 
For a given collection of context theories T1 and sets of contexts CT, for context-
dependent functional reduction a first criterion is that a joint causal role specification 
C(P1, …, Pk) can be identified such that it covers all relevant state properties of theory 
T2. As an example, consider the case discussed in ([8], pp. 105-107). Here the joint 
causal role specification C(alert, pain, distress) for three related mental state properties is 
described by: 

For any x, 
if x suffers tissue damage and is normally alert, x is in pain 
if x is awake, x tends to be normally alert 
if x is in pain, x winces and groans and goes into a state of distress 
if x is not normally alert or is in distress, x tends to make typing errors 

By a Ramseification process [13] the following joint causal role specification is  
obtained. There exist properties P1, P2, P3 such that C(P1, P2, P3) holds, where C(P1, P2, 
P3) is 

For any x, 
if x suffers tissue damage and has P1, x has P2 
if x is awake, x has P1 
if x has P2, x winces and groans and has P3 
if x has not P1 or has P3, x tends to make typing errors 

The state property ‘being in pain’ of an organism is formulated in a functional manner as 
follows:   
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There exist properties P1, P2, P3 such that C(P1, P2, P3) holds and the organism has property 
P2. 

Similarly, ‘being alert’ is formulated as:   

There exist properties P1, P2, P3 such that C(P1, P2, P3) holds and the organism has property 
P1. 

A first criterion for context-dependent functional reduction is that for each theory T in 
T1 and context S in CT at least one instantiation of it within T exists:  

∀T∈T1 ∀S∈CT ∃P1, …, Pk   T ∪ S  |─ C(P1, …, Pk).  

The second criterion for context-dependent functional reduction, concerning laws or 
regularities L is 

T2 |─  L(a1, …, ak)   

 ⇒   ∀T∈T1 ∀S∈CT ∀P1, …, Pk  [ T ∪ S |─ C(P1, …, Pk)   ⇒  T ∪ S |─ L(P1, …, Pk) ] 

In general this notion of context-dependent functional reduction may still allow mul-
tiple realisation within one theory and context. However, by choosing contexts with 
an appropriate grain-size it can be achieved that within one given theory and context 
unique realisation occurs. This can be done by imposing the following additional 
criterion expressing that for each T in T1 and context S in CT there exists a unique set 
of instantiations (parameterised by T and S) realising the joint causal role specifica-
tion C(P1, …, Pk): 

∀T∈ T1 ∀S∈CT   ∃P1, …, Pk   [ T ∪ S |─ C(P1, …, Pk)  &      
∀Q1, …, Qk  [  T ∪ S |─ C(Q1, …, Qk)   

   ⇒  T ∪ S |─  P1 ↔ Q1  & … & Pk ↔ Qk  ] ] 

This unique realisation criterion guarantees that for all systems with theory T and 
context S any basic state property in T2 has a unique realiser, parameterised by theory 
T in T1 and context S in CT. When also this third criterion is satisfied, a form of re-
duction is obtained that we call strict context-dependent functional reduction. Based 
on the unique realisation criterion, the universally quantified form for relations be-
tween laws is equivalent to the following existentially quantified variant: 

T2 |─  L(a1, …, ak)   ⇒    
∀T∈T1 ∀S∈CT  ∃P1, …, Pk  [T ∪ S |─ C(P1, …, Pk) &  T ∪ S |─ L(P1, …, Pk) ] 

Context-dependent Interpretation Mappings 
To obtain a form of context-dependent interpretation, the notion of interpretation 
mapping can be generalised to a multi-mapping, parameterised by contexts. A con-
text-dependent interpretation of a theory T2 in a collection of theories T1 with sets of 
contexts CT specifies for each theory T in T1 and context S in CT an appropriate 
mapping ϕT,S from the expressions of T2 to expressions of T. When both the higher and 
lower level theories are specified using a sorted predicate language, then such a 
multi-mapping can be defined on the basis of mappings of each predicate symbol 
from the language of T2 and of its arguments – terms of the language of T2 – to formu-
lae in the language of T1. Mappings of sorts, constants, variables and functions may 
be specified to define mappings of terms. Mappings of composite formulae in the 
language of T2 are defined as follows: 
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ϕT,S(A1 & A2)  =  ϕT,S(A1) & ϕT,S(A2)     

ϕT,S(¬ A)  =  ¬ ϕT,S(A) 

ϕT,S(∃x. A)  =  ∃ϕT,S(x) ϕT,S(A) 

Here A, A1 and A2 are formulae in the language of T2. A multi-mapping ϕT,S is a context-
dependent interpretation mapping when it satisfies the property that if a law (or regu-
larity) L can be derived from T2, then for each T in T1 and context S in CT the corre-
sponding ϕT,S(L) can be derived from T ∪ S: 

T2 |─  L  ⇒  ∀T∈T1 ∀S∈CT  T ∪ S |─ ϕT,S(L) 

Note that also here within one theory T in T1 and context S in CT multiple realisation 
is still possible, expressed as the existence of two essentially different interpretation 
mappings ϕT,S and ϕ'T,S, i.e., such that it does not always hold that ϕT,S(a) ↔ ϕ'T,S(a). An 
additional criterion to obtain unique realisation per context is: when for a given the-
ory T in T1 and context S in CT two interpretation mappings ϕT,S and ϕ'T,S are given, 
then for all formulae a in the language of T2 it holds that  

T ∪ S |─ ϕT,S(a) ↔ ϕ'T,S(a)  

When for each theory and context this additional criterion is satisfied as well, the 
interpretation is called a strict context-dependent interpretation. 

4   Case Study 

In this section the applicability of the context-dependent reduction approaches de-
scribed in Section 3 is illustrated for a case study involving adaptive functionality 
inspired by the conditioning processes in Aplysia (see Section 2) which is worked out 
in much formal detail.  

To formalise both the lower and higher level theories the reified temporal predicate 
language RTPL [14] has been used, a many-sorted temporal predicate logic language 
that allows specification and reasoning about the dynamics of a system. To express 
state properties of a system ontologies are used. An ontology is a signature specified 
by a tuple <S1,…, Sn,…, C, f, P, arity>, where Si is a sort for i=1,.., n, C is a finite set of 
constant symbols, f is a finite set of function symbols, P is a finite set of predicate 
symbols, arity is a mapping of function or predicate symbols to a natural number. In 
RTPL state properties (that can be represented by formulae within the state language) 
are used as terms (denoting objects). The sort STATPROP contains the names of all 
state properties. The set of function symbols of RTPL includes ∧, ∨, →, ↔: STATPROP x 
STATPROP → STATPROP; not: STATPROP → STATPROP, and ∀, ∃: SVARS x STATPROP 
→ STATPROP, of which the counterparts in the state language are Boolean proposi-
tional connectives and quantifiers. To represent dynamics of a system sort TIME (a set 
of time points) and the ordering relation > : TIME x TIME are introduced in RTPL. To 
indicate that some state property holds at some time point the relation at: STATPROP x 
TIME is introduced. The terms of RTPL are constructed by induction in a standard way 
from variables, constants and function symbols typed with all before-mentioned sorts. 
The set of well-formed RTPL formulae is defined inductively in a standard way using 
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Boolean connectives and quantifiers over variables of RTPL sorts. The language 
RTPL has the semantics of many-sorted predicate logic. 

In the following a specification of the higher-level model HM for conditioning (as 
in Aplysia) is provided formalised in RTPL using the state ontology from Table 1. 
Time is assumed to be discrete in this example, and sort TIME contains natural  
numbers. 

Table 1. State ontology for the higher-level model HM 

Sort Elements 
STIMULUS stim1, stim2 
ACTION contraction 
DEGREE low, medium, high 

Predicate Description 
sensitivity: STIMULUS x ACTION x DEGREE Describes the sensitivity degree of a  

stimulus-action relation 
observesstimulus: STIMULUS Describes the observation of a stimulus 
performsaction: ACTION Describes an action being performed 

In the following formalization a and s are variable names. 
HMP1 Action performance 

For any time point, if the sensitivity of a relation s-a is high and the stimulus s is observed, 
then at some later time point action a will be performed. 
Formally: 

∀t1:TIME [ at(sensitivity(s, a, high) ∧ observesstimulus(s), t1) ⇒ ∃t2:TIME t2 > t1 & 
at(performsaction(a), t2) ] 

HMP2 Sensitivity increase 

For any time points t1 and t2, such that t1+1 < t2 ≤ t1+c5+1 
if stimulus stim1 is observed at t1  
   and the sensitivity of relation stim1-a is high  
   and stimulus stim2 is observed at t2  
   and the sensitivity of relation stim2-a is v,  
   and v’ is the value-successor of v, 
then at t2+2 the sensitivity of relation stim2-a will become v’. Formally: 

∀t1, t2:TIME ∀v, v’:DEGREE [ t1+1 < t2 ≤ t1+c5+1 & at(observesstimulus(stim1) ∧ sensitiv-

ity(stim1, a, high), t1) & at(observesstimulus(stim2) ∧ sensitivity(stim2, a, v) ∧ 

has_successor(v, v'), t2)   ⇒  at(sensitivity(stim2, a, v'), t2+2) ]  

Both has_successor(low, medium) and has_successor(medium, high) are always TRUE. 

HMP3 Unconditional persistency of the high sensitivity value 
Formally: 

∀t4:TIME [ at(sensitivity(s, a, high), t4) ⇒ at(sensitivity(s, a, high), t4+1) ] 

HMP4 Conditional persistency of the sensitivity value other than high 
For any time point t5, 
if the sensitivity value of the relation stim2-a is v≠high and 
   and not 
          stimulus stim2 was observed at time point t5-1, 
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   and there exists time point t6 t5-1 > t6 ≥  t5 - c5 -1 such that stimulus stim1 was observed at t6 
   then at the next time point the sensitivity value of the relation stim2-a stays the same.  
Formally: 

∀t5:TIME ∀v:DEGREE [ at(sensitivity(stim2, a, v) ∧ v≠high, t5) & 
¬(at(observesstimulus(stim2), t5-1) & ∃t6 t5-1 > t6 ≥ t5 – c5 – 1 & at(observesstimulus(stim1), 
t6)) ⇒ at(sensitivity(stim2, a, v), t5+1) ] 

A lower-level model LM for the same adaptive functionality is formalised below as a 
neurological makeup NM together with the general neurological activation rules NA. 
For the formalisation the ontology from Table 2 were used. 

Table 2. State ontology for formalising the lower-level model LM 

Sort Elements 
NEURON sn1, sn2, mn 
SYNAPSE S1, S2 
VALUE natural numbers 

Predicate Description 
stimulusconnection: STIMULUS x NEURON Describes a connection between a stimulus 

and a (sensory) neuron 
occurs: STIMULUS, occurs: ACTION Describes an occurrence of a stimulus/action  
activated: NEURON Describes the activation of a neuron 
connectedvia: NEURON x NEURON x 
SYNAPSE  

Describes a connection between two neurons 
by a synapse 

has_strength: SYNAPSE x VALUE Describes the strength of a synapse 
actionconnection: NEURON x ACTION Describes a connection between a  

(preparatory) neuron and an action 

LMP1 Neuron activation based on a stimulus 
For any time point, 
if a stimulus occurs, 
then the neuron connected to this stimulus will be activated for c5 following time points.  
Formally: 

∀t5:TIME ∀st:STIMULUS ∀y:NEURON [ at(stimulusconnection(st, y) ∧ occurs(st), t5)    
⇒  ∀t2:TIME t5 < t2 ≤ t5+c5 & at(activated(y), t2) ] 

LMP2 Propagation of neuron activations 
For any time point, if a neuron is activated, and this neuron is connected to some other neuron 
by a synapse with strength higher than B2, 
then the other neuron will be also activated at the next time point. Formally: 

∀t1:TIME ∀x, y:NEURON ∀s:SYNAPSE ∀v:VALUE [ at(connectedvia(x, y, s)  ∧ activated(x)  
∧ has_strength(s, v) ∧ v  > B2, t1)   ⇒  at(activated(y), t1+1) ] 

LMP3 Increase of the synapse’s strength 
For any time point,  
if two neurons connected by a synapse with strength v are activated 
and at the previous time point both neurons were not activated, 
then at the next time point the strength of the synapse will be v+d(v). Formally: 

∀t3:TIME ∀x,y:NEURON ∀s:SYNAPSE ∀v:VALUE [ at(activated(x) ∧ activated(y) ∧ connect-
edvia(x, y, s) ∧ has_strength(s, v), t3) & at(not(activated(x) ∧ activated(y)), t3-1) ⇒   
at(has_strength(s, v+d(v)), t3+1) ]  

LMP4 Conditional persistency of the strength value of a synapse 
For any time point,  
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if the value of a synapse is v, 
and not  
both neurons are activated and 
at the previous time point both neurons were not activated, 
then the synapse’s strength remains the same. Formally: 

∀t4:TIME ∀x,y:NEURON ∀s:SYNAPSE ∀v:VALUE [ at(connectedvia(x, y, s) ∧ 
has_strength(s, v), t4) & ¬(at(activated(x) ∧ activated(y), t4) & at(not(activated(x) ∧ acti-
vated(y)), t4-1)) ⇒   at(has_strength(s, v), t4+1) ]  

LMP5 Occurrence of an action 
For any time point,  
if a neuron is not activated 
and at the previous time point the neuron was activated, 
then after c4 time points the action related to the neuron will be performed. Formally: 

∀t7: TIME ∀x:NEURON [ at(not(activated(x)), t7) & at(actionconnection(x, a)  ∧ activated(x), 
t7-1)  
⇒  at(occurs(a), t7+c4) ] 
 
 

The neurological makeup NM is assumed to be stable in this example and is  
specified more formally as follows (inspired by Aplysia’s makeup shown in Fig. 1): 

∀t:TIME at(stimulusconnection(stim1, SN1) ∧ stimulusconnection(stim2,SN2) ∧  
connectedvia(SN,MN, S1) ∧ connectedvia(SN2, MN, S2) ∧ actionconnection(MN, contraction) 
∧ has_strength(S1,v1) ∧ has_strength(S2,v2),t) 

Applying the context-dependent Reduction Approaches  
An interpretation mapping from the higher-level model HM to the lower-level model 
LM can be defined as follows. The variables and constants of sorts ACTION, STIMULUS, 
TIME, VALUE are mapped without changes.  

ϕNA,NM(v:DEGREE)  =   v:VALUE, where v is a variable. 

Suppose within the context of makeup NM, stimulus s is connected to the motoneuron 
MN via a path passing synapse S, then: 

ϕNA,NM(sensitivity(s, a, low))  =   has_strength (S, v) ∧ v < B1 
ϕNA,NM(sensitivity(s, a, medium)) =   has_strength (S, v) ∧ B1 ≤ v  ∧ v ≤ B2  
ϕNA,NM(sensitivity(s, a, high)) =   has_strength (S, v) ∧ v > B2 
ϕNA,NM(sensitivity(s, a, v)) =   has_strength (S, v),  

where v is a variable 

To avoid clashes between names of variables, every time when a new variable is in-
troduced by a mapping, it should be given a name different from the names already 
used in the formula. 

Note that the reduction relation depends on the context NM. Within context NM 
sensitivity for stimulus stim1 relates to synapse S1 and sensitivity for stimulus stim2 to 
synapse S2. Therefore, for example, 

ϕNA,NM(sensitivity(stim1, a,  high)) = has_strength (S1, v) ∧ v > B2  
ϕNA,NM(sensitivity(stim2, a,  high)) = has_strength (S2, v) ∧ v > B2. 

Here v is a variable of sort VALUE. 
Observation and action predicates are mapped as follows: 
ϕNA,NM(observesstimulus(s))  =   occurs(s) 
ϕNA,NM(performsaction(a))  =   occurs(a) 
ϕNA,NM(has_successor(v, v'))  =   v’=v + d(v) 

All other function and predicate symbols of the language of HM are mapped without 
changes.  
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Based on the mapping ϕNA,NM as defined for basic state properties, by composition-
ality the mapping of more complex relationships is made as described in Section 3, 
for example: 

ϕNA,NM(∀t1:TIME [ at(sensitivity(s, a, high) ∧ observesstimulus(s), t1) ⇒  
∃t2:TIME t2 > t1 & at(performsaction(a), t2) ])  

= ∀t1:TIME [ at(ϕNA,NM(sensitivity(s, a, high) ∧ observesstimulus(s), t1) ⇒  
∃t2:TIME t2 > t1 & at(ϕNA,NM(performsaction(a)), t2) ]  

= ∀t1:TIME [ at(ϕNA,NM(sensitivity(s, a, high)) ∧ ϕNA,NM(observesstimulus(s)), t1) ⇒  
∃t2:TIME t2 > t1 & at(ϕNA,NM(performsaction(a)), t2) ] 

= ∀t1:TIME [ at(has_strength (syn, v) ∧ v > B2  ∧  occurs(s), t1) ⇒ 
      ∃t2:TIME t2 > t1 & at(occurs(a), t2) ] 

Here s and a are the variable names and variable syn corresponds to s. 
This and other regularities derivable from the higher-level specification HM can 

be mapped automatically as described below in Section 5 onto regularities that are 
derivable from NA ∪ NM, which illustrates the criterion for interpretation mapping.  

In similar manners the other two context-based approaches can be applied to the 
case study. For example, context-dependent bridge principles for NA and context NM 
can be defined by (where the path from stimulus s to neuron MN is via synapse S): 

sensitivity(s, a, low)   ↔   has_strength (S, v) ∧ v < B1 
sensitivity(s, a, medium) ↔   has_strength (S, v) ∧ B1 ≤ v  ∧ v ≤ B2 
sensitivity(s, a,  high)    ↔   has_strength (S, v) ∧ v > B2 
observesstimulus(s)   ↔   occurs(s) 
performsaction(a)   ↔   occurs(a) 
has_successor(v, v')   ↔   v’=v + d(v) 
v:DEGREE    ↔ v:VALUE,  

where v is a variable. 

Context-dependent functional reduction can be applied by taking the joint causal 
role specification for sensitivity(stim2, a, low), sensitivity(stim2, a, medium), sensitivity(stim2, 
a, high) assuming that the sensitivity of relation stim1-a is high as follows: 

C(P1, P2, P3)  = def 
[ ∀t1, t2:TIME [ t1+1 < t2 ≤ t1+c5+1 & at(observesstimulus(stim1), t1) & 
at(observesstimulus(stim2) ∧ P1, t2)    
⇒  at(P2, t2+2) ]] & [ ∀t1, t2:TIME [ t1+1 < t2 ≤ t1+c5+1 & at(observesstimulus(stim1), t1) & 
at(observesstimulus(stim2) ∧ P2, t2)    
⇒  at(P3, t2+2) ]] &  
[ ∀t1:TIME [ at(P3 ∧ observesstimulus(s), t1)  
⇒ ∃t2:TIME t2 > t1 & at(performsaction(a), t2) ]] & 
[ ∀t4:TIME at(P3, t4) ⇒ at(P3, t4+1) ] & 
[ ∀t5:TIME ∀v:DEGREE [ at(P1, t5) & ¬(at(observesstimulus(stim2),t5-1) & ∃t6 t5-1> t6 ≥ t5 –
c5-1 at(observesstimulus(stim1), t6)) ⇒ at(P1, t5+1) ]] & 
[ ∀t5:TIME ∀v:DEGREE [ at(P2, t5) & ¬(at(observesstimulus(stim2), t5-1) & ∃t6 t5-1>t6 ≥ t5–
c5- 1 at(observesstimulus(stim1), t6)) ⇒ at(P2, t5+1) ]] 

5   Implementation 

To perform an automated context-dependent mapping of a higher level model specifi-
cation to a lower level model specification, a software tool has been implemented in 
Java™ based on the mapping principles described in Sections 3 and 4. As input for 
this tool a higher level model specification in sorted predicate logic is provided to-
gether with a set of mappings of basic elements of the ontology used for formalisation 
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of the higher level specification. While a mapping is being performed on any higher-
level formula, the tool traces possible clashes of variable names and renames new 
variables when needed. As a result, a specification in the lower level specification 
language is generated. 

The context-dependent interpretation mapping should satisfy the reduction condi-
tions described in Section 3. For the case considered, these conditions have the form: 
if a law (or property) L is derived from HM, then the corresponding ϕNA,NM(L) should be 
derived from NA ∪ NM: HM |─  L  ⇒   NA ∪ NM |─ ϕNA,NM(L). This will be applied to the 
properties in the specification HM.  

Since both HM and NA ∪ NM are specified using the reified temporal predicate lan-
guage, to establish if a formula can be derived from a set of formulae, the theorem 
prover Isabelle for many-sorted higher-order logic has been used [12]. As input for 
Isabelle a theory specification is provided. A simple theory specification consists of a 
declaration of ontologies, lemmas and theorems to prove. Sorts are introduced using 
the construct datatype (e.g., datatype neuron = sn1| sn2| mn). Furthermore, sorts for 
higher-order logics can be defined: e.g., sort STATPROP is defined for the case study: 

datatype statprop= stimulusconnection event neuron| activated neuron | occurs event | con-
nectedvia neuron neuron synapse | actionconnection neuron event |has_strength synapse nat 

Here each element of statprop refers to a state property, expressed using the state 
ontology. The elements of the state ontology should be also defined in the theory : 
e.g., activated:: "neuron ⇒ statprop"; stimulusconnection:: "event ⇒ neuron ⇒ statprop". The 
formulae of the state language are imported into the reified language using the predi-
cate at:: "statprop ⇒ nat ⇒ bool".  

The first theory specification defines the following lemma expressing the criterion 
for the mapping of the property HMP1 (Action Performance), which expresses  

   NA ∪ NM |─ ∀t1:TIME [ at(has_strength (syn, v) ∧ v > B2  ∧  occurs(s), t1)  
⇒ ∃t2:TIME t2 > t1 & at(occurs(a), t2) ] 

To enable the automated proof of this lemma the implication introduction rule [12] 
is applied, which moves the part ∀t1:TIME ∀s:STIMULUS [ at(has_strength (syn, v) ∧ v > B2 
∧  occurs(s), t1) to the assumptions. Then, the lemma is proved automatically by the 
blast method, which is an efficient classical reasoner. Note that for the actual proof 
only the relevant part of NA ∪ NM has been used. 

The second specification defines the lemma for the mapping of the property 
HMP2 (Sensitivity increase), which expresses  

NA ∪ NM |─ ∀t1, t2:TIME ∀v, v’:VALUE [ t1+1 < t2 ≤ t1+c5+1 &  
at(occurs(stim1) ∧ has_strength (S1, var) ∧ var > B2, t1) &  
at(occurs(stim2) ∧ has_strength (S2, v) ∧ v’=v + d(v), t2)   ⇒  at(has_strength (S2, v’), t2+2) ] 

For the proof of this lemma the same strategy has been used as for the previous ex-
ample. The proofs of both examples have been performed in a fraction of a second. 

6   Discussion 

Within Cognitive Science, cognitive theories provide higher-level descriptions of the 
functioning of specific neural makeups. The concepts and relationships used in the 
descriptions do not have a direct one-to-one relationship to reality such as concepts 
and relationships used within Physics or Chemistry have. Due to the nontrivial de-
pendence of cognitive theories on the context of specific (neural) makeups of indi-
viduals or species, relationships between cognitive states are not considered genuine 
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universal laws; by changing the specific makeup they simply can be refuted. There-
fore they cannot have a direct truth-preserving relationship to general physi-
cal/biological laws. The classical approaches to reduction do not take into account this 
context-dependency in an explicit manner. Therefore, refinements of these classical 
reduction approaches are used in this paper that incorporate the context-dependency 
in an explicit manner. These context-dependent reduction approaches make explicit 
how laws or regularities in a cognitive theory depend on lower-level laws on the one 
hand and specific makeups on the other hand. The detailed formalised definitions of 
the approaches described in this paper enable practical application to higher-level and 
lower-level knowledge specification. As in the case of cognitive theories, here the 
context-dependent reduction approaches make explicit how concepts and relation-
ships in higher-level specifications relate to lower-level specifications. Using these 
formalized relations reduction approaches can be automated. In particular, this paper 
illustrates how the interpretation mapping approach can be automated, including 
mapping of specifications and checking the fulfilment of reduction criteria. In the 
example considered the mapping of basic ontological elements was assumed to be 
given. In the future research approaches to identify basic ontological mappings will be 
developed. 

References 

1. Bennett, M.R., Hacker, P.M.S.: Philosophical Foundations of Neuroscience. Blackwell, 
Malden (2003) 

2. Bickle, J.: Psychoneural Reduction: The New Wave. MIT Press, Cambridge (1998) 
3. Craver, C.F.: Role Functions, Mechanisms and Hierarchy. Philosophy of Science 68, 31–

55 (2001) 
4. Galton, A.: Operators vs Arguments: The Ins and Outs of Reification. Synthese 150, 415–

441 (2006) 
5. Gleitman, H.: Psychology. W.W. Norton & Company, New York (2004) 
6. Glennan, S.S.: Mechanisms and the Nature of Causation. Erkenntnis 44, 49–71 (1996) 
7. Hooker, C.: Towards a General Theory of Reduction. Dialogue 20, 38–59, 201–236, 496–

529 (1981) 
8. Kim, J.: Philosophy of Mind. Westview Press (1996) 
9. Kim, J.: Physicalism, or Something Near Enough. Princeton University Press, Princeton 

(2005) 
10. Kreisel, G.: Models, translations and interpretations. In: Skolem, T.A.l. (ed.) Mathematical 

Interpretation of Formal Systems, pp. 26–50. North-Holland, Amsterdam (1955) 
11. Nagel, E.: The Structure of Science. Harcourt, Brace & World, New York (1961) 
12. Nipkow, T., Paulson, L.C., Wenzel, M.: Isabelle/HOL. LNCS, vol. 2283. Springer, Hei-

delberg (2002) 
13. Ramsey, F.P.: Theories. Ramsey, F.P (1931); The Foundations of Mathematics and Other 

Essays. In: Braithwaite, R. B. (eds.). Routledge and Kegan Paul, London (1929) 
14. Schoenfield, J.R.: Mathematical Logic. Addison-Wesley, Reading (1967) 
15. Tarski, A., Mostowski, A., Robinson, R.M.: Undecidable Theories. North-Holland, Am-

sterdam (1953) 
16. Treur, J.: Laws and Makeups in Context-Dependent Reduction Relations. In: Love, B.C., 

McRae, K., Sloutsky, V.M. (eds.) Proc. of the 30th Annual Conference of the Cognitive 
Science Society, CogSci 2008, pp. 1752–1757. Cognitive Science Society, Austin (2008) 

 



Combining Artificial Intelligence Techniques for the
Training of Power System Control Centre Operators�
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Abstract. Control Centre operators are essential to assure a good performance of
Power Systems. Operators actions are critical in dealing with incidents, especially
severe faults, like blackouts. In this paper we present an Intelligent Tutoring ap-
proach for training Portuguese Control Centre operators in incident analysis and
diagnosis, and service restoration of Power Systems, offering context awareness
and an easy integration in the working environment.

1 Introduction

Power Systems have a very complex structure and require sophisticated and precise op-
eration and control. The most important real-time decisions concerning Power System
operation are taken in Control Centres (CC) by specially trained operators. Although
Power System reliability has been increasing during the last decades, incidents still
occur, resulting sometimes in blackout situations, with very high economic and social
impact.

Blackouts have been a major concern in Power Systems specially since the occur-
rence of the 9th November 1965 Northeast Blackout in USA. In recent years, several
blackouts assumed catasthrophic proportions. On 14th August 2003 a major blackout
paralyzed most of the Northeast of USA and large areas of the Southeast of Canada.
This incident affected directly more than 50 million people and took more than 4 days
to recover from. More recently, on the 4th October 2006, the UCTE (Union for the
Coordination of Transmission of Electricity) European Network experienced a quasi
blackout situation affecting 9 European countries and North Africa and about 10 mil-
lion consumers.

This last incident was due to a set of unforeseen circumstances and the difficulty
felt by the CC operators in interacting quickly and in an effective manner. Moreover,
the restoration process was hampered by the lack of coordination between the differ-
ent entities involved. All this points to the creation of conditions allowing the restora-
tion plans’ training of the personnel belonging to the different utilities in a coordinated
way [1].

Control Center operators performance is essential to minimize the incident conse-
quences. The need of a good response of Control Centres to severe faults, is even more
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work described here.
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important nowadays, due to the widespread adoption of the Electricity Markets [2].
As Power Systems reliability increased, the number of incidents offering occasion for
operator on-the-job training has decreased. The consequences of incorrect operator be-
haviour are all the more severe during a serious incident [3]. Operator training is vital
for overcoming these problems, as well as the availability of adequate decision support
tools.

Intelligent Tutoring Systems (ITS) have been chosen as the tool to address the op-
erator’s training requirements in diagnosis and restoration tasks. The reasons for that
choice can be described as such:

1. They provide a way to represent domain knowledge in a structured and efficient
way, allowing the inference of new knowledge.

2. They use a model of the trainee, showing a non-monotonous behavior and adapting
better to the trainees characteristics and evolution.

3. With the right didactic knowledge they can select different pedagogical approaches
in the various phases of the learning process.

4. They are able to monitor the trainees performance and evolution, gathering infor-
mation to guide the system’s adaptation.

5. They typically require very little intervention from the training staff, and can be
used in the working environment without disturbing the normal routines.

In this paper we present an ITS used for the training of Control Centre operators. Sev-
eral Artificial Intelligence techniques are used to make this system able to minimize
experts’efforts in the training sessions preparation and to enable on the job and co-
operative effective training. The ITS that has been developed for the Control Centre
operators involves two main areas: one devoted to the training of fault diagnosis skills
(DiagTutor) and another dedicated to the training of power system restoration tech-
niques (CoopTutor). The Figure 1 shows this tutoring environment architecture.

2 Why Operators’ Task Is So Demanding?

During the analysis of alarm messages lists, CC operators must look for the group of
relevant messages that describe each type of fault. The same group of messages can
show up in the reports of different types of faults. So CC operators have to analyze the
arrival of additional information, whose presence or absence determines the final diag-
nosis. Additionally, operators have to deal with uncertain, incomplete and inconsistent
information, due to data loss or errors occurred in the data gathering system.

In fact, if we consider all the messages that are generated during the period of an in-
cident, including not only the messages originated in the plants involved in the incident
but also in other plants of the Power System, operators can be forced to consider sev-
eral hundreds of messages in just a few minutes. It is important to note that an incident
usually causes the generation of not only the messages that are relevant to the analy-
sis of this particular incident but also a lot of other messages that are not important in
that context. However, on different contexts, these messages could be important, which
stresses the need for a contextual interpretation of the information.

On the other hand, several incidents can take place almost at the same time, and one
incident can have consequences in much more than two plants, resulting on a much
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Fig. 1. Tutor Architecture

more complex interpretation of the situation. If we also take into account the need to
consider missing information, we can have an idea of the difficulties CC operators face.

The occurrence of an incident demands a quick response from CC operators in order
to minimize the consequences of that incident, avoiding the propagation of the incident
to other power plants. It requires the start and completion of the service restoration as
fast as possible, minimizing the period of service unavailability. Such goals require im-
mediate CC operator reaction in two phases: first, he must make the correct incident
diagnosis, and second, he must select and execute the correct maneuvers in order to
restore power. This second step requires a close coordination between the teams re-
sponsible for power generation, transmission and distribution. Their actions should be
based on a careful planning and guided by adequate strategies but those plans are often
derailed by unforeseen circumstances. The correct execution of the restoration plan is
very important because an incorrect maneuver can often leave the power system in a
unstable state or even expand the area affected by the original blackout.

All these facts stress the need for preparing the CC operators to face the difficulties
presented by the Power System operation. This paper presents a tutoring environment
that addresses the two main areas of training: fault diagnosis skills (section 3) and power
system restoration techniques in a cooperative environment (section 4).
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3 Tutoring Module for Fault Diagnosis Training

This tutoring module, named DiagTutor, is focused on Fault Diagnosis Training. In or-
der to illustrate how a training session is conducted and the interaction between the
operator and the tutor, this section presents a very simplified diagnosis problem con-
taining a DmR (monophase tripping with reclosure) incident, occurred in panel 204 of
SED substation. The relevant SCADA1 messages related to this incident are included in
Table 1. These SCADA messages correspond to the following events: breaker tripping,
breaker moving and breaker closing [3]. In a real training scenario the operator is faced
with a huge amount of messages, typically several hundreds.

Table 1. Incident in panel 204 of SED substation

14-12-2003 04:24:45.200 SED 204 CCL,2 TRIPPING 0 1
14-12-2003 04:24:45.240 SED 204 CCL,2 -BK BREAKER 0 1
14-12-2003 04:24:45.860 SED 204 CCL,2 -BK BREAKER 0 1

3.1 Reasoning about Operator Answers

The interaction between the trainee and the tutor is performed by means of prediction
tables (Figure 2) where the operator selects a set of premises and the corresponding
conclusion. The premises represent events (SCADA messages), temporal constraints
between events or previous conclusions [4].

Fig. 2. Prediction Table

DiagTutor does not require the operators reasoning to follow a predefined set of
steps, as in other implementations of the model tracing technique [5]. In order to evalu-
ate this reasoning, the tutor will compare the prediction tables content with the specific
situation model. This model has been obtained by matching the domain model with the
inference produced by the SPARSE expert system [3]. With this process, the system
is able to identify the errors that reveal the operators misconceptions, to provide assis-
tance on each problem solving action, to monitor the trainee’s knowledge evolution and
to offer different learning opportunities.

1 Supervisory Control and Data Acquisition system.
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Fig. 3. Higher and lower granularity levels of the situation specific model

The identified errors are used as opportunities to correct the faults in the operators
reasoning. The operators entries in prediction tables cause immediate responses from
the tutor. In case of error, the operator can ask for help which is supplied as hints.
Hinting is a tactic that encourages active thinking structured within guidelines dictated
by the tutor [6]. The first hints are generic, becoming more detailed if the help requests
are repeated.

The situation specific model generated by the tutoring system for the problem pre-
sented is shown in the left frame of Figure 3. It displays high granularity since it includes
all the elementary steps used to get the problem solution. The tutor uses this model to
detect errors in the operator reasoning by comparing the situation specific model with
the set of steps used by the operator. This models granularity level is adequate to a
novice trainee but not to an expert operator. The right frame of Figure 3 represents a
model used by an expert operator, including only concepts representing events, tempo-
ral constraints between events and the final conclusion. Any reasoning model between
the higher and lower granularity level models is admissible since it does not include any
violation to the domain model. These two levels are used as boundaries of a continuous
cognitive space.

The DiagTutor behavior during a training session includes two activities: the inference
of the trainee reasoning during problem solving, in order to detect misconceptions; and
the reaction to trainee errors and assistance through presentation of hints. These functions
of DiagTutor are implemented by the Micro Adaptation Module (in Figure 1).

3.2 Adapting the Curriculum to the Operator

The Macro Adaptation Module, included in the Pedagogical Module (Figure 1), is
responsible to adapt the Curriculum Plan to the current trainee needs. In particular,
this module is able to select, from the Training Scenarios library, a problem fitting the
trainee needs.
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The preparation of the tutoring sessions learning material is typically a time-consu-
ming task. In industrial environments, there is not usually a staff exclusively dedicated
to training tasks. Specifically, in the electrical sector, the preparation of training sessions
is done by the most experienced operators which are often already overloaded with
power system operation tasks [7]. In order to overcome this difficulty, we developed two
separate tools. The first one generates and classifies training scenarios from previously
stored real cases. As these may not cover all the situations that CC operators must be
prepared to face, another tool is used to create new training scenarios or to adapt already
existing ones [7].

The process used by the Macro Adaptation Module to define the problems features
involves two phases. First, the tutor must define the difficulty level of the problem, using
heuristic rules. These rules relate parameters like the trainees performance in previous
problems and his overall level of knowledge. In the second phase, the tutor uses the
user models contents to select the most suitable type of incidents to be included in the
problem, taking into account the domain concepts involved in each type of incident and
the corresponding trainees expertise.

3.3 Difficulty Level Selection

To evaluate the problems difficulty level, we need to identify the cases characteristics
that increase their complexity. The parameters involved here are the number of incidents
contained in the case, the variety of incident types, the number of affected plants and
the existence of chronological inversion in SCADA messages.

The choice of the difficulty level depends on two factors contained in the trainees
model: the trainees global knowledge and a global acquisition factor. The first parame-
ter is a measure of the trainee knowledge level in the whole range of domain concepts
and is calculated using the mean of his knowledge level in each domain concept. The
Macro Adaptation Module needs appropriate thresholds for deciding on the next prob-
lem difficulty level. The opinion of the trainees, regarding their personal evolution as
the problems difficulty level is changed, can be used to adjust these thresholds.

The acquisition factors record how well trainees learn new concepts. When a new
concept is introduced, the tutor monitors the trainee performance on the first few prob-
lems, namely how well and how quickly he solves them. This analysis determines the
trainees acquisition factor. The procedure used to determine the trainees acquisition in
each domain concept is based on the number of times the trainees knowledge level
about the concept has increased, considering the three first applications of the concept.

The mechanism used to define the difficulty level of the problems is based on the
following rule:

If the global knowledge level and the global acquisition factor change in opposite
directions

Then the problem difficulty level does not change
Else the problem difficulty level changes in the same direction of the global knowl-

edge level.
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3.4 Problem Type Adequacy to the Trainee Cognitive Status

The mechanism used to classify each kind of incident in terms of adequacy to the trainee
is based on a neural network (Figure 4).

The nodes belonging to the input layer correspond to the concepts (included in the
domains knowledge base) to be assimilated by the trainees. Each node represents the
application of a concept in a specific context. For instance, the nodes ce1/T1 and ce1/T5
represent two instances of the same concept and characterize the application of the con-
cept of breaker tripping in the situations of first tripping and tripping after an automatic
reclosure. The input vector contains an estimate of the trainees expertise level for each
concept or its application and is obtained from the user model. Therefore, this vector
represents an estimate of the trainees domain knowledge.

The output layer units represent the adequacy of an incident type to the current
learners knowledge status. The number of units corresponds to the number of incident
types (DS, DtR, DmR, DtD, DmD). Each output layers node, representing a type of

Fig. 4. Classification Mechanism
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incident, is connected only to the input nodes corresponding to concepts involved with
that incident type. These connections are done with links of weight wij .

The values used as weights are wij = {1, 0, N} where N is used to indicate that
there is no connection between node i of the output layer and the input node j. This
means that concept j is not involved in an incident type i.

Each output neuron activation level is computed using the input vector and its weight
vector. The activation is defined by the Euclidean distance, given by (1).

ai =

√√√√ n∑
j=1

(wij − xj)2 (1)

We can see that a neuron with a weight vector (w) similar to the activation level
vector of the input nodes (x) will have a low activation level and vice versa. The output
layers node with the lowest activation will be the winner.

In Figure 4 we illustrate a situation where all the model variables are set to their
minimum value (0.1) and achieve a maximum value of 0.9. It is also assumed that the
ideal operator applies correctly all the domain concepts involved in the problem and
that the updating rate is constant.

It can be observed that, after the third iteration, the concepts used in the DS incident
type overcome the medium level (0.5), leading to a new type of incident (DtR) in the
next iteration. After the fourth iteration, some concepts that are not used in DS but are
involved in DtR incident overtake the minimum level for the first time.

We observed that an early introduction of new concepts can contribute to increase the
instructional process efficiency. The problem selection mechanism ensures that the se-
quence of problems is not monotonous, tending to stimulate the operators performance
with new kinds of incidents.

4 Tutoring Module for Restoration Training

4.1 Restoration Training Issues

The management of a power system involves several distinct entities, responsible for
different parts of the network. The power system restoration process requires a close
coordination between generation, transmission and distribution personnel, whose ac-
tions must be based on a careful planning and guided by adequate strategies [8].

In the specific case of the Portuguese transmission network, four main entities can
be identified: the National Dispatch Centre (CG); the Operational Centre (CO); the
Hydroelectric Control Centres (CTCH); and the Distribution Dispatch (EDIS).

The power restoration process is conducted by these entities in such a way that the
parts of the grid they are responsible for will be led to their normal state, by performing
the actions specified in detailed operating procedures and fulfilling the requirements
defined in previously established protocols. This process requires frequent negotiation
between entities, agreement on common goals, and synchronization.



78 L. Faria et al.

The purpose of the training tutor is to allow the training of the established restoration
procedures and the drilling of some basic techniques. Power system utilities have built
detailed plans containing the actions to be executed and the procedures to be followed
in case of incident. In the case of the Portuguese network, there are specific plans for
the system restoration following several cases of sectorial blackouts as well as national
blackouts, with or without loss of interconnection with the Spanish network.

One typical restoration plan, to be applied after a regional blackout induced by a
fault on the 150kV bus of the SRA substation, can be described as follows:

1. Notify Distribution Dispatch Center about the incident and expected restoration
time. Wait for the fault on the SRA 150 kV bus to be repaired.

2. Feed the 150kV to SRA bus using the 400/150 kV autotransformers.
3. Switch SVI substation to manual.
4. Energize the lines fed by the 150 kV bus of SRA with priority to lines connected to

substations SOR and SRU and to power plants CCD and CVN.
5. Contact the Hydroelectric Power Plants CC, asking for the restoration of their lines

with priority for the ones between CCD and CAR and between CCD and SVI/CVF.
6. Wait for the automatic operators of SCV and SGR substations to restore the 150/60

kV transformers, if no voltage is available in 60 kV buses.
7. Wait for SOR substation automatic operator to restore the service, including the

line to SVI.
8. Finish the restoration of 150 kV line between substations SRA and SED.
9. Check if the automatic operators work is concluded and finish the restoration if it

has not been done automatically.
10. Notify Distribution Dispatch Center about the end of the restoration process.

Our Restoration training subsystem, the CoopTutor, is based on a Multi-Agent system
[9]. These agents can be seen as virtual entities that possess knowledge about the do-
main. As the real operators, they have assigned tasks, goals to achieve and beliefs about
the simulated reality and others agents activity. They work asynchronously, performing
their different duties simultaneously and synchronizing their activities only when the
need arises. Therefore, the system needs a facilitator entity (Simulator in Figure 1) that
supervises the process, ensuring that the simulation stays coherent and convincing. In
our system, the trainee can select which of the available roles he wants to play, leaving
to the tutor the responsibility of supplying the virtual agents that will simulate the other
would be participants.

4.2 Trainees Model

The representation method used to model the trainees knowledge about the domain
knowledge is a variation of the Constraint-Based Modelling (CBM) technique [10].

This student model representation technique is based on the assumption that diag-
nostic information is not extracted from the sequence of students actions but rather from
the situation, also described as problem state, that the student arrived at. Hence, the stu-
dent model should not represent the students actions but the effects of these actions.
Because the space of false knowledge is much greater than the one for the correct one,
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it was suggested the use of an abstraction mechanism based on constraints. In this rep-
resentation, a state constraint is an ordered pair (Cr,Cs) where Cr stands for relevance
condition, and Cs for satisfaction condition. Cr identifies the class of problem states
in which this condition is relevant and Cs identifies the class of relevant states that
satisfy Cs.

Under these assumptions, domain knowledge can be represented as a set of state
constraints. Any correct solution for a problem cannot violate any of the constraints. A
violation indicates incomplete or incorrect knowledge and constitutes the basic piece of
information that allows the Student Model to be built on. This CBM technique does not
require an expert module and is computationally undemanding because it reduces stu-
dent modelling processing to basic pattern matching. One example of a state constraint,
as used in our system, can be found below:

If there is a request to CTCH to restore the lines under its responsibility
Then the lines that supply the hydroelectric power plants must have already been

restored
Otherwise an error has occurred

Each violation to a state constraint like the one above allows the tutor to intervene
both immediately or at a later stage, depending on the seriousness of the error or the
pedagogical approach that was chosen. This technique gives the tutor the flexibility
needed to address trainees with a wide range of experience and knowledge, tailoring, in
a much finer way, the degree and type of support given, and, at the same time, spared
us the exhaustive monitoring and interpretation of students errors during an extended
period, which would be required by alternative methods.

Nevertheless, it was found the need for a metaknowledge layer in order to adapt
the CBM method to an essentially procedural, time-dependent domain like the power
system restoration field. This layer is composed of rules that control the constraints
application, depending on several parameters: the phase of the restoration process in
which the trainee is; the previously satisfied constraints; and the set of constraints that
can be simultaneously triggered.

These rules establish a dependency network between constraints that can be repre-
sented by a graph (Figure 5). The relationships between constraints expressed by this
graph can be of precedence, mutual exclusion or priority [11].

The constraint evaluation is the responsibility of the Tutoring Module (RTM in Fig-
ure 1). Its mechanism is triggered by the arrival of messages relating certain actions
performed by the trainee on the simulated reality or other external events that should
force the verification of past trainee’s actions.

The range of events that are so monitored include the change of status of circuit
breakers, the change of status of a substation (from automatic to manual mode or vice-
versa), the sending of some special messages and, finally, events automatically triggered
after certain time intervals. The output of the Constraint Evaluation module will be one
or more pedagogical actions.

The Constraint Evaluation mechanism on Figure 6 is responsible for for checking
which constraints (if any) are triggered by the event. This behavior is modulated by the
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Meta-rules Processor that states which constraints are available for evaluation in each
situation, as explained before in this section.

4.3 The Cooperative Learning Environment

The CoopTutor is prepared to offer two different modes of training: it can train indi-
vidual operators as if they belonged to a team, interacting with virtual operators, but
is also capable of dealing with the interaction between several trainees engaged in a
cooperative process, providing specialized agents capable of fulfilling the roles of the
missing operators.
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Fig. 7. CoopTutor Interface

At the same time, when several trainees are are working in cooperative mode, it
monitors their interaction, stepping in when a serious imbalance is detected. The tutor
can therefore be used as a distance learning tool, with several operators being trained
at different locations. This simplifies considerably the logistics of the training sessions
preparation.

In order to support the monitoring activities of the cooperative discussion and de-
cision processes, the core data contained in the student model has been complemented
with information concerning the quantity and characteristics of the interactions detected
between trainees. The tutor gathers this data by loosely monitoring the interaction pat-
terns and performing a surface level analysis of the messages’ contents.

The tutor will intervene in the cooperative discussion process only if it detects a clear
imbalance between participants. It may be called to step in though by the trainees them-
selves, if they are not able to agree on a course of action or if they find themselves in an
impasse. In the first case, the tutor will use the knowledge contained in the CBM module
to evaluate the different proposals. In the second case, it will combine the constraint sat-
isfaction data previously gathered with procedural knowledge representing the sequence
of the specific restoration plan, in order to issue recommendations about the next step to
perform. The general aspect of the CoopTutor interface is shown in Figure 7.

5 Conclusions

This paper describes how an Intelligent Tutoring System can be used for the train-
ing of Power Systems Control Centre operators in two main tasks: Incident Analysis
and Diagnosis; and Service Restoration. Several Artificial Intelligence techniques were
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combined to obtain an effective Intelligent Tutoring environment, namely: Multi-Agent
Systems, Neural Networks, Constraint-based Modelling, Intelligent Planning, Knowl-
edge Representation, Expert Systems, User Modelling, and Intelligent User Interfaces.

The developed system is used in the training Electrical Engineering BSc students,
since the selection of new operators is frequently done from this kind of students.

The most interesting features of this training environment can be summarized as
follows:

1. The connection with SPARSE, a legacy Expert System used for Intelligent Alarm
Processing [3].

2. The use of prediction tables and different granularity levels for fault diagnosis train-
ing.

3. The use of the model tracing technique to capture the operators reasoning.
4. The development of tools to help the adaptation of the curriculum to the operator

- one that generates training scenarios from real cases and another that assists in
creating new scenarios.

5. The automatic assignment of the difficulty level to the problems.
6. The identification of the operators knowledge acquisition factors.
7. The use of Neural Networks to automatically select the next problem to be pre-

sented.
8. The use of the Multi-Agent Systems paradigm to model the interaction of several

operators during system restoration.
9. The use of the Constraint-based Modelling technique in restoration training.
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Abstract. In this paper, we present a new machine learning algorithm,

RL-SANE, which uses a combination of neuroevolution (NE) and tradi-

tional reinforcement learning (RL) techniques to improve learning perfor-

mance. RL-SANE is an innovative combination of the neuroevolutionary

algorithm NEAT[9] and the RL algorithm Sarsa(λ)[12]. It uses the special

ability ofNEATtogenerate and train customizedneural networks thatpro-

vide a means for reducing the size of the state space through state aggre-

gation. Reducing the size of the state space through aggregation enables

Sarsa(λ) to be applied to much more difficult problems than standard

tabular based approaches. Previous similar work in this area, such as in

Whiteson and Stone [15] and Stanley and Miikkulainen [10], have shown

positive results. This paper gives a brief overview of neuroevolutionary

methods, introduces the RL-SANE algorithm, presents a comparative

analysisofRL-SANEtootherneuroevolutionaryalgorithms,andconcludes

with a discussion of enhancements that need to be made to RL-SANE.

Keywords: Reinforcement Learning, NeuroEvolution, Evolutionary Al-

gorithms, State Abstraction.

1 Introduction

Recent progress in the field of neuroevolution has lead to algorithms that create
neural networks to solve complex reinforcement learning problems [9]. Neuroevo-
lution refers to technologies which build and train neural networks through an
evolutionary process such as a genetic algorithm. Neuroevolutionary algorithms
are attractive in that they are able to automatically generate neural networks.
Manual engineering, domain expertise, and extensive training data are no longer
necessary to create effective neural networks. One problem with these algorithms
is that they rely heavily on the random chance of mutation operators to pro-
duce networks of sufficient complexity and train them with the correct weights to
solve the problem at hand. As a consequence, neuroevolutionary methods can be
slow or unable to converge to a good solution. Traditional reinforcement learning
(RL) algorithms on the other hand take calculated measures to improve their
policies and have been shown to converge very quickly. However, RL algorithms
typically rely on costly Q -tables or predetermined function approximators to

J. Filipe, A. Fred, and B. Sharp (Eds.): ICAART 2009, CCIS 67, pp. 84–96, 2010.
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enable them to work on complex problems. A hybrid of the two technologies has
the potential to provide an algorithm with the advantages of both.

We present a new machine learning algorithm, which combines neuroevolution
and traditional reinforcement learning techniques in a unique way. RL-SANE1,
Reinforcement Learning using State Aggregation via Neuroevolution, is an al-
gorithm designed to take full advantage of neuroevolutionary techniques to ab-
stract the state space into a more compact representation for a reinforcement
learner that is designed to exploit its knowledge of that space. We have com-
bined a neuroevolutionary algorithm developed by Stanley and Miikkulainen
called NEAT[10] with the reinforcement learning algorithm Sarsa(λ)[12]. Neural
networks serve as excellent function approximators to abstract knowledge while
reinforcement learners are inherently good at exploring and exploiting knowl-
edge. By utilizing the strengths of both of these methods we have created a
robust and efficient machine learning approach in RL-SANE.

The rest of the paper is organized as follows. Section 2 will give an overview of
the problem on which are working and other state aggregation approaches that
have been done. Section 3 will provide a full description and discussion on the
RL-SANE algorithm. In sections 4.3 and 4.4 we will provide experimental results
for RL-SANE. Section 4.3 provides insight into how the β parameter affects per-
formance and how it can be determined. Section 4.4 completes the analysis with
a comparison of RL-SANE’s performance versus a standard neuroevolutionary
approach, NEAT, on two standard benchmark problems. Finally, section 5 will
highlight our future work.

2 Background

The state aggregation problem for machine learning has started to gain more mo-
mentum over the past decade. Singh et al. used soft state aggregation methods
in [8] and discussed how important compact representations are to learning meth-
ods. Stanley and Miikkulainen [11] discuss using neural networks for state aggrega-
tion and learning and demonstrated promising results for real-world applications.
Further improvements to neuroevolutionary approaches were done in Siebel et al.
in [7] and combinations of neuroevolution and reinforcement learning were stud-
ied in Whiteson and Stone in [15]. Neuroevolution has been shown to be one of
the strongest methods for solving common benchmarking problems, such as pole-
balancing [11]. This section will highlight neuroevolution and describe the NEAT
algorithm which we use as a benchmark to compare our work against.

2.1 Neuroevolution

Neuroevolution (NE) [10] is a technology that encompasses techniques for the
artificial evolution of neural networks. Traditional work in neural networks used
1 It should be noted that RL-SANE is not related to the SANE algorithm[5], Symbiotic

Adaptive NeuroEvolution. SANE is a competing neuroevolutionary algorithm with

NEAT that uses a cooperative process to evolve NNs.
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static neural networks that were designed by subject matter experts and engi-
neers. This method showed the power of neural networks in being able to model
and learn non-linear functions. However, the static nature of these structures
limited their scope and applicability. More recent advances in the field of neu-
roevolution have shown that it is possible to build and configure these networks
dynamically through the use of special mutation operators in a genetic algo-
rithm (GA) [9]. These advances have made it possible to automatically generate
and train special purpose neural networks for solving difficult multi-parameter
problems. We recognize similar work in this area as in Siebel et al. [7], Stanley
et al. [10], and Whiteston and Stone [15] exists and below we describe one such
algorithm, NEAT.

2.2 NEAT

NeuroEvolution of Augmenting Topologies (NEAT) is a neuroevolutionary al-
gorithm and framework which uses a genetic algorithm to evolve populations
of neural networks. It is a neuroevolutionary algorithm that evolves both the
network topology and weights of the connections between the nodes in the
network[11]. The authors, Stanley et al., found that by evolving both the net-
work topology and the connection weights, they solved typical RL benchmark
problems several times faster than competing RL algorithms[10] with signifi-
cantly less system resources. The algorithm starts with a population of simple
perceptron networks and gradually, through the use of a genetic algorithm (GA),
builds more complex networks with the proper structure to solve a problem. It
is a bottom-up approach which takes advantage of incremental improvements to
solve the problem. The results are networks that are automatically generated,
not overly complicated in terms of structure, and custom tuned for the problem
at hand.

Two of the most powerful aspects of NEAT which allow for such good bench-
mark performance and proper network structure are complexification[9] and
speciation[11]. Complexification, in this context, is an evolutionary process of
constructing neural networks through genetic mutation operators. These genetic
mutation operators are: modify weight, add link, and add node [9]. Speciation is
a method for protecting newly evolved neural network structures (specie) into
the general population, and prevent them from having to compete with more
optimized species [9]. This is important to preserve new (possibly helpful) struc-
tures with less optimized network weights.

3 RL-SANE

RL-SANE is the algorithm we have developed which is a combination of NEAT
and a RL algorithm (Sarsa(λ)[12]). This combination was chosen because neural
networks have been shown to be effective at reducing the complexities of state
spaces for RL algorithms[13]. NEAT was chosen as a way for providing the
neural networks because it is able to build and train networks automatically
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and effectively. Sarsa(λ) was chosen because of its performance characteristics.
Any NE algorithm that automatically builds neural networks can be substituted
for NEAT and any RL algorithm can be substituted in Sarsa(λ)’s place, and
RL-SANE should still function.

RL-SANE uses NE to evolve neural networks which are bred specifically to
interpret and aggregate state information. NEAT networks take the raw percep-
tion values and filter the information for the RL algorithm by aggregating inputs
together which are similar with respect to solving the problem2. This reduces
the state space representation and enables traditional RL algorithms, such as
Sarsa(λ), to function on problems where the raw state space of the problem is
too large to explore. NEAT is able to create networks which accomplish the fil-
tering by evolving networks that improve the performance of Sarsa(λ) in solving
the problem. Algorithm 1 provides the pseudo code for RL-SANE and describes
the algorithm in greater detail.

What differentiates RL-SANE from other algorithms which use NE to do
learning, such as in NEAT, is that RL-SANE separates the two mechanisms that
perform the state aggregation and policy iteration. Previous NE algorithms[10]
[15] use neural networks to learn a function which not only encompasses a so-
lution to the state aggregation problem, but the policy iteration problem as
well. We believe this overburdens the networks and increases the likelihood of
“interference”[2]. In this context, “interference” is the problem of damaging one
aspect of the solution while attempting to fix another. RL-SANE, instead, only
uses the neural networks to perform the state aggregation and uses Sarsa(λ) to
perform the policy iteration which reduces the potential impact of interference.

The purpose of the neural networks created by the NEAT component is to
filter the state space for Sarsa(λ). They do this by determining if different com-
binations of perceptual inputs should be considered unique states with respect
to the problem. This is done by mapping the raw multi-dimensional perceptual
information onto a single dimensional continuum which is a real number line in
the range [0..1]. The state bound parameter, β, divides the continuum into a
specified number of discrete areas and provides an upper bound on the number
of possible states there are in the problem. All points on the continuum within
a single area are considered to be the same state by RL-SANE and are labeled
with a unique state identifier. The output of the neural networks, given a set of
perception values, is the state identifier of the area the perception values map on
to the continuum. RL-SANE uses this state identifier as input to the Sarsa(λ)
RL component as an index into its Q-table. The Q-table is used to keep track of
values associated with taking different actions in specific states. The networks
which are best at grouping perception values that are similar with respect to
solving the problem will enable Sarsa(λ) to learn how to solve the problem more
effectively.

2 “With respect to the problem” in this paper refers to groupings made by NEAT

which improve Sarsa(λ)’s ability to solve the problem, not necessarily the grouping

of similar perceptual values.
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Algorithm 1. RL-SANE(S,A,p,mn,ml,mr,g,e,α,β,γ,λ,ε)
1: //S: set of all states, A: set of all actions
2: //p: population size, mn: set of all states, ml: link mutation rate
3: //mr: link removal mutation rate, g: number of generations
4: //e: number of episodes per generation, α: learning rate
5: //β: state bound, γ: discount factor, λ: eligibility decay rate
6: //ε: ε-Greedy probability
7: P [] ← INIT-POPULATION(S,p) // create a new population P of random networks
8: Qt[] ← new array size p // initialize array of Q tables
9: for i ← 1 to g do
10: for j ← 1 to p do
11: N ,Q[] ← P [j], Qt[j] // select network and Q table
12: if Q[] = null then
13: Q[]←new array size β // create a new Q table
14: end if
15: for k ← 1 to e do
16: s,s′←null, INIT-STATE(S) // initialize the state
17: repeat
18: s′

id←INT-VAL(EVAL-NET(N ,s′)*β) // determine the state id
19: with-prob(ε) a′←RANDOM(A) // ε-Greedy action selection
20: else a′←argmaxlQ[s′

id,l]
21: if s�=null then
22: SARSA(r,a,a′,λ,γ,α,Q[],sid,s′

id)//update Q table
23: end if
24: sid,s,a←s′

id,s′,a′

25: r,s′←TAKE-ACTION(a′)
26: N.fitness←N.fitness+r // update the fitness of the network
27: until TERMINAL-STATE(s)
28: end for
29: Qt[j]←Q[] // update array of Q tables
30: end for
31: P ′[],Q′

t← new arrays size p // array for next generation
32: for j←1 to p do
33: P ′[j],Q′

t[j]←BREED-NET(P [],Qt[]) // make a new network and Q table based on par-
ents

34: with-probability mn: ADD-NODE-MUTATION(P ′[j])
35: with-probability ml: ADD-LINK-MUTATION(P ′[j])
36: with-probability mr: REMOVE-LINK-MUTATION(P ′[j])
37: end for
38: P [],Qt[]←P ′[],Q′

t[]
39: end for

Sarsa(λ) provides a fitness metric for each network to NEAT by reporting the
aggregate reward it received in attempting to learn the problem. This symbi-
otic relationship provides NEAT with a fitness landscape for discovering better
networks. This also provides Sarsa(λ) with a mechanism for coping with com-
plex state spaces, via reducing complexity. Reducing the complexity of the state
space makes the problem easier to solve by reducing the amount of exploration
needed to calculate a good policy. It also needs to be stated that Q-tables persist
with the neural networks they are trained on through out the evolution of the
networks. When crossover occurs in NEAT’S GA, the Q-table of the primary
parent gets passed on to the child neural network.

Selection of an appropriate or optimal state bound (β) is of great importance
to the performance of the algorithm. If the selected state bound is too small,
sets of perception values that are not alike with respect to the problem will
be aggregated into the same state. This may hide relevant information from
Sarsa(λ) and prevent it from finding the optimal, or even a good, policy. If the
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state bound is too large, then perception sets that should be grouped together
may map to different states. This forces Sarsa(λ) to experience and learn more
states than are necessary. Effectively, this slows the rate at which Sarsa(λ) is
able to learn a good policy because it is experiencing and exploring actions for
redundant states, causing bloat. Bloat makes the Q-tables larger than necessary,
increasing the memory footprint of the algorithm. Improper state bound values
have adverse effects on the performance of RL-SANE. Section 4.3 provides some
insight into how varying β values affects RL-SANE’s performance and gives
guidance on how to set β.

We recognize that RL-SANE is not the first algorithm that attempts to pair
NE techniques with a traditional RL algorithm. NEAT+Q by Whiteson and
Stone [15] combines Q -learning [14] with NEAT in a different way than RL-
SANE. In NEAT+Q the neural networks are meant to output literal Q -values
for all the actions available in the given state. The networks are trained on-
line to produce the correct Q -values via the Q -learning update function and
the use of backpropagation [6]. We attempted to use NEAT+Q in our analysis
of RL-SANE but we were unable to duplicate the results found in [15], so we
are unable to present a comparison. Also, both RL-SANE and NEAT+Q are
not easily adapted to work on problems with continuous action spaces, whereas
NEAT is. RL-SANE and NEAT+Q both make discrete choices of actions.

4 Experiments

This section describes our experimental setup for analyzing the performance of
the RL-SANE algorithm. In our experiments we compare RL-SANE’s perfor-
mance on two well known benchmark problems, mountain car [1] and double
inverted pendulum [3], against itself with varying β values and against that of
NEAT. NEAT was chosen as the benchmark algorithm of comparison because it
is a standard for neuroevolutionary algorithms [15].

Both of the algorithms for our experiments were implemented using Another
NEAT Java Implementation (ANJI)[4]. ANJI is a NEAT experimentation plat-
form based on Kenneth Stanley’s original work written in Java. ANJI includes
a special mutation operator not included in the original NEAT algorithm that
randomly prunes connections in the neural networks. This mutation operator is
beneficial in that it attempts to remove redundant and excess structure from the
neural networks. The prune operator was enabled and used by each algorithm
in our experiments. For our experiments we used the default parameters for
ANJI with the exceptions that we disallowed recurrent networks and we limited
the range of the weight values to be [-1..1]. We disallowed recurrency to reduce
their overall complexity of the networks and we bounded the link weights so the
calculation of the state from the output signal is trivial.

4.1 Mountain Car

The mountain car problem [1] is a well known benchmark problem for reinforce-
ment learning algorithms. In this problem a car begins somewhere in the basin of
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a valley, of which it must escape. See Figure 1 for an illustration of the problem.
Unfortunately, the car’s engine is not powerful enough to drive directly up the
hill from a standing start at the bottom. To get out of the valley and reach the
goal position the car must build up momentum from gravity by driving back
and forth, up and down each side of the valley.

For this problem the learner has two perceptions: the position of the car, X ,
and the velocity of car, V . Time is discretized into time steps and the learner is
allowed one of two actions, drive forward or backward, during each time step. The
only reward the learner is given is a value of -1 for each time step of the simulation
in which it has not reached the goal. Because the RL algorithms are seeking to
maximize aggregate rewards, this negative reward gives the learner an incentive
to learn a policy which will reach the goal in as few time steps as possible.

The mountain car problem is a challenging problem for RL algorithms because
it has continuous inputs. The problem has an almost infinite number of states if
each set of distinct set perceptual values is taken to be a unique state. It is up
to the learner or the designer of the learning algorithm to determine under what
conditions the driver of the car should consider a different course of action.

In these experiments the populations of neural networks for all of the algo-
rithms have two input nodes, one for X and one for V , which are given the raw
perceptions. NEAT networks have three output nodes (one for each direction the
car can drive plus coasting) to specify the action the car should take. RL-SANE
networks have a single output node which is used to identify the state of the
problem.

Individual episodes are limited to 2500 time steps to ensure evaluations will
end. Each algorithm was recored for 25 different runs using a unique random seed
for the GA. The same set of 25 random seeds were used in evaluating all three
algorithms. Runs were composed of 100 generations in which each member of
the population was evaluated over 100 episodes per generation. The population
size for the GA was set to 100 for every algorithm. Each episode challenged
the learner with a unique instance of the problem from a fixed set that starts
with the car in a different location or having a different velocity. By varying
the instances over the episodes we helped ensure the learners were solving the
problem and not just a specific instance.

Fig. 1. These figures illustrate the two RL benchmark problems, (Above)mountain car

and (Below) double inverted pendulum balancing
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4.2 Double Inverted Pendulum Balancing

The double inverted pendulum balancing problem [3] is a very difficult RL bench-
mark problem. See figure 1 for an illustration of this problem. In this problem
the learner is tasked with learning to balance two beams of different mass and
length attached to a cart that the learner can move. The learner has to prevent
the beams from falling over without moving the cart past the barriers which
restrict the cart’s movement. If the learner is able to prevent the beams from
falling over for a specified number of time steps the problem is considered solved.

The learner is given six perceptions as input: X is the position of the cart, X ′

is the velocity of the cart, θ 1 and 2 are the angles of the beam, and θ′ 1 and 2
are the angular velocities of the beams. At any given time step the learner can
do one of the following actions: push the cart left, push the cart right, or not
push the cart at all.

Like the mountain car problem, this problem is very difficult for RL algo-
rithms because the perception inputs are continuous. This problem is much
more difficult in that it has three times as many perceptions giving it a dra-
matically larger state space. In these experiments each algorithm trains neural
networks that have six input nodes, one for each perception. NEAT has three
output nodes, one for each action. RL-SANE only has one output node for the
identification of the current state.

In this set of experiments the algorithms were tasked with creating solutions
that could balance the pendulum for 100000 time steps. Each algorithm was
evaluated over 25 different runs where the random seed was modified. Again, the
same set of random seeds was used in evaluating all three algorithms. Runs were
composed of 200 generations with a population size of 100. In each generation,
every member of the population was evaluated on 100 different instances of the
inverted pendulum problem. The average number of steps the potential solution
was able to balance the pendulum over the set of 100 determined its fitness.

4.3 Changing the Size of State Bounds

Figure 3 shows convergence graphs for RL-SANE using varying β values, the
state bound, on both benchmark problems. The graphs show the average num-
ber of steps the most fit members of the population were able to either solve
the mountain car problem in or balance the beams for. For the mountain car
experiments fewer steps taken is better and for the double inverted pendulum
problem the more steps the beams were balanced for the better. For these exper-
iments we varied the β parameter from equal to the number of actions available
in the problems (3) up to 1000. The purpose of these experiments is to show how
varying the β parameter affects the performance of the RL-SANE algorithm.

When β is set equal to the number of actions available the neural networks do
all the work. They have to identify the state and determine the policy. All the
Sarsa(λ) component is doing is choosing which action best corresponds with the
output of the network. What is interesting is if you compare the corresponding
graphs from figure 3 and figure 4 when β equals 3 the performance of RL-
SANE is still better than that of NEAT. This is interesting because the networks
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Fig. 2. This figure shows the structure of typical solution neural networks for the

mountain car problem. The β value for RL-SANE was set to 50.

from both algorithms are both performing the same function and are effectively
produced by the same algorithm, NEAT. The reason RL-SANE has an advantage
over standard NEAT in this case is that Sarsa(λ) helps RL-SANE choose the
best action corresponding with the network output whereas the actions in NEAT
are fixed to specific outputs. This result shows that RL-SANE’s performance on
problems with discrete actions spaces is going to be as good or better than that
of NEAT if β is set to a small value. Smaller β values preferred because they
limit the size of the Q -tables RL-SANE requires and it improves the solution’s
generality.

As β is increased from 3 to larger values we see the performance of RL-
SANE improve, but once the value of β exceeds a certain value the performance
of RL-SANE begins to drop. The performance increase can be attributed to a
burden shift from the NN to the RL component. Sarsa(λ) is much more efficient
at performing the policy iteration than the NEAT component. Eventually the
performance degrades because the NN(s) begin to identify redundant states as
being different, which increases the amount of experience necessary for the RL
component to learn. This behavior is what we expected and shows that there
might convex fitness landscape for β values. A convex fitness landscape would
mean that proper β values could be found by a simple hill climbing algorithm
instead of having to specify them a priori.

It is also interesting that the double inverted pendulum problem runs are more
sensitive to the value of β than the mountain car problem runs are. We are not
certain of the reason for this behavior. This requires further investigation, and
we hypothesize that more complex problems will be more sensitive to β value
selection.

4.4 NEAT Comparison

Figure 4 show convergence graphs comparing the RL-SANE to NEAT on the
benchmarks. The error bars on the graphs indicate 95% confidence intervals over
the entire set of experiments to show statistical significance of the results. As can
be seen from the charts the RL-SANE algorithm is able to converge to the final
solution in far fewer generations and with a greater likelihood of success than
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Fig. 3. Shows the performance of the RL-SANE algorithm using varying β values on

the mountain car (Above) and the double inverted pendulum (Below)

NEAT in both sets of experiments. NEAT is only able to solve the entire double
inverted pendulum problem set in just 2 of the 25 runs of experiments. The
performance difference between RL-SANE and NEAT increases dramatically
from the mountain car to double inverted pendulum problem which implies that
RL-SANE may scale to more difficult problems better than NEAT.

Figures 2 and 5 show the structure of typical solution NN(s) for both RL-
SANE and NEAT on both problems. In both figures the RL-SANE networks
are much less complex than the NEAT networks. These results are not very
surprising in that the RL-SANE networks are performing a less complicated
function, state aggregation. NEAT networks need to perform their own version
of state abstraction and policy iteration. The fact the RL-SANE networks do not
need to be as complicated as NEAT networks explains why RL-SANE is able to
perform better than NEAT on these benchmarks. If the NN’s do not need to be
as complex they have a greater likelihood of being produced by the GA earlier
in the evolution. This result also supports our belief that RL-SANE will scale
better to more complex problems than standard NEAT.

5 Future Work

5.1 State Bounding

RL-SANE, in its current form, depends on the state bound parameter, β, for the
problem to be known a priori. For an algorithm that is intended to reduce or
eliminate the need for manual engineering or domain expertise. In many cases,
this a prior knowledge is not available. Much of our future research effort will be
placed on developing a method for automatically deriving the state bound value.
For reasons stated in section 3 and 4.3 we believe that the problem of finding
good β values has a convex landscape that a hill climbing algorithm, such as a
GA, can properly search. In our future research we will explore different methods
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Fig. 4. Shows the performance of the RL-SANE algorithm compared to that of NEAT

on the mountain car (Above) and the double inverted pendulum (Below) problems.

The RL-SANE runs used a β value of 50 for the mountain car problem and 10 for the

double inverted pendulum problem.

Fig. 5. This figure shows the structure of typical solution neural networks for the

double inverted pendulum problem. The β value for RL-SANE was set to 10.

for calculating β automatically, even perhaps during the evolution of solving the
problem.

5.2 RL-SANE Scaling

Our background research on RL and methods for handling large state spaces
revealed a lack of work done to examine just how well these methods scale
towards ever more complicated problems. This is surprising considering that
there are so many algorithms designed to improve the scaling of RL algorithms
towards larger state spaces. In the works that we have examined, the authors
generally chose a single instance of a problem that was difficult or impossible
for existing algorithms. They then showed how their algorithms could solve that
instance. In our future work we intend to perform experiments that stress and
examine the scalability of RL-SANE and the other neuroevolutionary based
algorithms, such as NEAT, NEAT+Q, and EANT [7], to find out just how far
these algorithms can be pushed.
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6 Conclusion

In this paper, we have introduced the RL-SANE algorithm, explored its per-
formance under varying β values, and provided a comparative analysis to other
neuroevolutionary learning approaches. Our experimental results have show that
RL-SANE is able to converge to good solutions over less iterations and with less
computational expense than NEAT even with naively specified β values. The
combination of neuroevolutionary methods to do state aggregation for tradi-
tional reinforcement learning algorithms appears to have real merit. RL-SANE
is, however, dependent on the β parameter which must be calculated a priori.
We have shown the importance of the derivation of proper β parameters and
suggested finding methods for automating the derivation of β as a direction for
future research.

Building off of what has been done by previous neuroevolutionary methods, we
have found that proper decomposition of the problem into state aggregation and
policy iteration is relevant. By providing this decomposition, RL-SANE should
be more applicable to higher complexity problems than existing approaches.
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Abstract. We present a novel approach to reducing adversarial search space
by employing background knowledge represented in the form of higher-level
goals that players tend to pursue in the game. The algorithm is derived from a
simultaneous-move modification of the maxn algorithm by limiting the search
to those branches of the game tree that are consistent with pursuing player’s goals.
The algorithm has been tested on a real-world-based scenario modelled as a large-
scale asymmetric game. The experimental results obtained indicate the ability of
the goal-based heuristic to reduce the search space to a manageable level even in
complex domains while maintaining the high quality of resulting strategies.

1 Introduction

Recently, there has been a growing interest in studying complex systems, in which
larger numbers of agents concurrently pursue their goals while engaging in compli-
cated patterns of mutual interaction. Examples include real-world systems, such as var-
ious information and communication networks or social networking applications, as
well as simulations, including models of societies, economies and/or warfare. Because
in most such systems the agents are part of a single shared environment, situations arise
in which their actions and strategies interact. Scenarios in which the outcome of agent’s
actions depends on actions chosen by others are often termed games and have been a
topic of AI research from its very beginning. With the increasing complexity of envi-
ronments in which the agents interact, however, classical game playing algorithms, such
as minimax search, become unusable due to the huge branching factor, size of the state
space, continuous time and space, and other factors.

In this paper, we present a novel game tree search algorithm adapted and extended
for use in large-scale multi-player games with asymmetric objectives (non-zero-sum
games). The basis of the proposed algorithm is the maxn algorithm [1] generalized
to simultaneous moves. The main contribution, however, lies in a novel way in which
background knowledge about possible player’s goals and the conditions under which
they are adopted is represented and utilized in order to reduce the extent of game tree
search. The background knowledge contains:

– Goals corresponding to basic objectives in the game (goals represent elementary
building blocks of player’s strategies); each goal is associated with an algorithm
which decomposes it into a sequence of actions leading to its fulfilment.

J. Filipe, A. Fred, and B. Sharp (Eds.): ICAART 2009, CCIS 67, pp. 97–109, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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– Conditions defining world states in which pursuing the goals is meaningful (op-
tionally, representing conditions defining when individual players might pursue the
goals).

– Evaluation functions assigning to each player and world state a numeric value
representing desirability of the game state for the player (e.g. utility of the state for
the player).

The overall background knowledge utilized in the search can be split into a player-
independent part (also termed domain knowledge) and a player-specific part (further
termed opponent models).

The proposed approach builds on the assumption that strategies of the players in
the game are composed from higher-level goals rather than from arbitrary sequences of
low-level actions. Adapted in game tree search, this assumption results in considerably
smaller game trees, because it allows evaluating only those sequences of low-level ac-
tions that lead to reaching some higher-level goal. However, as with almost any kind
of heuristics, the reduction in computational complexity can potentially decrease the
quality of resulting strategies, and this fundamental trade-off is therefore an important
part of algorithm’s evaluation described further in the paper.

The next section introduces the challenges that complicate using game-tree search
in complex domains. Section 3 describes the proposed algorithm designed to address
them. Search space reduction, precision loss and scalability of the algorithm are exper-
imentally examined in Section 4. Section 5 reviews the related work and the paper ends
with conclusions and a discussion of future research.

2 Challenges

The complex domains of our interest include real-world domains like network security
or military operations. We use the later for intuition in this section. The games appearing
there are often n-player non-zero-sum games with several conceptual problems that
generally prohibit using classic game-tree search algorithms, such as maxn.

– huge branching factor (BF) – In contrast to many classical games, in military op-
erations the player assign actions simultaneously to all units it controls. Together
with a higher number of actions (including parameters) which the units can per-
form, this results in branching factors several magnitudes bigger than in games
such as Chess (BF ≈ 35) or Go (BF ≈ 361).

– importance of long plans – In many realistic scenarios, long sequence of atomic
actions is needed before a significant change to the state of world/game is produced.
A standard game tree in such scenarios needs to use a correspondingly high search
depth, further aggravating the effect of huge branching factor mentioned earlier.

– simultaneous moves – The absence of alternation of different players’ moves
makes the original unmodified maxn algorithm inapplicable.

Let us emphasis also the advantages that using game tree search can bring. If we suc-
cessfully overcome the mentioned problems, we can reuse the large amount of research
in this area and further enhance the searching algorithm with many of existing exten-
sions (such as use of various opponent models, probabilistic extensions, transposition
tables, or other shown e.g. in [2]).
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3 Goal-based Game-Tree Search

In this section, we present the Goal-based Game-tree Search algorithm (denoted as GB-
GTS) developed for game playing in the complex scenarios and addressing the listed
challenges. We describe the problems of simultaneous moves, present our definition of
goals, and then follow with a description of the algorithm and how it can be employed
in a game-playing agent.

3.1 Domain

The domains supported can be formalized as a tuple (P ,U ,A,W , T ), where P is the
set of players, U =

⋃
p∈P Up is a set of units/resources capable of performing actions

in the world, each belonging to one of the players. A = Xu∈U Au is a set of com-
binations of actions the units can perform, W is the set of possible world states and
T :W ×A→W is the transition function realizing one move of the game where the
game world is changed via actions of all units and world’s own dynamics.

The game proceeds in moves. At the beginning of a move, each player assigns actions
to all units it controls (forming the action of the player). Function T is subsequently
invoked (taking the combination of assigned actions as an input) to modify the world
state.

3.2 Simultaneous Moves

There are two ways simultaneous moves can be dealt with. The first one is to directly
work with joint actions of all players in each move, compute their values and consider
the game matrix (normal form game) they entail. The actions of individual players can
then be chosen based on a game-theoretical equilibrium (e.g. Nash equilibrium in [3]).
The second option is to fix the order of the players and let them choose their actions
separately in the same way as in maxn, but using the unchanged world state from the
end of the previous move for all of them and with the action execution delayed until
all players have chosen their actions. This method is called delayed execution in [4].
In our experiments, we have used the approach with fixed player order, because of its
easier implementation, allowing us to focus on core issue of utilizing the background
knowledge.

3.3 Goals

For our algorithm, we define a goal as a pair (Ig , Ag), where Ig(W ,U) is the initiation
condition of the goal and Ag is an algorithm that, depending on its internal state and
the current state of the world, deterministically outputs the next action that leads to
fulfilling the goal.

A goal can be assigned to one unit and it is then pursued until it is successfully
reached or dropped because its pursuit is no longer practical. Note that we do not
specify any dropping or succeeding condition, as they are implicitly captured in the
Ag algorithm. We allow the goal to be abandoned only if Ag is finished; furthermore,
each unit can pursue only one goal at a time. There are no restrictions on the form of
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algorithm Ag, so it can represent any type of goal from the taxonomy of goals presented
in [5] (e.g. maintain, achieve) and any kind of architecture (e.g. BDI, HTN) can be used
to describe it.

The goals in GB-GTS serve as building blocks for more complex strategies that are
created by combining different goals for different units and then explored via search.
This contrasts with HTN-based approaches used for guiding the game tree search (see
Section 5), where the whole strategies are encoded using decompositions from the high-
est levels of abstraction to the lower ones.

3.4 Algorithm Description

The main procedure of the algorithm (outlined in Figure 1 as procedure GBSearch())
recursively computes the value of a state for each of the players assuming that all the
units will rationally optimize the utility of the players controlling them. The inputs to
the procedure are the world state for which the value is to be computed, the depth to
which to search from the world state and the goals the units are currently pursuing. The
last parameter is empty when the function is called for the first time.

The algorithm is composed of two parts. The first is the simulation of the world
changes based on the world dynamics and the goals that are assigned and pursued by
the units, and the second is branching on all possible goals that a unit can pursue after
it is finished with its previous goal.

The first part – simulation – consists of lines 1 to 15. If all units have a goal they
actively pursue, the activity in the world is simulated without any need for branching.
The simulation runs in moves and lines 3-10 describe the simulation of a single move.
At first, for each unit, an action is generated based on the goal g assigned to this unit (line
5). If the goal-related algorithm Ag has finished, the goal is removed from the map of
goals (lines 6-8) and the unit that was previously assigned to this goal becomes idle. The
generated actions are then executed and the conflicting changes of the world are resolved
in accordance with the game rules (line 10). After this step, one move of the simulation
is finished. If the simulation has reached the required depth of search, the resulting state
of the world is evaluated using the evaluation functions of all players (line 13).

The second part of the algorithm – branching – starts when the simulation reaches
the point where at least one unit has finished pursuing its goal (lines 16-22). In order to
ensure fixed order of players (see Section 3.2), the next processed unit is chosen from
the idle units based on the ordering of the players that control the units (line 16). In the
run of the algorithm, all idle units of one player are considered before moving to the
units of the next one. The rest of the procedure deals with the selected unit. For this
unit, the algorithm sequentially assigns each of the goals that are applicable for the unit
in the current situation. The applicability is given by the goal’s Ig condition. For each
applicable goal, the algorithm assigns the goal to the unit and evaluates the value of
the assignment by recursively calling the whole GBSearch() procedure (line 19). The
current goals of the units are cloned because the state of the already started algorithms
generating actions from goals for the rest of the units (Ag) must be the same for all the
considered goals of the selected unit. After computing the value of each goal assign-
ment, the one that maximizes the utility of the owner of the unit is chosen (line 21) and
the values of this decision for all players are returned by the procedure.
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Input: W ∈ W: current world state, d: search depth, G[U ]: map from units to goals they
pursue

Output: an array of values of the world state (one value for each player)

curW = W1

while all units have goals in G do2

Actions = ∅3

foreach goal g in G do4

Actions = Actions ∪ NextAction(Ag)5

if Ag is finished then6

remove g from G7

end8

end9

curW = T (curW ,Actions)10

d = d − 111

if d=0 then12

return Evaluate(curW)13

end14

end15

u = GetFirstUnitWithoutGoal(G)16

foreach goal g with satisfied Ig(curW, u) do17

G[u] = g18

V [g] = GBSearch(curW, d,Copy(G))19

end20

g = arg maxg V [g][Owner(u)]21

return V [g]22

Fig. 1. GBSearch(W , d, G) – the main procedure of GB-GTS algorithm

3.5 Game Playing

The pseudo-code on Figure 1 shows only the computation of the values of the decisions;
it does not deal with how the algorithm can be employed by a player to determine its
next actions in the game. In order to do so, the player needs to extract a set of goals for
its units from the searched game tree.

Each node in the search procedure execution tree is associated with a unit – the
unit for which the goals are tried out. During the run of the algorithm, we store the
maximizing goal choices from the top of the search tree representing the first move of
the game. The stored goals for each idle unit of the searching player are the main output
of the search.

In general, there are two ways the proposed goal-based search algorithm can be used
in game-playing.

In the first approach, the algorithm in started in each move and with all units in the
simulation set to idle. The resulting goals are extracted and the first actions generated
for each of the goals are played in the game. Such an eager approach is better for coping
with unexpected events should also be more robust in case the background knowledge
does not exactly describe the activities in the game.
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In the second approach the player using the algorithm maintains a list of current goals
for all units it controls. If none of its units is idle (i.e. has no goal assigned), the player
uses the goals to generate next actions for its units. Otherwise, the search algorithm is
started with goals for the player’s non-idle units pre-set and all the other units idle. The
goals generated for the previously idle are assigned and pursued in following moves.
This lazy approach is significantly less computationally intensive.

3.6 Opponent Models

The search algorithm introduced in this section is very suitable for the use of opponent
models, that are proved to be useful in adversarial search in [6]. There are two types
of opponent models in our approach. We now describe how they can be utilized in the
algorithm. The first type, the evaluation function capturing preferences of each player
is already an essential part of the maxn algorithm.

The other type of the opponent model can be used to reduce the set of all applicable
goals (iterated in Figure 1 on lines 18-21) to the goals a particular player is likely to
pursue. This can be done by adding player-specific constrains to conditions Ig defining
when the respective goal is applicable. These constrains can be hand-coded by an expert
or learned from experience; we call them goal-restricting opponent models.

The role of goal-restricting opponent model can be illustrated on a simple example of
the goal representing loading a commodity to a truck. The domain restriction Ig could
be that the truck must not be full. The additional player-specific constraint could be that
the commodity must be produced locally at the location, because the particular oppo-
nent never uses temporary storage locations for the commodity and always transports it
from the place where it is produced to the place where it is consumed.

Using a suitable goal-restricting opponent model can further reduce the size of the
space that needs to be searched by the algorithm. A similar way of pruning is possible
also in adversarial search without goals. We believe, however, that determining which
goal a player will pursue in a given situation is more intuitive and easier to learn than
to determine which low-level atomic action (e.g. going right or left on a crossroad) a
player will execute.

4 Experiments

In order to practically examine the proposed goal-based (GB) adversarial search al-
gorithm, we performed several experiments. Firstly, we compare it to the exhaustive
search of the complete game tree performed by the simultaneous-move modification of
maxn search (further called action-based (AB) search) in order to assess the ability to
reduce the volume of search on one hand and to maintain the quality of resulting strate-
gies on the other. Afterwards, we analyze the scalability of the GB algorithm in more
complex scenarios.

Note that we use the eager, computationally more intensive version of the game
playing algorithm in the experiments (see Section 3.5), in which all units are choosing
their goals at the same moment in each move.
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4.1 Example Game

The game we use as a test case is modelled after a humanitarian relief operation in an
unstable environment, with three players - government, humanitarian organization, and
separatists. Each of the players controls a number of units with different capabilities
that are placed in the game world represented by a graph. Any number of units can
be located in each vertex of the graph and change its position to an adjacent vertex in
one game move. Some of the vertices of the graph contain cities, which can take in
commodities the players use to construct buildings and produce other commodities.

The utilities (evaluation functions) representing the main objectives of the players
are expressed as weighted sums of components, such as the number of cities with suf-
ficient food supply, or the number of cities under the control of the government. The
government control is derived from the state of the infrastructure, the difference be-
tween the number of units of individual players in the city and the state of the control
of the city in the previous move. Detailed description of the game can be found in [7].

The goals, used in the algorithm, are generated by instantiation of fifteen goal types.
Each goal type is represented as a Java class. Only four of the fifteen classes are unique
and the rest nine classes are derived from four generic classes in a very simple way.
The actions leading towards achieving a goal consist typically of path-finding to a
specific vertex, waiting for a condition to hold, performing a specific action (e.g. load-
ing/unloading commodities), or their concatenation. The most complex goal is escorting
a truck by cop that consists of estimating a proper meeting point, path planning to that
point, waiting for the truck, and accompanying it to its destination.

Simple Scenario In order to run the standard AB algorithm on a game of this complex-
ity, the scenario has to be scaled down to a quite simple problem. We have created a
simplified scenario as a subset of our game with the following main characteristics (see
also the scheme in Figure 2):

– only two cities can be controlled (Vertices 3 and 6)
– a government’s HQ is built in Vertex 3
– two “main” units - police (cop) and gangster (gng) are placed in Vertex 3
– a truck is transporting explosives from Vertex 5 to Vertex 7
– another two trucks are transporting food from Vertex 1 to the city with food short-

age Vertex 3

There are several possible runs of this scenario. The police unit has to protect several
possible threats. In order to make government to lose control in Vertex 3, the gangster
can either destroy food from a truck to cause starving resulting in lowering the well-
being and consequent destroying of the HQ (by riots), or it can steal explosives and
build a suicide bomber that will destroy the HQ without reducing wellbeing in the city.
Finally, it can also try to gain control in city in Vertex 6 just by outnumbering the police
there. In order to explore all these options, the search depth necessary is six moves.

Even such a small scenario creates a game tree too big for the AB algorithm. Five
units with around four applicable actions each (depending on the state of the world)
considered in six consequent moves results in (45)6 ≈ 1018 world states to examine.
Hence, we further simplify it for the AB algorithm. Only the actions of two units (cop
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Fig. 2. A schema of the simple scenario. Black vertices represent cities that can be controlled by
players, grey vertices represent cities that cannot be controlled, and white vertices do not contain
cities.

and gng) are actually explored in the AB search and the actions of the trucks are con-
sidered to be a part of the environment (i.e. the trucks are scripted to act rationally in
this scenario). Note that the GB algorithm does not need this simplification and actions
of all units are explored in the GB algorithm.

4.2 Search Reduction

Using this simplified scenario, we first analyze how the main objective of the algorithm
– search space reduction – is satisfied.

We run the GB and AB algorithms on a fixed set of 450 problems – world states
samples extracted from 30 different traces of the game. On each configuration, we ex-
periment with different values of the look-ahead parameter (1-6 for the AB algorithm
and 1-19 for the GB algorithm). As we can see in Figure 3(a), the experimental results
fulfilled our aim of substantial reduction of the search space. The number of nodes ex-
plored increases exponentially with the depth of the search. However, the base of the
exponential is much lower for the GB algorithm. The size of the AB tree for six moves
look-ahead is over 27 million, while GB search with the same look-ahead explores only
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Fig. 3. (a) The search space reduction of the GB algorithm compared to the AB algorithm. An
average number of the search tree nodes explored depending on the search depth is shown for
both algorithms in a logarithmic scale. (b) Increase of the size of the searched tree when adding
one to ten police units and explosives trucks to the simple scenario with a 6 move look-ahead.
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385 nodes and even for the look-ahead of nineteen, the size of the tree was in average
less than 5 × 106. These numbers indicate that using heuristic background knowledge
can reduce the time needed to choose an action in the game from tens of minutes to a
fraction of a second.

Our implementations of each of the algorithms processed approximately twenty five
thousands nodes per second on our test hardware without any optimization techniques.
According to [8], however, game trees with million nodes can be searched in real-time
(about one second) when such optimization is applied and when efficient data structures
are used.

4.3 Loss of Accuracy

With such substantial reduction of the set of possible courses of action explored in the
game, some loss of quality of game-playing can be expected. Using the simplified sce-
nario, we compared the actions resulting from the AB and the first action generated by
the goal resulting from the GB algorithm. The action differed in 47% of cases. However,
a different action does not necessarily mean that the GB search has found a sub-optimal
move. Two different actions often have the same value in AB search. Because of the
possibly different order in which actions are considered, the GB algorithm can output
an action which is different from the AB output yet still has the same optimal value.
The values of actions referred to in the next paragraph all come from the AB algorithm.

The value of the action resulting from the GB algorithm was in 88.1% of cases
exactly the same as the “optimal” value resulting from AB algorithm. If the action
chosen by GB algorithm was different, it was still often close to the optimal value. We
were measuring the difference between the values of GB and optimal actions, relative to
the difference between the maximal and the minimal value resulting from the searching
player’s decisions in the first move in the AB search. The mean relative loss of the GB
algorithm was 9.4% of the range. In some cases, the GB algorithm has chosen the action
with minimal value, but it was only in situations, where the absolute difference between
the utilities of the options was small.

4.4 Scalability

Previous sections show that the GB algorithm can be much faster than and almost as
accurate as the AB algorithm with suitable goals. We continue with assessing the limits
on the complexity of the scenario where GB algorithm is still usable. There are several
possible expansions of the simple scenario. We explore the most relevant factor – num-
ber of units – separately and then we apply the GB algorithm on a bigger scenario. In
all experiments, we ran the GB algorithm in the initial position of the extended simple
scenario and we measured the size of the searched part of the game tree.

Adding Units. The increase of the size of the searched tree naturally depends on the
average number of goals applicable for a unit when it becomes idle and the lengths of
the plans that lead to their fulfilment. The explosives truck has usually only a couple
of applicable goals. If it is empty, the goal is to load in one of the few cities where
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explosives are produced and if it is full, the goal is to unload somewhere where explo-
sives can be consumed. On the other hand, a police unit has many possible goals. It can
protect any transport from being robbed or it can try to outnumber the separatists in any
city. We were adding these two unit types to the simple scenario and computed the size
of the search tree with fixed six moves look-ahead.

When adding one to ten explosives trucks to the simple scenario, each of them has
always only one goal to pursue at any moment. Due to our GB algorithm definition,
where goals for each unit are evaluated in different search tree node, even adding a
unit with only one possible goal increases the number of evaluated nodes slightly. In
Figure 3(b) are the results for this experiment depicted as circles. The number of the
evaluated nodes increases only linearly with increasing the number of the trucks.

Adding further police units with four goals each to the simple scenario increased
the tree size exponentially. The results for this experiment are shown in Figure 3(b) as
pluses.

Complex Scenario. In order to test the usability of the GB search in a more realistic
setting, we implemented a larger scenario within our test domain. We used a graph
with 2574 vertices and two sets of units. The first unit set was composed of nine units,
including two police units with up to four possible goals in one moment, two gangster
units with up to four possible goals, an engineer with three goals, stone truck with up
to two goals and three trucks with only one commodity source and one meaningful
destination resulting to one goal at any moment. The second unit set included seven
units – one police, one gangster unit and the same amount of units of the other types.
The lengths of the plans to reach these goals is approximately seven atomic actions.
There are five cities, where the game is played.

A major difference of this scenario to the simple scenario is, besides the added units,
a much bigger game location graph and hence higher length of the routes between cities.
As a result, all plans of the units that need to arrive to a city and perform some actions
there are proportionally prolonged. This is not a problem for the GB algorithm, because
the move actions along the route are only simulated in the simulation phase and do not
cause any branching.

103

104

105

106

107

108

 10  11  12  13  14  15  16  17  18

N
od

es

Search Depth

7 units
9 units
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In a simple experiment to prove this, we changed the time scale of the simulation, so
that all the actions were split to two sub-actions collectively effecting the same change
of the game world. After this modification, the GB algorithm explored exactly the same
number of nodes and the time needed for the computation increased linearly, corre-
sponding to more simulation steps needed.

If we assume that an optimized version of the algorithm can compute one million
nodes in a reasonable time, then the look-ahead we can use in the complex scenario
is 10 in the nine-unit case and 18 in the seven-unit case. Both values are higher than
the average length of unit’s typical plan, allowing it to find meaningful plans. If we
wanted to apply the AB algorithm to the seven-unit case with the look-ahead of eigh-
teen, considering only four possible move directions and waiting for each unit, it would
mean searching through approximately 4718 ≈ 1075 nodes of the game tree, clearly an
impossible task.

5 Related Work

The idea to use domain knowledge in order to reduce the portion of the game tree that is
searched during the play has already appeared in literature. The best-known example is
probably [9], where authors used HTN formalism to define the set of runs of the game,
that are consistent with some predefined hand-coded strategies. During game playing,
they search only that part of the game tree.

A plan library represented as HTN is used to play GO in [10]. The searching player
simulates HTN planning for both the players, without considering what the other one is
trying to achieve. If one player achieves its goal, the opponent backtracks (the shared
state of the world is returned to the previous state) and tries a different decomposition.

Both these works use quite detailed descriptions of the whole space of the meaningful
strategies in HTN. Another approach for reducing the portion of the tree that is searched
for scenarios with multiple units is introduced in [11]. The authors show successful
experiments with searching just for one unit at a time, while simulating the movements
of the other units using rule-based heuristic.

An alternative to using the game-tree search is summarized in [12]. They solve large
scale problems with multiple units using, besides other methods, generation of the
meaningful sequences of unit actions pruned according to various criteria. One of them
is whether they can be intercepted (rendered useless or counterproductive) by traces of
the opponent’s units.

6 Conclusions

We have proposed a novel approach to introducing background knowledge heuristic to
multi-player simultaneous-move adversarial search. The approach is particularly useful
in domains where long sequences of actions are required to produce significant changes
in the world state, each unit (or other resource) can only pursue a few goals at any time,
and the decomposition of a each goal into low level actions is uniquely defined (e.g.
using the shortest path to move between two locations).
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We have compared the performance of the algorithm to a slightly modified exhaus-
tive maxn search, showing that despite examining only a small fraction of the game tree
(less than 0.002% for the look-ahead of six game moves), the goal-based search is still
able to find the optimal solution in 88.1% cases; furthermore, even the suboptimal so-
lutions produced are often close to the optimum. These results have been obtained with
the background knowledge designed before implementing and evaluating the algorithm
and without any further optimization to prevent over-fitting.

Furthermore, we have tested the scalability of the algorithm to larger scenarios where
the modified maxn search cannot be applied at all. We have confirmed that although the
algorithm’s time complexity cannot escape exponential growth, this growth can be con-
trolled by reducing the number of different goals considered for each unit and by mak-
ing the action sequences generated by goals longer. Simulations on a real-world sce-
nario modelled as a multi-player asymmetric game proved the approach viable, though
further optimization and improved background knowledge would be necessary for the
algorithm to discover more complex strategies.

An important advantage of the proposed approach is its compatibility with all ex-
isting extensions of general-sum game-tree search based on modified value back-up
procedure and other optimizations. It is also insensitive to the granularity of space and
time with which the game is modelled as long as the structure of the goals remains the
same and their decomposition into low-level actions is scaled correspondingly.

In the future, we aim to implement additional technical improvements in order to
make the goal-based search applicable to even larger problems. In addition, we would
like to address the problem of the automatic extraction of goal-based background knowl-
edge from game histories. First, we plan to learn goal initiation conditions for individual
players and use them for additional search space pruning. Later, we plan to address a
more challenging problem of learning the goal decomposition algorithms.
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Abstract. A nearly universal problem with real data is that they are incomplete,
with some values missing. Furthermore, the ways in which values can go missing
are quite varied, with arbitrary interdependencies between variables and their val-
ues leading to missing values. In order to test and compare data mining algorithms
it is necessary to generate artificial data which have the same characteristics. We
introduce DataZapper, a tool for uncreating data. Given a dataset containing joint
samples over variables, DataZapper will make a specified percentage of observed
values disappear, replaced by an indication that the measurement failed. DataZap-
per also supports any kind of dependence, and any degree of dependence, in its
generation of missing values. We illustrate its use in a machine learning experi-
ment and offer it to the data mining and machine learning communities.

Keywords: Machine learning, incomplete data, data generation, data analysis,
missing data, data mining, machine learning evaluation.

1 Introduction

Machine learning (ML) research aims at finding the most effective algorithms for con-
structing models from data. Therefore, machine learning researchers need to find the
means for assessing the performance of different ML algorithms applied to common
datasets representing varying domains and degrees of difficulty. Although much work
in machine learning has concentrated upon data without noise, real-world data always
have noise, with the most extreme form being simply the absence of a measured value.
In consequence, interest has grown in finding new methods to cope with incomplete
datasets and in assessing those methods (e.g., [1,2,3]).

Absence of data values is ubiquitous in part because there are many ways in which
measurements can fail. We illustrate with the simple causal Bayesian network of Fig-
ure 1. We shall assume that joint observations of these variables come from sample sur-
veys, but similar failures to measure can arise from any measurement technique. First,
some missing values may arise simply from survey takers entirely overlooking a ques-
tion, independently of what the question is about or the values of any variables. Second,
the failure to measure particular variables may depend upon the values of other vari-
ables; for example, it may turn out that lawyers as a class are less inclined to reveal their
incomes than people of other occupations. Third, the failure to measure may be sensi-
tive additionally to the unmeasured value of the variable at issue; for example, it may be
that it is primarily the wealthy lawyers who are reluctant to reveal their incomes. Follow-
ing Rubin [4], it has become common to refer to these three mechanisms for values to

J. Filipe, A. Fred, and B. Sharp (Eds.): ICAART 2009, CCIS 67, pp. 110–123, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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age

house

income occupation

automobile

Fig. 1. An example model

be missed as, respectively, missing completely at random (MCAR), missing at random
(MAR) and not missing at random (NMAR). These names are somewhat misleading,
and we shall below present reasons for adopting a more descriptive nomenclature.

Given the prevalence of incompleteness in real data, and its variety, it is important
for ML researchers to investigate how their various algorithms perform given these
different types of incomplete data. However, the missing mechanism for real data is
most likely unknown.

Of course, ML researchers do undertake these types of experiments with different
missing data. For example, Ghahramani and Jordan [5] evaluated the performance of
classification with missing data dealt by Expectation-Maximization (EM) and mean im-
putation (IM) (see Figure 2). Gill et al. [6] examined the performance of learning algo-
rithms between artificial neural networks (ANNs) and support vector machines (SVMs)
on data MAR.

Another example is Richman et al. [7], who compared different methods of handling
missing value and presented in terms of mean absolute error (MAE) in Figure 3. They
used real data with some values removed randomly, that is, MCAR.

However, it is difficult using only real data to compare the performance of algorithms
for machine learning and methods for dealing with missing values, since the nature of
the real system, including the mechanisms whereby data go missing, is at issue; it is dif-
ficult or impossible to determine which algorithm has produced a model closer to reality.
For machine learning research, we want to test against artificial data generated from a
known system with a known mechanism causing values to go missing. This provides
more flexibility with the type of missing mechanisms, the type of datasets and the degree
of dependence. Moreover, performances can then be evaluated against the true model.

Here we present DataZapper, a versatile software tool for generating artificial
datasets with missing values. DataZapper renders some values in a dataset absent ac-
cording to specified conditions based upon any variable and any value within that
dataset; these conditions can be tuned precisely for degrees of dependence, allowing
for systematic experimentation. We shall make this tool available to machine learn-
ing community via the Weka1 machine learning platform. One of our motivations in

1 http://www.cs.waikto.ac.nz/ml/weka/
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Fig. 2. Example 1 of ML research on varying missing values. Classification of the iris data from
[5].

Fig. 3. Example 2 of ML research on varying missing values. A bar chart illustrating the differ-
ence of variance between the original and imputed data sets from [7].
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producing this tool is to encourage the machine learning community to explore varieties
of incompleteness beyond MCAR, which is the only kind assumed by many algorithms,
such as the expectation maximization (EM) technique for replacing missing values in
Weka. With a tool granting easy access to more realistic forms of incompleteness we
expect more attention to them will be given.

The only previously reported tool we know of for generating incomplete data is that
of Francois and Leray [8]. They employ Bayesian networks (BNs) as a useful way
to generate artificial data with missing values. Unfortunately, their tool is limited to
MCAR and limited forms of MAR incompleteness, with no ability to produce NMAR
data. As Francois and Leray point out, all of these forms of generating missing data can
be useful for generic software testing, beyond machine learning research.

The structure of our paper is as follows. Section 2 describes the three absent data
mechanisms and introduces our nomenclature for them. In Section 3 we present a BNF
(Backus-Naur Form [9]) grammar for scripting DataZapper. In Section 4 we present the
details of DataZapper, including data formats in Section 4.1 and an overview of how it
works in Section 4.2. Section 5 illustrates DataZapper’s use in an experimental setting.

2 Absent Data Mechanisms

A dataset is a matrix in which rows represent the cases (joint samples) and columns
represent variables measured for each case. Ideally, a dataset has all the cells filled—i.e.,
it is a complete data set. However, most real datasets have some values unobserved—
i.e., they are incomplete.

As we mentioned, Rubin [4] introduced and named three types of missing data mech-
anisms. We shall now motivate the adoption of new names for these. First, we prefer
to talk of “absent data” rather than “missing data”, for the simple but sufficient reason
that “absent” has a natural nominal form, “absence”, while “missing” leads to the awk-
ward neologism “missingness”. More significantly, two of Rubin’s labels are clearly
inadequately descriptive of the mechanisms involved:

Missing Completely at Random (MCAR). as the absence of values is independent of
all variable values, including the value for this particular cell, this label is actually
appropriate. Therefore, we propose calling these cases absent completely at random
(ACAR).

Missing at Random (MAR). these missing cases have arbitrary dependencies upon
the values of other variables. In consequence, they may not even be random at
all, but functionally dependent upon the values of other variables in extreme cases.
Hence, we prefer calling them absent under dependence (AUD).

Not Missing at Random (NMAR). The natural way of interpreting this
phrase is by negating the second kind of “missingness”, which would be entirely
wrong. This case is simply a generalization of AUD, allowing the absence of data
to depend also upon the actual value which has failed to be measured. Hence, we
have absent under self-dependence (AUSD).

We submit that the most common case in real data is the case most commonly ignored,
AUSD, where the values going unmeasured depend both on the values of some other
variables and the absent values themselves, as in wealthy lawyers hiding their wealth.
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3 Scripting DataZapper

<m-statement> :: = if <antecedent> then <consequent>
<antecedent> ::= <condition>*
<condition> ::= <variable> in <range>
<variable> ::= alpha alphanum*
<range> ::= [ <value>, <value> ]
<value> ::= alpha alphanum* | number | symbol
<consequent> ::= ( <prob> ) <variable>*
<prob> ::= number

The specifications for how the data should go missing are made in a simple script-
ing language, with the above BNF grammar. These rules are applied to a dataset file
to generate a new dataset file with some observed values replaced by a token indicat-
ing absence. The basic form of a sentence is that of an “if... then...” production rule.
The antecedent describes the dependencies that absence has on variables and values
in the system, while the consequent lists the variables that take absent values on these
conditions and with what probability. If the antecedent is empty, then the absent data
generation is unconditional—i.e., the data are ACAR in so far as this production rule
is concerned. If the consequent is empty, then the absence mechanism is applied to all
variables in the dataset. When the data are AUD or AUSD, the antecedent grammar
rule specifies which variable(s) the absence depends upon and for what values or value
ranges. The effects of the script rules are cumulative. The result is a language in which

BNF:

1. if then (20)
2. if then (30) A C
3. if C in [?] then (40) E
4. if Gender in [F ] Age in [10, 20] then (40) Income
5. if Gender in [F ] Income in [70000, 90000] then (40) Income
6. if A in [A1] B in [B1] then (60) A D

Explanation:

1. ACAR: every variable will have 20% of its values absent
2. ACAR: each of the variables “A” and “C” will have 30% of its values absent
3. AUD: variable “E” will have 40% of its values absent when variable “C” takes the value “?”,

namely variable “C” is already absent
4. AUD: variable “Income” will have 40% of its values absent when “Age” is between 10 and

20 (inclusive) and “Gender” is “F”.
5. AUSD: variable “Income” will have 40% of its values absent when variable “Gender” has

value “F” and “Income” is between “70000” and “90000”
6. AUSD: variable “A” and “D” will both have 60% of their values absent when variable “A”

has value “A1” and “B” has value “B1”

Fig. 4. Examples of absent data specification in the DataZapper script language (above) with the
corresponding English descriptions (below)
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any strength of dependence upon any set of variables can be specified, and such depen-
dencies may be combined arbitrarily. For example, “OR” can be represented by having
two different conditions.

Figure 4 shows some examples of the absent data specifications, across the range of
types, together with a corresponding English description. Note that example 6 is of a
mixed type, producing AUD for variable D and AUSD for variable A.

4 Technical Details

4.1 Data Format

DataZapper accepts two data formats: a default format and Weka’s [10] data format—
Attribute-Relation File Format (ARFF).2

The default format is the data format used by the BN learning software CaMML [11],
Tetrad [12] and BNT [13]. (We describe how we used DataZapper for the empirical
comparison of some of these methods in Section 5.) An example of complete data in
the default format is shown on the left side in Table 1. The first two lines are the number
of variables and the number of observations, respectively. The next line lists the names
of the variables in the dataset. Columns are separated by tab. Consider again Example 2
in Figure 5 above: “if then (30) A C”, the corresponding corrupted data after applying
dataZapper is given on the right side in Table 1, with the absent values represented by
“?” in the default data format. (The token used to represent absence can be changed
from this default using a runtime parameter.)

DataZapper supports the ARFF format in order to be compatible with the Weka ma-
chine learning platform, which has become a standard toolkit for ML studies (e.g. [10]).
In Table 2 we reproduce the above example in an ARFF file. Note that an additional at-
tribute for absent values must be indicated for those variables which are consequents of
a DataZapper rule.

Table 1. Examples of complete and corrupted data in Datazapper’s default format

Complete data Corrupted data

5 5
10000 10000
E A B C D E A B C D
E0 A1 B1 C0 D1 E0 A1 B1 ? D1
E1 A0 B0 C1 D1 E1 A0 B0 C1 D1
E0 A1 B0 C1 D0 E0 A1 B0 C1 D0
E1 A1 B1 C0 D0 E1 ? B1 ? D0
E1 A0 B1 C1 D1 E1 A0 B1 C1 D1
... ...

2 http://www.cs.waikato.ac.nz/ml/weka/arff.html
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Table 2. Examples of complete data and corrupted data in ARFF format

Complete data Corrupted data

5 5
10000 10000
@RELATION input @RELATION input

@ATTRIBUTE E {E0,E1} @ATTRIBUTE E {E0,E1}
@ATTRIBUTE A {A0,A1} @ATTRIBUTE A {A0,A1,?}
@ATTRIBUTE B {B0,B1} @ATTRIBUTE B {B0,B1}
@ATTRIBUTE C {C0,C1} @ATTRIBUTE C {C0,C1,?}
@ATTRIBUTE D {D0,D1} @ATTRIBUTE D {D0,D1}

@DATA @DATA
E0,A1,B1,C0,D1,input E0,A1,B1,?,D1,input
E1,A0,B0,C1,D1,input E1,A0,B0,C1,D1,input
E0,A1,B0,C1,D0,input E0,A1,B0,C1,D0,input
E1,A1,B1,C0,D0,input E1,?,B1,?,D0,input
E1,A0,B1,C1,D1,input E1,A0,B1,C1,D1,input
... ...

4.2 DataZapper Operation

DataZapper processes the absent data specifications one line at a time. For each script
command, DataZapper first parses it, and then renders some values in the complete data
absent, using a uniform random variate in comparison with the specified probability.
DataZapper writes the resultant incomplete dataset to an intermediate file. DataZapper
emulates parallelism by generating intermediate output files for each command line
and, in the end, merging them into a final output file. In the merging process absent
values dominate; that is, a value ends up missing if it is missing in any intermediate
file. DataZapper finishes by generating a data report on the final dataset, comparing the
proportions of absent values with the original dataset.

We will now look at in more detail at the DataZapper functions.

function main(script file, complete data)
for each condition line in script file

if parser(condition line, &absentInfo) > 0
corruptedDataGenerator(complete data, corrupted data

filename, &absentInfo, pass)
dataReport(complete data, corrupted data, &absentInfo,

pass)
endif

endfor
mergeData(corrupted data, corrupted data)
dataReport(complete data, corrupted data,

&absentInfo, pass)
end
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The Parser. This function returns 0 for lines which are commented out, 1 for data
ACAR, 2 for data AUD, 3 for data AUSD, and 4 for mix of data AUD and AUSD.

Input: a line from script file represent a condition
address of absentInfo passed from main function

Output: value 0 to 4

function parser(commandLine, &absentInfo)
if the first letter in a lilne is not

a proper start of command
return 0

% Read tokens and save them in tokens[ ].
tokenizer(commandLine, tokens)

% If <condition> is empty, then the data is ACAR.
if <condition> is empty

if absent variable names are not given
% The absence is for all variables
return 1

else
if variable names are valid
store the names
return 1

endif
endif

endif

% If <condition> is not empty, then the data is AUD,
AUSD or mixed.

else
for each dependent variable in <condition>

if the name is valid
if the value/range of the variable is valid
store the names and value/range

endif
endif

endfor

if the proportion of absence is valid
store the proportion

endif

% Check absent variable names
for each absent variable
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if the name is valid
store the names

endif
endfor

% Check absent type and return different value.
if absent type == AUD

return 2
elseif absent type == AUSD

return 3
% mix of AUD and AUSD
else

return 4
endif

end

The Corrupted Data Generator. This is the key processing step that renders some val-
ues in the input data absent. The proportion of the absence is applied to each selected
target variable, evenly distributed over all the relevant observations for that variable –
that is, those observations which satisfy the dependency condition.

function corruptedDataGenerator(complete data, corrupted data
filename, absentInfo, pass)

for each record in complete data
get values

% For data ACAR.
if pass == 1

for each value in the record
if the value is for one of the absent variables
generate a random value
if random value < absent proportion
change the value to‘‘?’’

else
keep the value unchanged

endif
else
keep the value unchanged

endif
endfor

% For data AUD, AUSD or mix.
else

for each value in the record
if the value is for one of the absent variables

if the record satisfies the <condition>
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generate a random value
if random value < absent proportion
change the value to ‘‘?’’

else
keep the value unchanged

endif
else
keep the value unchanged

endif
endif

endfor
endif
output the record to corrupted data file

endfor
end

Merging Data Files. In this processing step, DataZapper merges multiple corrupted
datasets with the same variables and the same number of observations. The datasets
having a common source, the only differences between them are those required by
processing distinct script file commands. The merged data is a kind of union of the
corrupted datasets, with the absence of a value in any cell forcing its absence in the
final output. If there are many script commands being executed, or if the initial input
file itself contained incomplete data, then the final dataset may contain less information
(more absent values) than anticipated.

Table 3. Examples of two corrupted datasets

corrupted data 1 corrupted data 2

5 5
10000 10000
E A B C D E A B C D
E0 A1 B1 ? D1 E0 ? B1 C0 ?
E1 A0 B0 C1 D1 E1 A0 B0 C1 D1
E0 A1 B0 C1 D0 E0 A1 B0 C1 D0
E1 ? B1 ? D0 E1 ? B1 C0 ?
E1 A0 B1 C1 D1 E1 A0 B1 C1 D1
... ...

For example, consider again Examples 2 and 6 from Figure 5 for specifying absent
data. Table 3 displays some examples from the two corrupted datasets respectively,
while Table 4 shows the same examples in the final merged corrupted dataset.

Data Report. DataZapper presents a statistical summary of the incompleteness of the
final dataset. Figure 5 gives an example data report. This report can be used to fine tune
the scripting rules in the event that the overall sparseness of the data is unexpectedly
high, possibly due to the cumulative effect of multiple rules on some variables.
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Table 4. Merged data from the examples in Table 3

corrupted data

5
10000
E A B C D
E0 ? B1 ? ?
E1 A0 B0 C1 D1
E0 A1 B0 C1 D0
E1 ? B1 ? ?
E1 A0 B1 C1 D1
...

Final:           20.00%       12.64%        0.00%       5.14%       30.35%

Original:        0.00%         0.00%        0.00%       0.00%         0.00%

A                  B                 C               D                   E

Overall:
     6813 values are absent, 13.63% of all values.
     5201 cases contain absent values, 52.01% of 10,000 total cases.

Content of script file:

Percent of absent values:

     if then (20) E A

     if A in [A1] then (30) B E
     if (C) in [C0] D in [D1] then (20) D

Fig. 5. Example of DataZapper’s absent data report

5 Application

We now describe an application of DataZapper in generating incomplete data for use in
some of our machine learning research. The specific application is an empirical compar-
ison of the performance of causal discovery algorithms in finding the causal Bayesian
network (a kind of directed acyclic graph, or DAG) which has generated some observa-
tional data. The algorithms under test were K2 [14], GES (Greedy Equivalence Search)
[15], and the PC algorithm from Tetrad [12]. The first algorithm, K2, returns a single
DAG which fits the data best.3 The other two algorithms return an equivalence class
of DAGs (a pattern); that is, a set of DAGs which all have equal maximum-likelihood
scores based upon any given set of observational data [16]. In effect, these algorithms
are asserting that all the DAGs within the pattern are equally likely to be the source of
the observed data. In assessing such results, therefore, we use a pattern-to-DAG con-
version algorithm [17] algorithm which returns two DAGs: that nearest to the original

3 We have enhanced K2 by utilizing a Minimum Weighted Spanning Tree algorithm as a pre-
processing step to produce the total ordering of variables that K2 demands.
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Fig. 6. Example experimental results using DataZapper: comparison of 3 causal discovery algo-
rithms, on data generate with AUD absence mechanism, varying the degree of data completeness.

causal Bayesian network in structure (as measured in edit distance) and that farthest
from the original network. This provides a range of performance for assessing such al-
gorithms (assuming that the data are artificial, of course, since otherwise the original
network is unknown).

The experiment we ran was three dimensional: we varied the algorithm, the propor-
tion of absence and the absent data mechanism .

We used 50 sets of complete data generated from a known Bayesian network. We
then applied DataZapper to produce 3×9 incomplete datasets for each complete dataset,
given the three absence mechanisms and 9 steps of proportion of absence. We then de-
signed comparison experiments for different combinations of these experimental pa-
rameters.

For example, one experiment involved selecting the absence mechanism and then
comparing the performance of the causal discovery algorithms given varying proportion
of absence. The results of this particular experiment are shown in Figure 6. Here the
evaluation measure we used is the edit distance of the learned BN to the true model—
Figure 1, averaged over the 50 datasets. For the PC and the GES algorithms we report
two results, one based on the DAG within the pattern returned that is nearest to the true
model (PCn and GESn), another for the DAG within the pattern that is farthest from the
true model (PCf and GESf). In this experiment we used one of the simplest methods for
handling absent values, namely modal imputation (i.e., replacing each absence token
with the modal value for that variable). Results are available for all ACAR, AUD and
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AUSD. Only AUD is used as an example. Figure 6 shows that under these circumstances
the performances for PC and GES improve as the data quality improves, while K2
appears to be stuck. Overall, GESn shows the best performance.

6 Conclusions

DataZapper is a powerful and flexible tool for incomplete data generation, developed
specifically for use in research comparing machine learning algorithms. DataZapper
allows researchers to specify both the amount of absent data and the nature of the de-
pendencies in generating the absent data, using simple conditional rules. Multiple con-
ditions of absence can be described for each variable and for multiple variables, which
will be applied cumulatively by DataZapper to the input dataset, which itself may be
either complete or already corrupt. DataZapper is the only tool which can generate in-
complete data for all types of absent data mechanisms (ACAR, AUD or AUSD) and
with any degree of dependence. We offer it through Weka in the hopes that methods of
coping with more interesting and difficult varieties of incomplete data may be investi-
gated by the machine learning community.
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Abstract. Learning vector quantization (LVQ) is a supervised neural network
method applicable in non-linear separation problems and widely used for data
classification. Existing LVQ algorithms are mostly focused on numerical data.
This paper presents a batch type LVQ algorithm used for classifying data with
categorical values. The batch learning rules make possible to construct the learn-
ing methodology for data in categorical nonvector spaces. Experiments on UCI
data sets demonstrate the proposed algorithm is effective to improve the capabil-
ity of standard LVQ to handle data with categorical values.

Keywords: Learning vector quantization, Self-organizing map, Categorical
value, Batch learning.

1 Introduction

Classification is of fundamental importance to solve many practical problems in a wide
range of fields such as credit scoring, customer management, image segmentation,
pattern recognition, medical diagnostics, and control systems. It can be regarded as a
two-stage process, i.e., model construction from a set of labeled data and class specifica-
tion according to the retrieved model. Kohonen’s learning vector quantization algorithm
(LVQ) [1] is a supervised variant of the self-organizing map algorithm (SOM) that can
be used for labeled input data. Both SOM and LVQ are based on neurons representing
prototype vectors and use a nearest neighbor approach for clustering and classifying
data. So, they are neural network approaches particularly useful for non-linear sepa-
ration problems. In LVQ labels associated with input data are used for training. The
learning process tends to perform the vector quantization starting with the definition of
decision regions and repeatedly repositing the boundary to improve the quality of the
classifier.

Existing LVQ algorithms are mostly focused on numerical data. However, the cat-
egorical values are commonly seen in data sets and it is worthwhile to study the LVQ
algorithm for classifying data with categorical values. In this paper, the idea of the pro-
posed algorithm originates from NCSOM [2], a batch SOM algorithm based on a new
distance measurement and update rules in order to extend the usage of standard SOMs
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c© Springer-Verlag Berlin Heidelberg 2010
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to categorical data. In the present study, we advance the methodology of NCSOM to
the batch type of learning vector quantization. We call this method BNCLVQ1, an al-
gorithm able to classify mixed numeric and categorical data. In one batch round, the
Voronoi set of each map neuron is computed by projecting the input data to its best
matching unit (BMU), then the prototype is updated according to incremental learning
laws depending on class label and feature type. The main contribution of the proposed
research is to extend the algorithms of LVQ family to handle data with categorical val-
ues for classification tasks. Experiments show that the algorithm outperforms standard
LVQ with data preprocessing technique in terms of classification accuracy and achieves
results as accurate as current state-of-the-art machine learning algorithms on various
types of data sets.

The remaining of this paper is organized as follows. Section 2 reviews the related
work. Section 3 presents a batch LVQ algorithm to handle numeric and categorical
data during model training. In section 4, we evaluate the algorithm on some data sets
from UCI repository. Lastly, contributions and future improvements are discussed in
section 5.

2 Related Work

2.1 Data Type and Distance Measurement

Data could be described by features in numeric and categorical (nominal or ordinal)
types [2]. Nominal features are categorical taking on values from a limited and pre-
determined set of categories without natural ordering. Ordinal features have particular
order but unknown distance.

Let n be the number of input vectors, m the number of map units, and d the num-
ber of variables. Without loss of generality, we assume that the first p variables are
numeric and the following d − p variables are categorical, {α1

k, α2
k . . . αnk

k } is the list
of variant values of the kth categorical variable (the natural order is preserved for or-
dinal variables). In the following description, xi = [xi1, . . . , xid] denotes the ith input
vector and mj = [mj1, . . . , mjd] the prototype vector associated with the jth neuron.
Data projection is based on the distance between input vectors and prototypes using
squared Euclidean distance on numeric variables and simple mismatch measurement
on categorical variables [3].

d(xi, mj) =
p∑

l=1

e(xil, mjl) +
d∑

l=p+1

δ(xil, mjl) (1)

where

e(xil, mjl) = (xil −mjl)2, δ(xil, mjl) =
{

0 xil = mjl

1 xil 
= mjl

This distance simply conjoins the usual Euclidean distance between numeric values
with the number of agreements between categorical categories. Complementing [2],
this paper will also present how to handle ordinal data in BNCLVQ. However care must
be taken so that measures are compatible with the Euclidean values.

1 Batch Numeric and Categorical Learning Vector Quantization.
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2.2 SOM Neural Networks

SOM is composed of a regular grid of neurons, usually in one or two dimensions for
easy visualization. Each neuron is associated with a prototype or reference vector, rep-
resenting the generalized model of input data. Due to its capabilities in data summariza-
tion and visualization, SOM is well suited for clustering, visualization and abstraction
tasks [4]. Through a non-linear transformation, the data in high dimensional input space
is projected to the low dimensional grid space while preserving the topology relations
between input data. That is why resulting maps are sometimes called as topological
maps.

Normally, standard SOMs are applicable to numeric features through arithmetic op-
erations on distance calculation and map evolution. NCSOM [2] is an extension of
standard SOM to handle categorical data. It is performed in batch manner based on the
distance measure in Equation (1) and novel updating rules.

2.3 LVQ Neural Networks

LVQ is a variant of SOM, trained in a supervised way in the sense that the classification
information is included in model learning. The prototypes define the class regions cor-
responding to Voronoi sets. LVQ starts from a trained map with class label assignment
to neurons and attempts to adjust the class regions according to labeled data. Several
versions of LVQ are presented, e.g., LVQ1, LVQ2, LVQ3, batch LVQ, differing in the
process of searching for the optimum boundaries of classes [1]. In the past decades,
LVQ has attracted much attention because of its simplicity and efficiency. The classic
online LVQs are studied in literature [5]. In these algorithms, the map units are assigned
class labels in the initialization and then updated at each training step. The online LVQs
are sequential and sensitive to the order of presentation of input data to the network
classifier [1]. Some algorithms have been proposed to perform LVQ in a batch way [5].
E.g., a batch network algorithm FKLVQ [6] fuses the batch learning, fuzzy member-
ship functions and kernel-induced distance measures. The batch type learning vector
quantization is employed for tissue differentiation from magnetic resonance images [7],
efficient image compression [8] and bankruptcy prediction [9].

LVQ is also a viable way to tune the SOM results for better classification and there-
fore useful in data mining tasks. In classification problems, SOM is firstly used to con-
centrate the data into a small set of representative prototypes with respect to the topol-
ogy of input data, then LVQ is used to fine tune the SOM prototypes for best class
separation. It was reported that LVQ is able to improve the classification accuracy of a
usual SOM rather than a standalone method [10,11].

It is well known that LVQ is designed for metric vector spaces in its original for-
mulation. Some efforts were conducted to apply LVQ to nonvector representations. For
this purpose, two difficulties are considered: distance measurement and incremental
learning laws. The batch manner makes possible to construct the learning methodology
for data in nonvector spaces such as categorical data. The SOM and LVQ algorithms
expressed in batch version are proposed for symbol strings based on the so-called redun-
dant hash addressing method and generalized means or medians over a list of symbol
strings [12]. Also, a particular kind of LVQ is designed for variable-length and feature
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sequences to fine tune the prototype sequences for optimal class separation [13]. In
BCNLVQ, differently from the conventional approaches of data conversion in prepro-
cessing phase, the categorical values are handled in the model learning. Due to the use
of batch learning method and the close relation between SOM and LVQ, the presence
of categorical values can be handled using the same strategy as NCSOM.

3 BNCLVQ: A Batch LVQ Algorithm for Numeric and
Categorical Data

In this section, a batch LVQ algorithm for mixed numeric and categorical data will
be given. Similar to NCSOM, it adopts the distance measure introduced in previous
section. Before presenting the algorithm, we first define incremental learning rules that
will be used in the proposed BNCLVQ algorithm.

3.1 Incremental Learning Rules

Batch LVQ uses the entire data for incremental learning in one batch round. During
the training process, an input vector is projected to the best-matching unit, i.e., winner
neuron with the closest reference vector. Following [1] a Voronoi set can be generated
for each neuron, i.e., Vi = {xk | d(xk, mi) ≤ d(xk, mj), 1 ≤ k ≤ n, 1 ≤ j ≤ m}
denotes the Voronoi set of mi. As a result, the input space is separated into a number of
disjointed sets: {Vi, 1 ≤ i ≤ m}. At one training epoch, the Voronoi set is calculated for
each map neuron, composed of positive examples (V P

i ) and negative examples (V N
i )

indicating the correctness of classifying. In Voronoi set an element is positive if its
class label agrees with the map neuron, and negative otherwise. Positive examples fall
into the decision regions represented by the corresponding prototype and consequently
make the prototype move towards the input. While, negative examples fall into other
decision regions and consequently make the prototype move away from the input.

The map is updated by different strategies depending on the type of variables. The
update rules combine the contribution of positive examples and suppress the influence
of negative examples for each neuron in a batch round. Batch version is required for
handling categorical values, since the number of values in neuron Voronoi set is used
to define the weights. Assume mpk(t) is the value of the pth unit on the kth feature
at epoch t. Let hip be the indicative function taking 1 as the value if p is the winner
neuron of xi, and 0 otherwise. Also, sip the denotation function whose value is 1 in
case of positive example, and -1 otherwise.

hip =

{
1 if p = argmin

j
d(xi, mj(t))

0 otherwise
(2)

sip =
{

1 if label(mp) = label(xi)
−1 otherwise

The update rule of reference vectors on numeric features conducts in the similar way as
NCSOM. Since LVQ is used to tune the SOM result, here the neighborhood is ignored
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and the class label is taken into consideration. If the denominator is 0 or negative for
some mpk, no updating is done. Thus, we have the learning rule on numeric variables:

mpk(t + 1) =

n∑
i=1

hipsipxik

n∑
i=1

hipsip

(3)

As mentioned above, the arithmetic operations are not applicable to categorical values.
Intuitively, for each categorical variable, the category occurring most frequently in the
Voronoi set of a neuron should be chosen as the new value for the next epoch. For
this purpose, a set of counters is used to store the frequencies of variant values for
each categorical variable, in a similar way to what was done for NCSOM algorithm.
However, we have now taken into account the categorical information, so the frequency
of a particular category is calculated by counting the number of positive occurrences
minus the number of negative occurrences in the Voronoi set.

F (αr
k, mpk(t)) =

n∑
i=1

v(hipsip | xik = αr
k), r = 1, 2, . . . , nk (4)

F (αr
k, mpk(t)) represents the accumulated absolute votes of each αr

k value2. As in stan-
dard LVQ algorithm, this change is made to better tune the original clusters acquired by
SOM to the available supervised data.

For nominal features, the best category c = maxnk
r=1 F (αr

k, mpk(t)), i.e., the value
having maximal frequency, is accepted if the frequency is positive. Otherwise, the value
remains unchanged. As a result, the learning rule on nominal variables is:

mpk(t + 1) =
{

c if F (c, mpk(t)) > 0
mpk(t) otherwise

(5)

Different from nominal variables, the ordinal variables have specific ordering of values
(here represented by index r). Therefore, the updating depends not only on the frequency
of values also on the ordering of values. The category closest to the weighted sum of
relative frequencies on all possible categories is chosen as the new value concerning
about the natural ordering of values. So, the learning rule on ordinal variables is:

mpk(t + 1) = round(
nk∑

r=1

r ∗ F (αr
k, mpk(t))∑n

i=1 hipsip
) (6)

3.2 Algorithm Description

As mentioned, the BNCLVQ algorithm is performed in a batch mode. It starts from the
trained map obtained in an unsupervised way, e.g., the NCSOM algorithm. Each map
neuron is assigned by a class label with a labeling schema. In this paper the majority

2 Function v(y | COND) is y when COND holds and zero otherwise.
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class is used based on the distance between prototypes and input for acquiring the la-
beled map. Afterwards, one instance xi is given as input and the distance between xi

and prototypes is calculated using Equation (1), consequently the input is projected
to the closest prototype. After all inputs are processed, the Voronoi set is computed for
each neuron, composed of positive examples and negative examples. Then the
prototypes are updated according to Equation (3), Equation (5) and Equation (6),
respectively. This training process is repeated iteratively enough iterations until the
termination condition is satisfied. The termination condition could be the number of
iterations or a given threshold denoting the maximum distance between prototypes in
previous and current iteration. In summary, the algorithm is performed as follows:

1. Compute the trained and labeled map with prototypes: mi, i = 1, ..., m;
2. For i = 1..., n, input instance xi and project xi to its BMU;
3. For i = 1, ..., m, compute V P

i and V N
i for mi(t);

4. For i = 1, ..., m, calculate the new prototype mi(t + 1) for next epoch;
5. Repeat Step 2 to Step 4 until the termination condition is satisfied.

4 Empirical Analysis

The proposed BNCLVQ algorithm is implemented based on somtoolbox [14] in matlab
running Windows XP operating system. In the empirical analysis, we mainly concern
about the effectiveness of BNCLVQ in classification problems.

4.1 Data Sets

Eight UCI [15] data sets are chosen for the following reasons: missing data, class com-
position (binary class or multi-class), proportion of categorical values (pure categorical,
pure numeric or mixed) and data size (from tens to thousands of instances). These data
sets are described in Table 1, including the number of instances, the number of fea-
tures (nu:numeric, no:nominal, or:ordinal), the number of categorical values (#val), the
number of classes (#cla), percentage of instances in the most common class (mcc) and
proportion of missing values (mv).

Table 1. Description of data sets

#features
datasets #ins nu no or #val #cla mcc mv
soybean 47 0 35 0 74 4 36% 0
mushroom 8124 0 22 0 107 2 52% 1.4%
tictactoe 958 0 9 0 27 2 65% 0
credit 690 6 9 0 36 2 56% 1.6%
heart 303 5 2 6 20 2 55% 1%
horse 368 7 15 0 53 2 63% 30%
zoo 101 1 15 0 30 7 41% 0
iris 150 4 0 0 - 3 33% 0



130 N. Chen and N.C. Marques

– soybean small data: a well-known soybean disease diagnosis data with pure cate-
gorical variables and multiple classes;

– mushroom data: a large number of instances in pure categorical variables (some
missing data);

– tictactoe data: a pure categorical data encoding the board configurations of tic-tac-
toe games, irrelevant features with high amount of interaction;

– credit approval data: a good mixture of numeric features, nominal features with a
small number of values and nominal features with a big number of values (some
missing data);

– heart disease: mixed numeric and categorical values (some missing data);
– horse colic data: a high proportion of missing values, mixed numeric and categori-

cal values;
– zoo data: multiple classes, mixed numeric and categorical values;
– iris data: pure numeric values.

To ensure all features have equal influence on distance, numeric features are normalized
to unity range. The missing values contained in some data sets are neglected in the
distance calculation and update operation of the corresponding features.

4.2 Experimental Results

In our experiments we set termination condition as 50 iterations. For each data set, the
experiments are performed in the following way:

1. The data set is randomly divided into 10 folds. In each trail, 9 folds are used for
model training and labeling, and the remaining is used for performance validation.

2. The map is trained with the training data set in an unsupervised manner by NCSOM
algorithm, and then labeled by the majority class according to the known samples
in a supervised manner.

3. BNCLVQ is applied to the resultant map in order to improve the classification
quality.

4. For validation, each sample of the test data set is compared to map units and as-
signed by the label of BMU. In order to avoid the assignment of an empty class, un-
labeled units are discarded from classification. Then the performance is measured
by classification accuracy, i.e., the percent of the observations classified correctly.

5. Ten-fold cross-validation is applied by repeating Step 2 to Step 4, while considering
the different folds as test and training data and computing final average accuracy
and standard deviation results.

As other ANN models, LVQ is sensitive to some parameters in which map size, i.e.,
number of representative patterns, is an important one. In Table 2, we investigate the
effect of map size to the resulted classification accuracy. Four kinds of maps are studied
for comparison: ‘middle’ map is determined by the number of instances with the side
lengths of grid as the ratio of two biggest eigenvalues [14]; ‘small’ map has one-quarter
neurons of ‘middle’ one; ‘tiny’ map has half neurons of ‘small’ one; ‘big’ map has
four times neurons of ‘middle’ one. As the map enlarges from ‘tiny’ to ‘middle’, both
training accuracy and test accuracy improve significantly for most data sets (e.g., test
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Table 2. Effect of map size in classification accuracy

tiny(%) small(%) middle(%) big(%)
datasets train test train test train test train test
soybean 100 100 100 100 100 100 100 100
mushroom 92 91 96 96 99 98 99 98
tictactoe 73 75 83 75 92 85 95 84
credit 85 83 86 82 89 86 92 85
heart 86 80 86 78 87 82 88 79
horse 83 81 84 84 87 84 90 81
zoo 82 81 90 89 99 99 100 96
iris 95 97 97 96 98 95 99 95

accuracy increases from 81% to 99% for zoo and 75% to 85% for tictactoe, while
soybean and iris are less sensitive to the change of map size). Further enlarging the map
increases the accuracy of training data, however, in case of test data, the accuracy has
a tendency of getting downward, indicating the map becomes overfitting. It is shown
that the maps in middle size are best for generalization performance except on iris
data, which achieves desirable accuracy using only a ‘tiny’ map of 2 by 2 units. For
simplicity, in the following experiments, we only report the results of maps in middle
size.

As summarized in Table 3, the results show the potential of BNCLQV compared with
NCSOM in improving the accuracy on both training data and test data for not only data
sets of pure categorical variables (e.g., soybean, mushroom and tictactoe) but also those
of mixed variables (e.g., credit, heart, horse and zoo). Typically, BNCLVQ achieves in-
creases up to 9% in classification accuracy, when comparing with using only NCSOM
majority class for classification. The results where performance is almost equivalent
are the soybean and iris data sets. In these datasets performance is already near re-
ported maximum after running NCSOM3. It is observed that performance on BNCLVQ
networks is always better than the one of NCSOM on all datasets without overfitting
maps. This gives evidence in favor of the validity of the approach for refining hybrid
SOM maps.

As mentioned previously, SOMs are very useful for data mining purposes. So, we
have also analyzed our results from the visualization point of view. As an illustrative
example we present the output map for credit data in Figure 1. Due to the topology
preserving property of SOM, class regions are usually composed of neighboring pro-
totypes of small u-distance (the average distance to its neighboring prototypes) values.
The histogram of neurons contains the composition of patterns presented to the corre-
sponding prototypes. Although neurons of zero-hit have no representative capability of
patterns, they help to discover the boundary of class regions. From the visualization of
u-distance and histogram, it becomes easy to obtain the visual insights into the cluster
structures. Figure 1 shows the u-distance and histogram chart of trained map for credit
data obtained by NCSOM (left graph) and BNCLVQ (right graph) respectively. Each

3 Indeed, as it was just verified in Table 2, in BNCLVQ the simpler iris dataset is presenting
overfitting with the ‘middle’ map size (used for all datasets in this experiment).
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Table 3. Average values of accuracy and standard deviation

map train accuracy(%) test accuracy(%)
datasets size NCSOM BNCLVQ NCSOM BNCLVQ
soybean [7 5] 100 ± 0 100 ± 2 98 ± 8 100 ± 0

mushroom [14 8] 96 ± 1 99 ± 1 95 ± 4 98 ± 3

tictactoe [13 11] 80 ± 2 92 ± 1 76 ± 3 85 ± 3

credit [17 7] 85 ± 1 89 ± 1 80 ± 4 86 ± 3

heart [10 8] 87 ± 2 87 ± 2 78 ± 9 82 ± 7

horse [11 8] 83 ± 1 87 ± 1 79 ± 10 84 ± 7

zoo [8 6] 99 ± 1 99 ± 1 99 ± 3 99 ± 3

iris [16 3] 98 ± 1 97 ± 1 96 ± 3 95 ± 3

Fig. 1. Visualization of classification results on credit data

node has an individual size proportional to its u-distance value with slices denoting the
percentage of two classes contained. It is observed (by the zero-hit neurons) that BN-
CLVQ is able to separate two classes more clearly, showing the capability of BNCLVQ
as a fine-tuning method of original NCSOM for better class discrimination.

We also study the convergence properties of BNCLVQ algorithm on the data sets
mentioned above. In this experiment, the convergence was measured as the overall dis-
tance in prototypes between the current iteration and the previous iteration: od(t) =∑m

i=1 d(mi(t − 1), mi(t)). As observed in Figure 2, the evolution of prototypes re-
flects the significant tendency of convergence. The distance decreases rapidly in the
beginning, and tends to be more stable after a number of iterations (less than 50 itera-
tions for these data sets). The convergence speed depends on the size of data, number
of variables and intrinsic properties of data distribution. For example, it takes only 3
iterations to converge for soybean data. However for heart data, the variation of proto-
types is not stable after 30 iterations due to the local optimum solution. As mentioned
previously, overfitting is a critical problem for BNCLVQ as other ANN architectures.
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Fig. 2. Convergence study of BNCLVQ

Indeed, according to our results, overfitting is already detected in some tested datasets.
So, small improvements could be achieved with smaller maps or an earlier stop crite-
rion. A practical approach to prevent overfitting is to use an independent validation data
set to select the best model trained with different parameters, namely for defining the
earlier stop in the training process. However, in this paper for the easier comparison
among the methods discussed in next section, we have decided to use the conservative
value of 50 iterations for assuring proper convergence of all maps.

4.3 Comparative Studies

For better comparison with other advanced approaches, the performance of proposed
algorithm is compared with some representative algorithms for supervised learning.
Six representatives implemented by Waikato Environment for Knowledge Analysis
(WEKA) [16] with default parameters are under consideration:

– Naive Bayes (NB): a well-known representative of statistical learning algorithm
estimating the probability of each class based on the assumption of feature inde-
pendence;

– Sequential minimal optimization (SMO): a simple implementation of support vec-
tor machines (SVM). Multiple binary classifiers are generated to solve multi-class
classification problems;

– K-nearest neighbors (KNN): an instance-based learning algorithm classifying an
unknown pattern to the its nearest neighbors in training data based on a distance
metric (the value of k was determined between 1 and 5 by cross-validation evalua-
tion);

– J4.84: the decision tree algorithm to first infer a tree structure adapted well to train-
ing data then prune the tree to avoid overfitting;

– PART: a rule-based learning algorithm to infer rules from a partial decision tree;

4 A Java implementation of popular C4.5 algorithm.
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Table 4. Accuracy ratio comparison (the value of k is given for KNN)

Naive SMO BNC
datasets Bayes SVM KNN J4.8 PART MLP LVQ LVQ
soybean 100 100 100(1) 98 100 100 100 100
mushroom 93 99 99(1) 98 98 99 98 98
tictactoe 70 98 99(1) 85 95 97 96 85
credit 78 85 85(5) 86 85 84 80 86
heart 83 84 83(5) 77 80 79 78 82
horse 78 83 82(4) 85 85 80 79 84
zoo 95 93 95(1) 92 92 95 92 99
iris 95 96 95(2) 96 94 97 95 95

– Multi-layer perceptron (MLP): a supervised artificial neural network with back
propagation to explore non-linear patterns.

We should stress that this comparison may be unfair to LVQ. Indeed, as discussed, LVQ
is mainly a projection method that can also be used for classification purposes. So, for
the sake of comparison, the standard LVQ is also tested. For doing so, categorical data
are preprocessed by translating each categorical feature to multiple binary features (i.e.,
the standard approach for applying LVQ to categorical data).

The summary of results is given in Table 4. For each data set, the best accuracy is
emphasized by bold. Although BNCLVQ is not the best one for all data sets, it produces
desirable accuracy in most cases, and reported best values are always within standard
deviation (deviation values are reported in Table 3). Results are especially relevant on
data of mixed types. Also, BNCLVQ is always better than standard LVQ, the only
exception on tictactoe data is probably caused by the presence of interaction between
features [17]. Indeed in tictactoe, other tested algorithms with categorical features (e.g.
J4.8 and PART) had systematically worst performances. Maybe the inclusion of extra
variables is somehow helping generalization and showing the need for better feature
encoding. E.g., in [18], the inclusion of domain knowledge and feature generalization
in tictactoe improved classification accuracy. Similarly, author’s research using tictactoe
(namely in ongoing work and in [19]), also has confirmed the high relevance and need
of domain data in this particular dataset.

5 Conclusions

Learning vector quantization is a promising and robust approach for classification mod-
eling tasks. Although originally designed in metric vector spaces, LVQ could be per-
formed on non-vector data in a batch way. In this paper, a batch type LVQ algorithm
capable of dealing with categorical data is introduced. The analysis of predictive effec-
tiveness is undertaken to demonstrate the capability of proposed method as a promising
alternative to existing advanced classification models.

SOM topological maps are very effective tools for representing data, namely in data
mining frameworks. LVQ is, by itself, a powerful method for classifying supervised
data. Also, it is the most suitable method to tune SOM topological maps to supervised
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data. Unfortunately original LVQ can not handle categorical data in a proper way. In
this paper we show that BNCLVQ is a feasible and effective alternative for extending
previous NCSOM to supervised classification on both numeric and categorical data so
that it servers as a promising complement to existing methods. Since BNCLVQ is per-
formed on an organized map, only a limited number of known samples is needed for the
fine-tuning and labeling of map units. Therefore, BNCLVQ is a suitable candidate for
tasks in which scarce labeled data and abundant unlabeled data are available. BNCLVQ
is also easy for parallelization [20] and can be applicable in frameworks with very large
datasets.

Moreover, BNCLVQ is easily extended to fuzzy case to solve the prototype under-
utilization problem [6], i.e., only the BMU is updated for each input, simply replacing
the indicative function by the membership function [21]. The membership assignment
of fuzzy projection implies the specification to classes, and can be used for the validity
estimation of classification [22].

In the future plan, the benefit of fuzzy strategies in BNCLVQ will be investigated
by cross-validation experiments on both UCI data sets and state-of-art real world prob-
lems. In a first real world case study, we are currently applying NCSOM topological
maps to fine tune mixed numeric and categorical data in a natural language processing
problem [23]. In this domain we have some pre-labeled data available and NCSOM is
helping to investigate accurateness and consistency of manual data labeling. However,
already known correct cases (and possible some previously available prototypes) should
be included in the previously NCSOM trained topological map. For that we intend to
use BNCLVQ as the appropriate tool. According to our results, BNCLVQ can achieve
good accuracy in most domains. Moreover BNCLVQ is more than a classification al-
gorithm. Indeed BNCLVQ is also a fine-tuning tool for topological features maps, and,
consequently, a tool that will help the data mining process when some labeled data is
available.
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Abstract. AI planning engines require detailed specifications of dynamic knowl-
edge of the domain in which they are to operate, before they can function. Further,
they require domain-specific heuristics before they can function efficiently. The
problem of formulating domain models containing dynamic knowledge regard-
ing actions is a barrier to the widespread uptake of AI planning, because of the
difficulty in acquiring and maintaining them. Here we postulate a method which
inputs a partial domain model (one without knowledge of domain actions) and
training solution sequences to planning tasks, and outputs the full domain model,
including heuristics that can be used to make plan generation more efficient.

To do this we extend GIPO’s Opmaker system [1] so that it can induce rep-
resentations of actions from training sequences without intermediate state infor-
mation and without requiring large numbers of examples. This method shows the
potential for considerably reducing the burden of knowledge engineering, in that
it would be possible to embed the method into an autonomous program (agent)
which is required to do planning. We illustrate the algorithm as part of an overall
method to acquire a planning domain model, and detail results that show the effi-
cacy of the induced model.

Keywords: Planning and Scheduling; Machine Learning.

1 Introduction

Applications of AI planning technology require persistent resources comprising of
teams of highly skilled engineers to formulate and maintain a planner’s knowledge
base. The amount of effort needed to encode error free, accurate action specifications
and planning heuristics, and to maintain them, is significant. Actions are real world op-
erations that change the state of object(s) in the world in some way. These actions are
invariably encoded in planning knowledge bases as generalised representations called
operator schema. Additionally, heuristics are often hand coded in the form of methods
which encapsulate the preferred solutions of a generalised subtask. Our work is aimed
at automating the formulation of such operators and methods by employing a trainer
to create training tasks and example solution sequences of these tasks. The solutions
are fed to a knowledge acquisition tool, Opmaker2, as a sequence of action instances,
where each action instance is identified by name plus the object instances that are af-
fected by, or are necessarily present at, action execution. The sequences are produced
by a trainer - a domain expert who may not be familiar with the languages and notations
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used by planners. Opmaker2 constructs operator schema and planning heuristics from
training sessions which are composed of a handful of such action sequences. In other
words, it outputs detailed specifications of operator schema from single action traces
automatically, without requiring intermediate state information for each training exam-
ple. The induced actions are detailed enough for use in planning engines and compare
well with hand crafted operators.

This paper describes Opmaker2, an extension of the earlier Opmaker system [2], in
that the latter is an interactive learning tool, whereas the former can be run in batch
mode without the need for user assistance. Opmaker was implemented within the
GIPO system [1], an experimental tools environment for use in the acquisition of AI
planning knowledge, containing a wide range of engineering and validation tools. GIPO
was based on the planning language of OCL [3]. To motivate the rest of the paper, we
will describe in a little more depth the problem that we are aiming to solve, in terms of
a learning, or more specifically a knowledge acquisition problem. Automated planning
systems can be logically described as having three components.

(a) The domain model (sometimes referred to as a domain description) is the specifica-
tion of the objects, structure, states, goals and dynamics of the domain of planning.
The language family used for the communication of domain models is PDDL [4],
although in this paper we use a higher level language called OCL[5] for domain
modelling. Component (a) is further split into:
(i) knowledge of objects, object sorts, domain constraints, and possible states of
objects - collectively called static knowledge.
(ii) knowledge of action and change - knowledge of dynamics. This knowledge
is in both PDDL and OCL represented as a set of parameterised operator schema
representing generic actions in the domain of interest.

(b) The planning engine is the software that reasons with the knowledge in (a) to solve
planning goals. The development of fast planning engines which can deal with
expressive variants of PDDL (e.g. modelling domains containing durative actions
and metric resources) has been a primary goal of the AI Planning community.

(c) A set of planning heuristics. The general problem of AI Planning is well known
to be intractable, and a set of heuristics for each domain is required to make the
application of (b) to (a) tractable. Whereas the form and content of (a) and (b) are
well understood, what form heuristics take is more contentious. Putting domain
heuristics with the planning engine may limit its application (they anticipate the
domain). Encoding heuristics into the domain model when constructing it is equally
contentious - as the authors of PDDL claim it is for “physics and nothing else”[4].

The knowledge acquisition problem that this paper addresses is:

Given knowledge of (a)(i), can we design a simple process to enable a system
to automatically acquire knowledge of type (a)(ii) and (c)?

The reason for setting up this knowledge acquisition problem is that hand crafting
knowledge of dynamics (in particular operator schema), and planner and domain spe-
cific heuristics, is much harder than acquiring knowledge of type (a)(i). The difficulty
in acquiring knowledge of actions is invariably pointed out in reports of AI planning
applications (for example, in reports of Space applications [6]).
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The general method that we are proposing is for a system to acquire knowledge
from examples of solved tasks, represented as sequences of actions, given to it by a
benevolent trainer. Operator schema (type (a)(ii) knowledge) are induced from each
example action, whereas heuristics (type (c) knowledge) are induced from the whole
sequence of actions the trainer uses to solve a task. The heuristics are in the form of
HTN-type methods.

The rest of the paper is structured as follows: in section 2 we outline the Opmaker2
system, starting with its inputs and outputs, and then detail the operation of its state-
deriving component. We use a tyre-change domain to illustrate the algorithm which
contains the knowledge acquisition process. Section 3 contains our experimental results,
and Section 4 a brief survey of related work.

2 The Opmaker2 System

In this section we describe the Opmaker2 system, and explain how it can form a solu-
tion to the knowledge acquisition problem introduced in the last section. We will use as
a running example throughout the rest of the paper a domain which represents chang-
ing the tyre of a car wheel. This domain is an extended version of the simpler ‘tyre
world’[7]. It involves knowledge about such objects as tyre, wheel, nuts, wheel-trim,
jack, wrench, and such actions as undo-nuts, put-on-wheel etc. In Opmaker2, compo-
nents of type (a)(i) knowledge are referred to collectively as the partial domain model
PDM. For our running example, the partial domain of the tyre-change domain is pro-
vided in the appendix, in the native code of OCL. There are two inputs to Opmaker2:
the PDM and a set of hand crafted solution sequences to planning tasks. A PDM
consists of:

object identifiers and sort names: denoted Objs and Sorts respectively; there are a
number of sorts, each containing a set of objects where each object belongs to one
set (called a sort). An example of an object is hub1 belonging to the hub sort. The
behaviour of each object in a sort is assumed to be the same as all others in the sort.

predicate definitions: denoted Prds, where each object of each sort may be related to
objects of other sorts, and have property - value relationships with sets of basic val-
ues (boolean or scalar). Examples are on ground(hub), jacked up(hub, jack),
relating to whether an object of sort hub is on the ground or jacked up.

object state expressions: denoted Exps; these define all the possible values of an ob-
ject’s state. An object’s state is defined by its relationship with other objects and/or
the value of its properties. Sorts are engineered so that the object state space is
defined by a small number of expressions. For example, the tyre-change PDM
specifies that any object H of sort hub can occupy a state satisfying exactly one of
the following object expressions:

[on_ground(H),fastened(H)],
[jacked_up(H,J),fastened(H)],
[free(H),jacked_up(H,J),unfastened(H)],
[unfastened(H),jacked_up(H,J)]
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(as a convention we choose upper case variables as parameters - here J represents
any object of sort jack).

domain invariants: denoted Invs; these are used to define domain constraints and are
written in terms of the predicates given above. Informally, a set of invariants is
adequate if it disqualifies states which are inconsistent. For example: “Only a single
wheel can be on a hub”.

∀H :hub . ∀W1:wheel . ∀W2:wheel .

⎡⎣⎛⎝wheel on(W1, H)
∧

wheel on(W2, H)

⎞⎠⇒ (W1 = W2)

⎤⎦
The second input is a set of solution sequences and the tasks that they solve. These are
supplied by a trainer (a domain expert). For the purposes of training in Opmaker2, we
define a task in terms of:

– an initial state comprising the initial states of objects in the domain,
– a set of desired goal states for a set of objects.

A solution sequence solves such a task and is written in terms of verbs (action names)
and affected objects. The trainer is expected to include references to all objects that are
needed for each action to be carried out, indicating whether or not the objects change as
a result of the action. Typical tasks in the domain should be chosen that often form the
basis of solutions to larger tasks. For example, in the sequence below a changed wheel
is secured on the hub and the vehicle is made ready for use.

do_up unchanged - wrench0, jack0, wheel1;
changing - hub1, nuts1

jack_down unchanged - null
changing - hub1, jack0

tighten unchanged - wrench0, hub1;
changing - nuts1

apply_trim unchanged - hub1;
changing - trim1,wheel1

Objects preceded by unchanged remain unaffected by the action, but have to be present
in the state during execution of the action. In the first element of the sequence, wrench0,
jack0 and wheel1 all have to be in a certain state specified by initial state of the task
(wrench0 is available, jack0 is jacking up the hub, and wheel1 is trimless to allow the
nuts to be screwed). The changing objects must change state (hub1 becomes fastened
and nuts1 are done up).

The output of Opmaker2 is a full domain model, consisting of:

operator schema: they make up the knowledge of type (a)(ii), and represent actions or
events that change objects’ states. They are specified by a name, a list of parameters,
and a set of object transitions. Transitions may be null (in which case they act
as prevail conditions), necessary or conditional. The template of a schema is as
follows:
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head: name(list of parameters)
body: ≥ 0 prevail conditions;

≥ 1 necessary transitions;
≥ 0 conditional transitions

Prevails are represented by object state expressions, whereas necessary and condi-
tional transitions are written in the form LHS ⇒ RHS, where LHS, RHS are
object state expressions.

methods: each training sequence results in a parameterised method, similar in form to
hierarchical (HTN) methods found in AI Planning. A method comprises of a name,
prevail conditions, and a sequence whose members can comprise both operator
schema and (other) methods. Methods can be used as a heuristic in planning engines
as they encapsulate preferred ways to solve planning problems.

2.1 The Opmaker2 Algorithm

The main innovation of Opmaker2 is that it computes its own intermediate states using
a combination of heuristics and inference from the PDM and the training tasks and
solutions. This gives a fully automated solution to the knowledge acquisition problem
described above - there is no need for user advice. In contrast, its predecessor Opmaker
is a mixed initiative knowledge acquisition tool which requires the same inputs as above
(a PDM and a set of solution sequences to tasks) and, additionally, it requires user ad-
vice. As Opmaker creates an operator schema from each action in a training solution
sequence, it asks the user to input, if needed, the target state that each object would
occupy after execution of the action. In order to build up transitions that form an oper-
ator schema, the LHS is taken as the current state of the object (object transitions are
tracked as each action is processed). The RHS is taken from the user input, which in-
dicates, where there is a choice, the state an object is left in (this becomes that object’s
current state). Having the start and end states for each object involved in the action,
Opmaker proceeds with a generalisation phase where object instances are replaced
with sort parameters, which then form the parameter variables X1, . . . , Xn of the re-
sulting operator schema. In supplying the solution sequences, the trainer specifies what
objects take part in what actions. As actions are executed, objects go through state tran-
sitions and occupy intermediate states en route to reaching their goal states. The space
of states that an object may occupy are defined by the state expressions of the PDM.
To be able to automatically acquire operator schema, Opmaker was able to resolve
exactly what are the intermediate states of each object affected in the training sequence
by asking for user advice.

In contrast, Opmaker2 uses a procedure called DetermineStates, which performs this
function by tracking the changing states of each object referred to within a training ex-
ample. It takes advantage of the static, object-state information and invariants within
the domain model. The output from DetermineStates is, for each point in the training
sequence, a map which associates each object with a unique state value. Uniqueness is
not guaranteed, however, and depends on the information in the PDM, hence some-
times this map may return a set of states rather than a unique one (we return to this
problem below). Once the map determining intermediate states has been generated, the
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techniques of the original Opmaker algorithm are used to generalise object references
and create parameterised operator schema.

A Description of the DetermineStates Procedure. To illustrate the workings of the
Procedure, we will use the example tyre domain solution sequence to form the initial
stage of an example walk-though. Let us consider A(1)−A(4) = do_up, jack_down,
tighten, apply_trim as given above. The algorithm is as follows:

Procedure DetermineStates
In:

PDM,
I, F are maps of objects to their Initial, Final state, resp.
T = A(1)..A(N): training sequence of N actions

Out:
maps Ci, i = 1, . . . , N + 1, mapping from object names

to object states such that action A(i) of T
represents a transition from Ci to Ci+1

Define A.c to be the set of A.obj’s changing objects
1. C1 := I ; CN+1 := F ;

2. for each i ∈ 1, . . . , N
3. for each object O �∈ A(i).c
4. Ci+1(O) := Ci(O);

5. end for
6. for each object O ∈ A(i).c
7. if O �∈ A(i + 1).c ∪ . . . ∪ A(N).c then
8. Ci+1(O) := F (O)

9. else
10. choose Ci+1(O) := any legal state using PDM
11. with parameters bound to objects in A(i) or Ci(O)

12. test the choice using the following constraints
13. – Ci+1(O) �= Ci(O)

14. – the transition Ci(O) ⇒ Ci+1(O)

15. must be consistent with transitions at
16. previous occurrences of A(i).name
17. end if
18. end for
19. test that the conjunction of Ci+1(O) for all O
20. is consistent with PDM’s invariants
21. end for

In Line 1 the first and last components of the map C are initialised to be the same as
the initial and final state respectively. The algorithm then iterates for all actions in the
sequence. When i = 1, Lines 3-5 define C2 as the same as C1 when applied to non-
changing objects in the domain. Lines 6-18 attempt to determine the rest of map C2

where it is applied to objects that change as a result of the execution of A(1). Line 6
identifies the changing objects (hub1 and nuts1) - let us consider hub1. Lines 7-8 look
ahead to see if hub1 will not change again in a subsequent action and find that it does in
the second action in the sequence. If we had chosen an example where the object does
not change again after the first action then Line 8 would set the object’s state to be the
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final state. Considering Line 10, using the partial domain model there are four potential
values for C2(hub1):

a. [on_ground(hub1),fastened(hub1)]
b. [free(hub1),jacked_up(hub1,jack0),unfastened(hub1)]
c. [jacked_up(hub1,jack0),fastened(hub1)]
d. [unfastened(hub1), jacked_up(hub1,jack0)]

Lines 12-16 of the algorithm determine which of these states is appropriate. The con-
straint in Line 12 makes sure the new object state is different from the last. hub1’s
current state is [unfastened(hub1), jacked_up(hub1,jack0)], so this elimi-
nates d. Lines 13-14 checks that an object state has no unreferenced parameters (if part
of the state description references an object not taking part in the transition, then that
state would be inappropriate). This does not eliminate any of the choices in the exam-
ple. Lines 15-16 check that the union of all the chosen states (in this case incorporating
choices for hub1 and nuts1) are consistent. Using these constraints, the states a. and
b. are eliminated, leaving c. to be chosen as the value of C2(hub1).

To complete the Opmaker process, once the state space map C has been determined,
operator instances are constructed by creating prevail components for each unchanging
object, and creating necessary transitions for each object that is changed by an action.
These instances are generalised to schema on the basis that each object in a sort behaves
the same, and can be replaced by a sort parameter. The systems stores the definition of
the operator schema and checks them against any previous definition. Finally, a method
is generated by combining the induced operator schema, using the original Opmaker
code.

Non-deterministic choices in the selection of an object’s state expression, and the
binding of the variables in the object state expression (Lines 10-11) mean that some-
times the new state cannot be uniquely determined. However, we have found that this
depends on the strength of the invariants that are supplied with the PDM.

3 Experiments and Results

Opmaker2 has been implemented in Sicstus Prolog incorporating the algorithm de-
tailed above. We use the same experimental approach that was used to test the original
Opmaker system, which was to:

1. Compose training tasks and solution sequences from a range of domains that have
already been captured within a hand-crafted model. The set of training tasks should
contain at least one instance of each action in the domain, and each task is selected
on the basis of whether it is likely to form building blocks for the solution of more
complex tasks. The (initial) partial domain model input into Opmaker2 is the hand
crafted domain without its operator schema.

2. Use Opmaker2 to induce operator schema and methods from the training tasks
and solution sequences, and the partial domain model.
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3. Use a planning engine to check that the automatically acquired operator schema
can solve the same set of problems that the hand-crafted set has been applied to.

4. Use a planning engine to compare performance of the old hand-crafted action
schema versus the induced schema and methods. In this case HyHTN [8], a HTN
planner which can take advantage of the induced methods, was used. For a com-
parison with a planner which uses only operator schema (without methods), we use
Hoffmann’s FF planner [9]. 1

Success is judged using the following kinds of criteria:

1. Uniqueness: is a set of unique operator schema acquired from the training tasks
and the partial domain model that originated from the hand crafted domain model?
Or, more subtly, can Opmaker2 induce unique schema without having to encode
many invariants into the domain models?

2. Validity: Can a set of operator schema output from Opmaker2 be used by a planner
to solve the same tasks that the original training sequences were aimed at?

3. Efficiency: Is it more efficient, in terms of planning time, to solve tasks using
Opmaker2 defined operator schema and methods, rather than the original hand-
crafted operators?

We detail the results for the extended tyre domain below, and describe other domains on
which we have experimented. More details can be found in a recent doctoral thesis [10].

Results in the Extended Tyre Domain. The handcrafted version of the extended tyre
domain has 26 objects in 9 sorts, with 22 operators. We engaged a researcher (who was
not the author of Opmaker2 software) to create 7 sequences of tasks of between 2 and
5 actions in length, encapsulating useful subtasks such as taking a wheel off a hub, or
bringing tools out of the car’s boot. When input to Opmaker2 with the initial partial
domain model, procedure DetermineStates did not have enough information to discover
unique sequences of states for all objects in the training sequences. However, adding
extra ‘common sense’ invariants to the partial domain model (shown in the appendix)
was sufficient to allow DetermineStates to generate a unique set of state sequences,
leading to a set of 22 operator schema generated [10]. An example follows:

operator(putaway_jack(Container1,Jack2),
[(container,Container1,[open(Container1)])],
[(jack,Jack2,[have_jack(Jack2)]
=>[jack_in(Jack2,Container1)])],
[]

).

On inspection, these were identical in structure to the original hand crafted version.
This was confirmed by running the full domain model with a planner and ensuring that
all tasks were correctly solved. In addition to operators, the 7 sequences of training tasks

1 We use the GIPO tool to translate the generated OCL domain models into PDDL (the strips
version with typing, equality, conditional effects) so that they can be input to generally avail-
able planners.



Action Knowledge Acquisition with Opmaker2 145

input lead to 7 methods being output. For example, one of the 7 generated methods
encapsulating solution heuristics is as follows:

method(ex_putaway_tools(Boot,Jack0,Wrench0),
% Dynamic constraints
[],
% Necessary transitions
[(container,Boot,[open(Boot)]=>[closed(Boot)]),
(jack,Jack0,[have_jack(Jack0)]=>[jack_in(Jack0,Boot)]),
(wrench,Wrench0,[have_wrench(Wrench0)]
=>[wrench_in(Wrench0,Boot)])],
% Temporal constraints
[before(1,2),before(2,3)],
% Static constraints
[],
% Decomposition
[putaway_wrench(Boot,Wrench0),
putaway_jack(Boot,Jack0),
close_container(Boot)
]).

Generating plans up to 10-12 operations in length was possible with standard planning
engines, but tasks demanding solutions of greater length were not possible with the
planning engines at our disposal. However, when the induced operator schema and the
methods were used together with HyHTN, plan times were significantly shorter. For
example, a complex planning problem for this extended domain is paraphrased as: “A
car has two flat tyres: one is intact and can be fixed by use of the pump, whilst the other
is punctured and requires a full tyre change”. No solution was found to this problem
after 36 hours using FF or HyHTN without the induced methods. However, using the
induced domain schema and methods a correct solution of length 24 was found by Hy-
HTN after only 11 seconds. It is not surprising that HTN-type domain models are so
efficient: this is supported by fielded planning applications. What is significant here is
that both the operator schema and the HTN-type methods used in the domain model
were generated by Opmaker2.

Experiments with other Domains. We experimented with an OCL encoding of a
Blocks Domain, with 7 blocks stacked on a table. 6 action names were devised and one
long training sequence that solved the following task was created: given a set of seven
blocks stacked bottom to top block1 to block7, use a gripper to move one block at a
time until the blocks are in two stacks. The order of the blocks in these stacks (bottom to
top) is block6, block2, block4 form first stack; block5, block1, block7, block3
form the other stack. A 22 solution sequence was composed and fed into Opmaker in 6
separate batches, to enable methods and operator schema to be induced. With the orig-
inal partial domain model enhanced with 4 invariants, 6 operator schema were output
by Opmaker2. These operators were identical in structure to the hand-coded ones for
this domain, and can be used operationally by planning engines. Table 1 shows that the
overall task can be tackled in chunks (Tasks 1 - 6), as well as in one sequence (task 7).
Each of the 7 tasks resulted in unique and accurate operator schema.
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Table 1. Operator Testing in Blocks World Full Problem

Task No. Actions Operator Schema
1 4 2
2 2 2
3 2 2
4 4 4
5 2 2
6 2 2
7 22 6

The Hiking Domain was used to illustrate the original Opmaker, and models ‘lazy’
hikers (recreational walkers) who use two cars to carry their equipment around a long
(several day) circular route. Automated planning is used to work out the logistics of
where to leave their cars, put up their tent, transport their luggage etc. For Opmaker2 to
produce an accurate, unique set of operator schema, the partial domain model required
one extra invariant to strengthen it sufficiently. This compares well with the original use
of the domain [2] which required a fairly laborious interactive session before outputting
operator schema.

4 Related Work

Many machine learning systems are driven by the input of both positive and negative
examples. Whilst it was thought to be advantageous to use both kinds of example, many
systems like Opmaker2, use only positive examples. In particular Vere’s [11] Maximal
Unifying Generalisation (1987), and Wang’s [12] OBSERVER system learn from just
positive examples, whilst Grant’s [13] POI system learns from positive examples and
uses a default rule to provide negative information which boosts the positive training
instances. Opmaker2 is similar: it uses positive examples in the solution sequence and
it makes deductions from the partial domain model.

Learning expressive theories from examples is a central goal in the Inductive Logic
Programming community. In his thesis [14], Benson describes an ILP method for learn-
ing more expressive operator schema than Opmaker2, using multiple examples. How-
ever, the focus of Opmaker2 is to learn from (ideally) one example sequence, and to
learn heuristics as well as operator structure.

Perhaps closest to our work is ARMS [15], a system in which operators are learned
without the need for user intervention. Further work by these authors [16] involves
learning recursive HTN structures. The authors focus on matching sub-sequences to
tasks assuming no knowledge of observed states achieved by low-level actions. The
output consists of pairs of action sequences and the high-level tasks achieved by them.
As with our system they begin with solution sequences of defined tasks, and compare
learned methods to hand-crafted ones to judge success. Whilst ARMS does not re-
quire a partial domain model, it requires many training sets (about 40 training sets
is quoted). Once learned they were fine tuned by domain experts by hand. By contrast
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our system does not require multiple examples, as we focus on an expert transfer-
ring heuristic knowledge encapsulated in a handful of well chosen examples solution
sequences.

5 Conclusions

In this paper we have set up a knowledge acquisition problem which is very relevant
to tackling the central problem of using AI planning engines - the acquisition of for-
mulations of actions (in the form of operator schema), and acquisition of heuristics (in
the form of HTN-type methods). Our work and the results reported here depend on a
structured view of partial domain knowledge about objects being available. Whereas
in propositional, classical planning (epitomised by the PDDL language [4]), states are
fairly arbitrary sets of propositions, we assume that the space of states is restricted
in that objects are pre-conceived to occupy a fixed set of plausible states. Within this
framework, we have described a method for inducing operator schema that advances
the state of the art in that it requires no intermediate state information, or large numbers
of training examples, to induce a valid operator set. Further, our results give some evi-
dence that the methods induced with the operator schema lead to more efficient domain
models.

Opmaker2 is an improvement on Opmaker in that it eliminates the need for the
user or trainer to give the system intermediate state information. After Opmaker2 au-
tomatically infers this intermediate state information, it proceeds in the same fashion
as Opmaker and induces the same operator schema. Our experimental results show,
however, that partial domain models may have to be strengthened with extra invariants
before a unique set of operator schema can be synthesised. Hence, we could summarise
our work as arguing for the creation of planning domain models by the crafting of a
strong partial domain model, and a set of training tasks, rather than crafting operator
schema and planning heuristics manually.

There are several directions for future work:

1. Can our work be extended to capturing domains with durative or probabilistic ac-
tions, or other, more expressive formulations for action? What extra details would
be required as input to the operator induction process?

2. Can the Opmaker2 system be extended to deal with model maintenance (for in-
stance by incremental learning), so that old operator schema can be refined in the
presence of new example solution sequences?

3. What resilience does our approach offer in the face of errors in training tasks or in
the partial domain model?

Finally, we believe that this line of research is essential if intelligent agents are to have
general planning capabilities. If this is to be the case, it seems unlikely that intelligent
agents will always rely on human experts to encode and maintain their knowledge. It
seems reasonable that they would need the capability to acquire knowledge of actions
themselves, perhaps by observing the actions of other agents, and using pre-existing
static domain knowledge, to induce operator schema and domain heuristics.
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APPENDIX

% Sorts
sorts(primitive_sorts,[container,nuts,hub,
pump,wheel, wrench,jack,wheel_trim,tyre]).

% Objects
objects(container,[boot]).
objects(nuts,[nuts1,nuts2,nuts3,nuts4]).
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objects(hub,[hub1,hub2,hub3,hub4]).
objects(pump,[pump0]).
objects(wheel,[wheel1,wheel2,

wheel3,wheel4,wheel5]).
objects(wrench,[wrench0]).
objects(jack,[jack0]).
objects(wheel_trim,[trim1,trim2,trim3,trim4]).
objects(tyre,[tyre1,tyre2,tyre3,tyre4,tyre5]).

% Predicates
predicates([ closed(container),open(container),
tight(nuts,hub),loose(nuts,hub),have_nuts(nuts),
on_ground(hub),fastened(hub),jacked_up(hub,jack),
free(hub),unfastened(hub),have_pump(pump),
pump_in(pump,container),have_wheel(wheel),
wheel_in(wheel,container),wheel_on(wheel,hub),
have_wrench(wrench),wrench_in(wrench,container),
have_jack(jack),jack_in_use(jack,hub),
jack_in(jack,container),trim_on(wheel_trim,wheel),
trim_off(wheel_trim),fits_on(tyre,wheel),
full(tyre),flat(tyre),punctured(tyre)]).

% Object State Expressions
substate_classes([
container(C,[[closed(C)], [open(C)] ]),
nuts(N,[[tight(N,H)],[loose(N,H)],[have_nuts(N)]]),
hub(H, [[on_ground(H),fastened(H)],

[jacked_up(H,J),fastened(H)],
[free(H),jacked_up(H,J),unfastened(H)],
[unfastened(H),jacked_up(H,J)] ]),

pump(Pu, [[have_pump(Pu)],[pump_in(Pu,C)] ]),
wheel(Wh, [[have_wheel(Wh)],[wheel_in(Wh,C)],[wheel_on(Wh,H)]]),
wrench(Wr,[[have_wrench(Wr)],[wrench_in(Wr,C)]]),
jack(J,[[have_jack(J)],[jack_in_use(J,H)],[jack_in(J,C)] ]),
wheel_trim(WT,[[trim_on(WT,Wh)],[trim_off(WT)]]),
tyre(Ty, [[full(Ty)],[flat(Ty)],[punctured(Ty)]]) ]).

% Invariants
atomic_invariants([ fits_on(tyre1,wheel1),

fits_on(tyre2,wheel2), fits_on(tyre3,wheel3),
fits_on(tyre4,wheel4), fits_on(tyre5,wheel5)]).

invariant( all(H:hub,fastened(H)<==>
ex(N:nuts,tight(N,H)\/loose(N,H))) ).

invariant( all(H:hub,all(J:jack,jack_in_use(J,H)
<==>jacked_up(H,J))) ).

invariant( all(H:hub,˜free(H)<==>ex(W:wheel,wheel_on(W,H))) ).
invariant(
all(T:wheel_trim,all(W:wheel,trim_on_wheel(T,W)
<==>trim_on(W,T))) ).

%Hub may only have one set of nuts attached
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invariant(all(H:hub,all(N1:nuts,all(N2:nuts,
(tight(N1,H)\/loose(N1,H)) /\
(tight(N2,H)\/loose(N2,H))==>(N1=N2) ))) ).

%Hub may only have one wheel attached.
invariant( all(H:hub,all(W1:wheel,all(W2:wheel,
wheel_on(W1,H)/\wheel_on(W2,H)==>(W1=W2) ))) ).

%If nuts are tight then hub must be on the ground.
invariant( all(H:hub, ex(N:nuts,tight(N,H))==>on_ground(H))).
%If a trim is on a wheel, then the wheel is on
% a hub and the nuts are tight.
invariant(
all(W:wheel,ex(T:wheel_trim,trim_on_wheel(T,W))
==>

ex(H:hub,wheel_on(W,H)/\ex(N:nuts,tight(N,H))))).
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Abstract. A common problem in spoken dialogue systems is finding the inten-
tion of the user. This problem deals with obtaining one or several topics for each
transcribed, possibly noisy, sentence of the user. In this work, we apply the re-
cent unsupervised learning method, Hidden Topic Markov Models (HTMM), for
finding the intention of the user in dialogues. This technique combines two meth-
ods of Latent Dirichlet Allocation (LDA) and Hidden Markov Model (HMM) in
order to learn topics of documents. We show that HTMM can be also used for
obtaining intentions for the noisy transcribed sentences of the user in spoken dia-
logue systems. We argue that in this way we can learn possible states in a speech
domain which can be used in the design stage of its spoken dialogue system.
Furthermore, we discuss that the learned model can be augmented and used in
a POMDP (Partially Observable Markov Decision Process) dialogue manager of
the spoken dialogue system.

Keywords: Learning, User intentions, Spoken dialogue systems.

1 Introduction

Spoken dialogue systems are systems which help users achieve their goals via speech
communication. The dialogue manager of a spoken dialogue system should maintain
an efficient and natural conversation with the user. The role of a dialogue manager is to
interpret the user’s dialogue accurately and decides what the best action is to effectively
satisfy the user intention. So, the dialogue manager of a spoken dialogue system is
an agent that may have a personality [17]. Examples of dialogue agents are a flight
agent assisting the caller to book a flight ticket, a wheelchair directed by her patient,
etc. [22,4]. However, these agents have some sources of uncertainly due to automatic
speech recognition and natural language understanding.

Figure 1 shows the architecture of a Spoken Dialogue System (SDS). The Automatic
Speech Recognition (ASR) component receives the user’s utterance (which can be a
sequence of sentences) in the form of speech signals, and converts it to a sequence
of transcribed noisy words. The Natural Language Understanding (NLU) component
receives the transcribed noisy words, and generates the possible intentions that the user
could mean. The dialogue agent may receive the generated intentions with a confidence
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Fig. 1. The architecture of a spoken dialogue system

score as observation O since the output generated by Automatic Speech Recognition
and Natural Language Understanding may consist of some uncertainty in the system.
Based on observation O, the dialogue agent generates the action A, an input for Natural
Language Generator (NLG) and Text-to-Speech (TTS) components.

Learning the intention of the user is crucial for design of a robust dialogue agent.
Recent methods of design of dialogue agent rely on Markov Decision Process (MDP)
framework. The basic assumption in MDPs is that the current state and action of the sys-
tem determine the next state of the system (Markovian property). Partially Observable
MDPs (or in short POMDPs) have been shown that are proper candidates for model-
ing dialogue agents [20,4]. POMDPs are used in the domains where in addition to the
Markovian property, the environment is only partially observable for the agent; which
it is the case in spoken dialogue systems.

Consider the following example taken from SACTI-II data set of dialogues [19].
SACTI stands for Simulated ASR-Channel: Tourist Information. Table 1 shows a sam-
ple dialogue in this corpus. The agent’s observations are shown in braces. As the ex-
ample shows, because of the speech recognition errors, each utterance of the user is
corrupted. We assume that each user utterance contains one sentence. In POMDP frame-
work, the user utterance can be seen as the agent’s observation. And, one problem for
the agent would be obtaining the user intention based on the user utterance, i.e. the agent
partial observations. Without loss of generality, we can consider the user intention as
the agent’s state [4]. For instance, states could be: ask information about restaurants,
hotels, bars, etc. The system observations could be the same as the states in the simplest
case (the keywords restaurant, hotel, bar, etc.), and in more complex cases any word
that can represent the states.

Thus, the problem would be estimating the intention of the user given the user ut-
terance as the agent’s observations. This can be seen as a typical problem in POMDPs,
i.e. learning the observation model. In fact, capturing the intention of user is analogous
to learning observation model in POMDPs and that the intention is analogues to the
system’s state in each turn of dialogue.

[2] used aspect Hidden Markov Models for learning topics in texts. Their experi-
mental result shows that their method is also applicable to noisy transcribed spoken
dialogues. However, they assumed that the sequence of utterances is drawn from one
topic and there is no notion of mixture of topics. [6] introduced Hidden Topic Markov
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Table 1. Sample dialogue from SACTI

U1 Is there a good restaurant we can go to tonight
[Is there a good restaurant week an hour tonight]

S1 Would you like an expensive restaurant
U2 No I think we’d like a medium priced restaurant

[No I think late like uh museum price restaurant]
S2 Cheapest restaurant is eight pounds per person
U3 Can you tell me the name

[Can you tell me the name]
S3 bochka
S4 b o c h k a
U4 Thank you can you show me on the map where it is

[Thank you can you show me i’m there now where it is]
S5 It’s here
U5 Thank you

[Thank u]
U6 I would like to go to the museum first

[I would like a hour there museum first]
. . .

Model (HTMM), in order to be able to introduce mixture of topics similar to PLSA
(Probabilistic Latent Semantic Analysis) model [7]. PLSA maps documents and words
into a semantic space in which they can be compared even if they don’t share any com-
mon words.

In this work, we observe that HTMM is a proper model for learning intentions be-
hind user utterances at the word level (see Figure 1), which can be used in particular in
POMDP framework. The rest of this paper is as follows. Section 2 describes the Hidden
Topic Markov Models [6], an unsupervised method for learning topics in documents.
We explain the model with a focus on dialogues for the purpose of learning user in-
tentions. This section also describes Expectation Maximization and forward backward
algorithm for HTMM. In Section 3, we describe our experiments on SACTI dialogue
corpus. In Section 4, we discuss our observations followed by conclusion and future
directions on the project, Robotic Assistant for Persons with Disabilities1 in Section 5.

2 Hidden Topic Markov Models for Dialogues

Hidden Topic Markov Models (HTMM) is a method which combines Hidden Markov
Model (HMM) and Latent Dirichlet Allocation (LDA) for obtaining some topics for
documents [6]. HMM is a framework for obtaining the hidden states based on some
observation in Markovian domains such as part-of-speech tagging [3]. In LDA, similar
to PLSA, the observations are explained by groups of latent variables. For instance, if
we consider observations as words in a document, then the document is considered as
bag of words with mixture of some topics, where topics are represented by the words

1 http://www.damas.ift.ulaval.ca/projet.php
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Fig. 2. The HTMM model adapted from [6], the shaded nodes are observations (w) used to capture
intentions (z)

with higher probabilities. In LDA as opposed to PLSA, the mixture of topics are gen-
erated from a Dirichlet prior mutual to all documents in the corpus. Since HTMM adds
the Markovian property inherited in HMM to LDA, in HTMM the dependency between
successive words is regarded, and no longer the document is seen as bag of words.

In HTMM model, latent topics are found using Latent Dirichlet Allocation. The top-
ics for a document are generated using a multinomial distribution, defined by a vector
θ. The vector θ is generated using the Dirichlet prior α. Words for all documents in
the corpus are generated based on multinomial distribution, defined by a vector β. The
vector β is generated using the Dirichlet prior η. Figure 2 shows that the dialogue d
in a dialogue set D can be seen as a sequence of words (w) which are observations
for some hidden topics (z). Since hidden topics are equivalent to user intentions in our
work, from now on, we call hidden topics as user intentions. The vector β is a global
vector that ties all the dialogues in a dialogue set D, and retains the probability of words
given user intentions. The vector θ is a local vector for each dialogue d, and retains the
probability of intentions in a dialogue.

Algorithm 1 shows the process of generating and updating the parameters. First,
for all possible user intentions β is drawn using the Dirichlet prior η. Then, for each
dialogue, θ is drawn using the Dirichlet prior α.

The parameter ψi is for adding the Markovian property in dialogues since successive
sentences are more likely to include the same user intention. The assumption here is
that a sentence represents only one user intention, so all the words in a sentence are
representative for the same user intention. To formalize that, the algorithm assigns ψi =1
for the first word of a sentence, and ψi =0 for the rest. Then, the intention transition is
possible just when ψ=1. This is represented in the algorithm between lines 6 and 18.

HTMM uses Expectation Maximization (EM) and forward backward algorithm [13],
the standard method for approximating the parameters in HMMs. It is because of the
fact that conditioned on θ and β, HTMM is a special case of HMMs. In HTMM,
the latent variables are user intentions zi and ψi which determines if the intention for
the word wi is drawn from wi−1, or a new intention will be generated. In the expectation



Application of Hidden Topic Markov Models on Spoken Dialogue Systems 155

Algorithm 1. The HTMM generative algorithm adapted from[6].

Input: Set of transcribed dialogues D, N number of intentions
Output: Finding intentions for D
foreach intention z in the set of N intentions do1

Draw βz ∼ Dirichlet(η);2

end3

foreach dialogue d in D do4

Draw θ ∼ Dirichlet(α);5

foreach i = 1 . . . |d| do6

if beginning of a sentence then7

ψi = bernoli(ε)8

else9

ψi = 010

end11

end12

foreach i = 1 . . . |d| do13

if ψi = 0 then14

zi = zi−115

else16

zi = multinomial(θ)17

end18

Draw wi ∼ multinomial(βzi) ;19

end20

end21

step, for each user intention z, we need to find the expected count of intention transitions
to intention z.

E(Cd,z) =
|d|∑

j=1

Pr(zd,j = z, ψd,j = 1|w1, . . . , w|d|)

where d is a dialogue in the corpus of dialogue D.
Moreover, we need to find expected number of co-occurrence of a word w with an
intention z.

E(Cz,w) =
|D|∑
i=1

|di|∑
j=1

Pr(zi,j = z, wi,j = w|w1, . . . , w|d|)

In the Maximization step, the MAP (Maximum A Posteriori) for θ and β is computed
using Lagrange multipliers:

θd,z ∝ E(Cd,z) + α− 1

βz,w ∝ E(Cz,w) + η − 1
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Intention 0 Intention 1 Intetion 2 Inteion 3 Intention 4
is 0.0599 is 0.0703 a 0.0620 the 0.0531 the 0.0653
the 0.0523 you 0.0403 i 0.0528 you 0.0446 you 0.0488
are 0.0498 where 0.0318 i'm 0.0330 can 0.0344 me 0.0443
where 0.0361 a 0.0315 for 0.0213 me 0.0311 a 0.0441
on 0.0275 there 0.0289 uh 0.0213 please 0.0268 is 0.0389
what 0.0189 e 0.0282 looking 0.0197 of 0.0235 of 0.0267
ah 0.0177 restaurant 0.0270 hotel 0.0196 is 0.0214 restaurant 0.0241
at 0.0175 me 0.0267 the 0.0177 hotel 0.0202 can 0.0238
tours 0.0167 uh 0.0264 to 0.0162 a 0.0192 could 0.0211
i 0.0166 can 0.0262 want 0.0147 and 0.0183 where 0.0174

Intention 5 Intention 6 Intention 7 Intention 8 Intention 9
the 0.0612 i 0.0752 how 0.0626 the 0.0351 i 0.0534
are 0.0373 a 0.0463 the 0.0495 a 0.0271 thank 0.0407
to 0.0259 the 0.0310 i 0.0379 ok 0.0265 u 0.0370
i'm 0.0235 to 0.0269 to 0.0360 you 0.0239 no 0.0319
in 0.0219 are 0.0261 it 0.0320 much 0.0217 you 0.0254
and 0.0210 no 0.0220 from 0.0304 i 0.0217 to 0.0221
um 0.0202 um 0.0202 a 0.0300 me 0.0195 think 0.0198
museum 0.0191 is 0.0170 much 0.0262 fine 0.0192 like 0.0181
at 0.0183 bar 0.0162 does 0.0240 to 0.0189 a 0.0170
a 0.0177 in 0.0161 long 0.0209 is 0.0172 er 0.0165

Fig. 3. Captured Intentions by HTMM

The random variable βz,w gives the probability of an observation w given the
intention z.

The parameter ε denotes the dependency of the sentences on each other, i.e. how
likely it is that two successive uttered sentence of the user have the same intention.

ε =

∑|D|
i=1

∑|d|
j=1 Pr(ψi,j = 1|w1, . . . , w|d|)∑|D|

i=1 Ni,sen

where Ni,sen is the number of sentences in the dialogue i.
In this method, EM is used for finding MAP estimate in hieratical generative model

similar to LDA. [5] argued that Gibbs sampling is preferable than EM since EM can be
trapped in local minima. [9] also argued that EM suffer from local minima. However,
they suggested methods for getting away from local minima. Furthermore, they also
proposed that EM can be accelerated based on the type of the problem. In HTMM,
the special form of the transition matrix reduce the time complexity of the algorithm to
O(|d|N2), where |d| is the length of the dialogue d, and N is the number of desired user
intentions, given to the algorithm. The small time complexity of the algorithm enables
the agent to apply it at any time to update the observation functions based on her recent
observation.

3 Experiments

We evaluated the performance of HTMM on SACTI data set [19]. There are about 180
dialogues between 25 users and a wizard on this corpus. The user’s sentences are first
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Table 2. Sample dialogue from SACTI

[Is there a good restaurant week an hour tonight]
[No I think late like uh museum price restaurant]
[Can you tell me the name]
[Thank you can you show me i’m there now where it is]
[Thank u]
[I would like a hour there museum first]
. . .

confused using a speech recognition error simulator [21,20], and then are sent to the
wizard. However, the wizard’s response to user is demonstrated on a screen in order to
avoid speech confusion from wizard to the user. The dialogue is finished when the task
is completed, or when the dialogue will last more than a limited time. This time is often
more than 10 minutes. We assume that the intention transition is only possible from a
sentence to the following one in a given utterance, which is more realistic than intention
transition from a word to the following one within a sentence. We did our experiments
on 95% dialogues with a vocabulary of 829 words, including some misspelled ones. On
average, each dialogue contains of 13 sentences.

In our experiments, we removed the agent’s response from the dialogues in order
to test the algorithm only based on the noisy user utterances. Moreover, since HTTM
is an unsupervised learning method, we did not have to annotate the dialogues, or any
sort of preprocessing. Table 2 shows the sample dialogue in Section 1, after removing
the agent’s responds. As the table shows, this input data is quite corrupted. The results
of our experiments show that the model is able to capture possible user intentions in
the data set. Figure 3 shows 10 captured user intentions and their top 10 words. For
each intention, we have highlighted the keywords which best distinguish the intention
(the words which does not occur in many intentions). As Figure shows, intention 0, 1,
2, 5, and 6 represents the user asking information about tours, restaurants, hotels, mu-
seums, and bars, respectively. Intention 7, represents the user asking distance between
two locations. Intentions 8 represents acknowledgement. Moreover, Intentions 3, 4, and
9 can represent hotels, restaurants, and acknowledgement, respectively. These three in-
tentions have been previously recognized by the model; however, since the top words
in each intention is slightly different, the agent assigns it in two different categories.

Table 3 shows highest obtained intentions for each sentence of the dialogue example
in Section 1. As the table shows, the highest intention for U1 is ask information for
restaurant, and with very small probability ask information for hotel. Interestingly, we
can see that the obtained intention for U2 is I4, intention for restaurants, though the ut-
terance consists of the word ”museum” a strong observation for I4. This fact shows that
the method is able to capture the Markovian property in U1 and U2. Another interesting
observation is in U3, where the agent could estimate the user intention restaurants with
99% probability without receiving the word restaurant as observation. Yet another nice
observation can be seen in the captured intentions for U4 and U5. The sentences in U4
and U5 contain ”thank you” as observations. However, the captured intentions for U4
are I1 and I4, both of which represent restaurants. On the other hand, in utterance U5,
the agent indeed is able to obtain intention I9, acknowledgement.
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Table 3. Sample results of experiments on SACTI

U1 Is there a good restaurant we can go to tonight
[Is there a good restaurant week an hour tonight]
I4:0.9815 I2:0.0103 I1:0.0080

S1 Would you like an expensive restaurant
U2 No I think we’d like a medium priced restaurant

[No I think late like uh museum price restaurant]
I4:0.8930 I9:0.1005 I6:0.0041 I2:0.0015 I5:0.0005 I1:0.0001

S2 Cheapest restaurant is eight pounds per person
U3 Can you tell me the name

[Can you tell me the name]
I4:0.9956 I3:0.0034 I8:0.0008

S3 bochka
S4 b o c h k a
U4 Thank you can you show me on the map where it is

[Thank you can you show me i’m there now where it is]
I1:0.9970 I4:0.0029

S5 It’s here
U5 Thank you

[Thank u]
I9:0.9854 I1:0.0114 I8:0.0013 I4:0.0007 I5:0.0006 I6:0.0003

U6 I would like to go to the museum first
[I would like a hour there museum first]
I9:0.9238 I6:0.0711 I5:0.0042 I2:0.0003 I7:0.0002
. . .

Moreover, we measured the performance of the model on the SACTI data set based
on the definition of perplexity. For a learned language model on a train data set, per-
plexity can be considered as a measure of on average how many different equally most
probable words can follow any given word, so the lower the perplexity the better the
model. The perplexity of a test dialogue d after observing the first k words can be
drawn using the following equation:

Perplexity = exp(−
log Pr(wk+1, . . . , w|d||w1, . . . , wk)

|d| − k
)

To calculate the perplexity, we have:

Pr(wk+1, . . . , w|d||w1, . . . , wk) =∑N
i Pr(wk+1, . . . , w|d||zi)Pr(zi|w1, . . . , wk)

where zi is a user intention in the set of N captured user intentions from the train set.
Given a user intention zi, probability of observing wk+1, . . . , w|d| are independent of
each other, so we have:

Pr(wk+1, . . . , w|d||w1, . . . , wk) =∑N
i

∏|d|
j=k+1 Pr(wj |zi)Pr(zi|w1, . . . , wk)
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To find out the perplexity, we learned the intentions for each test dialogue d based on
the first k observed words in d, i.e. θnew = Pr(zi|w1, . . . , wk) is calculated for each
test dialogue. However, Pr(wj |zi) is drawn using β, learned from the train dialogues.

We calculated the perplexity for 5% of the dialogues in data set, using the 95% rest
for training. Figure 4 shows the average perplexity after observing the first k sentences
of test dialogues (remember that each sentence of the dialogue consists of only one user
intention). As the figure shows, the perplexity reduce significantly by observing new
sentences.

4 Discussion

With the rise of spoken dialogue systems, the recent literature devoted on more robust
methods of dialogue strategy design [16]. [10] evaluated the Markov assumption for
spoken dialogue management. They argued that when there is not a proper estimate of
reward in each state of dialogue, relaxing the Markovian assumption and estimating the
total reward, using some features of the domain, could be more advantageous. Never-
theless, many researchers have found MDP and POMDP frameworks suitable for for-
mulating a robust dialogue agent in spoken dialogue systems. In particular, [8] learned
dialogue strategies within the Markov Decision Process framework.

[11] used MDPs to model a dialogue agent. They interpreted the observation mostly
in the speech level and based on the definition of perplexity. [22] used POMDPs for
modeling a dialogue agent and defined the observation function based on some features
of the recognition system. However, these features are usually difficult to be determined
and task dependent. We are particularly interested in the POMDP dialogue agent in [4].
The authors learned the observation function in a POMDP using Dirichlet distribution
for the uncertainty in observation parameters. However, for each state they consider
only one keyword as observation.

In this work, we learned the observation model based on the received noisy data in
the word level, and abstract away the speech recognition features. The used method
consider all the words in a sentence as observations which represent one state. This
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is crucial for the frameworks such as POMDPs where the agent use an observation
function to reason about the state of the system, and that the state of the system is
the user intention. Based on our experiments on relatively small data set SACTI, we
believe that this method can be used in the early design stage of practical dialogue
agents, say in [4], in order to define the possible states of the domain (possible user
intentions), as well as observation function. Moreover, the result shows that HTMM is
able to capture a robust observation model which can be used in POMDPs with large
number of observations such as [1]. Moreover, since HTMM use EM algorithm, this
method is quite fast, and can be used by the agent at any time to learn new observations
and update the observation function. Figure 5 shows the log likelihood of data for 50
iterations of the algorithm. For the given observations, the likelihood is computed by
averaging over possible states:

loglikelihood =
|D|∑
i=1

|di|∑
j=1

log
N∑

t=1

Pr(wi,j = w|zi,j = zt)

As the figure shows the algorithm converges after about 30 iterations which is an evi-
dence for small time expense of the algorithm. This fact suggests use of the algorithm
after finishing some tasks by agent to learn new states, observations, and hopefully a
better policy.

The interesting property about HTMM includes in its combining LDA and HMM. On
the one hand, LDA captures mixture of intentions for dialogues, and on the other hand,
HMM adds the Markovian property. This makes the framework similar to POMDPs in
terms of making a belief over possible states, besides the Markovian property. As Table
3 shows, the possible captured intentions for each sentence of the user can be seen
as the agent’s belief over possible states. Moreover, using this method, we learned the
value of ε = 0.71 on SACTI data set; which suggests it is likely that the user changes
his intention in a dialogue in SACTI data data set; whereas for instance [4] assumes
that the user may change his intention with a predefined low probability in wheelchair
domain.
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Fig. 6. Smart Wheeler Platform
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HTMM, however, assumes that the Dirichlet prior are known. During our experi-
ments on SACTI, we observed that by feeding the Algorithm 1 with different α and η,
the algorithm can derive slightly different intentions (the results presented here are for
α = 1.1 and η = 1.1). However, some of these intentions makes sense, for instance
intentions for cost, dialogue initiation, etc. Moreover, the number of intentions (N in
Algorithm 1) needs to be set. For instance, in our experiments we set N = 10 to be able
to derive the maximum number of intentions, yet some intentions seem to be similar.

5 Conclusions and Future Works

We observed that HTMM can be used for capturing possible user intentions in dia-
logues. The captured intentions together with the learned observation function could
be used in the design stage of a POMDP based dialogue agent. Moreover, the dialogue
agent can use HTMM on the captured dialogues over time to update the states and
observation function. Although, there is no notion of actions in HTMM, and it is a
method which is used mostly on the static data, the similarity of HTMM and POMDP
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in terms of Markovian property and generating a belief over possible states suggest con-
sidering both these two models in practical applications, where the time complexity of
POMDPs burden the problem. Moreover, our observation on SACTI data set suggests
future works for use of HTMM for automatically annotating the corpus of dialogues,
capturing the structure of dialogues, and dialogue agent evaluation [15,17,14,18].

In the future work we are going to use HTMM to learn the model for a POMDP dia-
logue agent. For instance, we would like to use HTMM for a a wheelchair robot similar
to Figure 6, taken from [12]. This wheelchair is designed for patients with limited skills,
say patients suffering from Multiple Sclerosis. The patients can direct the robot, with
mentioning the goal, the path, and restrictions such as speed, instead of using a joystick.
We are going to augment HTMM by considering actions of the system in the model.
Since the actions performed by the agent carries much less noise comparing to the user
utterance (agent’s observations), agent’s action can have more effect on the Markovian
property of the environment. That is, the intention of user depends on both her words
and agent actions. Figure 7 shows HTMM augmented with system actions. We are go-
ing to apply augmented model on the captured dialogues for a dialogue POMDP agent
and compare the agent’s learned strategy with that of similar models.
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Abstract. This paper presents a novel approach to a self-learning agent who col-
lects and learns new knowledge from the web and exchanges her knowledge via
dialogues with the users. The application domain is gossip about celebrities in
the music world. The agent can inform herself and update the acquired knowl-
edge by observing the web. Fans of musicians can ask for gossip information
about stars, bands or people and groups related to them. This agent is built on top
of information extraction, web mining, question answering and dialogue system
technologies. The minimally supervised machine learning method for relation ex-
traction gives the agent the capability to learn and update knowledge constantly
from the web. The extracted relations are structured and linked with each other.
Data mining is applied to the learned data to induce the social network among the
artists and related people. The knowledge-intensive question answering technol-
ogy enhanced by domain-specific inference and active memory allows the agent
to have vivid and interactive conversations with users by utilizing natural lan-
guage processing. Users can freely formulate their questions within the gossip
data domain and access the answers in different ways: textual response, graph-
based visualization of the related concepts and speech output.

1 Introduction

The development of information extraction and question answering in recent years
opens new perspectives for simple but effective interactive dialogue systems [1,2,3].
Information extraction enables dialogue systems to access and understand natural lan-
guage texts stored in semi- or unstructured formats, thus, allowing them to make use of
the contents provided by the web, the world’s largest information repository. Question
answering technology gives a conversational agent the capability of understanding nat-
ural language questions and retrieving answers from a large knowledge or content pool.
At the same time, question answering systems enhanced by some dialogue competence
enable natural communication with the human users. The combination of information
extraction, question answering and dialogue is a new approach to a conversational agent
who is able to understand natural language questions and provide answers by extract-
ing and mining information from a large amount of textual data in structured, semi- or
unstructured form.

One of the hardest challenges in our information world is to constantly keep the in-
formation up to date and to prepare it in such a way that users can easily understand
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and exploit it. We have developed a new architecture for conversational agent systems
that can learn, update and interpret information from the web and make conversations
with end users, provide answers to their questions and even help them to gain insights
into the application domain. We selected gossip about celebrities in the music world as
the domain for our experimental setup, because many of them exhibit interesting and
dynamic aspects with respect to both their private and professional life. Furthermore,
they are connected to each other in a variety of ways. Internet news and blogs report on
them from different perspectives. Our task is to model this domain by covering relevant
facts and trivia on the musicians and their communities and by discovering new proper-
ties and relations. The acquired information will be utilized as a knowledge resource for
conversations with end users. Users can raise natural language questions about a spe-
cial artist or ask for relationships between artists. Our system provides answers from its
knowledge base or even hints at newly discovered information.

In comparison to existing systems, our conversational agent, called “Gossip Galore”,
is an active self-learning system. It starts with only a very small number of artists and
bands and then gradually finds many more artists and bands. This is realized by the
application of a minimally supervised relation extraction system (see section 3). Users
can actively give comments on the answers provided by the agent, which is useful for
self validation. Thus, “Gossip Galore” contains two major parts: one is the knowledge
acquisition component and the other one is the component for communication and con-
versation. Both parts interact with each other and contribute to the self-learning process.

The paper is structured as follows: Section 2 describes the project and the general
context in which “Gossip Galore” is embedded. Section 3 explains the web mining tech-
niques for the knowledge acquisition, while section 4 presents the dialogue modelling
and question answering component. Section 5 gives an overview of the related work.
The conclusions and future steps are described in section 6.

2 RASCALLI

The research presented here is conducted within the project Responsive Artificial Situ-
ated Cognitive Agents Living and Learning on the Internet (RASCALLI). RASCALLI
is supported by the Sixth Framework Programme of the European Commission in the
area of Cognitive Systems (IST-27596-2004). Its goal is to develop and implement
cognitively enhanced artificial companions by combining natural language processing,
question answering, web-based information extraction, semantic web technology and
interaction-driven profiling with cognitive modelling [4]. This work is further supported
by the project KomParse, which is devoted to equipping non-player characters in com-
puter games with dialogue capacities.

In the realized system, the RASCALLI agents assist users in extracting information
from the web and other resources. Users can own their own RASCALLI agents, which
are 3D modelled virtually embodied conversational agents. The perception and action
components of the RASCALLI agents are modelled by a combination of information
extraction, question answering and dialogue capabilities. Within the project some ma-
jor strands of research are devoted to the investigation and modelling of architectures
that combine all major components of cognitive systems. This is an ambitious and
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demanding task, and as a step on the way, the results reported here are a pragmatic
compromise that combines state-of-the-art and novel methods from information ex-
traction, question answering, semantic technologies and visual animation with insights
from cognitive modelling into a robust fun application.

3 Web Mining for Knowledge Acquisition

One of the major competences of the RASCALLI agents is that they can learn and ac-
quire knowledge constantly from the web according to user interests. The minimally
supervised machine learning methods for relation extraction provided by the system
DARE can be easily utilized for realizing this competence [5,6]. DARE can be initial-
ized with several examples of relations about artists or bands as seed provided by the
users and then learn rules which map the linguistic structures to these semantic rela-
tions. The rules can be applied to texts to discover new relation instances, which can be
reused as seed again for new rule discovery.

The experimental domain selected for RASCALLI is gossip about celebrities in the
pop world. We start with domain modelling to define the potentially relevant concepts
and relations that will serve as a framework for the musician profiles and the associated
gossip information to be acquired. Given the relevant concepts and their relations, we
apply DARE to acquire instances of the relations from the web.

3.1 Domain Modelling

The aim of the domain modelling is to identify and structure the relevant concepts
and relations within the gossip domain. The current domain contains properties of a
musician such as personal profiles, social contexts, achievements, gossip topics and
career relevant issues. The gossip content is modeled as an ontology, utilizing the formal
language OWL [7]. The concepts and properties centering on musicians are depicted in
Fig. 1.

3.2 Knowledge Acquisition

Many resources on the web report on celebrities, e.g., online news sites, Wikipedia,
music portals, fan blogs and forums. The information mentioned above is stored in
different formats: unstructured (free text), semi-structured (e.g., Wikipedia) or almost
structured (e.g. NNDB). Therefore, we propose a hybrid information discovery strategy
to detect as much information as possible, as shown in Fig. 2.

We apply information wrapping, information extraction and information merging
techniques to acquire new knowledge. The whole discovery is embedded in a boot-
strapping framework, namely, starting with some examples and then learning more and
more information after several iterations.

Relation Extraction with DARE. DARE provides a general framework for the extrac-
tion of relations and events with various complexities [5,6]. This method is minimally
supervised since the system works with a collection of free natural language texts with-
out any annotation of domain information. The only domain knowledge for the whole
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Fig. 1. Domain ontology (simplified)

Fig. 2. Webmining workflow

process is the seed. DARE can use linguistic knowledge as it is provided, for exam-
ple, by named entity recognizers and linguistic parsers. The complexity of the seed
determines the complexity of the extracted relations. The seed helps us to identify the
explicit linguistic expressions containing mentions of n-ary relation instances or in-
stances of their k-ary projections where 1 ≤ k < n. Therefore, DARE can be easily
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adapted to user interests. Users provide only some new examples of the relations they
are interested in; DARE can learn additional information from the web based on these
examples.

In the current system, we apply SProUT [8] for the recognition of person names
and other concepts (e.g., band and group names, date time, nationalities, instruments,
religions, sexual orientations) and utilize the Stanford Parser [9] to detect linguistic
dependency structures. DARE was originally used to extract information about Nobel
Prize winners from free text. Later experiments showed how to adapt learned DARE
rules for the Nobel Prize award domain to discover awards won by musicians [10]. Let
us look at the following example. Given a seed example about a Grammy award won
by Madonna for a specific category in the year 1992:

Example 1. 〈Madonna, Grammy, Best Long Form Music Video, 1992〉

The natural language sentence which matches this seed is:

Example 2. Madonna won her first Grammy in 1992 in the Best Long Form Music
Video category for the laserdisc release of her 1990 Blond Ambition Tour.

DARE can extract a linguistic pattern from the seed example and the matched sentence
where the linguistic arguments are associated with their semantic roles in the semantic
relation, after applying linguistic analysis to the sentence. The simplified DARE rule
looks as follows:

Example 3. 〈subject: recipient〉 win 〈object: prize〉 〈mod: year〉 〈mod: category〉

Information Wrapping. Information wrapping is responsible for collecting structured
data from structured or semi-structured web sites. It discovers the HTML structures
which indicate the relations defined in our ontology. We apply this technology to web
sites such as Wikipedia and the special web portal for people and their profiles, namely,
the NNDB.

The method starts with a set of musicians and their relation instances as seed. Our
system sends a query containing an instance from the seed set as a query to the web
sites and discovers the rules which map the HTML structures to the relation structures.

Induction of the Social Network. Given the discovered relations among the musicians
themselves and other people, we developed a special system which can construct a
social network from the relation instances. For example, Fig. 3 shows the social network
of Madonna. The social network also serves as the basis for the active dialogue memory
of the agent. Whenever a person is mentioned by the user, this person gets activated in
the agent’s memory, making related people also accessible.

4 Conversational Agents

In RASCALLI, the central method for users to access the acquired knowledge is to
communicate with the user’s personal embodied conversational agent (ECA). The core
functionality of the agent is question answering, wrapped in a smooth natural language
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Fig. 3. Social network of Madonna

dialogue. One main design criterion is to create and enhance an immersive effect on the
user when interacting with the system. The agent should be physically embodied, she
should be situated in a consistent physical environment, and she should act naturally.

The interaction between users and RASCALLI can be described as follows. After
logging in to the platform, a three-dimensional visualization of the user’s agent is dis-
played (see Fig. 4). Just as in an instant messaging program, the user communicates
with the agent by typing messages into a text field. The agent, on the other hand, re-
sponds with natural language utterances which are presented in their spoken form (by
the use of the open source speech synthesis system OpenMary [11]), along with their
written form. But the agent’s means of communication are not restricted to verbal ac-
tions. Complex answers such as the social network of a star can be visualized on a TV
screen, which is embedded into the agent’s environment. Where it is appropriate, the
agent also emphasizes her responses by facial and body gestures such as shrugging the
shoulders, nodding or shaking her head and pointing to the screen.

4.1 Architecture

The RASCALLI system is realized as a server-client architecture. Users are connected
to the server via the 3D client, which displays our ECA and manages the interaction
with the user. The actual control logic of the agent is executed on the server. The server’s
function is to accept new connections, to manage users and their logins, and to route
messages between the 3D client and the conversational agent.

Figure 5 shows the component hierarchy of our conversational agents. Some of the
components are responsible for processing various linguistic aspects of the dialogue,
whereas others are concerned with knowledge representation, management and retrieval
as well as behavioural procedures. Details on the interplay between these components
when processing dialogue turns are presented in the following subsection.
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Fig. 4. The Gossip Galore conversational agent

Fig. 5. Components of a conversational agent

4.2 Dialogue Processing

When the conversational agent receives an utterance from the user, its task is to compute
a suitable dialogue turn in response. We follow a pipeline architecture for realizing this:
the user’s input string is first linguistically analyzed, then it is interpreted in the current
dialogue context and turned into a suitable plan for a response action that is executed
in the third stage, leading to an abstract representation for the answer, which is realized
with verbal and non-verbal means in the fourth and final stage. This basic data flow
when processing dialogue turns as a response is depicted in Fig. 6. In the following, the
four main components are presented in greater detail.

The idea of having two separate components for input processing, namely, input
analyzer and input interpreter, one for the analysis and one for the interpretation of
the user’s input, serves the purpose of drawing a clear boundary between the general
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Fig. 6. Processing dialogue turns

and reusable and the domain-specific parts of the system. The input analysis component
relies on standard domain-independent linguistic tools, namely a spell checker, a named
entitity recognizer, and a parser producing a linguistic analysis of the input, for which
we currently employ a fuzzy paraphrase matcher to approximate the output of a deeper
syntactic/semantic parser.

Each utterance is associated with a meaning representation as well as with the answer
focus and the expected answer type in case of questions. Note that by mapping utter-
ances of quite different sentence types such as plain questions (“Who is Madonna?”),
statements with embedded questions (“I wonder who Madonna is.”), statements about
the user’s interests without embedded questions (“I’m interested in Madonna.”) to the
same semantic representation, we can conflate sets of user utterances with the same
intended meaning.

In the second stage, the input is interpreted in the current dialogue context, consider-
ing previously mentioned entities for resolving anaphora as well as the current dialogue
state for modelling the system’s expectations about the user’s turn. If, for instance, a
substring can only be resolved as a named entity with the help of the spell checker, the
system poses a clarification question to the user and sets the dialogue state accordingly.
This allows the system to interpret a following utterance by the user such as “yes” or
“no”, which would otherwise not be understood. The result of the input interpretation
stage is an abstract plan to perform a certain action. For example, factoid in-domain
questions result in a plan to look up the data in our knowledge base, general informa-
tion requests about an in-domain person result in the plan to show a profile page of that
person, out-of-domain questions about a known person result in the plan to present a
suitable web link, and so on.

In the third stage, the Response Handler component executes the planned action. For
factoid questions, this means that the corresponding query is looked up and submitted
to the knowledge base. If the user asks for general information about a person, the URL
of the corresponding profile page is constructed. The user may also have asked whether
there are any new information about a musician he is interested in. In this case, an online
search for new connections between people is performed.

The agent follows certain pragmatic principles of relevance when giving answers
to questions. By assigning the same semantics to indirect speech acts (“I wonder who
the boyfriends of Madonna are.”) as to the corresponding direct speech act (“Who are
the boyfriends of Madonna?”), we are able to return a relevant response to the user’s
request. Similarly to the previous example, certain yes/no-questions (“Does Madonna
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have any boyfriends?”) can be answered as if they were wh-questions. Instead of giving
a simple “yes” answer, the agent also lists the values for the queried variable.

Not all of the performed actions necessarily lead to a satisfying result, though. If no
positive answer can be found for a question or if the question lies outside the covered
domain, we still want to be able to provide a constructive answer. If, for instance, the
user asks about a person we do not have detailed information about but for whom a
Wikipedia entry exists (e.g. “Tell me something about Nicolas Sarkozy!”), we point
the user to this page, using the embedded TV screen for displaying the page. If, on the
other hand, the user asks an in-domain question for which the system does not have any
results, we direct the user to a Google search page with appropriate query parameters
in order to help him find relevant information.

The outcome of the performed action is always an abstract representation of the
agent’s response. This might be a simple boolean value for yes/no-questions, a list of
entities for factoid questions, a URL for the system’s own information services or to ex-
ternal sources, and so on. This information is finally realized as a communicative act in
the fourth stage, the multi-modal generation. We currently employ template-based gen-
erators for both producing the natural language utterance as well as for the multi-modal
message with gestures and TV screen commands. When generating natural language
answers to questions, care has to be taken how these answers are provided. Since we
have to expect that our knowledge base is incomplete and that the acquired information
could partly be inaccurate (particularly in the gossip domain), special relativizing ex-
pressions such as “according to my sources” are produced as part of the answer. The
introduction of pronouns for entities mentioned before helps making the utterance less
static and the conversation more natural.

4.3 Multimodal Communication

Gossip Galore uses several modalities for communicating with the user. First of all,
all the agent’s utterances are spoken, with the help of a speech synthesis system. The
verbal part of the answer is additionally supported by gestures. To make maximal use
of the available means for communication, we also use a TV screen embedded in the
agent’s environment, which is able to display arbitrary web sites, to present illustrations
of the current answer (see Fig. 7) or even to provide the very content of the answer
where the answer is not a single fact or a small set of facts but would require a complex
explanation involving heterogenous kinds of information (see Fig. 4) or would lead to
a rather longish and tiring answer if it were realized verbally (see Fig. 8).

5 Related Work

Web-based question answering systems typically proceed in several stages: i) the ques-
tion is turned into a query for a standard search engine, ii) a set of relevant web sites
is retrieved, iii) text passages are selected as an answer from that document set [12]. A
variation of this idea is applied in HITIQA [2], an interactive open-domain question
answering system for complex exploratory questions, where the answer is retrieved
based on complete semantic event frames which are matched against the frame of the
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Fig. 7. Multimodal answers – illustrating locations using the Google Maps service

Fig. 8. Social network visualization
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question in the last of the three steps above. Thus, much like in RASCALLI, the system
performs a more structured semantic analysis of the original data (with respect to the
question at hand). In contrast to our system, and more in accordance with the common
web-based QA approach, however, the extracted information is only used for selecting
the most relevant text passages. Furthermore, it is only used for the current QA task,
not for building up world knowledge.

The approach followed in our system is to learn new information from a large un-
structured text pool and store it in a knowledge base for structured access. Such an
approach is also followed in BIRDQUEST [1], a QA system for answering ornithologi-
cal questions. As in our system, the information is extracted from natural language text
(although from a single source – a bird encyclopedia – with much stricter conventions
than arbitrary web documents) and then stored in a relational database. Unlike our sys-
tem, however, the system is not self-learning; suitable information extraction patterns
are not learned automatically but have to be provided as a resource.

The potential benefits and sub-tasks involved in enhancing question answering with
dialogue capacities to get interactive question answering have been briefly discussed
in the Q&A Roadmap [13]. Recourse to a discourse memory for tracking entities over
several questions has played a role in the context task of the QA track at the TREC 2001
conference and when processing question series in the main tasks in the QA tracks of
TREC 2004 and 2005. The extension of question answering to more interactive dialogue
has been tackled in the Complex Interactive QA (ciQA) task in the QA tracks of TREC
2006 and 20071.

There are several projects that enhance a QA system with more interactive capabil-
ities, namely BIRDQUEST [1], HITIQA [2], RITEL [14], the IMIX demonstrator [3],
and SMARTWEB [15]. RASCALLI has a different focus compared to all of these sys-
tems in that it i) aims to create a personal relationship with the user by the use of user-
adaptive knowledge acquisition methods, and ii) conducts a vivid conversation with the
user that mimics human-to-human communication, creating the immersive effect of a
living entity with its own personality.

6 Conclusions

We have described the overall architecture and main components of a new class of
web-based virtual agents. Although the design of the agents is strongly influenced by
empirical observations and theoretical models of natural cognitive agents, our goal has
not been a simulation of biological cognition. This aim is partially targeted by other
research strands within the RASCALLI consortium. The objective of the demonstrated
architecture and implementation has been a rather pragmatic and simplified agent model
that exhibits the desired performance properties and serves as the starting point for
a range of extensions and additional applications. The achieved relevant performance
properties are: robustness, accuracy, self-improvement and nearly real-time behavior.

The planned future extensions include the integration of deeper language processing
methods instead of or in addition to the fuzzy paraphrase matcher. A prime candidate

1 Please refer to the TREC homepage at http://trec.nist.gov/ for further information
and references.
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for this extension is our own deep syntactic/semantic parser. Another plan concerns the
required temporal aspects of relations. It is the dynamics of the domain that provide
the basis for the gossip. Properties and relationships change quite often. By detecting
and relating the utterance and report times of the various information sources, a multi-
tude of answers may be temporally sorted. Once in a while, contradicting information
is harvested. In some cases, these contradictions result from an unresolved temporal
succession, i.e. the contradicting facts were true at different times. In other cases, one
of the contradicting facts is simply false. In order to deal with such situations, we need
to enrich the information extraction by methods for credibility checking, which will be
adopted from IE/IR research.

Finally, we plan to exploit the dialogue memory for moving more of the dialogue
initiative to the agent. In cases of missing or negative answers or in cases of pauses
on the user side, the agent can use the active parts of the dialogue memory to propose
additional relevant information or to guide the user to fruitful requests within the range
of user’s interests. However, the hardest test for the agent architecture will be the exten-
sion to other domains and tasks that may be less error forgiving than the colorful world
of pop trivia.
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14. Rosset, S., Galibert, O., Illouz, G., Aurélien, M.: Integrating spoken dialog and question
answering: the Ritel project. In: Proceedings of INTERSPEECH 2006 (2006)

15. Reithinger, N., Herzog, G., Blocher, A.: SmartWeb - mobile broadband access to the semantic
web. KI - Künstliche Intelligenz 2 (2007)

http://www.w3.org/TR/owl-features/


Biosignal Based Discrimination
between Slight and Strong Driver Hypovigilance

by Support-Vector Machines

David Sommer1, Martin Golz1,2, Udo Trutschel2,3, and Dave Edwards4

1 University of Applied Sciences Schmalkalden
Faculty of Computer Science, Schmalkalden, Germany

2 Circadian, Stoneham, Massachusetts U.S.A.
3 Institute for System Analysis and Applied Numerics, Tabarz, Germany

4 Caterpillar Inc., Machine Research, Peoria, Illinois U.S.A.

Abstract. In the area of transportation research, there is a growing need for
robust and reliable measures of hypovigilance, particularly due to the current
volume of research in the development and validation of Fatigue Monitoring
Technologies (FMT). Most of the currently emerging FMT is vision based. The
parameter Percentage of Eyelid Closure (PERCLOS) is used for the fatigue de-
tection. The development and validation of PERCLOS based FMT require an
independent reference standard of drivers’ hypovigilance. Most approaches uti-
lized electrooculography (EOG) and electroencephalography (EEG) combined
with descriptive statistics of a few time or spectral domain features. Typically,
the power spectral densities (PSD) averaged in four to six spectral bands is used
for fatigue characterization. This constricted approach led to sometimes contra-
dicting results and questioned the validity of the EEG and EOG as gold standard
for driver fatigue, wrongly as we will show. Here we present a more general
approach using generalized EEG and EOG PSD features in combination with
data fusion and advanced computational intelligence methods, such as Support-
Vector Machines (SVM). Biosignal based discrimination of driver hypovigilance
was performed by independent class labels which were derived from Karolinska
Sleepiness Scale (KSS) and from variation of lane deviation (VLD). The first
is a measure of subjectively self-experienced hypovigilance, whereas the second
is an objective measure of performance decrements. For simplicity, two label
classes were discriminated: slight and strong hypovigilance. The discrimination
results of PERCLOS were compared with results from single and combined EEG
and EOG channels. We conclude that EEG and EOG biosignals are substantially
more suited to assess driver’s hypovigilance than the PERCLOS biosignals. In
addition, computational intelligence performed better when objective class labels
were used instead of subjective class labels.

1 Introduction

Both distracted and fatigued driving accidents are thought to be underreported. Unlike
alcohol related accidents where assessing the driver’s state is relatively straight forward,
there are no similarly objective means of ascertaining the driver’s state of vigilance fol-
lowing a distraction or fatigue related accident. Unless the driver admits distraction or
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fatigue as a cause, one can only infer the driver’s state from the physical evidence at
the accident scene (Sirois et al 2007). Most drivers are reluctant to admit distraction or
fatigue because they may fear being assigned blame for the incident. Therefore, the ob-
jective determination of driver’s hypovigilance and distraction through the use of FMT
systems could greatly reduce the occurrence of fatigue related incidents by informing
drivers of their own level of vigilance. Vigilance describes the ability to sustain atten-
tion that is required for people to perceive and interpret random, relevant changes in the
environment, in order to make effective decisions and perform precise motor actions.
Hypovigilance is a deficit of vigilance. Two major causes of hypovigilance are central
fatigue and task monotony. But, it is well known that several other factors influence
driver’s hypovigilance. It is a complex issue with several facets (Leproult et al 2002,
Trutschel et al 2006).

Driver’s hypovigilance depends for example on time-of-day due to the circadian
rhythm, on time-since-sleep (long duration of wakefulness), on time-on-task (prolonged
work), inadequate sleep, and accumulated lack of sleep. The last two factors may be
caused by pathological sleepiness due to diseases, like sleep apnea or narcolepsy, or
may be caused by intentionally sleep loss due to prolonged time awake. Moreover, there
are also psychological factors influencing the actual level of vigilance, e.g. motivation,
stress, and monotony. The last is believed to play a major role in driving, because it
is mostly a simple lane-tracking task with a low event rate. Therefore, hypovigilance
is considered as a psychophysiological variable not always decreasing monotonically
during driving. It shows slow waxing and waning patterns, which can be observed in
driving performance and repeatedly self-reported sleepiness.

There are many biosignals which contain more or less information on hypovigilance.
Among them, EEG is a relatively direct, functional reflection of mainly cortical and
to some low degree also sub-cortical activities. EOG is a measure of eye and eyelid
movements and reflects activation / deactivation as well as regulation of the autonomous
nervous system.

Until recently, for the assessment of driver’s hypovigilance the analysis of EEG and
EOG was based on a variety of definitions involving PSD summation in a few spec-
tral bands which proved in clinical practice. The same applies to the location of EEG
electrodes. Separate analysis of EEG of different electrodes and of alternative defini-
tions of spectral bands led to inconsistent and sometimes contradicting results. Large
inter-individual differences turned out to be another problematic issue.

Therefore, adaptive methods with less predefined assumptions are needed for com-
prehensive hypovigilance assessment. Here we propose a combination of different brain
(EEG) and oculomotoric (EOG) signals whereby parameters of pre-processing and
summation in spectral bands were optimized empirically. Moreover, modern concepts
of discriminant analysis such as computational intelligence and concepts of data fusion
were utilized. Using this general approach ensures optimal information gain even if
unimodal data distributions are existent (Golz et al. 2007).

As a first step solution, we utilized SVM in order to map feature vectors extracted
from EEG / EOG of variable segment lengths to two, independent types of class la-
bels. For their generation a subjective as well as an objective measure was applied.
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Both reflect different facets of hypovigilance: sleepiness and performance decrements,
respectively.

For the first type of labels, an orally spoken self-report of sleepiness on a contin-
uous scale, the so-called Karolinska Sleepiness Scale (KSS), was recorded every two
minutes during driving. The second type of labels was determined through analyzing
driving performance. In previous studies it was found that especially the variation of
lane deviation (VLD) correlates well with hypovigilance and attention state of drivers
(Pilutti et al. 1999). For the discrimination task, a total of 10891 biosignal segments
with the corresponding labels were selected. In 3611 cases the labels indicated low
KSS and low VLD (class 1—class 1), in 3746 cases the labels indicated high KSS and
high VLD (class 2—class 2). Here the labels of two selected facets of hypovigilance
were in agreement. But for 1922 cases KSS was high and VLD was low (class 2—class
1) and for 1611 cases KSS was low and VLD was high (class1—class 2) showing that
the two facets of hypovigilance are pointing in opposite directions. The disagreements
between the subjective and objective labels are caused mainly by inter-individual dif-
ferences of drivers regarding the ability to tolerate extreme fatigue and still keeping a
safe performance level.

2 Methods

2.1 Experiments

16 participants drove two nights (11:30 p.m. - 8:30 a.m.) in our real car driving simu-
lation lab. One overnight experiment comprised of 8 x 40 min of driving. EEG (FP1,
FP2, C3, Cz, C4, O1, O2, A1, A2) and EOG (vertical, horizontal) were recorded at a
sampling rate of 256 Hz. PERCLOS as another oculomotoric measure was recorded
utilizing an established eye tracking system at a sampling rate of 60 Hz. Also sev-
eral variables of driving simulation, like e. g. steering angle and lane deviation, were
recorded at a sampling rate of 50 Hz. Especially, variation of lane deviation (VLD) is
a good measure of driving performance and is used here as an objective and indepen-
dent measure of hypovigilance as described below. VLD is defined as the difference
between two subsequent samples of lane deviation normalized to the width of lane. For
example, moving the car from the left most to the right most position of the lane results
in VLD = 100 %. The KSS was mentioned above and is a standardized, subjective, and
independent measure of hypovigilance on a numeric scale between 1 and 10. KSS was
asked at the beginning and after finishing driving. During driving only relative changes
in percent of the full range were asked because subjects are more aware of relative than
on absolute changes.

2.2 Feature Extraction

To allow a comparison of the selected biosignals regarding hypovigilance, pre-possess-
ing and feature extraction were performed due to the same concept for all biosignals
(Golz et al. 2007). First, non-overlapping segmentation with variable segment length
was carried out, followed by linear trend removal and estimation of power spectral den-
sities (PSD) utilizing the modified periodogram method. Other estimation techniques,
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Fig. 1. Histogram of subjective ratings of sleepiness (KSS). Binarization leads to two classes:
slight (class 1) and strong hypovigilance (class 2). Values in the immediate threshold region
(around KSS=7) were eliminated.

such as Welch’s method, the Multi-Taper method, and a parametric estimation (Burg
method), were also applied, but resulted in slightly higher discrimination errors. It
seems that these three methods failed due to reduced variance of PSD estimation at
the expense of bias. In contradiction to explorative analysis, machine learning algo-
rithms are not such sensitive to higher variances. Second, PSD values of all three types
of signals were averaged in spectral bands. In case of EEG and EOG signals 1.0 Hz
wide bands and a range of 1 to 23 Hz turned out to be optimal, whereas in case of PER-
CLOS signals 0.2 Hz wide bands and a range of 0 to 4 Hz were optimal. All parameters
were found empirically at lowest discrimination errors in the test set. Further improve-
ments were achieved, but only in case of electrophysiological features, by applying a
monotonic, continuous transform log(x).

2.3 Classification

KSS and VLD values were divided into categories ’slight hypovigilance’ (class 1) and
’strong hypovigilance’ (class 2). This was necessary to get labels for discriminant anal-
ysis (classification). For the subjective measure the threshold parameter was selected
at KSS = 7 (Fig. 1). For a better visualization of separation between class 1 and class
2 samples in the range of KSS = 6.9 . . . 7.1 were eliminated from data set. This step
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Fig. 2. Histogram of objectively measured performance (VLD). Binarization leads to two classes:
slight (class 1) and strong hypovigilance (class 2). Values in the immediate threshold region were
eliminated.

turned out to be not crucial. Results of classification (test set errors) showed not much
of a difference.

The same binarization was applied also to the objective measure. Threshold was
determined at VLD = 13.5 % and all samples in the range of VLD = 13.0 % . . . 14.0 %
were eliminated (Fig. 2). This data elimination also turned out to be not crucial.

Segment length was always optimized (see below) in order to get minimal test er-
rors. Test errors were estimated by multiple, random cross validation (80 % training /
20 % test set). Due to the relatively high dimensionality of the feature space a power-
ful machine learning method, the Support-Vector Machine (SVM), was applied. SVM
adapts an optimal separating hyperplane without any presumptions on data distribution.
To achieve nonlinear discriminant functions special kernel functions have to be ap-
plied. Among several others, kernel functions such as radial basis function k(x1,x2)=

exp
(
−γ ‖x1 − x2‖2

)
and the Coulomb function k(x1,x2)=

(
1 + γ ‖x1 − x2‖ 2

)−d

performed best in our application. Three SVM parameters (slack variable, two kernel
parameters) were optimized carefully which requested high computational load (Golz
et al. 2007). For each of the selected biosignals the segment length was varied in the
range of 10 to 300 seconds to find an empirical optimum of the discrimination test error
utilizing multiple hold-out cross validation. In general, small segment lengths lead to a
high number of input vectors following to higher complexity presented to the discrimi-
nation algorithms and therefore to higher error rates for all signals.
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Fig. 3. Mean and standard deviation of test set errors for selected biosignals. PSD of PERCLOS
had the lowest discrimination ability (largest errors), whereas PSD feature fusion of EEG and
EOG performed best (lowest errors). Class labels were subjective (KSS).

3 Results

Discriminant analysis (classification) of different biosignals resulted in different errors
for KSS labels (Fig. 3) and for VLD labels (Fig. 4). For the KSS labels, the PERC-
LOS signal and the vertical component of EOG (EOGv) showed relatively high errors
and depend in similar manner on segment length. EEG at location ’Fp1’ showed lower
errors for all segments length compared to EEG at location ’Cz’. The feature fusion
of EEG at all 7 locations and of both EOG components resulted in lowest errors. This
confirms our previous finding (Golz et al. 2007) that feature fusion of EEG and EOG
lead to significant improvements in the discrimination between two classes utilizing
SVM. Mean errors of about 13 % yielded in a relatively broad range of optimal seg-
ment lengths between 50 and 150 seconds. Similar results for EEG / EOG signals were
found in a previous study (Golz et al. 2005). In this study, which was based on different
data sets, the optimal segment length was as well between 50 to 150 seconds. Learning
Vector Quantization was used instead of SVM as classification method. PERCLOS fea-
tures resulted considerably worse (Fig. 3). Mean errors varied between 32 and 34 % in
the whole range of segment lengths.

Slightly better, but basically comparable results yielded if the objective measure
(VLD) was used as class labels. Lowest errors resulted if features of EEG and EOG
were fused together (Fig. 4). Mean errors of about 10 % yielded at optimal segment
lengths of about 150 seconds. PERCLOS results were considerably worse. Mean er-
rors varied between 26 and 30 % if segment lengths were larger than 50 seconds. The
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Fig. 4. Mean and standard deviation of test set errors for selected biosignals. PSD of PERCLOS
had the lowest discrimination ability (highest errors), whereas PSD feature fusion of EEG and
EOG performed best (lowest errors). Class labels were objective (VLD).

characteristics of the other signals EOG (vertical), EEG (Cz) and EEG (Fp1) as function
of segment length is clearly more complex for the VLD labels than for KSS labels. In
terms of mean errors, the achieved improvements due to feature fusion were consider-
able. The results (Fig. 3, 4) disclose two things: First, the driver hypovigilance detection
is best for fused EEG / EOG biosignals when PSD features were utilized. This measure
is suited as a benchmark to evaluate FMT devices. Second, the PERCLOS biosignal is
able to detect driver hypovigilance with medium reliability.

The question arises if machine learning algorithms are able to find properties of
driver hypovigilance, generally valid for all subjects under investigation. This was
checked out by cross validation on the subject level. Learning algorithms were tested
on all data of only one subject after they were trained on all data of all other subjects.
This was repeated for every subject.

Results show high inter-individual variability (Fig. 5 , 6) not only between subjects,
but also between the PERCLOS and the fused EEG/EOG biosignals, indicating that
common characteristics were rarely found. Overall the inter-individual variability is
larger for subjective labels (KSS) than for objective labels (VLD). This can be explained
in that the subjects in our lab study were not professional drivers and could have diffi-
culties to assess their own subjective sleepiness level using KSS. The classification er-
rors between slight and strong hypovigilance are clearly biosignal and subject specific.
Overall, the discrimination ability between the two classes is close to the optimal re-
sults only for subject ’3’ for EEG / EOG and for subjects ’8, 15’ for PERCLOS in case
of subjective measures (KSS) as labels (Fig. 5). The picture differs completely when
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Fig. 5. Inter-individual differences of test set errors for the feature fusion of EEG and EOG (black
bars) and for PERCLOS (white bars). Class labels were subjective (KSS).

Fig. 6. Inter-individual differences of test set errors for the feature fusion of EEG and EOG (black
bars) and for PERCLOS (white bars). Class labels were objective (VLD).



Biosignal Based Discrimination between Slight and Strong Driver Hypovigilance 185

objective measures (VLD) were utilized as labels (Fig. 6). In this case driver hypovigi-
lance detection is acceptable for subjects ’1, 3, 10, 11’ if EEG / EOG were processed.
But there is no subject where PERCLOS reaches an acceptable low error level. This
is somehow unexpected and questioned the validity of the application of stand alone
vision based for FMT systems. In general, for most of the subjects the discrimination is
limited. Test set errors are typically ranging between 15 % and 45 %, which is too high
for practical applications. At the moment, it is necessary to have data of each subject
also in the training set. In consequence, signal processing has to be specialised to any
individual in order to get better results. Figures 5 and 6 also depict that in 9 out of 16
subjects for KSS labels and in 14 out of 16 subjects for VLD labels, the EEG / EOG
feature fusion performed better than PERCLOS features.

4 Conclusions

Model free approaches are used in many different fields. Hence, it would be appropriate
for the fatigue and performance research community to reach out and explore alterna-
tive algorithms beyond rule based statistical analysis of biosignals. This could help to
advance the complex issue of driver hypovigilance which has eluded researchers for a
long time.

Results of experimental investigations and subsequent adaptive data analysis yielded
substantial differences in the usefulness of electrophysiological signals (EEG, EOG)
compared to an oculomotoric signal (PERCLOS) which is at the moment the most
often utilized measure of driver’s hypovigilance in fatigue monitoring technologies,
such as infrared video camera systems. This main result is regardless of the definition of
hypovigilance, considering that subjective (KSS) as well as objective (VLD) labels has
been utilized. Results were robust to different variations in parameters such as segment
length which controls temporal resolution and amount of information to be involved.
Mean test errors of 13 % and 10 % for subjective and objective labels, respectively,
show that feature fused EEG and EOG has the potential to account for a reference
standard (gold standard) to evaluate fatigue monitoring technologies (FMT). Mean test
errors between 26 % and 32 % for subjective and objective labels, respectively, show
that the PERCLOS signals seems to carry less information on driver’s hypovigilance
than fused EEG and EOG.

Our results contradict results of other authors (depicted in table 1 in Dinges et al
1998), where PERCLOS was found to be most reliable and valid for determination
of driver’s hypovigilance level. There, based on complete other data analyses, differ-
ent measures of hypovigilance were compared. EEG resulted worse than PERCLOS,
whereas measures of head position and of eye blink behaviour led to contradictory re-
sults between subjects. As a reference standard of hypovigilance they utilized measures
of the well-known psychomotor vigilance task (PVT). Results are based on the fact that
PERCLOS varies simultaneously with attention lapses in PVT which was repeated dur-
ing 42 hours of sustained wakefulness. However, some doubts were raised (Johns 2003).
It was pointed out that contradictions are possible, e. g. under demands of sustained
attention some sleep-deprived subjects fall asleep while their eyes remain open. Unfor-
tunately, PERCLOS does not include any assessment of eye and eye lid movements.
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Important dynamic characteristics which are widely accepted, such as slow roving eye
movements, reductions in maximal saccadic speed, or in velocity of eye lid re-opening,
are ignored. Their spectral characteristics were picked up in our study through EOG and
may account for the far better results of EEG / EOG data fusion presented here. Note,
that highly dynamical alterations are better reflected by EOG than by PERCLOS. Our
results support doubts stated in (Johns 2003) and clearly show limitations of PERCLOS.
Some serious cautions should be considered when driver’s hypovigilance is estimated
relying solely on PERCLOS. In general, the aim of many researchers on driver’s hy-
povigilance in the 90’s to reduce such complex issue to a simple threshold parameter
(Dinges et al 1998) was presumably misguiding. Fortunately, this has been corrected in
recent projects. Different approaches were investigated Schleicher et al. 2007, among
them also data fusion concepts (AWAKE 2004).

In addition, our previous findings (Trutschel et al. 2006, Golz et al. 2005, Golz et al.
2007) have shown that results on the assessment of driver states differ from subject to
subject, as well as to some limited extent also from driving session to driving session.
This was confirmed in the current investigations as well. This is a problematic issue
for FMT systems. Individualization will be needed for reliable detection of driver’s hy-
povigilance. To find practical solutions in order to address intra-individual differences in
discrimination of slight and strong hypovigilance future investigations are required. For
example, it could be futile to master group-average model predictions before exploring
means of predicting individual hypovigilance. Due to large inter-subject variability in
subjective alertness (KSS) and driving performance (VLD), it may turn out to be easier
to develop reliable and accurate models of individualized measures of hypovigilance
on the basis of an individual’s data fusion concept than group-average vigilance models
based on a single data stream.
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Abstract. We introduce a new kind of logic for agents in different localities,
which works in tiers or layers. At the base are local worlds with their own logic.
Above them is a global logic that takes statements from the local worlds and
combines them. This allows communications between the different localities.

We give a basic example using first order logic as the local logic and propo-
sitional calculus at the global level. As a more sophisticated example we use the
algebraic specification language CASL and take the locations as specifications.
Moreover we then permit the combination of such specifications according to the
architectural specifications of CASL.

Although we only consider two layers in the present paper, we see no reason
why the approach should not be extended to any finite number of tiers. We prove
soundness and completeness proofs for our logics.

Keywords: Agents, Logics for agent systems, Ontologies and agent systems.

1 Introduction

It is well established that the work of agents in a multi-agent system is enhanced by
the presence of ontologies. For an ontology to be useful, people will have to agree to
its terms and usage in the spirit of sharing. However, human nature ensures that people
will not agree nor use something like an ontology consistently. Thus the idea of arriving
at a global ontology for a domain of application appears to be wishful thinking. So it
seems more appropriate to conceive of pockets of communities sharing their ontologies
and coping with any differences. It is more realistic to think of communities adopting a
number of ontologies, each created within their local community.

We shall adopt an approach which contextualizes the logics that support these ontolo-
gies, and thereby point a way for agent systems to deal with heterogenous ontologies.
We shall describe two logics:1 a first order logic (FOL) of localities, Tiered FOL, which
we use as a basis, then we extend this technique to a language Tiered CASL, where
the localities are architectural specifications in the Common Algebraic Specification
Language, CASL, see [6,2]. We prove completeness results for both these logics.

In the field of AI and, by association, Logic, there are two major styles of embedding
localities2 in a logical system. The first is in the Propositional Logic of Context (PLC)

1 We use natural deduction systems throughout.
2 We use “locality” rather than “context” because the latter is so ambiguous.

J. Filipe, A. Fred, and B. Sharp (Eds.): ICAART 2009, CCIS 67, pp. 191–204, 2010.
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of Buvač-Mason [5] and their extension of this to FOL. The second is the Local Models
Sematics/MultiContext Systems (LMS/MCS) of [11,12]. By no means do we imply that
these are the only two possible styles: there are others such as in [1].

One example of an LMS approach in the field of Description Logic (DL) is that
taken by Borgida and Serafin, who describe a Distributed DL in [3]. A major problem
has been the transfer of knowledge between localities. Bridge rules (see Section 3)
were introduced in [11], but the form of the rules was very limited and only allowed the
(partial) identification of one concept as a subset of another in a different locality. The
idea is to align ontologies (or knowledge bases) by expressing the connections between
them. The intent is that the logical system should allow the relationship of concepts to be
stated in the said ontologies, for example subsumption of concepts between ontologies.
To do this, Borgida and Serafini extend the usual DL formulation, taking their cue from
the Distributed First Order Logic (DFOL) of [11]. In their formulation, a DL statement
is preceded by a label that stands for the ontology. Then they state bridge rules, which
relate a concept in one ontology to another one in a different ontology (see [3]). Thus
they have semantic mappings in the system.

Serafini, Borgida and Ghidini take their technique from Giunchiglia’s LMS which
they call the compose-and-conquer way of dealing with differences of languages in
contexts. PLC uses a divide-and-conquer technique and since we take our cue from
PLC, Tiered Logic is a divide-and-conquer technique, though the terminology may not
be entirely appropriate as there are similarities to both.

Gabbay’s Fibring of Logics, see e.g. [10], is clearly related to our work but does not
permit the up and down interaction between local and global systems that we have.

In global (natural language) discourse one often sees or hears statements in a for-
eign language used in the middle of something in the local language, for example in
a television broadcast where the spoken foreign language is accompanied by subtitles.
References may then neeed to be changed or at least clarified. Consider the following
two assertions:

“Le président à dit qu’il n’y a aucune arme de destruction de masse en Irak.”3

“The President said that there are weapons of mass destruction in Iraq.”

Here the references are to the same country, however the reference to the president
refers, in the first case, to the French one, and in the second, to the US President.4

There is no contradiction between the quotations, but there is between the two men.
In the media there would be an indication of the locality, i.e. country. Thus we might

have found in the USA: “The President of France said that there are no weapons of mass
destruction in Iraq,” and in France: “Aux États Unis, le Président a dit qu’il y a armes de
destruction de masse en Irak”. Finally, in a third country: “In the USA, the President said
there are weapons of mass destruction in Iraq, but in France, its President said there are
no weapons of mass destruction.” Semantically we understand these utterances because
we tag each utterance with its context or, as we shall say, “locality”, in these cases,
France and the USA, respectively. Then we interpret them in that locality.

3 “The President said that there are no weapons of mass destruction in Iraq.”
4 The reference to weapons of mass destruction was more problematic because we did not know

whether there were any in Iraq!
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For agents in localities we again have the problem of them communicating across
different languages. This paper provides a basic method of formalizing such situations
by allowing the inclusion of powerful bridge rules and axioms.

We give the first presentation of what we call “Tiered Logic”. In our logic, statements
made in a local language are tagged with that local locality and then become “atomic”
statements or basic propositions in a higher tier of what we call the global logic. With
bridge rules or axioms any statement in one locality can have consequences in another.
So information can be conveyed, or simply translated, from one locality to another.

We provide soundness and completeness proofs for two varieties of our underlying
idea of tiered logic. For simplicity we assume that all our localities have the same un-
derlying logic, but different languages. This restriction is not essential but a completely
general approach would be notationally horrendous. The complications in our presen-
tation come from the interactions between the tiers: when a sentence from one locality
is used in a different locality, one has to refer back to the previous locality in order to
determine the semantics.

Additionally we use Saša Buvač’s notion of flatness (see e.g. [5] and Section 2). This
entails that once a statement has been made (and its semantics determined for its own
locality) then the truth or falsehood of the statement is unaffected by reporting it in
another locality. Thus in the example above, a US newspaper reporting what had been
said in the USA might include the statement that it had been reported in France that the
(US) President had said there were weapons of mass destruction in Iraq. The semantics
here would only depend on what was said in the US, not what was reported in France
(assuming that the media tell the truth).

2 Tiered FOL

First we consider the informal semantics. We have a number of localities, think of
France, the USA, etc., each with its own local theory. In our first example we sim-
ply use first order logic at each locality. These comprise Tier 0. At each locality we
have a traditional model of the local theory, that is to say, a first order model. We collect
these together to form a model for the global (tier 1) language. The underlying seman-
tics at tier 1 is the standard semantics of propositional calculus except that traditional
propositional letters are replaced by what we call “basic” global formulae.

However, we also have interaction between the global scene and the localities. So we
have to specify how the semantics (the models) interact between tier 0 and tier 1. From
an intuitive point of view the interaction is relatively simple and reflects our earlier
informal example. Intuitively: a formula is interpreted in its local locality, so that a tier
0 formula is interpreted in a traditional first order logic model (in tier 0 at a locality, l,
say). On the other hand a global, or tier 1, formula is interpreted using the values from
the tier 0 model (or models) according to the usual rules for propositional calculus.
When we go back down from tier 1 to tier 0, the semantic value is unchanged. (This
depends on the fact that our formulae at tier 1 have no free variables and are therefore
true or false.) The formal definitions follow the usual pattern.

Syntax. Because of going up and down between tiers the syntax looks a little com-
plicated, however the actual formulae should be easily readable. We let L be a set of
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Γ �l A

Γ �γ Al
(Exit)

Γ �γ Al

Γ �l A
(Enter)

Γ �γ (A → B)l

Γ �γ (Al → Bl)
(K)

Γ �γ (¬A)l ↔ ¬(Al)
(DT)

Γ �γ (Al)k ↔ Al
(Flat)

Γ �l A ↔ Al
(Flat-0)

Fig. 1. The transfer rules for Tiered FOL. Note that A and B must be local formulae of l for the
(Exit) and (Enter) rules. (Of course this includes global formulae).

localities. At each locality l ∈ L we have a first order logic with a languageLl as usual.
These generate the strictly local formulae, which we denote by ϕ, ψ, etc. Going up to
the global level (tier 1) we define the basic global formulae as strictly local sentences
tagged by their locality, e.g. ϕl. These are combined as in an ordinary propositional cal-
culus and we denote global formulae by Φ, Ψ , etc. But now we can take these back down
to the local level, where they interact with formulae already there (including strictly lo-
cal formulae). We then take the inductive closure in the usual way, to get the set of local
formulae at that locality.

Thus local formulae and global formulae are inductively defined using a pair of in-
teracting inductive definitions. Notice that although global formulae are local formulae
(for any locality) the reverse is definitely not the case. For example, a strictly local
formula of locality l is not a global formula.

Examples. We assume that the language of locality l has only the predicate letter P ,
and that the locality k has only the predicate letters P1 and P2.

Strictly local formulae: ∀xP (x) in the locality l; (P1(x)→ P2(x)) in the locality k;
and ∃yP2(y) in the locality k.

Global formulae: ∀xP (x)l, ((∀xP (x))l → (∃xP1(x))k), (∃yP2(y))k. Notice that
the localities are superscripts in the global formulae. Each global example is either a
superscripted local sentence or a propositional combination of such sentences.

Local formulae for the locality k: (∀xP (x))l, (P1(x) → P2(x)), and
∃y((∀xP (x))l → P2(y)). The first formula, (∀xP (x))l , is local (even in the local-
ity k) because it is a global formula; the second is local in k because it is a strictly local
formula of k; and the third is local in k, because it is a first order logic combination of a
strictly local (and therefore also local) formula, P2(y), of k and a global (therefore also
local) formula, (∀xP (x))l.

Our axiom system is designed from reflecting on the semantics. The (strictly) local
syntax is simply first order logic in the languageLl for tier 0 and propositional calculus
for tier 1. In addition to these we have the rules in Figure 1 which are essentially due to
Buvač [5]. We read Γ �γ A as “Γ globally proves A”and Γ �l A as “Γ proves A in
the locality l”.

The (Exit) and (Enter) rules allow us to move up and down between the tiers, pro-
vided we appropriately tag or untag the formula. The rules (K) and (DT), in which
we follow Buvač, when used together with the (Exit) and (Enter) rules, ensure that the
propositional connectives commute with moving between the tiers.5 The rule (Flat),

5 If we did not have the (Exit) and (Enter) rules we would be able to have, say, the apparent
inconsistency of having ¬A at the local level and yet Al at the global level.
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see [5], ensures that once a statement has been made in one locality its truth-value is
unchanged when it is taken into another locality. (Flat-0), which is our addition to the
ideas of Buvač, ensures consistency between local and global versions of a statement.
cf. footnote 5 above.

Remark 1. If Ξ is the strictly local theory in the locality l, then we define the lifting of
Ξ to the global tier to be Ξ l = {ϕl : Ξ �l ϕ}.

Lemma 1. 1. If Φ is a global formula, then Γ �γ (Φ↔ Φl) for any locality l.
2. Ξ �l ϕ is equivalent to Ξ l �γ ϕl.
3. If Φ and all formulae in Γ are global formulae, and Γ �l Φ, then Γ �γ Φ.

The proofs of these and all other results may be found in [9].

Theorem 1 (CNF for Global Formulae). Every global formula is provably equivalent
to a conjunction of disjunctions of basic global formulae.

Proof. First show that every global formula is globally provably equivalent to a proposi-
tional combination of basic global formulae, and then, as usual, put this into conjunctive
normal form. ��
Formal Semantics. We first define a strictly local model for a locality l as a model in
the usual first order logic sense, and we denote such models as ml. These are the tier 0
models. Then a model for the global system, or tier 1 model, is a set of such models:
M = {ml : l ∈ L}.

Remark 2 (Overlap requirements). It is possible to have overlaps in the languages at
the different localities. Then we impose the requirement that if two atomic sentences
from different localities, are syntactically identical, then they are semantically identical
also. This will then carry over to more complicated formulae in the usual way.

In order to define global satisfaction we need simultaneously to define local satisfaction,
so we have a double inductive definition. The reader should be warned that the formal
definitions, which may be found in [9] look much more forbidding than they are in
practice. He or she should refer back to the beginning of this section, and here we shall
only give an intuitive picture.

Given a basic global sentence ϕl (which means ϕ is a strictly local sentence of
locality l), then ϕl is (globally) true in M = {ml : l ∈ L}, written M |=γ ϕl, if, and
only if, ml |=l ϕ. In this case we also say ϕl is locally satisfied at l, and we write this
as M |=l ϕl.6

If Φ is a global sentence, then we use the usual rules of propositional calculus to
compute its truth value. This also covers local satisfaction.

This only partly defines global satisfaction, for it only defines it for propositional
combinations of basic global sentences.

It remains to define local satisfaction for local formulae that are not global formulae.
Such formulae may contain free variables from a particular locality. We simply do this
in the obvious way, except that, because global formulae are sentences and have no free

6 There will be no ambiguity, because strictly local satisfaction is not defined for such formulae.
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variables, we can simply use the truth values of any global sentences contained in such
a formula. Thus a local sentence A is locally satisfied in l if, and only if, ml |=l A. We
also use the locutions “A is (strictly locally) true in ml (at l)”, and “ml is a model of
(the sentence) A”.

To determine global satisfaction of a global formula put the formula into conjunctive
normal form by Theorem 1, then determine the truth value of each basic global sub-
formula ϕl by determining the local truth value of ϕ in l. Finally compute the global
truth value from these truth values.

Consistency and Soundness. There are many varieties of consistency: strictly local,
global and local. Happily, because of our rule system they are all essentially equivalent.
For example, we say that a set of global formulae Γ is globally consistent if Γ 
�γ ⊥and
that a set, Γl, of formulae local in l is locally consistent in l if Γl 
�l ⊥. It then follows
that if Σ is a set of strictly local formulae then Σ is strictly locally consistent if, and
only if, it is locally consistent; if Σ is a locally consistent set of local formulae in a
locality l, then Σl = {Al : A ∈ Σ} is globally consistent; and that if Σ is a set of
global formulae, then Σ is globally consistent if, and only if it is locally consistent at
some locality l if, and only if, it is locally consistent for every locality.

We define soundness in the obvious way: A rule Γ, A, B �x C is sound (where x
is γ or l) if, whenever Γ, A and B are satisfied (globally, or locally at l), then so is C,
respectively.

Theorem 2. 1. The axioms and rules for Tiered FOL are both globally sound, and
locally sound for any locality l.

2. The rules and axioms for Tiered FOL are consistent. ��

3 Bridge Axioms and Rules

Having discussed the syntax and semantics of our system, we turn to the concept of
lifting axioms which was introduced by McCarthy and Buvǎc found in [16]. Lift-
ing axioms relate truth in one context to truth in another. McCarthy and Buvǎc use
this term to mean “inferring” or “lifting” truth in one context to truth in another con-
text. An example of this is when two global formulas are related to each other, e.g.:
∃xP (x)k → ∃xQ(x)l, but the connection may also be as complicated as: (∀xP1(x)→
∀yP2(y))k → ((∃zQ1(z)→ (∃wQ2(w))j ∧ ∃vQ3(v))l.

Bouquet and Serafini are advocates of LMS (see Section 1), and in [19] they opt for
the concept of bridge rules. Bridge rules say that an assertion in one context leads to a
conclusion in another context. For example:

(br) From ϕi infer ψj .
They construct these bridge rules as inference rules that lie outside the theories that

operate as the contexts. In LMS’s presentation of its system and in [4] (see their Def-
inition 7), it is depicted as: MS = 〈{Ci = 〈Li, Ωi, Δi〉}, Δbr〉, where Ci is a theory
having Li as a language with axioms in Ωi and its inference rules are in Δi. Finally Δbr

is the set of bridge rules. As can be observed, Δbr is not part of the theory and stands
outside it.
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In the present work, we prefer to use the terms Bridge Axioms and Bridge Rules,
because they are “bridges” relating truth in one context to truth in another context. We
are using this phrase to recall that Tiered Logic was specifically designed to support
navigation among heterogenous knowledge bases, especially ontologies, which may be
viewed as contexts or localities. They are axioms because they are part of the system:
they do not lie outside it.

Our idea of bridging is a cross between worlds–PLC and LMS. Lifting axioms and
bridge rules are easily seen to be special cases of our bridge axioms and rules, respec-
tively. Both may be embedded, and not just simulated, in Tiered Logic. To see this, take
for example PLC: then Γ may be seen as the trivial context i.e., the context where there
are no strictly local formulas at all, only global formulas, i.e. only superscripted formu-
las. Take now LMS; then the bridge rules (br) can simply be added to the global system
as new rules of inference. Indeed, looking at the composition of MS, we may see TLM
as 〈Ci, Γ 〉 except unlike MS, our Γ and Ci interact with one another and are integrated
in the reasoning machinery. Of course, the issue of consistency arises. However, this
issue is not unique to Tiered Logic alone, but it is common to any system, be it PLC or
LMS, etc. Consistency checking is a standard process necessary in the use of any logic
system so this is expected and should not surprise us.

When, as in LMS, bridge rules are outside the system, independently existing rea-
soning engines will usually have to be modified and expanded to accommodate these
rules. With Tiered Logic, the global system employs a labelling mechanism and so min-
imal changes to existing reasoning engines are required for the Tiered Logic system to
work.

When we turn to description logic, suppose we have concepts, C and D, in localities
k and l, respectively, then, our version of the rules in [3] would mean we would write
Ck � Dl which corresponds to the informal sentence ∀x(Ck(x)→ Dl(x)). However,
we cannot model this directly in our system.7 Nevertheless we can certainly imitate the
intent of Borgida and Serafini by adding rules of the form: For all constants c common
to localities k and l

Γ �γ Dl(c)

Γ �γ Ck(c)

However, our system admits very powerful rules. For example, we can have rules that
depend on not just one locality influencing another, but more than one. We can have
bridge axioms of the form ϕk ∧ ψl → χm or bridge rules of the form

Γ �γ ϕl Γ �γ ψk

Γ �γ χm

or with even more premises. Further examples of bridge axioms involving quantification
are: ∀xP (x)k → ∃xQ(x)l, and
(∀xP1(x)→ ∀yP2(y))k → ((∃zQ1(z)→ ∀wQ2(w) ∧ ∃vQ3(v))l.

7 For an implementation of our scheme using description logic see the first author’s forthcoming
thesis [8].
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Completeness and Decidability. In order to prove the completeness of our system
under the tier scheme, we follow the technique of Leon Henkin [13]. Given a set, Γ ,
of consistent global formulae, we extend this to a maximal consistent set, Γ∞, and
show this has a model.8 The main difference from the classical scheme is that we make
maximal consistent sets of sentences both at the global level, Γ∞, and at each locality.9

Now consider the strictly local sentences in (Γ∞)l = {ϕ : ϕl ∈ Γ∞}. These include
the atomic (strictly) local sentences and it is just these that are used, in the standard
Henkin way, to build a local model, ml. Then we collect these into M = {ml : l ∈ L}
as a global model for Γ∞.

The only unusual part is to show that each (Γ∞)l is maximal consistent. Consistency
has been treated above, so suppose A is a local sentence of l and A is not in (Γ∞)l.
Then we cannot have Al in Γ∞ by (Enter) and (Exit). Hence ¬(Al) is in Γ∞, and
by rule (DT), (¬A)l is in in Γ∞. Finally by (Enter), ¬A is in (Γ∞)l. The rest of the
Henkin style completeness proof follows as before.

Theorem 3 (Completeness). The system of rules and axioms for Tiered FOL is com-
plete (both locally and globally).

For decidablility we restrict ourselves to systems in which the first order logics in every
locality are decidable and there is only a finite number of localities in our system.

Theorem 4. If 1. the global system has only a finite number of localities and the strictly
local theories at each locality are decidable, and 2. there is a finite number of bridge
axioms and rules, them the global system is decidable.

Proof. To decide whether

Γ �γ

∧
{Ξ l : l is a locality} → Φ

express the sentence as a propositional combination of basic global sentences.10 Now
use the truth values of these basic global sentences to compute the value of the sentence.

4 CASL

In the previous part of the paper there was no direct interaction between localities except
in the presence of bridge axioms or rules, or overlapping languages (cf. Remark 2).
There are other possibilities dealing with structured localities [10]. Here we consider
algebraic specifications as the localities and build new specifications from old ones.

Each locality l will now be a specification described in a language such as CASL
[6,2]. There is no necessity for these specifications to be finite but in practice we would
expect them to be so.

8 The restriction to global formulae is merely for convenience. Replace local formulae Δ in a
locality l by the set of global formulae {ϕl : ϕ ∈ Δ} and use the rules (Enter) and (Exit).

9 The proof is as usual except that we have to ensure consistency across localities. This is ensured
by the model commonality requirement, see Remark 2 above.

10 See Remark 1 for the definition of Ξ l.



Tiered Logic for Agents in Contexts 199

CASL stands for “Common Algebraic Specification Language”, see [6,2]. It was
designed by the Common Framework Initiative (CoFI) for algebraic specification and
development. It is a tool for specifying the modular and functional requirements of
software, and has first order logic as its base language and as such it may be used for
for tier 0. A good overview of CASL from an applied logic standpoint may be found
in [18] but we give a very brief review of CASL here. From an ontology point of view,
there is a strong reason to use CASL-type languages as ontology languages, primarily
because the operations provided by CASL flow over to the operations one might want
to do to ontologies, e.g. translate one to another (with operation), combine them (and
operation), hide some parts (hide operation), or extend them (then operation).

CASL builds other specifications from basic specifications. A basic specification is
an ordinary first order many-sorted logic of the form SP = < Σ, Ax >, where Σ
is the signature which comprises sorts, functions and predicates, Ax is a set of axiom
formulae whose members come from the set of well formed formulae of SP. Models for
CASL specifications are ordinary many-sorted models for first order logic. We denote
the set of models of SP by Mod(SP).

CASL Algebraic Operations. CASL provides algebraic operations for building speci-
fications. One starts with basic specifications and then uses the operations of translation,
union, extension and hiding, which we briefly describe below. We use the architectural
specifications of CASL so that we preserve the categorical structuring of the set of
specifications. In practice this means that we have no problems of clashes of names.

When one views a CASL specification as a description of a theory i.e. a locality
or ontology [15], then we readily have ontology operations at our finger tips. The op-
erations that may be performed on CASL specifications are defined by specification
expressions in CASL literature.

Structured specifications are ways of combining basic specifications. Fuller details
of all our constructions may be found in the CASL Manual [6] or [18].

Translation is simply the renaming of constants, predicates and functions in a spec-
ification. Formally a translation is the inductive closure of a symbol mapping ρ, which
maps the symbols of SP to another specification, preserving sorts, etc..11 This is written
in CASL as SP with ρ.

In CASL the union of two specifications (possibly with some amalgamation) is
achieved in such a way that the union specification is a conservative extension of the
two given specifications12 and, moreover, the models of the union are always such that
they have reducts that are models of the originally given specifications, see e.g. [18]
or [7].

Formally we proceed as follows. The amalgamated union of two specifications, writ-
ten SP 1 and SP 2 is defined as the pushout in the following diagram.

11 If symbols are in SP but not in the domain of ρ we make the convention that they are left
unchanged. However, we also insist that this is done in such a way that there is no clash of
names.

12 I.e. no new sentences in the language of either specification are provable from the theory of
the union specification.
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SP
i1

� SP 1

SP 2

i2

� inr
� SP 1 and SP 2

inl

�

Extensions are defined in a very similar way to unions except that we can extend by
a partial specification. The extension of SP by SP EXT is denoted as SP then SP EXT

For examples, see [18].
Hiding may perhaps be regarded as an opposite of taking extensions. Given a SP

and a symbol list SL, the operation SP hide SL cuts down the signature of SP to
SP hide SL which is that of SP omitting the symbol list SL. The models of SP hide SL
are Mod(SP hide SL) = {m|σ : m ∈ Mod(SP)} where σ is the signature of SP hide
SL, see [18].

5 The Tiered CASL System

Syntax. We use architectural specifications as localities and we recall that a specifica-
tion has a language inside it and this we designate as the “local language”. We then
follow the same model as before (see Section 2). In Tiered CASL, the strictly local
formulae are simply first order formulae in the syntax of the locality SP. Basic global
formulae are strictly local sentences annotated by superscripts that are specification
names. Thus a strictly local sentence, ϕ, is lifted to the global level as a basic global
sentence ϕSP. Local formulae in a specification (locality) SP are the inductive closure
of the strictly local formulae and the global formulae.

Examples: We assume that the language of locality SP 1 has only the predicate letter
P , that the locality SP 2 has only the predicate letters P1 and P2, and that locality SP 3
has only the predicate letter Q.

Strictly local formulae: ∀x : s • P (x) in the locality SP 1 and ∀x : s • P (x) in
the locality SP 1 and SP 2; ∀x : s • (P1(x) → P2(x)) in the locality SP 2; and ∃y :
s • P2(y) in the locality SP 1.

Global formulae: (∀x : s • P (x))SP 1, and
((∀x : s • P (x))SP 1 and SP 2 → (∃x : s • P1(x))SP 2), (∃y : s • P2(y))SP 2.

Local formulae for the locality SP 2:
(∀x : s•P (x))SP 1, ∀x : s• (P1(x)→ P2(x)), ∃y : s• ((∀x : s•P (x))SP 1 → P2(y)),
(∀x : s • P (x))SP 1 → (∀x : s •Q(x))SP 3 and [(∀x : s • P (x))SP 1]SP 3.

The first formula, (∀x : s • P (x))SP 1 is local (even in the locality SP 2) because it
is a global formula; the second is local in SP 2 because it is a strictly local formula of
SP 2; and the third is local in SP 2, because it is a first order logic combination of a
strictly local (and therefore also local) formula, P2(y), of SP 2, and a global (therefore
also local) formula, (∀x : s•P (x))SP 1. The fourth is a mixture of global formulas from
SP 1 and SP 3. The last one is a local formula for it is derived from a global formula.

Examples of bridge axioms: (∀x : s•P (x))SP 1 → (∀x : s•Q(x))SP 3, (P (a))SP 1 →
(Q(b))SP 3, and (∃x : s • P (x))SP 1 ↔ (∃x : s •Q(x))SP 3.
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We define derivations as before using the same schemata, but add rules for structured
specifications, viz., the rules of the global system Tiered CASL are given by first order
logic at the local level and propositional calculus at the global level with the slightly
modified transfer rules in Figure 2, and the structural rules in Figure 3.

Consistency, strictly local, global and local is defined exactly as above in Section 2,
and as before we assume that all of the basic specifications, SP, in our system are con-
sistent.13

Γ �γ ASP

Γ, SP �λ A
(Enter)

Γ, SP �λ A

Γ �γ ASP
(Exit)

provided A is a local SP formula and Γ is a set of global formulae.

Fig. 2. The transfer rules for Tiered CASL: going from global to local and vice versa

Γ �γ ASP

ρ(Γ ) �γ ρ(A)SP with ρ
(trans)

If SL is any symbol list
Γ �γ ASP

Γ �γ ASP hide SL
(hide)

provided the signature of {A} ∪ SP does not contain SL.

Γ �γ ASP 1

Γ �γ inl(A)SP 1 & SP 2
(union1)

Γ �γ ASP 2

Γ �γ inr(A)SP 1 & SP 2
(union2)

Γ �γ ASP 1

Γ �γ inl(A)SP 1 then SP EXT
(ext1)

Γ �γ ASP EXT

Γ �γ inr(A)SP 1 then SP EXT
(ext2)

Fig. 3. The structural rules involving specifications

Semantics. Again we define the semantics of our system, strictly local, global and local,
exactly as in Section 2, except that the models we are now considering are many-sorted.
Global models M will now be sets of models mSP such that SP is a specification in our
system. However, because of the structural rules of Figure 3, such a global model M
must also include models for all the specifications constructed from the basic specifica-
tions using translation, union, extensions and hiding.

The soundness of Tiered CASL is proved as before, except that we also have to
consider the structural rules and the specifications that can be constructed from the
basic ones. We take (union1) as an example.

Assume M |=γ ASP 1 , then the local model mSP 1 in M is such that mSP 1 |=λ A.
Let mSP 2 be any model of SP 2. Then the amalgamated union of mSP 1 and mSP 2

is a model of inl(A). Since this is true for all such pairs of models we have Γ |=γ

inl(A)SP 1 & SP 2. The other cases are similar.

13 The categorical nature of the construction of the non-basic specifications guarantees that all of
the specifications constructed are consistent (provided the basic ones are!).
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The initial idea of the completeness proof was inspired by that in Section 3. However,
because changes in basic specifications cause changes in any structural specification
constructed from them, we have to modify our strategy.

First recall that localities (i.e. specifications) may be built from other localities, so
when we add witnesses to each basic specification, SP to get a new basic specification
SP+, this expands the specification at that locality in a trivial way, but it carrries over
to constructed specifications, so that for SP 1 and SP 2 we now have extensions SP 1+
and SP 2+, to which we further add new constants to obtain (SP 1+ and SP 2+)+.
Similarly for specifications using the other operations of Section 4: extension, hiding
and translation.

In the procedure leading to the construction of the model, the cases for the basic sets
of rules go as before. We give just one example for the structural rules.

(union1) Assume that ASP 1+ ∈ Γ∞. We now test if inl(A)(SP 1+ & SP 2+)+ ∈ Γ∞.
Suppose not, then we have ¬(inl(A)(SP 1+ & SP 2+)+) ∈ Γ∞ by maximality. There-
fore inl(¬A)(SP 1+ & SP 2+)+ ∈ Γ∞ since negation commutes with the locality, by rules
(DT) and (K), and also commutes with inl by the definition of inl. But then by (hide)
inl(¬A)inl(SP 1+) ∈ Γ∞ and (¬A)SP 1+ ∈ Γ∞ by (trans) using the (partial) inverse of
inl. Finally using (DT) once more ¬(ASP 1+) ∈ Γ∞ which is a contradiction. ��

Now, for each specification SP+ we construct a local model mSP+ (which will au-
tomatically give a model for SP) as in Section 3, and then the global model is M =
{mSP+ : SP is a specification}.

Theorem 5 (Completeness of Tiered CASL). The system of rules and axioms for
Tiered CASL is complete (both locally and globally), i.e. if, for every global model
M and every global sentence Φ we have M |=γ Φ ↔ �γ Φ, and similarly for local
sentences for each specification.

6 Future Work

We have described a scheme that provides for global communication between agents in
different localities, possibly with different logics, but certainly with different languages.
In doing so we have allowed one locality to influence another by bridge axioms and
bridge rules. The new range of bridging allows for much more complex interactions
than those in e.g. [11] and [3], since two (or more) localities may affect what happens
in another locality.14 Further, the lifting axioms of [16] and the bridge rules of [11] (and
cf. also [4]) are expressible within our systems and do not need to be extraneous as they
were in that earlier work.

We have proved completeness and consistency results for a basic system, Tiered
First Order Logic, and also for a system, Tiered CASL, which allows the localities to
be structured specifications in CASL.

For a practical implementation of our scheme we have built software where the local
logic is PROLOG and the global logic is propositional calculus.

14 In the thesis of the first author [8] the bridge rules based on [11] and [3] have been directly
simulated, but also strengthened in a description logic context.



Tiered Logic for Agents in Contexts 203

There remains one general area that particularly requires further investigation. How
do we do quantification at the global level? Quantification over localities was developed
in [5], and we see no difficulty in extending our work in that direction. However we
would like to imitate Borgida’s Ck � Dl directly , but it does not seem to make sense
to write ∀x(C(x)k → D(x)l) since some elements in locality k may not be in locality
l. So we remain like the ancient Chinese mathematician, Liú Huı̄ (see p. 74 of [14]),
“. . . not daring to guess, [we] wait for a capable person to solve it.”
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Abstract. Ambient Intelligence is an interesting research application area for
Multi-agent Systems, in general, and for Agent-oriented Software Engineering,
in particular. In this paper, we focus on the methodological support that agent-
oriented methodologies can provide to such kind of systems: we discuss Home-
Manager, an application for the control of an intelligent home designed through
the SODA agent-oriented methodology. There, the house is seen as an intelligent
environment made of independent, distributed devices, each equipped with an
agent to support the user’s goals and tasks.

1 Introduction

The concept of Ambient Intelligence (AmI) introduces a vision of the Information Soci-
ety where the emphasis is on greater user-friendliness, more efficient services support,
user-empowerment, and support for human interaction [1]. In this scenario, an “intelli-
gent environment” is a space that contains myriad devices that work together to provide
users access to information and services [2,3]. So, people are surrounded by intelli-
gent intuitive interfaces that are embedded in all kinds of objects and an environment
that is capable of recognising and responding to the presence of different individu-
als in a seamless, unobtrusive and often invisible way. As noted in [4], AmI implies
several challenges concerning the world of physical resources (sensors, actuators), the
existence of many forms of task or goal interactions, a natural physical and functional
distribution of control, a requirement for actions to be taken in given time intervals, and
the integration of potentially conflicting preference specifications.

Other features include (i) the adoption of suitable coordination models to manage
the physical resources, (ii) the support for the security techniques – access control, in-
trusion detection, etc. –, (iii) the support for richer interactions with the users, and (iv) a
deeper understanding of the structure of the physical space. Due to these requirements,
autonomy, distribution, adaptation and proactiveness emerge as key features of the enti-
ties populating the intelligent environment [5]. Such features naturally lead to consider
agents and Multi-Agent Systems (MASs) as effective metaphors for system design and
implementation in AmI scenarios [6].
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Several works exploiting MASs in the context of home intelligence (or smart home)
– an AmI specific scenario – can be found in the literature—among these, IHome [4],
C@sa [5] and MavHome [7]. There, the house is seen as a MAS where agents perceive
the environment by means of sensors, and act upon it by means of actuators. However,
these works mainly present the application from the implementation viewpoint, provid-
ing only few guidelines from the methodological viewpoint: so, the underlying process
guiding designers from the requirements analysis to the design choices – in particular,
to select an architecture among all the possible ones – is somehow hidden and difficult
to understand.

In this paper we adopt a different approach, focussing specifically on the system
design process. In particular, we discuss how SODA [8], an agent-oriented software
engineering (AOSE) methodology, can support the analysis and design of HomeM-
anager, an agent-based application for the control of an intelligent home. Section 2
presents our reference scenario and discusses its main requirements, while Section 3
is devoted to the analysis, the design and an outline of the first prototype of HomeM-
anager. Discussion and comparison with some relevant related work are reported in
Section 4. Conclusions and future work follow in Section 5.

2 Scenario

We consider a home automation application, whose goals are limiting the overall energy
consumption while supporting people’s activities inside the house [9]. The application
is supposed to mediate between the desire for higher comfort and the service cost, re-
specting both technical constraints and users’ specifications; it should also be control-
lable both locally and remotely – e.g. via short messages on PDAs or mobile phones –
in a transparent way.

Two basic user categories can be identified: people stably living in the house, and
visitors. The latter cannot operate on the system, but should be enabled to exploit some
support functionalities. Inhabitants, instead, may have different authorisation levels. So,
at least three user types can be identified:

– administrators can specify the management policies of any all the systems aspects,
and decide (other) users’ privileges;

– standard users can express their preferences and give commands via SMS, but
cannot act on power consumption nor can they change the privilege level of other
users;

– visitors are occasional, unregistered users, which can only receive basic assistance.

All users can specify their preferences about the available devices—e.g. the desired
temperature in a given room, the automatic switch-on of TV when entering the room,
etc.; the system should do its best to meet such requirements, adopting suitable criteria
to solve possible conflicts. For instance, different priorities could be assigned to dif-
ferent users based on temporal precedence (i.e., who asked first), or following ad-hoc
policies imposed by administrators (e.g., a hi-fi stereo and a TV set cannot be switched
on in the same room at the same time). The resulting plan will take care both on users’
preferences and policies, and power consumption policies: for the sake of simplicity we



HomeManager: Testing Agent-Oriented Software Engineering in Home Intelligence 207

assume that administrators can choose whether to specify either the maximum power
consumption allowed, or the period of the day where to concentrate most of the power
consumption. Of course, many other strategies could be devised, without affecting the
structure of the envisioned scenario.

2.1 Problem Analysis

The environment to be controlled is a family house: its rooms are supposedly pro-
vided with input/output sensors for identifying each (registered) user upon entry/exit
into/from that room, via suitable identification techniques; unrecognised users should
be offered the chance to identify explicitly via suitable system terminals. If they re-
main unidentified, they should be treated as visitors, with only a minimal set of actions
allowed (such as, for instance, turning on/off the room light or the radio). These as-
sumptions make it possible to know the exact position of each user at any time, which
is needed for the system to perform correctly (e.g., to turn on the radio or TV in the
right room).

Given that the house is a private building, we choose not to limit the number of
people that can stay in a room at any time, and to leave free access to any room even
without identification: the idea behind this assumption is that the system should assist
its users in a constructive and pro-active way, rather than complicating their life with
annoying constraints. This choice does not affect generality, since adding further secu-
rity requirements has no impact on the other system requirements—specifically, on the
user preferences and on the system planning choices.

As outlined in the requirements, the system should support users in three ways:

– satisfying the users’ requests whenever possible, and trying to anticipate their needs
by suitably pre-programming the available devices according to their preferences
(e.g. room temperature);

– allowing users to give commands both directly and remotely, via short messages;
– minimising the house total power consumption.

Of course, several kinds of conflicts could arise: different users might express conflict-
ing desires (for instance, one might want to turn on the heater, another the air condi-
tioner), or their requests might involve more power than it is actually available. The
conflict resolution policy is to be determined by administrators, and should be able to
define priorities in a clear way. In this case, it should at least:

– decide whether to keep into higher consideration either the power consumption or
the user requests;

– give different priorities to the different users—for instance, assigning higher prior-
ity to the (more tired) family member who comes back home later from work;

– keep into account the temporal order of users’ requests;
– allow the system to postpone some non-critical activities when needed—for in-

stance, in order to keep the overall power below the limit.

In order to carry out its management policy, the system must obviously operate on the
available devices—to turn them on/off, adjust their parameters, etc; our hypothesis is
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that such devices are never accessed directly, but, by asking them to perform some
services via some suitable interaction protocol. Each device is supposed to handle its
low-level details, so that the higher-level coordination system needs not be aware of
them, also enhancing scalability.

2.2 SODA

SODA (Societies in Open and Distributed Agent spaces) [10,11] is an agent-oriented
methodology for the analysis and design of agent-based systems, which adopts the
Agents & Artifacts (A&A) meta-model [12] and introduces layering as the main tool for
scaling with the system complexity, applied throughout the analysis and design process
[13].

The SODA abstractions (explained below) are logically divided into three categories:
i) the abstractions for modelling/designing the system active part (task, role, agent,
etc.); ii) the abstractions for the reactive part (function, resource, artifact, etc.); and iii)
the abstractions for interaction and organisational rules (relation, dependency, interac-
tion, rule, etc.). Moreover, the SODA process is organised in two phases, structured in
two sub-phases: the Analysis phase, which includes the Requirements Analysis and the
Analysis steps, and the Design phase, including the Architectural Design and the De-
tailed Design steps. Each sub-phase models (designs) the system exploiting a subset of
SODA abstractions: in particular, each subset always includes at least one abstraction
for each of the above categories – that is, at least one abstraction for the system active
part, one for the reactive part, and another for interaction and organisational rules.

Figure 1 shows an overview of the methodology structure: as we will show in the
case study (Section 3), each step is technically described as a set of relational tables
(listed in Figure 1 for completeness).

3 Home Manager

In this section we present the analysis (Subsection 3.1), the design (Subsection 3.2) and
the first prototype (Subsection 3.3) of HomeManager. Due to the obvious limitations
in space, only a few tables are actually reported in the article.

3.1 Analysis

Requirements Analysis. The first SODA step is the Requirements Analysis, where
the system requirements and the world of the legacy systems are identified. Figure 2
shows the system requirements at the core layer – SODA supports a layering prin-
ciple: a system can be seen at different levels of detail – so that only three coarse-
grained requirements are present, one for each “macro” category identified: namely
users, plans/policies, and devices. The legacy systems devised out are the devices placed
in the rooms: each is in some relation with the three requirements above. This coupled
relationship between requirements and legacy systems is tied to the particular kind of
system, as in the home automation scenario the devices represents a very important
portion of the system to be controlled.
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Transitions
Tables

Requirements
Analysis Analysis

References
Tables

Requirements Tables

Domain Tables

Relations Tables
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Dependencies Tables
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Design

Mapping
Tables

Entities Tables

Interaction Tables

Topological Tables

Agent/Society  Design Tables

Environment Design Tables

Constraints Tables Interaction Design Tables

Topological Design Tables

Design

Fig. 1. An overview of the SODA process

Requirement Description
Users management management of the user data

and preferences
Plans management management of the plan

Devices management management of the devices

Fig. 2. Requirement table

Analysis. The transition between Requirements Analysis and Analysis is expressed
by the References Tables: as an example, Figure 3 reports the mapping between the
requirements and the tasks they generate. Even though such tasks are more fine-grained
than requirements, they are still represented at a high level of abstraction, so they could
be in-zoomed in a more detailed layer.

Requirement Task
Users Management show data, show preferences,

update preference, add user,
canc user, update user

Plans Management show plane, show policy,
load policy, accomplish policy,
elaborate plan, execute plan,
detect conflict, solve conflict,
check request, check activity

Devices Management show status, add device,
remove device, check people

Fig. 3. Reference Requirement-Task table

During the Analysis step also the environmental functions that derive both from re-
quirements and legacy-systems and from the topological structure of the environment
are individuated. This latter is already identified by both the physical structure of the
controlled house and the position of the devices inside the rooms. In this step the de-
pendencies among the tasks and functions are devised out, too. These relationships are
exploited to determine the interaction spaces of the entities, the rules that govern inter-
actions, and the related social aspects like organisation management, coordination and
system security.
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The reason why dependencies are derived from requirements, legacy systems and
topology is that some access control rules are often expressed implicitly as topological
“requirements”—as for instance in “The double room has a private bathroom”. If we
analyse such a requirement, we see that there are two connected rooms – a double room
and a bathroom – that represent a portion of the environment structure, and recognise
a clear, yet implicit, access control rule: “only the people allowed to enter the double
room can access the bathroom”. In turn, this can be seen as a prohibition for visitors
to enter the bathroom, leading to an access control rule like “the role Visitor is not
allowed to enter in the double room bathroom”, ready to be translated into an RBAC
(Role-Based Access Control) [14] rule.

Coordination plays a key role in this kind of applications, because the right “im-
plementation” of the plan derives from the coordination of the different entities that
mediate between the users preferences and the limitation of the energy consumption.
The next subsection focuses on the design of such rules.

3.2 Design

Architectural Design. During the Architectural Design, the system is designed in
terms of roles, resources, actions, operations, interactions, rules and spaces. These en-
tities derive form the abstractions outlined in the previous step: roles are responsible
for the achievement of tasks by executing actions, while resources offer the functions
outlined in the previous step by providing the corresponding operations. Typically the
task-role and function-resource mappings are not one-to-one, as a role/resource is able
to complete/accomplish several different tasks/functions. For example, the role “Prefer-
ence Manager” is responsible for the “show preference” and “update preference” (Fig-
ure 3) tasks. The SODA spaces are easily derived from the topology, and map one-to-
one the physical rooms that compose the controlled house.

As noted in the Analysis, the core of the system is the coordination among the enti-
ties, which is captured by the SODA abstract entities “interactions” and “rules” derived
from the dependencies. So, in order to design such aspects, a reference model for co-
ordination [15] has to be chosen. Given the intrinsic features of this application, where
a multiplicity of user preferences have to be considered altogether, prioritised and en-
forced at any time, while users enter/exit the house rooms, an approach based on me-
diated interaction seems more suitable than, for instance, a bid-based approach. In fact,
mediated interaction makes it possible to delegate the coordination medium for policy
store and enforcement, thus reducing the time needed to enforce the policy, and freeing
roles from taking care of the coordination burden. Also, any policy change affects only
a specific place, with no impact on roles—and therefore transparently with respect to
them.

This model leads to design interactions as if no policies exist, delegating their en-
forcement and the access control to the design of the coordination laws expressed by
the SODA rules. More concretely, if a user asks HomeManager to switch on the dish-
washer, the request is managed by the role designed for achieving this task (“request
dispatcher”) by sending the request to the “dishwasher manager” role. Such a delivery,
however, is not performed directly: rather, it is managed by a coordination medium,
that is supposed to react according to the policy and thus dispatching the request to the
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dishwasher manager or send a notification to the request dispatcher if the action is not
allowed by the policy (for instance, if the energy consumption is close to the top limit—
see the “MaxEnergy Rule” in Figure 4). The coordination medium is “transparent” for
request dispatcher and dishwasher manager, as it represents a sort of “infrastructure
layer” not directly perceived by roles.

For space reasons, Figure 4 shows only an excerpt of the Rule table that lists and
describes all rules—namely, some representative rules for each “macro category”. So,
the first block includes the rules devoted to the general house policy – energy consump-
tion and users priority –, the second represents the rules concerning the use of devices,
while the third block lists the access control rules.

Rule Description
MaxEnergy Rule The electrical power

cannot exceed 3 KW
Priority Rule The preferences of the

priority user have to be
satisfied

Default Rule Turn on lights when Visitor
goes inside room

Heating Rule Heating is more priority
then other devices

Visitor Rule Visitor cannot access
to the system

Role Rule User cannot modify
its role

User Rule User can modify only
its data and preferences

. . . . . .

Fig. 4. Rule table

Moving from Architectural Design to Detailed Design, the engineer should now op-
erate a carving operation, so as to choose the most adequate representation level for
each architectural entity: this leads to depict one (detailed) design from the several po-
tential alternatives outlined by the layering. In our case, since the core layer is placed at
a high level of abstraction, and no in-zoom operation is present, the carving operation is
simply not necessary, and the core layer becomes the only layer of the Detailed Design.

Detailed Design. Detailed Design is expressed in terms of agents, agent societies,
composition, artifacts, aggregates and workspaces for the abstract entities; interactions,
in their turn, are expressed by means of concepts such as uses, manifests, speaks to and
links to.

In HomeManager, agents play the roles individuated in the previous step, while re-
sources are mapped onto suitable environmental artifacts—a kind of artifact [16] aimed
at wrapping the physical devices that constitute the MAS external environment, or re-
alising functions derived by requirements but not available in the external environment.
Since the design level is very abstract, we devise out just one agent society. More-
over, spaces and their connections are then mapped one-to-one onto workspaces and



212 A. Molesini, E. Denti, and A. Omicini

the respective workspace connections. Interactions are mapped onto different detailed
abstractions in order to capture the different “nature” of the interaction itself: more pre-
cisely, agent-to-agent interaction is mapped onto speaks to, agent-to-artifact onto uses,
artifact-to-agent onto manifests, and artifact-to-artifact onto links to.

In addition, in SODA each agent is associated to an individual artifact [16] that han-
dles the interaction of a single agent within a MAS, and is used to shape of admissible
interactions of MAS agents. Such individual artifacts play an essential role in engi-
neering both organisational and security concerns: in fact, access control rules (third
block of rules in Figure 4) are mapped precisely onto agents’ individual artifacts. The
rules in the first and second block are mapped onto social artifacts [16], as they rule the
social interactions—even though indirectly, since they technically mediate interactions
between individual, environmental, and possibly other social artifacts.

Social artifacts in SODA play the role of the coordination artifacts – i.e., coordina-
tion media – that embody the rules around which agent societies are built. Among the
possible different social artifacts “organisations” (discussed in Section 4), we choose
the one where each workspace is associated to a social artifact that rules the agents and
the devices inside a room so as to manage the user priorities and control the access to
the devices. We also easily individuate an aggregate of such social artifacts that can
“enforce” the global rules of the house—like, for example, the “MaxEnergy Rule” in
Figure 4. Figure 5 shows only an excerpt of the Artifact-UsageInterface table, which
actually lists all the operations provided by each artifact in detail.

Artifact Usage Interface
Room receive command

manager send command
send notification

set policy, get policy
get plan, get user. . .

Home set homepolicy, get homepolicy
manager send command

get homeplan, get userpos. . .
Device switch on

manager switch off. . .
. . . . . .

Fig. 5. Artifact-UsageInterface table

As mentioned above, this is a simplified version of the system we actually designed
and implemented (Subsection 3.3). In fact, in a real scenario, each room should be ex-
pected to contain a multitude of agents and devices, which could not be reasonably
managed by a single social artifact for obvious performance and reliability reasons—
preventing bottlenecks, avoiding delays in the system responses, etc. So, the social ar-
tifact should rather be seen as an abstract view of an aggregate of other social artifacts,
each enforcing some given kind of rules.

3.3 Prototype

Following the above analysis and design process, we realised a prototype simulator
[9] for HomeManager based on the TuCSoN infrastructure [17,18]. TuCSoN is well
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Fig. 6. The HomeManager main window

suited for this kind of application, since it provides “tuple centres” as coordination me-
dia, which allow a one-to-one map with the SODA social artifacts. In short, a tuple cen-
tre is a tuple space enhanced with behaviour specification: it is still perceived by agents
as a standard tuple space [19], but its behaviour can be specified by suitable coordina-
tion laws. Since the behaviour specification of TuCSoN tuple centres is expressed in
the ReSpecT language [12], the SODA rules enforced by the social artifacts take the
form of suitable ReSpecT reactions.

In our prototype we simulated the control of a house as composed of four rooms:
the main entrance, the dining room, the bedroom and the bathroom (Figure 6). Each
room has several devices, like a washing machine in the bathroom, a hi-fi and a tv set
in the dining room, another tv set in the bedroom, as well as various devices for light
management. The main interface (Figure 6) is organised in three areas [9]: the login
area (top-left) where users authenticate and modify the HomeManager parameters;
the view-house area (bottom-left) which reports the map of the house (in the left side)
and the current position of the people inside the house (right side): this information,
highlighted in the figure by the red rectangle, is currently expressed as a textual de-
scription, but will be reported directly on the map in a future version; finally, the system
activities area (right side) shows both the activities of the system and the messages sent
by each device when working.

So, for instance, when an (authorised) user goes into the dining room, HomeMan-
ager reacts by signalling the presence of the user in the room, turning on the light
if necessary, and applying the user’s preferences – temperature, devices turned on/off
– to that room. If there are two or more people inside the same room with different
preferences, HomeManager reacts according to the preferences of the most impor-
tant (priority) user balancing her/his preference with the energy consumption. A simple



214 A. Molesini, E. Denti, and A. Omicini

(a) (b)

(c) (d)

Fig. 7. Some screenshots of HomeManager: a) policy-management interface, b) profile-
management interface, c) command interface and d) current-policy interface

default policy is applied to visitors (users with no profile), which just switches the light
on/off when he/she enters the room, as no assumptions can be made about the visitor’s
preferences.

Figure 7 shows four further views of HomeManager. View (a) shows a screenshot
of the policy-management interface: for each room, the GUI reports the temperature, the
state of the lights and of the other room devices. View (b) shows the profile-management
interface: there, each user can change his/her profile and preferences about the temper-
ature and devices. However, he/she cannot change his/her role in the house, as this op-
eration is reserved to administrators. The screenshot in view (c) is about the command
interface: the authorised user operates on the system by choosing the room and the de-
vice (first two rows), and then issuing the desired command. HomeManager replies
by starting a new action plan for the room where the device is placed. The GUI in view
(d) shows the current policy for the selected room: in particular, the GUI reports the
current temperature mode, the maximum priority user, the current priority factor and
the current max energy consumption.

4 Discussion

The intelligent home scenario represents a good application domain for testing the MAS
approach in general and the agent-oriented methodologies in particular. In fact, this
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scenario introduces several different challenges from the methodology viewpoint, such
as, for instance, the management of the security aspects and the energy consumptions
limitation, that should be balanced with the system fast reaction and user’s comfort,
wellness and entertainment.

In order to obtain the best balancing among these requirements, the methodology
should support the design of suitable coordination models so that the agents can col-
laborate and fulfil the house control task. As highlighted in Subsection 3.2, mediated
coordination seems the best solution for this kind of application. This choice leads to
structure the design of interactions and coordination rules in a specific way, yet without
imposing any specific “architecture” for the system. In particular, the model considers
a “coordination medium”, but makes no hypotheses on the entities that should “imple-
ment” this role.

In SODA the coordination rules are naturally mapped onto social artifacts, so the
coordination artifacts are delegated to enforce the coordination rules; in IHome [4], in-
stead, the centrally-managed resources (IHome also considers decentralised resources)
are controlled by an “agentified” coordination medium. Coordination is managed by
agents also in Cas@ [5] and Intelligent Room [3].

Even though both approaches present strengths and drawbacks, from the design-for-
change perspective delegating coordination to a coordination artifact seems a better
choice, as it leads to encapsulate a coordination service in a specific entity, allowing
user agents to abstract from how the service is implemented. As such, a coordination
artifact is perceived as an individual entity, but can be actually distributed on different
nodes of the MAS infrastructure, depending on its specific model and implementation
[20]. In addition, coordination artifacts are meant to support coordination in open agent
systems, characterised by unpredictable events and dynamism. For this purpose, they
have to support a specific form of artifact malleability—namely, they should allow their
coordinating behaviour to be adapted and changed both by engineers (humans) willing
to sustain the MAS behaviour, and by agents responsible for managing the coordination
artifact. So, coordination artifacts can be seen as engineering abstractions for designing,
building and supporting at runtime coordination in agent societies, suitably instrument-
ing their dynamic working environment [20].

Of course, one may also adopt agents working so as to mimic coordination media,
but such an approach seems less flexible in this context, for a change in a house policy
would imply a modification of the coordination rules and probably also of the coordina-
tion protocols between the coordinator agent and the coordinated agents, spreading the
impact of the change nearly everywhere. Instead, a coordination artifact helps keeping
such changes inherently encapsulated.

With respect to the choice of the social artifact “organisation”, it should be noted
that the design solution mentioned in Subsection 3.2 is not the only possible. In fact, we
exploited a social artifact – or an aggregate of social artifacts – as the room manager, so
that all the room managers form an aggregate that coordinates the whole house: how-
ever, a different architecture, not-so-tied to the physical environment structure, could
also be possible. For instance, an organisation based on the system functionalities could
be based on a social artifact devoted to coordinate the entertainment devices – tv set,
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hi-fi, . . . –, another for heating and air conditioning, a third one for lights, etc.—all
forming an aggregate to coordinate the whole house.

Currently, we do not have enough experimental results convincing us to prefer an
architecture to another. We chose the first – a social artifact manager for each room –
for the prototype mainly because it naturally bounds the “scope” of each social artifact
to the physical structure of the environment, making it easier to define the coordination
rules holding inside each room.

5 Conclusions and Future Work

HomeManager is an agent-based application for controlling an intelligent home. We
discussed its analysis and design with special regard to the coordination and access
control rules which motivate the architectural design choices, from the coordination
model to the social artifact organisation. In particular, we stressed the relevance of a
mediated coordination model and of delegating coordination to a coordination artifact,
so that agents can exploit coordination as any other service, without being concerned
about the possible changes in the house policies.

The experiment was an interesting testbed for AOSE in general, and for the SODA
methodology in particular, highlighting some benefits as well as some limitations that
we mean to address in the near feature. In particular, the tabular representation is clearly
more suitable for an automatic tool than for a human designer, due to the large amount
of tables to be filled in at each stage: so, we plan to develop tools for supporting de-
signers in doing so in a consistent and complete way. Another interesting extension
could be the definition – or the adoption – of a language for specifying SODA rules in
a more precise and formal way, overcoming the implicit limitations of the natural lan-
guage which is currently adopted in the tabular representation. We also plan to evaluate
whether to enrich SODA with methods for the internal design of agents and artifacts—
which are not yet covered, since SODA currently does not deal with intra-agent (and
more generally with “internal”) issues.

Further work will be devoted to improve the current version of the prototype, imple-
menting all the access control checks and comparing the two architectures discussed
in Section 4. Moreover, as a form of protection against thiefs, HomeManager could
inform administrators by SMS/email if an unidentified visitor is in the house: RBAC
policies of the role visitor should then be revised accordingly, splitting the visitor role
in sub-roles such as “closely related”, “friends”, “authorised visitor”, and “unknown”.
Of course, this would imply the installation of some user (possibly biometrical) authen-
tication mechanism. Moreover, we plan to consider some fuzzy-set theory methods to
find a better compromise between the profiles of different people, instead of the sim-
ple priority policy which is currently adopted, and to test our prototype in some real
environment.
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Abstract. A great number of methodologies to develop MAS systems have 
been proposed in the last few years. But, a perfect methodology that satisfies all 
the developer necessities cannot be found. This is the reason why different 
methodologies are studied to create a new one. In this article, a methodology 
that includes all steps from the capture of requirements to the implementation 
and deployment of an agent-based application is proposed. In first place, an 
Analysis Overview Diagram is created to obtain an initial sketch of the applica-
tion. Afterwards, the model obtained - by following the two first stages pro-
posed by Prometheus methodology – could be integrated into INGENIAS 
through UML-AT language. Next, the modeling goes on with INGENIAS. Fi-
nally, code is generated for the ICARO-T platform. 

Keywords: Multi-agent systems, Agent development methodologies. 

1   Introduction 

Multi-agent systems (MAS) technology is adequate for developing open, complex, 
and distributed systems, and they offer a natural way of operating with legacy systems 
[19]. A great number of methodologies to develop MAS systems have been proposed 
in the last few years. Gaia, Tropos, MaSE, MESSAGE, Prometheus, and INGENIAS 
are just a few examples. Nonetheless, a unique methodology cannot be general 
enough to be useful for everyone without some level of customization [4]. Usually, 
techniques and tools proposed in different methodologies to provide a solution to the 
specific problem that is being approached are combined. The result is a new method-
ology fruit of combining several proposals of the analyzed methodologies. In fact, in 
the literature, methodologies can be found that are influenced by other methodologies 
that already were proposed previously. For instance, fragments of PASSI, Gaia, and 
Tropos are considered to define the MAR&A methodology [3]. 

In this article, INGENIAS is chosen as the basis, due to its recent direction towards 
model-driven development (MDD) [24] in order to define a new methodology to 
develop MAS. But, the two first stages proposed in Prometheus [21], namely system 
specification and architectural design, are previously integrated in order to solve 
some current deficiencies in INGENIAS (see section 2). The language used by  
Prometheus is different from the INGENIAS language. Therefore, in order to use 
INGENIAS, it is necessary to transform the model obtained with Prometheus into an 
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equivalent INGENIAS model. This transformation can be performed with language 
UML-AT [7], [8]. Later we propose to continue modeling with INGENIAS. Finally, 
code is generated for the ICARO-T platform [11]. The result of using the mentioned 
technologies, Prometheus, INGENIAS, UML-AT and ICARO-T, turns into a new 
methodology to develop MAS. The process followed in the methodology assists the 
MAS developer from the capture of requirements to the implementation and deploy-
ment of the application. 

The article structure is as follows. Section 2 describes the contributions made by 
INGENIAS and the deficiencies that it presents. Methodologies Prometheus and IN-
GENIAS, as well as the tools that support them, are compared in section 3. In section 
4 the phases of the integrative methodology to develop MAS are proposed and de-
scribed. Finally, some conclusions are offered. 

2   Why Start with INGENIAS? 

In the initial INGENIAS proposal [23] there are several contributions to develop 
MAS. First, it offers a meta-model to specify MAS. A MAS is considered from five 
complementary viewpoints: organization, agent, goals and tasks, interaction, and 
environment. Second, it adopts the unified software development process (USDP) 
[17] as a guideline to define the steps necessary to develop the elements and diagrams 
of MAS during the analysis and design phases. Third, INGENIAS Development Kit 
(IDK) is a tool that supports the methodology. IDK has integrated a set of utilities that 
allow model edition, verification, validation, and automatically generate code and 
documentation. 

Now, INGENIAS is being reformulated in terms of the MDD paradigm [24]. 
Nowadays the use of model-driven engineering (MDE) techniques along the life cycle 
of software development is gaining more and more interest [28]. The key idea  
underlying this paradigm is that if the development is guided by models there will be 
important benefits in fundamental aspects such as productivity, portability, interop-
erability and maintenance. Therefore, in the MAS field, it seems quite useful to use a 
methodology such as INGENIAS, which supports this approach. There are some other 
works using MDE in the area of MAS [27], [18], [16], [10], among others. 

Indeed, there are other reasons for studying the methodology INGENIAS and the 
tools created around. The INGENIAS engineer, connoisseur of the INGENIAS meta-
model, can (a) define the meta-model for the domain of a concrete application, (b) 
personalize the IDK for a specific application domain, and, (c) create transformations 
to generate source code for the final platform on which the agents will run. There 
exist some previous experiences to adapt the INGENIAS language to more specific 
systems. For example, the IDK framework has been used to construct an editor for 
Holonic Manufacturing Systems. Also the INGENIAS language has been adapted for 
social simulation environments. 

Unfortunately, in our opinion, the process followed in INGENIAS during the 
analysis and design phases of MAS is very complex and difficult to understand,  
because it is not clear how the different models are being constructed along the  
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phases, despite the documented general guidelines. Moreover, INGENIAS does not 
provide any mechanism to discover which will be the agents of the system and their 
interactions. Thus, it is necessary to raise a process of alternative development that 
makes system development simpler. In order to make the MAS methodology easy to 
use for non expert people in the development of such systems, it is necessary that it 
offers a collection of detailed guidelines, including examples and heuristics, which 
help better understanding what is required in each step of the development process 
used in the methodology. These guidelines also serve as a help to the experts in MAS 
development. They will be able to transmit their experience to other users explaining 
why and how they have obtained the different elements (agents, interactions, etc.) of 
the agent-based application. 

3   Comparison of Prometheus and INGENIAS 

INGENIAS has several advantages as opposed to Prometheus (see Table 1): (a) it 
follows an MDD approach, (b) it facilitates a general process to transform the models 
generated during the design phase into executable code. The advantages of Prome-
theus can be used (following the process to discover which be the agents of the sys-
tem and its interactions) to enhance INGENIAS. In Table 2 the Prometheus Design 
Tool (PDT) [22] and INGENIAS Development Kit (IDK) [15] tools are compared. It 
may be observed that PDT only has one advantage with respect to IDK: it has a 
mechanism to prioritize parts of a project. In the rest of considered characteristics, 
IDK equals or surpasses PDT. Thus, the tool used to support the new methodology 
proposed is IDK as it is independent from the development process and it may be 
personalized for the application under development. 

Table 1. Comparing Prometheus and INGENIAS 

 Prometheus INGENIAS 
Proper development 
process 

YES NO: Based in the USDP  
(analysis and design phases) 

General process to  
generate code from the 
models 

NO: Only obtains code for JACK lan-
guage 

YES: Based in template  
definitions 

Iterative development YES YES 
Model-driven  
development (MDD) 

NO: Only proposes a correspondence 
between design models and JACK code 

YES 

Requirements capture YES: A version of KAOS is used to 
describe the system's goals [30] com-
plemented with the description of sce-
narios that illustrate the operation of the 
system. In addition, in [5] guidelines 
appear to generate the artifacts of the 
Prometheus system specification from 
organizational models expressed in i* 

YES: Performed by means of 
use case diagrams. Then, use 
cases are associated to system 
goals, and a goals analysis is 
performed to decompose them 
into easier ones; and finally 
tasks are associated to get the 
easiest goals 

Meta-model YES [6] YES 
Mechanisms to discover 
agents and interactions 

YES: Groups functionalities through 
cohesion and coupling criteria 

NO 

Agent model BDI-like agents Agents with mental states 
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Table 2. Comparing PDT and IDK 

 PDT IDK 
Supported methodology Prometheus INGENIAS 
Interface references the 
development process 

YES: Diagrams are grouped in three 
levels according to the three Prometheus 
phases 

NO: Possibility to create packets 
that correspond to the diverse 
phases of the process. Models of 
each phase are added to the 
corresponding packet 

Mechanisms to prioritize 
parts of the project 

YES: Three scope levels (essential, 
conditional and optional) [26] 

NO 

Code generation YES: JACK 
http://www.agent-software.com/  

YES: JADE  
http://jade.tilab.com/  

Report generation of the 
MAS specification in 
HTML 

YES YES 

Model fragmenting in 
various pieces 

NO: For instance, only one diagram may 
be created to in order to gather all the 
objectives of the system 

YES 

Save a diagram as an 
image 

YES YES 

Deployment diagrams NO YES 
Agent communication Defined in basis of messages and 

interaction protocols. Does not use a 
specific communication language. For 
JACK, there is a module compliant with 
FIPA [32] 

Defined in accordance with 
communication acts of the agent 
communication language (ACL) 
proposed by FIPA 
http://www.fipa.org/specs/fipa00
061/  

Utility to simulate MAS 
specifications before 
generating the final code 

NO YES: Realized on the JADE 
platform. It is possible to  
manage interaction and tasks, 
and to inspect and modify the 
agents' mental states 

4   Phases of the New Methodology 

First Phase. In the first stage of the methodology proposed an analysis overview 
diagram is created. This diagram is used to develop a high level view of the system 
requirements [29]. This diagram will specify, in main lines, which are the actors - 
entities (human or software/hardware) external to the system – that interact with our 
system, where the perceptions that enter the system come from, which are the re-
sponses of the system (actions), an initial proposal of which might be the system 
roles, what messages are sent, and some used data. This kind of diagram appeared for 
the first time in PDT version 2.5. 

Second Phase. Prometheus defines a proper detailed process to specify, implement 
and test/debug agent-oriented software systems. This process incorporates three 
phases: (1) system specification identifies the basic goals and functionalities of the 
system, develops the use case scenarios that illustrate the functioning of the system, 
and specifies which are the inputs (percepts) and outputs (actions) – it obtains the 
scenarios diagram, goal overview diagram, and system roles diagram; (2) architec-
tural design uses the outputs produced in the previous phase to determine the agent 
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types that exist in the system and how they interact – it obtains the data coupling 
diagram, agent-role diagram, agent acquaintance diagram, and system overview dia-
gram; and, (3) detailed design centers on developing the internal structure of each 
agent and how each agent will perform its tasks within the global system – it obtains 
agent overview and capability overview diagrams. Finally, Prometheus details how to 
obtain the implementation in the agent-oriented programming language JACK. 

The two first phases proposed in Prometheus (system specification and architec-
tural design) are used to be the next phase of the new integrative methodology. The 
user identifies the agents and their interactions following the guidelines offered by 
Prometheus in these phases. In general terms, the mechanism provided by Prometheus 
to identify agents consists in identifying the goals during the system specification 
phase, and then in grouping the goals to obtain functionalities. Next, in the architec-
tural design phase, functionalities are grouped to obtain the system agents, using  
cohesion and coupling criteria to decide which the best groupings are. These two 
concepts are essential in Software Engineering to obtain a good software development 
(the one that has maximum cohesion and minimum coupling) and to ease its further 
maintenance. On the other hand, the process for obtaining interactions between agents 
consists in changing the column role in the scenarios by the agent associated with 
each role. After that, if there are scenario steps with different agents then it means that 
there should be an interaction between the agents. Thus, the MAS developer gets an 
initial model according to Prometheus, following its two first stages (system specifica-
tion and architectural design). 

Next, an example of a moving robot application for the detection and following of 
humans is introduced in order to depict some diagrams obtained in the two Prometheus 
phases mentioned previously. In this application [14], a robot is moving randomly 
around the environment while the images collected are shown to the guard (state wan-
dering). After some elapsed time (Timer_P) the robot stops in order to analyze the 
images captured in that instant (state detecting). After that, if movement has been de-
tected, (1) information about the detected blob is obtained, and, (2) the guard is warned 
to decide if the robot should follow the blob or not. The process to follow persons is 
started (state following) if he chooses to follow it (Follow_P). When the robot is wan-
dering, the guard may perceive that something is moving in the environment, accord-
ing to the images displayed on his interface. In that case, the guard orders (Detect_P) 
that the images are analyzed to check if there is or not movement. If the image analysis 
does not detect movement, then the robot goes on moving randomly. In order to 
achieve tracking an object correctly (state following) the images are captured, dis-
played, and analyzed continuously in order to obtain blob information. The object is 
followed until the tracking phase finishes. This condition can be satisfied by three 
different reasons: (1) the guard has decided not to continue to follow the target (Follow 
stop_P), (2) the target is out of the field of vision, or, (3) it is impossible to follow it 
because some physical inaccessibility is encountered in the environment (for example, 
the target takes a staircase). After that, the robot wanders again. 

In system specification phase, after obtaining the goals and scenarios diagrams, the 
roles are identified by clustering goals and linking perceptions and actions (see Fig. 
1). Start System_R role handles the guard’s request to start the robot devices. Control 
Collision_R role is responsible for achieving Control Collision goal, for which it 
needs inputs detected by the physical bumper device. Observe environment sonar_R 
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uses the sonar to perceive distances to obstacles in order to avoid them. Management 
guard order_R aims to meet the guard’s orders to control the system operation, which 
has already been started. These orders correspond to perceptions that allow to 
start/stop the tracking phase (Follow_P, Stop follow_P), and to analyze the images 
(Detect_P). Wander_R objective is to control the robot "wandering" process. It con-
sists in randomly moving the robot around the environment, avoiding obstacles and 
controlling situations when a collision has been detected. Follow_R is responsible for 
controlling the robot's movement when the system is following an object. Fol-
low_R/Wander_R roles do not include perceptions from the environment or actions on 
the environment, but it uses information obtained from physical sensors different 
from the camera, and therefore they need to "communicate" with the roles responsible 
for achieving Follow object/Wander sub-goals (Avoid obstacle, Move robot, Control 
collision). Detect_R is responsible for the goals of analyzing images captured by the 
camera, getting information from the detected moving blob, and performing an action 
to display results to the guard. Capture Image_R perceives images from the environ-
ment (Image_P percept), and moves the camera to set the camera focus (Set_focus_a 
action) to capture images in an optimum way (Capture image goal). Show Image_R is 
responsible for displaying the camera field of view to the guard. To satisfy this goal, 
Show Image_a action is executed when no movement is detected. Motion_R uses 
wheels to move the robot around the area (Move robot goal). This is controlled by 
actions that allow to stop, move and set the motion direction of the robot (Stop_a, 
Move_a; Set motion direction_a). 

One task carried out in architectural design phase is to decide the agent types (as 
collections of roles). This is drawn in the agent-role grouping diagram. In our case we 
have grouped (1) Start System_R and Management guard order_R roles into Central 
agent, (2) Wander_R and Follow_R roles into Motion Manager agent, and, (3) Show 
image_R and Detect_R roles into Image Manager agent. Finally, Control Collision_R, 
Observe environment sonar_R, Motion_R, Capture Image_R roles are related with 
Bumper, Sonar, Wheels, and Camera agents, respectively. An agent is responsible for 
the functionalities – roles – related. Once roles have been grouped into agents, infor-
mation about percepts and actions related to roles, depicted in system roles diagram, it 
is automatically propagated and linked with the agents in the system overview  
diagram (see Fig 2). After that agent conversations (interaction protocols - IP) are 
defined in order to describe what should happen to realize the specified goals and 
scenarios. For instance, Sonar_IP includes messages exchanged between Sonar, Mo-
tion Manager and Wheels agents as a result of using information provided by the 
physical device sonar (it measures the distance from an obstacle to the robot). Cen-
tral_IP protocol contains messages sent from the Central agent to manager agents 
(Motion Manager and Image Manager) to monitor the robot's state (wandering,  
following, detecting) according to the orders provided by the guard (Detect_P,  
Follow_P, Follow stop_P percepts) or end of a time slice (Timer_P percept). 

It has been shown in previous figures that there are entities, such as percepts and 
actions, which appear in several diagrams. This means that updating some diagram 
may lead to the need of updating another diagram when taking an iterative approach. 

Mapping Prometheus into INGENIAS. Afterwards, mappings are used to obtain an 
equivalent model in INGENIAS. From this point on the advantages offered by  
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Fig. 1. System Roles Diagram 

 

Fig. 2. System Overview Diagram 
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Fig. 3. Mapping Prometheus into INGENIAS 

model-driven software development are used. The mappings are defined leaning in an 
intermediate language denominated Unified Modeling Language for Activity Theory 
(UML-AT) [8]. UML-AT allows establishing bidirectional transformations between 
models of different languages. There exists a previous experience in integrating two 
methodologies, Tropos and INGENIAS, using UML-AT [7]. 

The process of transforming Prometheus into INGENIAS methodology elements, 
with the help of intermediate language UML-AT, is shown in Fig. 1. In first place 
(process 1), we start from the Prometheus meta-model specified with language 
GOPRR (Graph Object Property Relationship Role) [20]. Translation rules to obtain 
elements, expressed in UML-AT language, equivalent to the ones selected in Prome-
theus, are created and used. Next (process 2), translation rules are used to obtain the 
specification in INGENIAS equivalent to the one obtained in UML-AT language. The 
Repository of Translations contains tuples indicating the matches and instantiation 
functions used in the translation, as well as the elements participating in it (either used 
in the process or created as a result of it) and an identifier of the specification to 
which each one belongs to. A match represents the translation between two sets of 
structures, the source pattern (it is described in the source language) and the target 
pattern (it is described in the target language). An instantiation function describes the 
correspondence of the variables in the source patterns with the elements in the current 
specifications according to the matching that is presented. 

ATLAS Transformation Language (ATL) [2], a model transformation language 
compliant with the OMG MOF/QVT (Queries / Views /Transformation), can be used 
as an alternative to approach the problem of transforming Prometheus to INGENIAS. 
A meta-model and a model expressed in original language (in this case, Prometheus), 
a destination meta-model (in this case, INGENIAS) and rules defined with ATL to 
perform the transformation are needed in this case. The result is a destination model 
(INGENIAS, in this case) equivalent to the original model. The meta-models and 
models can be defined in Ecore, the language used by Eclipse Modeling Framework 
(EMF). The INGENIAS meta-model, defined initially in GOPRR, has been migrated 
to Ecore [9]. Thus, it is only necessary to define: (1) the Prometheus meta-model with 
Ecore, and, (2) the transformation rules in ATL. We have decided to use UML-AT 
because it is a technology related to the research group that has developed INGE-
NIAS. In addition, it supposes the same service load as using ATL: to define a meta-
model (for Prometheus in GOPRR) and translation rules (to transform a Prometheus 
specification into a UML-AT specification). The corresponding part to transform 
UML-AT into INGENIAS is solved in [8]. A tool called Activity Theory Assistant 



 Developing MAS through Integrating Prometheus, INGENIAS and ICARO-T 227 

(ATA) has been developed to help using the techniques based on the theory of the 
activity and to support the translation process. ATA is embedded in a plug-in of the 
IDK. Notice, however, that the current IDK version available in SourceForge, 
http://sourceforge.net/projects/ingenias, does not include it. 

In Prometheus, in order to describe the interactions among agents, interaction pro-
tocols using a reviewed version of Agent UML (AUML) denominated AUML-2 are 
developed. UML-AT has already been applied to establish correspondences between 
FIPA protocols designed with AUML models [1] and INGENIAS models [8]. This 
work could be taken as departure point to transform interaction protocols obtained 
with Prometheus into the equivalent notation used in INGENIAS. The IDK tool, 
which provides support to INGENIAS, allows representing protocols according to the 
AUML annotation [15]. This means that the interaction protocols created with Prome-
theus could be used directly in INGENIAS, with no need to use any transformation. 
Nevertheless, its development has not evolved enough. In fact, in version 2.6 of the 
IDK this utility no longer appears. 

At present, an informal approach is followed to transform Prometheus models into 
the equivalent INGENIAS models [12], [13]. The transformations are carried out 
manually. The next paragraphs explain how in the robot application some information 
obtained in Prometheus models are transformed into INGENIAS models. 

A percept is a piece of information from the environment received by means of a 
sensor. In Prometheus, percepts must at least belong to one functionality, and, thus, to 
the agent associated to that functionality, too. The relations among percepts and roles 
(Percept → Role) and the relations among percepts and agents (Percept λ → Agent) 
appear in the system roles diagram and the system overview diagram, respectively. 
The percepts of a Prometheus agent can be modeled in INGENIAS by specifying a 
collection of operations in an application. In the INGENIAS environment model, an 
EPerceivesNotification relation between the agent and the corresponding application 
will be established. In a Prometheus percept descriptor, there is a field, Information 
carried, where it is specified the information transported as part of the percept. In 
INGENIAS, this information is included with an ApplicationEventSlots type of event 
associated to EPerceivesNotification relation. In the same way, in Prometheus, also 
every action must at least belong to one functionality and the agent associated to the 
functionality must execute it. The relations among actions and roles (Role → Action) 
and the relations among actions and agents (Agent → Action) appear in the system 
roles diagram and the system overview diagram, respectively. An action represents 
something that the agent does to interact with the environment. In INGENIAS,  
actions on the environment are assumed to be calls to operations defined in the appli-
cations. Therefore, an action present in Prometheus will be transformed into an appli-
cation operation present in the environment model in INGENIAS. EPerceives will be 
used to establish the relation between the agent and the application.  

In the environment model, an Agent - ApplicationBelongs To → Application rela-
tion will be also established to express that an agent uses an application. Fig. 4 shows 
the environment model obtained in INGENIAS to the Camera agent after applying 
the described equivalences. 

A goal that appears in the goal overview diagram used in Prometheus will  
correspond to a goal in the goals and tasks model in INGENIAS. AND and OR de-
pendencies between goals can be established in both models; therefore, it is possible 
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Fig. 4. Environment model for the Camera agent 

 

Fig. 5. Goals in the goals and tasks model 

to directly transfer these relations from one model to another. In the goals and tasks 
model, a GTDecomposeAND relation and a GTDecomposeOR relation will be estab-
lished to reflect an AND and OR relation between goals, respectively. When a goal 
has only one sub-goal, GTDecomposes is used. Fig. 5 summarizes the goals that ap-
pear in INGENIAS goals and tasks model and that have been obtained from the Pro-
metheus goal overview diagram. 

In the system roles diagram of Prometheus methodology, relations between goals 
and functionalities are established. The latter will be grouped to determine the types 
of agents in the system - the relation among agents and roles, Agent → Role, appear 
in the agent-role grouping diagram, whilst the relation among roles and goals, Role → 
Goal, appear in the system roles diagram. Therefore, implicitly, there is a relation 
between goals and agents. So, there is a Agent - GTPursues → Goal relation in the 
agent model. IDK only supports roles to generate the code that corresponds to an 
interaction. Therefore, for every agent identified in Prometheus, an associated role is 
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Fig. 6. Fragment of Camera agent model 

necessary to state its participation in an interaction. So, we will establish an Agent - 
WFPlays → Role relation. Fig. 6 depicts a fragment of the INGENIAS agent model 
corresponding to the Camera agent. 

Third Phase. The new methodology does not reuse the last phase of Prometheus 
(detailed design) because it is too much centered in BDI-like agents. Moreover, Pro-
metheus also describes how obtained entities are transformed in the design phase into 
the concepts used for a specific implementation language (JACK). These two aspects, 
centering in a single type of agent and defining a mechanism to generate code for a 
particular implementation language, suppose, in principle, a loss of generality. In the 
new methodology, once the equivalent model in INGENIAS has been obtained, the 
architecture of each type of identified agent is provided. The possible types of agents 
are the ones available in ICARO-T: cognitive agents and reactive agents. In this phase 
the necessary guidelines for completing all the INGENIAS models already exist. 

Fourth Phase. With respect to code generation, the INGENIAS proposal is followed. 
INGENIAS generalizes a process to transform the models, generated in the phase of 
design, in running code for any destination platform [7]. It is based in the definition of 
templates for each destination platform and procedures for extracting information 
present in the models. Once the code has been obtained, the developer refines the 
resulting code completing any information that was not contained in the specifications 
(models) or in the templates. Finally, the application is deployed. 

ICARO-T is the platform selected for running the agents [11], [25]. It offers four 
categories of reusable component models: agent organization models to describe the 
overall structure of the system, agent models, resource models to encapsulate comput-
ing entities providing services to agents, and basic computing entities. There are  
several reasons for selecting the multi-agent platform ICARO-T. The use of its com-
ponents has allowed to significantly reducing time and effort in the design and  
implementation phases by an average of a 65 percent. In the phases of testing and 
correction cycles the errors are also reduced. Consequently, the applications require 
less resources and lower implementation time [25].  

The ICARO-T components have been used in Spanish telecommunications com-
pany Telefonica for developing several voice recognition services. At the moment, it 
is also being used by other research teams. This is the case, for example, in an e-
learning project denominated ENLACE [31]. Fig. 7 shows the technology and tools 
used in the integrative methodology proposed. 
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Fig. 7. Multi-agent system development methodology 

5   Conclusions and Future Work 

The combination of current technologies (Prometheus, INGENIAS, UML-AT and 
ICARO-T) has given rise to a new integrative methodology for the development of 
agent-based systems. It uses the guidelines offered by Prometheus to identify agents 
and their interactions. Later, the obtained model, following Prometheus methodology, 
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is transformed into INGENIAS to continue the development. This transformation is 
performed under UML-AT. Once modeling has ended up, code is generated for the 
ICARO-T platform. 

In order to use this methodology definitively it is necessary: (1) to specify the 
Prometheus meta-model in GOPRR, (2) to create the rules to translate Prometheus 
concepts in UML-AT language, and, (3) to define templates for the IDK to generate 
code for the ICARO-T platform. A first proposal in order to transform Prometheus 
models into equivalent INGENIAS models using an informal language has recently 
been considered [12]. 
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Abstract. In this paper, we show an analysis about approximated winner deter-
mination algorithms for iteratively conducted combinatorial auctions. Our algo-
rithms are designed to effectively reuse last-cycle solutions to speed up the initial
approximation performance on the next cycle. Experimental results show that our
proposed algorithms outperform existing algorithms when a large number of sim-
ilar bids are contained through iterations. Also, we show an enhanced algorithm
effectively avoids undesirable reuses of the last solutions in the algorithm without
serious computational overheads.

1 Introduction

Combinatorial auctions [1], one of the most popular market mechanisms, have a huge
effect on electronic markets and political strategies. For example, Sandholm et al. [2][3]
proposed real markets using their innovative combinatorial auction algorithms. The
FCC tried to employ combinatorial auction mechanisms to assign spectrums to com-
panies [4]. Also [1] shows other realistic examples that utilize combinatorial auction
mechanisms.

Demand exists to utilize combinatorial auction mechanisms that cannot be covered
by existing approaches due to hard time constraints and the limitations of usable com-
putational resources. Resource allocation for agents in ubiquitous computing environ-
ments is a good example for understanding the needs of the short-time approximation
of combinatorial auctions [5]. In such an environment, agents must provide specific ser-
vices to their users using various available resources. However, in ubiquitous computing
environments, since such resources as sensors and devices are typically limited, they do
not satisfy all the needs of all agents. For various reasons including physical limita-
tions and privacy concerns, most of the resources cannot be shared with other agents.
Furthermore, agents will simultaneously use two or more resources to realize desirable
services for users. Since agents provide services to their own users, agents might be
self-interested. Therefore, a combinatorial auction mechanism is a good option for such
situations since it provides effective resource allocation to self-interested agents.

In order to utilize combinatorial auctions on the above situation, we need to complete
winner determination within a very short time. Consider 256 resources and 100 agents,
where each agent places, for example, from 200 to 1,000 of combinations for the items
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as complex bids to an auction, they will be expanded to, from 20,000 to 100,000 of
atomic bids. Here, to avoid occupying a set of resources for a long time by a certain
agent, we consider a resource allocation scenario based on fixed time slice assignment
model. In the scenario, those resources are auctioned and allocated from a system to
agents for a fixed time period. After a certain time has passed, those are once all returned
to the system and then they are auctioned again for the next period. When an agent
prefers to continue using the same resources at the next period, the agent will place a
higher price for the resources to increase the possibility to win them.

In ubiquitous computing scenarios, since physical locations of users are always
changing, resources should be reallocated in a certain period to catch up with those
changes. For better usability, the resource reallocation time period will be 0.1 to several
seconds depending on services provided. Furthermore, since we should complete whole
resource allocation procedure that includes pricing and communication to devices for
actual resource assignment, we must determine auction winners within an extremely
short time period that is far less than the actual resource allocation period.

In general, the optimal winner determination problem of combinatorial auctions is
NP-hard[1]. Thus, much work focuses on tackling the computational costs for winner
determination [6][1][2]. Although some works try to achieve approximate solutions in
winner determination[7][8][9], there is a demand to enhance the performance to be able
to handle much larger problems more quickly.

In this paper, we show an analysis about enhanced approximation algorithms of win-
ner determination on combinatorial auctions that are suitable for the purpose of iterative
reallocation of items mentioned above. Since the above-mentioned existing algorithms
are offline algorithms, we need to re-calculate the winners when bids are added to or
deleted from the auction even when the modification of bids is only slight. Intuitively, it
could be helpful to reuse results of past similar auctions for faster approximation of the
current auction. However, those algorithms did not consider reusing past approximated
results for performance improvement since such reuse may cause serious performance
down in certain cases. Our enhanced algorithms have mechanisms to reuse past approx-
imation results but avoid such performance down with very small overhead.

The rest of the paper is organized as follows. In section 2, we show some preliminar-
ies about combinatorial auctions and winner determination problem. In section 3, we
describe our algorithms that reuse past approximation results and eliminate undesirable
reuses. Section 4 shows evaluation and analysis about our approach by experiments.
Here, we show our experiment settings, experimental results of comparisons to existing
algorithms including a sophisticated linear programming(LP) solver, and an analysis
about the shown results. In section 5, we discuss about some limitations in our ap-
proach. Finally, section 6 concludes the paper.

2 Preliminaries

2.1 Winner Determination Problem

In this paper, to keep simplicity of discussion, we only focus on utility-based resource
allocation problems[10], rather than generic resource allocation problems with numer-
ous complex constraints. Utility-based resource allocation problem is a problem that
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aims to maximize the sum of utilities of users for each allocation period, but does not
consider other factors and constraints (i.e., fair allocation [11] , security and privacy
concerns[12], uncertainty[13], etc). Also we only consider a scenario that is based on
fixed time slice assignment model.

Combinatorial auction is an auction mechanism that allows bidders to locate bids
for a bundle of items rather than single item[1]. When we apply combinatorial auction
mechanism for utility-based resource allocation problems, the problem can be trans-
formed to solve a winner determination problem on combinatorial auctions.

The winner determination problem on combinatorial auctions is defined as follows[1]
: The set of bidders is denoted by N =1, . . . , n, and the set of items by M ={1, . . . , m}.
|M | = m. Bundle S is a set of items : S ⊆M . We denote by vi(S), bidder i’s valuation
of combinatorial bid for bundle S. An allocation of the items is described by variables
xi(S) ∈ {0, 1}, where xi(S) = 1 if and only if bidder i wins the bundle S. An alloca-
tion, xi(S), is feasible if it allocates no item more than once, i.e.,for all j ∈M ,∑

i∈N

∑
S�j

xi(S) ≤ 1

The winner determination problem is the problem to maximize total revenue. For feasi-
ble allocations X � xi(S),

max
X

∑
i∈N,S⊆M

vi(S)xi(S)

Here, we used simple OR-bid representation as our bidding language. Substitutability
can be represented by a set of atomic OR-bids with dummy items[1].

Even when we only focus on utility-based resource allocation problems, they enforce
us to solve winner determination problem with really hard-time constraint for realizing
fine-grained resource allocation. Here, we have to consider that, in such resource al-
location procedures, we need to spend much time for pricing and communications for
actual resource allocation protocols. Therefore, we need a fast winner determination
algorithm for auctions with a large number of bids. In this paper, primarily we focus on
solving this problem.

2.2 Lehmann’s Greedy Winner Determination

Lehmann’s greedy algorithm [7] is a very simple but powerful linear algorithm for
winner determination on combinatorial auctions. Here, a bidder declaring < s, a >,
with s ⊆ M and a ∈ R+ will be said to put out a bid b =< s, a >. Two bids
b =< s, a > and b′ =< s′, a′ > conflict iff s ∩ s′ 
= ∅. The greedy algorithm can be
described as follows: (1) The list of bids L is sorted by some criterion. In [7], a method
to sort the list L by descending average amount per item is proposed. More generally,
they proposed sorting L by a criterion of the form a/|s|c for some number c ≥ 0,
which possibly depends on the number of items, m. (2) A greedy algorithm generates
an allocation. L is the sorted list in the first phase. The algorithm walk down the list L,
accepting bids if the items demanded are still unallocated and unconflicted.
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In [7], Lehmann et, al . argued that c = 1/2 is the best parameter for approximation
when the norm of the worst case performance is considered1. Also they showed that
the mechanism is truthful when single-minded bidders are assumed and their proposed
pricing scheme is used.

2.3 Hill-Climbing Search

In [14] we proposed a preliminary idea of our hill-climbing approach, and in [5] and
[15] we showed our hill-climbing approach performs well when an auction has an enor-
mous number of bids. In this section, we summarize our proposed algorithms.

Lehmann’s greedy winner determination typically performs well and the lower
bound of the optimality has been analyzed[7]. A straightforward extension of the greedy
algorithm is to construct a local search algorithm that continuously updates the alloca-
tion to increase optimality. Intuitively, one allocation corresponds to one state of a local
search.
The inputs are Alloc and L. L is the bid list of an auction. Alloc is the initial greedy
allocation of items for the bid list.

1: function LocalSearch(Alloc, L)

2: RemainBids:= L ∩ Alloc;

3: for each b ∈ RemainBids as sorted order

4: if b conflicts Alloc then

5: Conflicted:=Alloc ∩ consistentBids({b}, Alloc);

6: NewAlloc:= (Alloc ∩ Conflicted) ∪ {b};

7: ConsBids:=

8: consistentBids(NewAlloc, RemainBids);

9: NewAlloc:=NewAlloc ∪ ConsBids;

10: if price(Alloc) < price(NewAlloc) then

11: return LocalSearch(NewAlloc,L);

12: end for each

13: return Alloc

Function consistentBids finds consistent bids for the set NewAlloc by walking down
the list RemainBids. Here, since a new inserted bid will wipe out some bids that are
conflicting with the inserted bid, free items will appear to be allocated to other bidders
after the insertion. Function consistentBids tries to find out potential winner bids that
do not conflict to the specified allocation.

2.4 Parallel Search for Multiple Weighting

The optimality of allocations obtained by Lehmann’s algorithm (and the subsequent
hill-climbing) deeply depends on which value was set to c in the bid weighting func-
tion. Lehmann et al. reported that c = 1/2 guarantees lower bound of approximation.

1 Note that, in [2], Sandholm et,al. determined experimentally that c ∈ [0.8, 1] yields best per-
formance in their approach.
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However, the optimal values for each auction are varied from 0 to 1 depending on the
auction problem.

In [14], an enhancement has been presented for local search algorithm to parallel
search for different bid weighting strategies (e.g., doing the same algorithm for both
c = 0 and c = 1) In the algorithm, the value of c for Lehmann’s algorithm is se-
lected from a pre-defined list. Selecting c from neighbors of 1/2 is reasonable, namely,
C = {0.0, 0.1, . . . , 1.0}. The results are aggregated and the best one (with the high-
est revenue) is selected as the final result. More detailed analyses about parallel greedy
approach and bid weighting strategies are shown in [15] and [16].

2.5 Other Approximation Approaches

Zurel and Nisan[8] proposed a very high performance approximate winner determina-
tion algorithm for combinatorial auctions. The main idea is a combination of approxi-
mated positive linear program algorithm for determining initial allocation and stepwise
random updates of allocations.

Hoos[9] proposed Casanova algorithm, and showed that a generic random walk SAT
solver may perform well for approximation of combinatorial auctions. In Casanova,
each search state is scored by revenue-per-item of the corresponding allocations, and
random walk search is applied for seeking better state.

3 Enhanced Approximation

3.1 Fast Partial Reallocation by Last Result

In the setting of the periodical resource re-allocation scenario, winner determination
occurs when some bids are revised. Theoretically, we need to recalculate winners even
if only one bid is changed in the auction. However, in some cases, reusing the winners
of previous auctions is useful when the change is small so that it has small effects
to the next winner determination process. The following simple algorithm reuses the
approximation result of the last cycle when recalculation is needed due to changes of the
bids in the auction2. Here, we assume that the bids won at the last cycle (LastWinners)
and the all bids at the last cycle (LastBids) are known.

1: Function PartialReallocationA(

2: LastBids,LastWinners,CurrentBids)

3: AddedBids :=

4: CurrentBids ∩ (LastBids ∩ CurrentBids);

5: DeletedBids :=

6: LastBids ∩ (LastBids ∩ CurrentBids);

7: Winners := LastWinners;

8: foreach d ∈ DeletedBids

9: if d ∈ Winners

2 A preliminary idea has been proposed in [17].
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10: then Winners := Winners ∩ {d};

11: foreach a ∈ AddedBids

12: foreach w ∈ Winners

13: if w and a are bids placed for the exactly same items

14: and price({w}) < price({a})
15: then Winners := (Winners ∩ {w}) ∪ {a};

16: Winners := LocalSearch(Winners,CurrentBids);

17: return Winners

First, the algorithm deletes winners that no longer valid due to deletion of bids. Then,
some winner bids are replaced by newly added bids. Note that we only replace a bid
when the bids are placed for exactly the same items, i.e., for two bids bi(X) and bj(Y ),
X = Y , to avoid the ordering problem of newly added bids. Modification of a bid
through cycles is treated as a combined operation of the deletion of previous bid and
the addition of the renewed bid.

3.2 Eliminating Undesirable Reallocations

Generally speaking, the performance of reusing the partial results of similar problems
depends on the problem. Therefore, in some cases, reusing the last result may cause
performance decreases. To avoid such a situation, we slightly modified our algorithm
to switch the initial allocation by evaluating its performance.

Here, the modified algorithm simply compares the reused result with greedy alloca-
tion. Then, the better one is used as the seed of hill-climbing improvement. Note that
both our reallocation and greedy allocation algorithms complete their executions in very
short time. Therefore, computational overhead for them is expected to be negligible.

1: Function PartialReallocationX(

2: LastBids,LastWinners,CurrentBids)

3: AddedBids :=

4: CurrentBids ∩ (LastBids ∩ CurrentBids);

5: DeletedBids :=

6: LastBids ∩ (LastBids ∩ CurrentBids);

7: Winners := LastWinners;

8: foreach d ∈ DeletedBids

9: if d ∈ Winners

10: then Winners := Winners ∩ {d};

11: foreach a ∈ AddedBids

12: foreach w ∈ Winners

13: if w and a are bids placed for the exactly same items

14: and price({w}) < price({a})
15: then Winners := (Winners ∩ {w}) ∪ {a};

16: GreedyWinners := GreedySearch(CurrentBids);

17: if price(Winners) ≤ price(GreedyWinners)
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18: then Winners := GreedyWinners;

19: Winners := LocalSearch(Winners,CurrentBids);

20: return Winners

4 Evaluation

4.1 Experiment Settings

We implemented our algorithms in a C program for the following experiments. We
also implemented the Casanova algorithm in a C program. For Zurel’s algorithm, we
used Zurel’s C++ based implementation that is shown in [8]. Also we used CPLEX
Interactive Optimizer 11.0.0 (32bit) in our experiments3. The experiments were done
with above implementations to examine the performance differences among algorithms.
The programs were employed on a Mac with Mac OS X 10.4, a CoreDuo 2.0GHz CPU,
and 2GBytes of memory.

We conducted several experiments. In each experiment, we compared the following
search algorithms: greedy(C=0.5) uses Lehmann’s greedy allocation algorithm with
parameter (c = 0.5). greedy-3 uses the best results of Lehmann’s greedy allocation
algorithm with parameter (0 ≤ c ≤ 1 in 0.5 steps). HC(c=0.5) uses a local search in
which the initial allocation is Lehmann’s allocation with c = 0.5 and conducts the hill-
climbing search shown in section 2.3. HC-3 uses the best results of the hill-climbing
search with parameter (0 ≤ c ≤ 1 in 0.5 steps). We denote the Casanova algorithm as
casanova and Zurel’s algorithm as Zurel Also we denote results of 1st stage of Zurel’s
algorithm as Zurel-1st. Note that Zurel’s algorithm does not produce any approxima-
tion result until completing its 1st stage. cplex is the result of CPLEX with the specified
time limit.

In the following experiments, we used 0.2 for the epsilon value of Zurel’s algorithm.
This value appears in [8]. Also we used 0.5 for np and 0.15 for wp on Casanova that
appear in [9]. Note that we set maxTrial to 1 but maxSteps to ten times the number
of bids in the auction.

We conducted detailed comparisons among our past presented algorithms and the
other existing algorithms mentioned above. The details of the comparisons are shown
in [18] and [5]. In [18] and [5], we prepared datasets with 20,000 bids in an auction.
The datasets were produced by CATS[19] with default parameters in 5 different distri-
butions. They contain 100 trials for each distribution. Each trial is an auction problem
with 256 items and 20,000 bids.4

However, since CATS common datasets only provide static bids for an auction, we
prepared extended usage for those datasets to include the dynamic changes of bids in
an auction.

Procedure. In each auction, the bid set is divided into k blocks by the order of bid
generation (i.e., bid id). The bid set is modified totally k times and the modification is

3 Although CPLEX is an optimizer that can obtain optimal results, it is reported in [2] that its
anytime approximation performance is also good.

4 Due to difficulty of dataset preparation, we only prepared five distributions. Producing a dataset
with other distributions is difficult in feasible time.



240 N. Fukuta and T. Ito

done in each second. In each 1-second period, a block is marked as hidden so that bids
within these marked blocks are treated as deleted bids. For example, at the first period,
the first block is marked as hidden so the remaining bids (second to kth blocks) are used
for winner determination. After 1 second, the mark is moved to the second block (i.e.,
the first, and the third to kth blocks are used) and the winner determination process is
restarted due to this change. Here, we can see it as the bids in the first block are newly
added to the auction and the bids in the second block are deleted from the auction.
This process is repeated until the mark has been moved to the kth block. Finally, all
marks are cleared and the winner determination process is restarted with full bids in the
auction. Ordinary algorithms should be completely restarted in each cycle. However,
when we use our proposed reallocation algorithms, some intermediate results can be
reused in the next cycle in the same auction.

Since the bid set in the k + 1th cycle completely equals the bids of the auction, the
results of the k + 1th cycle can be compared to our previous experimental results.

4.2 Time Performance

Table 1 shows the experimental result on the datasets with 20,000 bids in an auction
focused on execution time of approximation. Due to the difficulty of attaining optimal
values, we normalized all values as Zurel’s results equal 1 as follows.

Let A be a set of algorithms, z ∈ A be the zurel’s approximation algorithm, D
be a dataset generated for this experiment, and revenuea(p) such that a ∈ A be the
revenue obtained by algorithm a for a problem p in a dataset, the average revenue ratio
rationAa(D) for algorithm a ∈ A for dataset D is defined as follows:

ratioAa(D) =

∑
p∈D revenuea(p)∑
p∈D revenuez(p)

Here, we use ratioAa(D) for our comparison of algorithms.
The name of each distribution is taken from [19]. We prepared the cut-off results of

Casanova and HC. For example, casanova-10ms denotes the results of Casanova
within 10 milliseconds. Also we prepared a variant of our algorithm that has a suf-
fix of -seq or -para. The suffix -seq denotes that the algorithm is completely exe-
cuted sequentially that is equal to be executed on a single CPU computer. For example,
greedy-3-seq denotes that the execution time is the sum of execution times spent by
three threads. The suffix -para denotes that the algorithm is completely executed in
a parallel manner, the three independent threads are completely executed in parallel.
Here, we used ideal value for -para since our computer has only two cores in the CPU.
The actual execution performance will be between -seq and -para.

Additionally, we added results with names AHC or XHC in the same table. They are
the average approximated results of the k+1th cycle of auctions with our proposed algo-
rithms PartialReallocationA and PartialReallocationX, respectively.

In most distributions, Zurel-1st takes more than one second but the obtained opti-
mality is lower than greedy-3-seq. However, our proposed HC-3 performs better or
slightly lower although their computation times are shorter than Zurel-1st and Zurel,
excluding L3. Surprisingly, in most cases, the results of XHC-3-seq-100ms are bet-
ter than HC-3-seq-1000ms while their spent computation time is only 1/10. This fact
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Table 1. Time Performance of (k+1)th cycle on 20,000bids-256items (k=10)

L2 L3 L4 L6 L7 average

greedy(c=0.5) 1.0002 (23.0) 0.9639 (19.0) 0.9417 (23.0) 0.9389 (23.4) 0.7403 (22.1) 0.9170 (22.1)
greedy-3-seq 1.0003 (69.1) 0.9639 (59.2) 0.9999 (72.9) 0.9965 (67.8) 0.7541 (66.8) 0.9429 (67.2)
greedy-3-para 1.0003 (26.4) 0.9639 (20.9) 0.9999 (28.4) 0.9965 (26.0) 0.7541 (25.5) 0.9429 (25.4)

HC(c=0.5)-100ms 1.0004 (100) 0.9741 (100) 0.9576 (100) 0.9533 (100) 0.8260 (100) 0.9423 (100)
HC-3-seq-100ms 1.0004 (100) 0.9692 (100) 1.0000 (100) 0.9966 (100) 0.8287 (100) 0.9590 (100)

AHC-3-seq-100ms 1.0004 (100) 0.9690 (100) 1.0006 (100) 0.9974 (100) 1.0225 (100) 0.9980 (100)
XHC-3-seq-100ms 1.0004 (100) 0.9813 (100) 1.0005 (100) 0.9987 (100) 1.0217 (100) 1.0005 (100)
HC-3-para-100ms 1.0004 (100) 0.9743 (100) 1.0001 (100) 0.9969 (100) 0.9423 (100) 0.9828 (100)

AHC-3-para-100ms 1.0004 (100) 0.9741 (100) 1.0006 (100) 0.9977 (100) 1.0249 (100) 0.9995 (100)
XHC-3-para-100ms 1.0004 (100) 0.9820 (100) 1.0006 (100) 0.9988 (100) 1.0249 (100) 1.0013 (100)
HC(c=0.5)-1000ms 1.0004 (1000) 0.9856 (1000) 0.9771 (1000) 0.9646 (1000) 1.0157 (1000) 0.9887 (1000)
HC-3-seq-1000ms 1.0004 (1000) 0.9804 (1000) 1.0003 (1000) 0.9976 (1000) 1.0086 (1000) 0.9975 (1000)

AHC-3-seq-1000ms 1.0004 (1000) 0.9795 (1000) 1.0007 (1000) 0.9982 (1000) 1.0266 (1000) 1.0011 (1000)
XHC-3-seq-1000ms 1.0004 (1000) 0.9830 (1000) 1.0006 (1000) 0.9991 (1000) 1.0266 (1000) 1.0019 (1000)
HC-3-para-1000ms 1.0004 (1000) 0.9856 (1000) 1.0006 (1000) 0.9987 (1000) 1.0240 (1000) 1.0019 (1000)

AHC-3-para-1000ms 1.0004 (1000) 0.9847 (1000) 1.0008 (1000) 0.9990 (1000) 1.0272 (1000) 1.0024 (1000)
XHC-3-para-1000ms 1.0004 (1000) 0.9853 (1000) 1.0008 (1000) 0.9996 (1000) 1.0272 (1000) 1.0027 (1000)

Zurel-1st 0.5710 (11040) 0.9690 (537) 0.9983 (2075) 0.9928 (1715) 0.6015 (1796) 0.8265 (3433)
Zurel 1.0000 (13837) 1.0000 (890) 1.0000 (4581) 1.0000 (4324) 1.0000 (3720) 1.0000 (5470)

casanova-10ms 0.2583 (10) 0.0069 (10) 0.0105 (10) 0.0202 (10) 0.2577 (10) 0.0632 (10)
casanova-100ms 0.2583 (100) 0.0069 (100) 0.0105 (100) 0.0202 (100) 0.2577 (100) 0.1107 (100)

casanova-1000ms 0.5357 (1000) 0.1208 (1000) 0.0861 (1000) 0.1486 (1000) 0.7614 (1000) 0.3305 (1000)
cplex-100ms 0.0000 (288) 0.0000 (121) 0.0299 (111) 0.0000 (150) 0.0000 (119) 0.0060 (158)
cplex-333ms 0.0000 (489) 0.0000 (393) 0.9960 (497) 0.9716 (354) 0.0000 (487) 0.3935 (444)

cplex-1000ms 0.0000 (1052) 0.0000 (1039) 0.9960 (1143) 0.9716 (1140) 0.0000 (2887) 0.3935 (1452)
cplex-3000ms 0.0000 (9171) 0.9338 (3563) 0.9964 (3030) 0.9716 (3077) 0.0000 (3090) 0.5804 (4386)

(each value in () is time in milliseconds).

Table 2. Time Performance of (k+1)th cycle on 100,000bids-256items (k=10)

L2 L3 L4 L6 L7 average

HC-3-para-100ms 1.1098 (100) 0.9836 (100) 1.0003 (100) 1.0009 (100) 0.8688 (100) 0.9927 (100)
AHC-3-para-100ms 1.1098 (100) 0.9836 (100) 1.0003 (100) 1.0009 (100) 0.9941 (100) 1.0177 (100)
XHC-3-para-100ms 1.1098 (100) 0.9880 (100) 1.0003 (100) 1.0010 (100) 0.9939 (100) 1.0186 (100)
HC-3-para-1000ms 1.1098 (1000) 0.9880 (1000) 1.0003 (1000) 1.0010 (1000) 0.9814 (1000) 1.0161 (1000)

AHC-3-para-1000ms 1.1098 (1000) 0.9880 (1000) 1.0003 (1000) 1.0010 (1000) 0.9991 (1000) 1.0197 (1000)
XHC-3-para-1000ms 1.1098 (1000) 0.9889 (1000) 1.0003 (1000) 1.0011 (1000) 0.9990 (1000) 1.0198 (1000)

zurel-1st 0.8971 (74943) 0.9827 (2257) 0.9998 (5345) 0.9987 (4707) 0.7086 (8688) 0.9174 (19188)
Zurel 1.0000 (91100) 1.0000 (6036) 1.0000 (30568) 1.0000 (44255) 1.0000 (17691) 1.0000 (37930)

cplex-100ms 0.0000 (2022) 0.0000 (232) 0.0000 (143) 0.0000 (133) 0.0000 (852) 0.0000 (676)
cplex-333ms 0.0000 (2021) 0.0000 (559) 0.9998 (1084) 0.0000 (412) 0.0000 (852) 0.2000 (986)

cplex-1000ms 0.0000 (2021) 0.0000 (1045) 0.9998 (1085) 0.0000 (1328) 0.0000 (1285) 0.2000 (1353)
cplex-3000ms 0.0000 (3496) 0.0000 (3286) 0.9998 (5207) 0.9965 (3092) 0.0000 (15667) 0.3993 (6149)

(each value in () is time in milliseconds).

shows that our XHC-3 could effectively reuse the approximated results of previous
cycles.

In many settings of CPLEX, the values are 0. This is because CPLEX could not gen-
erate initial approximation result within the provided time limit. Only L4 and L6 have
results for CPLEX. For them, CPLEX spends around 400 msec for the computation but
the results are still lower than greedy-3. For L3, CPLEX could prepare results in 3.8
sec of computation, however, the result is still lower than greedy-3. This is because
the condition we set up gave extremely short time limit so therefore CPLEX could not
generate sufficient approximation results in such hard time constraint.
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Table 3. Time Performance of (k+1)th cycle on 20,000bids-256items (k=2,5,10,20,40)

k=2 k=5 k=10 k=20 k=40

HC-3-para-100ms 0.9828 (100) 0.9828 (100) 0.9828 (100) 0.9828 (100) 0.9828 (100)
AHC-3-para-100ms 0.9952 (100) 0.9979 (100) 0.9995 (100) 1.0003 (100) 1.0009 (100)
XHC-3-para-100ms 0.9952 (100) 0.9998 (100) 1.0013 (100) 1.0021 (100) 1.0028 (100)
HC-3-para-1000ms 1.0019 (1000) 1.0019 (1000) 1.0019 (1000) 1.0019 (1000) 1.0019 (1000)

AHC-3-para-1000ms 1.0019 (1000) 1.0021 (1000) 1.0024 (1000) 1.0026 (1000) 1.0027 (1000)
XHC-3-para-1000ms 1.0019 (1000) 1.0025 (1000) 1.0027 (1000) 1.0031 (1000) 1.0035 (1000)

(each value in () is time in milliseconds)

Table 4. Time Performance of intermediate cycles on 20,000bids-256items (k=2,5,10,20,40)

k=2 k=5 k=10 K=20 K=40
HC-3-para-100ms 0.9889 0.9847 0.9829 0.9826 0.9818

AHC-3-para-100ms 0.9889 0.9805 0.9838 0.9874 0.9897
XHC-3-para-100ms 0.9892 0.9917 0.9943 0.9951 0.9966

(values are normalized as HC-3-para-1000msec equals 1)

Table 2 shows the experimental result on the datasets with 100,000 bids in an auc-
tion focused on execution time of the approximation. The settings are identical as Table
1 excluding the difference of number of bids in an auction. Due to hard time con-
straint, results of -seq-100ms (sequential execution with a cutoff time of 100ms) are
excluded from the table since they could not complete their execution within the cutoff
time. Here, our proposed methods (AHC-3,XHC-3) clearly have a certain advantage of
their performance time ratio. HC-3,AHC-3,and XHC-3 produced acceptable approx-
imated results within 100 to 1000 msec that are 2 to 443 times faster than Zurel’s
approximation. Especially, in most cases, our AHC-3-para-100ms outperforms HC-
3-seq-1000ms and HC-3-para-1000ms.

On above experiments, we used k = 10. Table 3 shows average time performance
of our algorithms on k = 2, 5, 10, 20, 40, respectively. At same cutoff time, XHC-3
obtains higher or at least same performance compared to HC-3. Furthermore, XHC-3-
para-100ms outperforms HC-3-para-1000ms when k ≥ 20, while its computation
time is 10 times shorter.

On above experiments, for direct comparison to other existing algorithms, we have
shown results on final(e.g., (k + 1)th) cycle in our procedure. We also confirmed per-
formance improvement on intermediate cycle in our procedure. Table 4 shows average
results on intermediate cycles for three algorithms (HC-3,AHC-3,and XHC-3). Here,
since we do not have approximation results for those intermediate cycles on Zurel’s al-
gorithm, instead of using ratioA, we normalized all values as HC-3-para-1000msec
equals 1. Since our algorithms improve results much more for latter cycles by cumu-
lative reuse of the last cycle, we used first four cycles in this comparison. For results
on k = 5, 10, 20, 40, we used an average value for first four intermediate cycles (e.g.,
from 2nd to 5th). Note that, only for results on k = 2, we used the results on 2nd cycle
since we do not have other intermediate cycles when k = 2. Here, results of XHC-
3 constantly better than AHC-3 and HC-3 and the differences are bigger when k is
increased.
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5 Limitations

The communication overhead problem is a problem of the communication overheads
taken via an auctioneer and bidders to exchange bid information(e.g., [8]). In [20],
Sandholm pointed out that it is relatively easy to solve a winner determination problem
when it has a huge number of bids but a small number of items. It can be interpreted
that the problem is rather communication overhead for gathering too much amount of
bids[21]. Especially, it takes a certain overhead when we use a kind of agent communi-
cation protocol via the Internet to gather bid information for an auction.

In our experiments, we used CATS format file (a simple text file) to store informa-
tion about bids in an auction. Typically, the program spent 200msec of CPU time to
load 20,000bids, and 1000msec for 100,000bids. This is relatively large and hard since
our cutoff time was set around 100msec to 1000msec for each approximation. When we
gather such a number of bids via network rather than from a local storage, it will take
much time. However, considering a differential bid updating approach for iteratively
conducted combinatorial auctions, the overhead will be much smaller than loading all
bid information for each time of iteration when there are small number of updates of
bids. Therefore, it is meaningful to realize such fast approximation algorithms for a
large number of bids in an auction. Furthermore, it is possible to make a concurrent
mechanism that has a thread for gathering bid information for next auction and another
thread for approximating winners in the current auction. In this case, there will be negli-
gible overhead for loading bid data since it will be processed simultaneously. For above
reason, we excluded communication overhead (e.g., overhead of loading data from a
file) from the recorded computation time in our experiments. However, all differential
bid updating overheads are included in the results since they are negligibly small.

Using sequential auctions[22] is another approach to overcome this communication
cost problem. Koenig et,al. proposed a multiple-round auction mechanism that guar-
antees the upper bound of communication cost as fix size k, that is independent from
the number of agents or items in the auction[23]. In our approach, we only assume that
there is a small number of updated bids from the last round of auction. Although our
algorithm itself can approximate winners within a very short time with huge number of
updated bids, the communication cost problem still remains there. This is a limitation
of our approach.

In this paper, we focused on winner determination problem so we eliminated other
important issues. Pricing mechanism is an important part in auction mechanism. A
number of pricing mechanisms are proposed for different goals and situations(e.g.,
[7],[24],etc.). Although it is possible to treat our mechanism as a simple ‘ascending’
combinatorial auctions, many issues will be left unsolved. In this paper, we left pricing
problem as a future work.

6 Related Work

There have been a lot of works on the optimal algorithms for winner determination in
combinatorial auctions[25]. Recently, Dobzinski et, al. proposed improved approxima-
tion algorithms for auctions with submodular bidders[26]. Lavi et, al, reported an LP
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based algorithm that can be extended to support the classic VCG[27]. Those researches
are mainly focused on theoretical aspects. In contrast to those papers, we rather focus
on experimental and implementation aspects. Those papers did not present experimental
analysis about the settings with large number of bids we presented in this paper. Also,
Guo[28] proposed local-search based algorithms for large number of bids in combina-
torial auction problems. However, they did not present experiments with such a huge
number of bids we used in our experiments.

CPLEX is a well-known, very fast linear programming solver system. In [8], Zurel
et al. evaluated the performance of their presented algorithm with many data sets, com-
pared with CPLEX and other existing implementations. While the version of CPLEX
used in [8] is not up-to-date, the shown performance of Zurel’s algorithm is approxi-
mately 10 to 100 times faster than CPLEX. In this paper, we showed direct comparisons
to the latest version of CPLEX we could prepare. Our approach is far better than latest
version of CPLEX for large-scale winner determination problems. Therefore, the per-
formance of our approach is better than CPLEX in our settings. This is natural since
Zurel’s and our approaches are specialized for combinatorial auctions, and also focus
only on faster approximation but do not seek optimal solutions. In case we need optimal
solutions, it is good choice to solve the same problem by both our approach and CPLEX
in parallel.

The above approaches are based on offline algorithms and therefore there are no
considerations about addition and deletion of bids in their approximation processes.
Although our algorithms are not strict online algorithms, it is possible to reuse the last
results when bids are modified and recalculation is necessary.

7 Conclusions

In this paper, we showed an analysis about enhanced approximation algorithms for com-
binatorial auctions that are suitable for the purpose of iterative reallocation of items.
We showed that our algorithms effectively reuse the last solutions to speed up initial
approximation performance. The experimental results showed that our proposed algo-
rithms outperform existing algorithms in some aspects. Furthermore, we showed that
they outperform CPLEX, a sophisticated LP solver product. We found that in some
cases reusing the last solutions may worsen performance compared to ordinary approx-
imation from scratch. We showed an enhanced algorithm that effectively avoids the
undesirable reuse of the last solutions in the algorithm. We showed this is especially
effective when a non-negligible number of existing bids are deleted from the last cycle.
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Abstract. Trust and personalization are two important notions in social network 
that have been intensively developed in multi-agent systems during the last 
years. But there is few works about integrating these notions in the same  
network of agents. In this paper, we present a way to integrate trust and person-
alization in an agent network by adding a new dimension to the calculus of trust 
in the model of Falcone and Castelfranchi, which we will call a similarity de-
gree. We first present the fundamental notions and models we use, then the 
model of integration we developed and finally the experiments we made to 
validate our model. 

Keywords: Trust, Agent network, Personalization, Social network. 

1   Introduction 

From Web Services to experimental negotiating agendas, many multi-agent systems 
have been developed to implement links between people or organizations in order to 
enable them to interact indirectly through agents that represent them. In such social 
networks, each agent stands for a person or a group of people. 

These networks have often some particular properties. The first we are interested 
in is openness. In open networks, agents can be added or removed from the network at 
any time. This implies that the network evolves, while each agent needs to adapt its 
own behavior to the appearance or disappearance of partners. The second property is 
partial representation. In social networks, agents often only have little knowledge 
about others and about the network itself. For instance, when an agent is added to the 
network, it usually only knows a few other agents that we call its neighborhood. A 
third interesting property is heterogeneity. That is, in such networks, agents are not 
always homogeneous. Every agent can have individual skills that others do not have, 
and each agent is free to cooperate or not with known agents. So each agent has to 
choose cleverly its partners in this kind of networks, because these partners must 
fulfill some requirements for the partnership to be useful. 

Hence such networks need some protocols for the agents to be able to act correctly 
while knowing only a few facts about a constantly evolving environment. One way to 
fulfill this requirement is to add a trust model to their reasoning abilities. This trust 
model enables them to take decisions, such as which agent to ask for doing a  
task, from the little knowledge they have. This is done by first computing probable 
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behaviors of others and the results of such behaviors, and then selecting the best ones 
for the agent. 

On another hand, as the agents in these networks are used to represent human be-
ings, users often want to have some control over them. Indeed, when agents are faced 
to choices, their reactions should be the closest possible to the users’ own preference. 
One way to realize it is to add to the agents’ reasoning methods a personalization 
model, which checks for alternatives and selects the one the user would prefer. 

As a result of the two previous remarks, there is a need to include both trust and 
personalization models. But as both are reasoning methods that can lead to contradic-
tory conclusions, we need a way to integrate them in the agent’s global reasoning 
protocol. From our best knowledge, such an integration does not seem to exist yet. 

In the remaining of this paper, we will first present the notions of trust and person-
alization in a network of agents, the theoretical criteria we will develop on these no-
tions for our integration work and the trust model we chose as a foundation to our 
integration model. Then, we will describe the integration criteria and the solution we 
are proposing. And finally, we will present an experimental validation of our solution. 

2   Positioning 

There are many ways for agents to represent and compute trust they have in other 
ones, and there are also many ways for them to represent and exploit user’s prefer-
ences. So, to understand how trust and personalization should interact in an agent’s 
reasoning schema, we firstly need to describe what they are, how they work, and what 
their different possible models are. 

2.1   Trust in Agent Networks 

A trust model describes how an agent can use its past experience and others’ experi-
ence to take decisions about future plans. It involves a facts storing and a reasoning 
method over this memory. As we are interested in user-representing agents, the most 
common way to describe agents’ reasoning methods is through the Beliefs, Desires, 
and Intentions – BDI – paradigm (Rao & Georgeff, 1995). 

Trust is based on trust evidences (Melaye & Demazeau, 2006), which are facts that 
are relevant to the question of trusting an agent or not, which can come from different 
sources. Common trust sources are: direct experience, which can be positive or nega-
tive, reputation, which is an evaluation that a third-party agent provides about another 
one, and systemic trust, which is the trust an agent has in a group of other agents, 
without necessarily knowing specifically each member of the group. These evidences 
are stored in a way so that they can later be used by a reasoning process, i.e. beliefs in 
the case of BDI agents. Moreover, all trust knowledge is contextual, i.e. it is related to 
an action or a goal Ω the agent wants to perform or achieve. 

Most commonly, these beliefs are split into a small number of categories that are 
considered as trust dimensions. The most used dimensions can be described as ability, 
willingness and dependence beliefs (Castelfranchi & Falcone, 1998). The belief of 
ability means that an agent A believes that an agent B is able to do what A wants it to 
do in the context Ω. The belief of willingness means that A believes that B will do 
what A wants it to do if A asks it to do that. The belief of dependence means that A 



 How to Integrate Personalization and Trust in an Agent Network 249 

 

believes that he relies on B to achieve its goals in context Ω. There exist other dimen-
sions, but trust can often be easily simplified to retain only these three ones without 
losing any accuracy. 

Trust is then learnt through experience, interaction and reputation transmission, 
stored as agents’ beliefs and then used in decision-making processes when agents 
have to make choices involving other agents.  

Amongst the large amount of existing trust models, we need to rely on some crite-
ria to make our choice and ground our work on an adequate model. 

2.1.1   Some Theoretical Criteria for Trust Models 
A trust model has to fulfill some criteria to be able to be used in an agent network to 
create what is usually called a trust network. 

The first obvious criterion is optimization. This comes from the fact that a trust 
model is made to help agents to adapt their behavior to the network configuration. So 
the trust model must be able to improve the network’s global performance – the abil-
ity for each agent to achieve its goals. Optimization can only be tested experimentally, 
because we are not able to foresee the network improvement given a particular theo-
retical trust model. 

The second one is a practical requisite: the trust model should be easily calculable, 
in order for the agent to compute it in real-time without any significant lack of reac-
tivity; we call it calculability. 

The third one is related to the fact that the agents we describe are related to users. 
In many of these systems, users often want to be able to understand how the entity 
that represents them reacts. So, the intelligibility criterion describes the ability of the 
reasoning process and the semantic of stored beliefs to be explained to the user and 
understood by him. 

The other criteria we take care about are four properties of the trust values (Melaye 
& Demazeau, 2006): observability, understandability, handlability and social ex-
ploitability. They describe the ability of the agent to apprehend other agents’ mutual 
trust, to compute multi-dimensional trust values, to combine these values into a global 
trust level and to use this trust level to make decisions. 

We will use these criteria altogether for both the choice of the trust model to 
ground our integration work and, later, for the integration model itself. 

2.1.2   Falcone and Castelfranchi Trust Model 
The trust model we used is the one introduced by Falcone et al. (Castelfranchi & 
Falcone, 2004). It is a BDI-based model – which corresponds perfectly to the social 
network requisites – and uses numerical representation for trust beliefs. Numerical 
representations are better for a trust network than logical representations, because 
these latest rely quite always on complicated and high-complexity modal logics, and 
so cannot be implemented. 

This model uses three contextual values to represent trust dimensions (cf. figure 1): 
the Degree of Ability (DoAY,Ω), the Degree of Willingness (DoWY,Ω) and the Environ-
ment Reliability (e(Ω)). The latest is the only one that does not depend on the agent B 
that is considered by A for the trust evaluation. It measures the intrinsic risk of failure 
due to the environment. The Degree of Ability measures the competence that B has to  
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Fig. 1. Falcone and Castelfranchi Trust Model 

accomplish the task or to help A to accomplish the task Ω. The Degree of Willingness 
measures the will of B to help A to achieve its goals. All these three values are de-
fined in [0;1] and are combined into a global Degree of Trust (DoTY,Ω) that describes 
the trust that A has in B in context Ω through a function F. This function is not speci-
fied in the model, but has to preserve monotonicity and to range in [0;1]. 

DoTY,Ω = F(DoA Y,Ω , DoWY,Ω , e(Ω)) (1)

Both of the ability and willingness beliefs – DoA and DoW values – can be learnt 
from any trust source. To learn these values, the agent uses a reinforcement learning 
process that uses new trust evidences to review its knowledge about others. 

We chose this model because it satisfies very well the criteria we have for a trust 
model. The fact that trust is computed from values representing its dimensions with a 
simple formula guarantees the respect of observability, understandability, handlabil-
ity and intelligibility. Social exploitability is also respected because trust values pro-
vide a ranking for potential partners that can be used to make a decision. And then, 
this model is calculable, because it is based on simple mathematical formula and 
numerical values. 

2.2   Agents Personalization 

The other fundamental notion in this work is personalization. Personalization is the 
ability for an agent acting on behalf of a user to acquire and to learn his preferences, 
his centre of interests and to use them during its decision-making process. 

While preferences nature is quite domain-related, preferences representation has 
some universal methods and properties. 
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2.2.1   Preferences Representation Models 
The notion of personalization handles a couple of distinct concepts. It is both a way to 
represent users’ preferences, a way to learn them from the user and a method to use 
them in various contexts to improve the agent’s behavior to the user’s point of view. 

There are two distinct ways to represent users’ preferences (Endriss, 2006). They 
can be represented by a valuation function giving a note to alternatives the agent is 
faced to – and called cardinal preferences. They can also be described as a binary 
relation between each two of the alternatives – and called ordinal preferences. 

There are many ways to represent these two kinds of preferences. But the most 
known and useful are probably the weighted conjunction of literals for cardinal pref-
erences and the prioritized goals for ordinal preferences. These models describe a 
way to store user preferences but also a way to use them in the reasoning process by 
evaluating and choosing one between several alternatives. 

All these preferences representation models can be combined with several well-
known reinforcement learning techniques (Gauch et al, 2007), which will enable them 
to improve the precision of the user profile (i.e. the set of all represented user's prefer-
ences) and adjust it to the user’s real preferences. The learning process can use an 
explicit feedback, which can be, for instance, a form that the agent presents to the 
user. It can use an implicit feedback, which is the analysis of the user activity, for 
instance, the user web history for web navigation assistants. Or it can use hybrid feed-
back, which is a combination of both (Montaner et al, 2003). 

2.2.2   Some Criteria for Personalization 
As for trust models, we proposed a set of important criteria that a personalization 
model has to respect in order to be useful in an agent network. 

In our work, we have kept four usual criteria about personalization models (En-
driss, 2006) and added a new one. Firstly, the expressive power is defined as the 
amount of preferences structures that the model is able to represent. Secondly, suc-
cinctness is the amount of information about these preferences which can be stored in 
a given place. Then, we have to take care about elicitation, which represent the ease 
with which a user can formulate his preferences in the model’s representation lan-
guage. This is an important criterion, especially when a user is able to see directly his 
profile and to modify or correct it on his own. And finally, as it is also the case for 
trust model, the complexity of the model is important in order to be able to be com-
puted in real-time by agents. 

Since the preferences learning mechanism is a dynamic process, we have to de-
scribe the ability of the system to react to any change in the user’s preferences. This is 
why we add another criterion, reactivity, which measures how much time the model 
takes to adapt the profile to a change in the user's behavior it represents. 

3   Integration Work 

Concepts of trust and personalization having been studied in a network of agents, we 
will now see why there is a necessity to find a way to integrate these two reasoning 
processes into a single one. 
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3.1   Personalization Integration in a Trust Network 

In a lot of networks – agent-based social networks, B2B applications and negotiating 
calendars for instance – the agents have to make decisions about which other agents 
to interact with, which ones to ask information to, and with which to form teams or to 
take contracts and partnerships. Agents often take these decisions via a trust mecha-
nism, but in such networks, the user is often able to express preferences that should 
influence these choices. So, as trust and personalization needs to coexist in those 
networks, we obviously need a way to make them function altogether. 

3.1.1   The Necessity of Integration 
We can first believe that simply putting both models on the same agents will be 
enough to make the network work well. But this cannot be true, because both being 
reasoning processes that cost much time and resources and that leads to conclusions, 
there will be two main problems happening. The first one is that the cost of both in-
ferences will be high for an agent. The second one, and most important, is that the two 
inferences can lead to different and perhaps incompatible conclusions. And the prob-
lem will be: how to handle these two conclusions and act while taking both into  
account. 

So the way to solve this problem is to create a single reasoning process for agents, 
that takes into account all the knowledge they possess, about both the network (other 
agents) and user’s preferences. 

3.1.2   Related Work 
The only work we have found in the literature that tries to integrate an approach of 
personalization and trust (Maximilien & Singh, 2005) proposes a model of multi-
criteria trust in which the user has some control over the importance of each evalua-
tion following a particular criterion in the final trust calculus. This is a very limited 
and particular sort of personalization, and this approach is not applicable for the kind 
of networks we are interested in, as the preferences are related to the trust model itself 
and not to the domain the agents are concerned with. 

So, to the best of our knowledge, no work exists that tackles the interaction of 
these two notions in an agent in the way of providing a single reasoning process that 
handles both notions. 

3.2   Considered Agents and Network 

To be able to explain clearly how the solution we propose works, we first need to 
describe the agents and the types of networks in which it will be applied. 

3.2.1   Agents’ Architecture and Capacities 
The agents are based on the BDI architecture. This means that (i) they possess some 
beliefs about their environment – including the users of the system – and other agents 
and (ii) that they all have some goals, called desires, which are states – personal or of 
the environment – they wish to be true. In order to make these goals true, (iii) they use 
plans to make decisions that become intentions – things they plan to do. 
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As every agent does not have all the ability needed to achieve every one of its 
goals, it has to cooperate with some other agents in the network. To minimize the cost 
of this required cooperation and to avoid losing time and resources asking wrong 
agents for help – wrong agents are those which cannot help or will not help – it uses 
some trust process to determine which agents are the best partners for a specific task 
by the mean of the previously described Falcone and Castelfranchi trust model. 

Every agent should also be related to a single user, and should be able to stock and 
use a preference profile related to this user. We will see later how the agents are able 
to do that. 

3.2.2   The Network Structure 
The network is merely an evolving set of agents which are able to communicate one 
with another through a message protocol that enables them to exchange data, requests, 
answers and perhaps beliefs and plans. 

When a new agent is added to the network, it knows a few other agents – its 
neighborhood – and can learn the knowledge of other agents by interacting with them. 
It order to make agents able to learn the existence of unknown other agents, we must 
include in the network a mechanism that makes agents who are not able to process an 
information or answer a request forward this request to another agent. This mecha-
nism involves only agents that are not concerned by a request or information but are 
cooperative – they are ready to help the request sender or to distribute information in 
the network. When such an agent receives an irrelevant message from its viewpoint it 
does not ignore it but forwards it to one or several agents of its own neighborhood 
which it considers as the most able to answer to this message; this mechanism is 
called restricted relaxation (Camps & Gleizes, 1995). The number of times a message 
can be forwarded in the entire network is obviously limited to avoid cycles and thus 
network overload. 

3.3   Integration Constraints 

As for trust and personalization models, we propose some theoretical criteria needed 
to be fulfilled by an integration model. 

The first criterion derives directly from the fact that we want to integrate a person-
alization model in a trust model: this operation needs to result in an improvement of 
the correlation between the user’s expectations and the agent’s behavior. Hence the 
criterion of accuracy will be the measure of proximity between user’s desires and 
agent’s observable behavior and results. 

Two other criteria will simply describe facts that are linked with the operation we 
are trying to do. The target correlation describes the fact that the alternatives consid-
ered by the preferences profiles are defined by the integration model we choose. In 
other words, the personalization model must be able to evaluate the kind of alterna-
tives that the trust model will require it to evaluate. On the other hand, the type corre-
lation criterion describes the fact that the personalization model should give as a  
result of an alternative evaluation a value of a type that is useful to the trust model. 

Finally, because both of the two models we are trying to integrate are contextual 
models, we have to be sure that the contexts defined in both of the models are com-
patible – which means that they are the same or at least one is a subdivision of the 
other. We will call it the context compatibility. 
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3.4   Towards an Integration Model 

Taking into account all the listed criteria, and basing our work on the chosen trust 
model, we developed a solution for an integration of a personalization model into this 
trust model. This integration has been done in order to create a reasoning process that 
handles information about both user’s preferences and other agents’ behavior. 

3.4.1   Description of the Proposed Integration Model 
The solution we propose simply consists in defining a new dimension of trust in an 
already multi-dimensional trust model (cf. figure 2). Indeed, in order to take into 
account the personalization evaluations, we considered that it was quite the best solu-
tion to keep the preferences representations and learning methods as separate agent’s 
ability. We made this choice because it seemed very difficult and confusing – both for 
programmers and users – to incorporate it to the trust model reasoning process. 

So this process is only going to use the evaluator from the personalization model to 
rank alternatives between other agents’ behaviors or results. It is also going to learn a 
new context-dependant, agent-dependant belief that represents the proximity this 
 

 

Fig. 2. Modified trust model with integrated personalization model 
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agent’s behaviors or results have with the user’s expectations concerning a particular 
context. 

This belief, defined as a numerical value ranging in [0;1], as other trust values, is 
also going to be learnt by reinforcement learning methods using personalization 
model’s evaluators. This will be called the Degree of Similarity DoSY,Ω. Then, the 
global trust computation will have to be redefined as another monotonic function F’ 
that ranges in [0;1], which takes as parameters not only the parameters of the function 
F from the trust model but also the newly defined Degree of Similarity : 

DoTY,Ω = F’(DoA Y,Ω , DoWY,Ω , DoS Y,Ω , e(Ω)) (2)

Moreover, this new dimension of trust can be learnt from every trust source that is 
available in the trust model we use. However, to learn it from reputation an agent will 
have to take into account the similarity level between itself and the evaluator, as they 
do not have the same user profiles. 

The constraints that this integration model makes on the choice of a preferences rep-
resentation model can be explained through the type correlation and target correlation 
criteria: the Falcone and Castelfranchi trust model uses numerical values in [0;1] as trust 
dimensions values. So, as our new belief will also have to be represented as such a nu-
merical value, and because, for learning, the evaluatedelements will be the results of one 
interaction with another agent, the personalization model’s evaluation functions will 
have to evaluate a single result and give a numerical value as an evaluation. So the per-
sonalization model should be a cardinal preferences model. 

3.4.2   Criteria Applied to the Proposed Model 
As previously shown, the original trust model we used fulfills all required criteria. So, 
as we have just added a single trust dimension, with its own meaning and its own 
learning methods, these criteria will not be broken. The intelligibility will also be 
respected, because the meaning of this dimension is easily explainable to the user; it 
represents the proximity between the real behavior of the target agent and the theo-
retical behavior it should have, taking into account the user’s preferences. In fact, 
only the optimization criterion needs to be experimentally tested. 

The criteria related to the personalization model could easily be satisfied, because 
the choice of the model is quite free between all the cardinal preferences models. 
They can be satisfied, for instance, by choosing the weighed conjunctions of literals 
model, which is a light, low-complexity and powerful model which can handle every 
domain of application and is perfectly compatible – if correctly implemented – with 
the contexts of the trust model. 

Amongst the integration criteria, the two correlation criteria are easily respected, 
as seen before. The context compatibility can also be satisfied by correctly implement-
ing the personalization evaluators. So, only the accuracy criterion should be  
experimentally tested. 

4   Tests and Experiments 

In order to first experiment the integrated trust and personalization model we  
proposed and then to check the two criteria that we can only validate experimentally – 
optimization and accuracy – we implemented a simplified version of the model, using 
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the agent programming language and IDE Jack (http://www.agent-software.com/ 
shared/products/). 

4.1   A Simplified Model 

We firstly simplified the model to test only the two experimental criteria we exposed 
– the goal of the test was not to determine the efficiency of the Falcone and Cas-
telfranchi trust model nor of any personalization model, but to experiment if the inte-
gration model itself is viable. 

The first simplification we decided was the implementation of a mono-source trust 
model. The only source that we considered was direct experiment. So the only trust 
evidences that were taken into account by the trust learning process were answers 
given by other agents to the sent requests. 

The second simplification we decided concerns the environment; it was supposed 
to be sure – every message reaches its addressee – and resourceful – if an agent has 
both the ability and the willingness to perform an action, then the action is performed. 
So we considerer e(Ω)=1. 

We also selected simple functions for trust computation and for learning. F’ (for 
complete model) and F (for trust only model) are defined as simple multiplications 
between each dimension. 

DoTB,Ω = F’(DoAB,Ω , DoWB,Ω , DoSB,Ω) = DoAB,Ω x DoWB,Ω x DoSB,Ω (3)

DoTB,Ω = F(DoAB,Ω , DoWB,Ω) = DoAB,Ω x DoWB,Ω (4)

Learning method is defined as a weighted mean of current and new values with fixed 
ratios – let DoX be DoA or DoW, and a,d∈ [0,1]. 

For positive trust evidence: 

DoX(t+1) = DoX(t) + a * (1-DoX(t)) (5)

For negative trust evidence: 

DoX(t+1) = DoX(t) - d * DoX(t) (6)

And for the similarity value – in case of positive or negative trust evidences: 

DoS (t+1) = (DoS (t) + modDoS(B,Ω))/2 (7)

Finally, we decided to use a static representation of preferences described by a very 
simple user profile that enables an agent to rate every result it receives in [0;1]. We 
emulated a preferences model in that way, because preferences dynamics was not 
very important for these tests and, given the high number of possible preferences 
representations, this would not be significant anyway. So we faked a preferences 
model that would have reached a stable state by attributing a simple static profile to 
every agent. 

4.2   The Experimental Protocol 

We experimented in a network of 100 homogeneous agents able to possess 3 basic 
capacities A, B and C. Each newly created agent randomly receives the ability to use 
each one of the 3 capacities with a certain probability – p = 0.6 for most of the tests. 
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All the agents are able to communicate through a message protocol defined in the 
Jack interface, and all use limited relaxation paradigm – with a maximum of 5 succes-
sive relaxations for a message. 

We used randomly generated initial neighborhood for each agent with a probability 
of knowing each other agents equal to 0.1. 

Then, the process continues step by step. At each step, a goal is generated for each 
agent, which consists in using a random capability: A, B or C. Obviously, when the 
agent does not possess this particular capability, it has to cooperate with other agents 
to achieve its goal. 

To emulate preferences evaluation, each result of a capability A, B or C, is a docu-
ment, which is assessable by the personalization model of any agent, according to a 
simple user profile it possesses. So, when an agent uses one of its capabilities or gets 
a result from another agent, it is able to rate this result according to its own prefer-
ences profile. We thus defined modDoS(B,Ω) as the average pertinence of documents 
given to A by B as an answer to a request from A. 

4.3   Experimental Results 

We evaluated the number of messages exchanged between agents and the number of 
goals that were not achieved by agents to validate the optimization criterion. We also 
evaluated the average pertinence of results for the accuracy criterion. 

Each value is measured at step 1 and step 100 for 4 different networks: (i) a simple 
network without any model, (ii) a network with the simplified trust model – without 
personalization –, (iii) a network with the trust and personalization integrated model, 
and (iv) a network with a model that only takes into account the personalization value. 
Then the results between step 100 and 1 are compared to measure improvement. Ex-
pected results (cf. table 1) are an increase for pertinence and a decrease for the two 
other values. 

The results fit with our expectations: the number of messages and the number of 
failures decrease for all networks where there exist trust models, and the average 
pertinence of results increases significantly in networks where personalization is 
taken into account. 

Table 1. Experimental results summary: evolution between steps 1 and 100 

 
Number of 
messages 

Number of 
goal failures 

Average 
pertinence 

No trust nor  
personalization  

-3.6% +1.6% -3.3% 

Trust model only -13.7% -77% +3.5% 

Trust and  
personalization model 

-21.5% -76% +11.9% 

Personalization only +34.3% +27% +42.3% 
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Complementary observations can be made; for instance, while in much cases net-
work optimization is the same for trust only and for trust and personalization net-
works, we can observe that when the pertinence results are too often very low, the 
network obtains worse results, because of the unbalanced importance of the different 
trust dimensions; we can notice that this effect should probably be corrected by ad-
justing correctly the global trust computation function. 

But, globally, we can conclude from these experiments that the two experimental 
criteria that we had expressed are satisfied, and so, that our model seems to be an 
adequate solution to the problem we wanted to address. 

5   Conclusions and Perspectives 

In this work, we have explored the possibility of associating trust and personalization 
paradigms in an agent network. We have done this in order to give to agents the abil-
ity to handle both the intrinsic uncertainty of a partial-knowledge, evolving network, 
and the also evolving requirements of a user’s set of preferences. Indeed, agents 
would have to face them both in a social network in which each user has one or more 
agent to represent him. 

Knowing that just putting together the two reasoning methods leads to heavy prob-
lems of optimization but also to problems for mixing the results given by each one, 
we have looked for a solution to integrate both notions in a single reasoning process. 
We first gave some theoretical criteria to choose every component of a global agent’s 
reasoning method that could handle both trust and personalization: the trust model, 
the personalization model and the integration model. We then proposed a complete 
solution that is acceptable according to those criteria. 

Our solution involves the Falcone and Castelfranchi trust model, to which we 
added a new trust dimension, that we called degree of similarity. It also involves a 
cardinal preferences model such as weighted conjunction of literals, which is used by 
agents to evaluate results and alternatives and learn the degree of similarity they have 
with other ones. 

The obtained experimental results for optimization and accuracy criteria seemed 
to validate these criteria. That is why even if these experimentations were done on a 
simplified version of the trust and personalization integration model, we can say that 
the solution we proposed seems to be viable and to be applicable to the kind of net-
works we described. This model was developed in order to improve the behavior of 
agents in these open, partial-knowledge and user centered networks, and it seems to 
achieve this goal. 

Future work on this solution is to test it with a full and multi-source implementa-
tion with dynamic personalization from real users. As the Falcone and Castelfranchi 
model is very powerful and because of the large scale of different cardinal preference 
implementations that can fit in the theoretical criteria of this solution, we can foresee 
very different solutions for various domains and the need to find the adequate person-
alization evaluation and trust evaluation functions to each model. 
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Abstract. Modeling preventive medical checkup systems (PMCS) is an impor-
tant part to predict the future demand for healthcare coverage. In this paper we 
show how to model a two stage interdependent System as it applies to basic 
cancer prevention. Starting with a short introduction of the two used social sci-
ence modeling techniques we show the basic principle of the preventive cancer 
checkup process (PCCP) and how it was modeled with these opposing ap-
proaches. We then extract the key benefits from each technique and also their 
shortcomings when applying it onto the PCCP. Furthermore we show at what 
level of detail which method should be used to gain the most valuable insight 
into those complex checkup systems.  

Keywords: Agent based modeling, System dynamics, Healthcare, Preventive 
medical checkup, Preventive cancer checkup. 

1   Introduction 

In medical science, especially health care, computer simulation is still a relatively 
young field. In contrast to that social sciences use computer simulation as a well-
established domain of research, to gain insight to a system and make predictions for 
the future. Troitzsch [19] divided prediction into two parts: (1) qualitative prediction, 
which is prediction of behavior modes, and (2) quantitative prediction, which is to 
predict a certain system state in timeline. Currently there are two major schools, Sys-
tem Dynamics and Agent Based Modeling, which use computer simulation to gain 
insight into non-linear social and socio-economic systems [13]. Both approaches have 
a broad overlap in research topics, but have been quite unnoticed by each other. [15] 

There are only a few publications about health care systems concerning prevention 
frameworks. The health care system itself is complex and large and it is quite hard to 
understand all the dependencies and influences in this system. Because of the con-
stantly growing demand for preventive cancer checkups, the main purpose of this 
paper is to show how to model those systems with both approaches.  

There are two major facts concerned with futures healthcare coverage. People  
are constantly getting older and therefore need more and longer treatment. Western 
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industrial countries are facing an over aging of their population. These facts make it 
necessary to model future health care scenarios to get valid answers to problems aris-
ing from these systems because media seems to continuously bombard us with one 
horror scenario of health care issues after the other. For example the amount of people 
in Austria above the age of 60 will grow till 2030 by 54% although the whole popula-
tion will just grow by 8% [16]. Is this significant increase in older people an indica-
tion requiring 50% more medical specialists to cope the demand of preventive  
medical checkup in this age group? This is just one pressing question concerning 
preventive medical checkups for the future. In this paper we will discuss the main 
modeling differences of the two approaches based on the preventive cancer checkup 
process (PCCP) and give a first short answer to the question above. 

1.1   The System Dynamics Approach 

System Dynamics is an approach that has been developed by Jay W. Forrester, an 
electrical engineer, in the mid 1950s and was originally called Industrial Dynamics 
since the initial applications, which he described in the book of the same title, were all 
in private industry [7]. Later works focused on urban dynamics [8] and on social sys-
tems, with the probably most popular publication “Limits to growth” [6]. In 1983 the 
International System Dynamics Society (SDS) has been established, and within it a 
special interest group on health issues was organized in 2003 [9]. Although many 
papers dealing with health care systems have been published, in a variety of journals 
worldwide, since then very few of them focused on prevention frameworks. [11] 

The basic concept behind System Dynamics is that the complex behaviors of or-
ganizational and social systems are the result of both reinforcing and balancing feed-
back mechanisms. The central observation point when modeling a system in SD is to 
describe its feedback loops, which consist of the real-world processes, called stocks, 
and the flows between these stocks. These generated computerized models can then 
be used to test alternative scenarios and policies in a systematic way to answer both 
“what if” and “why” questions [3], [17]. 

1.2   The Agent Based Modeling Approach 

Agent Based Modeling (ABM) is a relatively new computational modeling paradigm. 
Although it had been developed in the late 1940s, it did not become widespread until 
the 1990s, because compared to SD significantly more computational power is  
required. The increase of available and powerful computational resources in the last 
years and the inherent parallel nature of ABM approaches contributed to their  
popularity. The roots of ABM can be traced back to Cellular Automata (CA) and the 
field of Complex Adaptive Systems (CAS) with the underlying notation to build a 
system from the ground-up in contrast to the top-down view of SD. There are three 
different fields of research for ABM: (1) artificial intelligence, (2) object oriented 
programming and concurrent object-based systems, and (3) human-computer interface 
design [10]. The concept of agents can be tracked through many different disciplines, 
but using agents on designing simulation models is mainly applied in complexity 
science and game theory [13]. In contrast to SD there is no universally accepted defi-
nition of ABM and this makes it much more difficult to identify the basic concept and 
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assumptions underlying this paradigm. An Agent is basically an independent compo-
nent that has individual rules and is able to interact with its environment or not. The 
behavior can range from primitive reactive decision rules to complex adaptive intelli-
gence [12]. The global System behavior emerges as a result of the agents following 
their rules and doesn’t need to be known at the beginning of the modeling session.  

That’s why ABM is often called bottom-up modeling [3]. Agent Based Modeling 
is used in a wide range in medical health care but mostly to simulate patient schedul-
ing and workflow management [14]. Estimating the medical demand of equipment 
and specialists for the future is quite a new area for ABM. 

1.3   Short Comparison of the Approaches 

To characterize both approaches, the major differences are summarized in Table 1 and 
described below [13], [18].  

Table 1. System Dynamics versus Agent Based Modeling 

 System Dynamics Agent Based Modeling 
Basic building Block Feedback loop Agents 
Level of modeling Macro Micro 
Mathematical formulation 
equations 

Differential equations Logic,  
Differential equations 

Perspective Top-down Bottom-up 
Unit of analysis Structure Rules 

The core building blocks: 
The main behavior of a System Dynamics model is generated by its interacting feed-
back loops that consist of Stocks and Flows. In Agent Based Models the behavior 
emerges from the interaction rules of the Agents. These elements can therefore be 
considered as the basic building blocks of their approaches. 

Level of modeling: 
In macro simulations, individuals are viewed as a structure that can be characterized 
by a number of variables, whereas in micro simulations the structure is viewed as 
emergent from the rules and the interacting individuals. [5] 

Mathematical formulation: 
The basic principle behind SD is to couple non-linear first-order differential equa-
tions. This is done by Levels that accumulate the difference between the Flows (in- 
and outflows). In ABM there are many diverse methodologies from logic-based to 
emergent equations and that’s why no universally accepted formalism for the mathe-
matical description of a model exists. [13] 

Perspective: 
In SD the structure of the basic system phenomenon is modeled and in ABM this 
evolves in the simulation.  
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Fig. 1. Basic principle of a preventive cancer checkup process (PCCP) 

Unit of analysis: 
SD models behavior is determined by the structure that is fix and has to be defined 
before simulation. In ABM the focus lies on the rules an agent obeys to, to interact 
with other ones. 

2   The Basic Preventive Cancer Checkup Process (PCCP) 

Modern preventive cancer checkups can diagnose cancer risks at a very early stage 
making necessary treatment easier, more effective, and more efficient. Most of the 
common malignant diseases, if detected in an early stage, can successfully be cured, 
due to tremendous progress in treatment possibilities. That’s why regular checkups 
can prolong a healthy life.  

The basic preventive cancer checkup process that is shown in Figure 1 can be ap-
plied to all of the malignant diseases for example (colon cancer, prostate cancer, gy-
necological tumors, skin tumors, etc.). There is always a risk group in a population, 
normally being addressed by age and gender. This group can then be divided into two 
parts (percentage R1 and R2): the ones that will never go to a preventive medical 
checkup and the other ones that go to a preventive medical checkup at least once in 
their lifetime after entering the specific risk group. Once entering the prevention path 
there will be a medical checkup. If an indication for the specific cancer is found dur-
ing the checkup an intervention will be performed and the patient will be send back to 
regular preventive medical checkup after some years (indicated by X2). If no indica-
tion is detected the patient will also be sent back to regular preventive medical 
checkup after some years (indicated by X1). Once being in the prevention cycle the 
normal mortality for the specific cancer will decreases with a given percentage (indi-
cated by PI). The basic PCCP will now be applied onto the colon carcinoma one of 
the most common cancer type of men and women. 
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To demonstrate both principles we assumed the following standard values, taken 
from literature [1], [2], [4] for the colon carcinoma prevention: 

Table 2. System parameters for simulating a preventive cancer checkup process (PCCP) 

R1 R2 F1 F2 X1 X2 PI X 
60% 40% 10% 90% 7 3 80% 0,45 * 10-3 

With this given values the average year a patient comes to the preventive medical 
checkup is 6.6 according to equation (1).  

Average year = X1 * F2 + X2 * F1. (1)

2.1   Modeling PCCP with System Dynamics  

Based on the basic PCCP process we designed a first Causal Loop Diagram (CLD) of 
the system and simulated it in Powersim Studio 2005. We split up populations age 
groups into those within the risk group and those outside. Because of the intuitive user 
Interface of Powersim the model was quickly built but the output did not quite match 
real systems data because SD averaged all the Stocks representing the age groups. 
Population distributions in Western industrial countries are more like bulbs or apples 
than rectangles and because of the two world wars and the baby boom generation 
Austria’s population distribution has two abnormal spikes. And these two spikes are 
completely filtered in the standard SD model.  

So we split up the age groups into one year groups and added both prevention cy-
cles to the simulation to get a more detailed output. A simplified version of the ex-
tended basic Causal Loop Diagram (CLD) is shown in Figure 2.  

The implemented model now was an “Array Model” with all the different prob-
abilities for each group and the output was qualitatively quite near to real data.  

To look at the consequences of another cancer prevention model, for example pros-
tate cancer, we added a second cycle for this disease. This was really a challenging 
problem because of the arrays and global death rates and at the end we weren’t able to 
complete it because of cyclic references. Both prevention models affect the death rate 
of the population and are also affected by this rate. When you think in stock and flows 
you get cyclic references between these rates. Our basic SD model can only capture 
the qualitative behavior well but lacks realistic quantitative output. The extended 
model is able to produce a realistic quantitative output but is due to the specialization 
not able to handle more than one prevention model.  

2.2   Modeling PCCP with Agent Based Modeling 

In the ABM solution we first had to decide what defines an agent to produce an out-
put like the real data. So we decided to model an agent with the basic attributes like 
number, age and gender and some medical attributes we needed for the preventive 
checkup process as shown in Figure 3. In this first solution we modeled non interact-
ing agents, because it was not necessary for the concerning question.  
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Fig. 2. Basic principle of a preventive cancer checkup process (PCCP) 

 

Fig. 3. Population of agents with migration effects 

Before implementing the PCCP into our agent framework we had to calibrate our 
agents to build up a population that was quite similar to the real one in each age 
group. That’s why we had to add immigration, migration and fertility data to each 
agent. In this case we took statistical data rates from the past decades and added them 
to the framework. This data can now be loaded from several input files into the 
framework. Furthermore this attributes can be changed in time to get a similar charac-
teristic as data from the past. Mortality is divided into the main parts of the ICD-10 
(International Classification of Diseases endorsed by the WHO in 1990) code and can 
also be changed in time. Due to this classification the framework is able to handle all 
different types of classified diseases. To add a specific prevention model one first has 
to define the ICD-10 category it belongs to and then add the needed attributes to an 
agent. In our case this new “disease data sheet” that is connected to an agent contains 
the number of performed interventions, the waiting period till next check is per-
formed, the new death probability, and so forth. Depending on the input data that 
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Fig. 4. ABM-Framework output for the PCCP, showing medical checkups as a consequence of 
different policies 

is linked to the agents they act on probabilities each simulation period. Because this 
paper is about how to model a PCCP and not about the whole ABM framework we 
will not go into deep detail this time.  

Since we are looking for population effects the number of agents that make up this 
population has to be sufficiently high. There is obviously a tradeoff between accuracy 
and computational effort. Agent Based simulation can be seen as a numerical solver 
to Dynamic System’s system of differential equations. The more agents the smoother 
is the integration.  

In the following we will show the first results from the ABM model to illustrate the 
great level of detail our framework is able to handle. We used 1.5 million agents and 
50 simulation runs to get a robust estimate of mean and standard deviation.  

The output for the PCCP with the given values for the colon carcinoma was really 
astonishing for us and is shown in the Figures 3 and 4. Although more people are 
entering than leaving the risk group the demand for preventive checkup will not 
grow when we assume that the same percentage of people as today will go to 
checkup in the future. This is because most of the demand is already generated by 
the people in this two stage cycle. The demand will not grow until the prevention 
percentage is set up to more than 60% and this is in fact a relatively unrealistic sce-
nario for the future. In Figure 4 we see the absolute difference of people dieing from 
colon cancer per year. The absolute amount of people that could be saved due to 
more preventive checkups will not dramatically fall just by doing 55% more of these 
checkups. This output is really crucial when we think about investing more money in 
these preventive checkups or advertisement to increase the amount of people going 
to cancer prevention. 
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Fig. 5. ABM-Framework output for the PCCP, showing PCCP death rates as a consequence of 
different policies 

3   Discussion 

During our modeling sessions we were able to produce the needed output data with 
both modeling techniques. Building a SD model with realistic real life behavior was 
really a hard challenge, because of the averaging effect within stocks. Despite all 
difficulties we found a solution by transferring the initial model into an "Array 
Model". Due to the specialization of this model it is not possible to simulate more 
than one PCCP as mentioned above. That’s why we had to switch the modeling ap-
proach to implement the given PCCP with ABM. After defining the attributes and 
rules of an agent we implemented our own arbitrary extendable framework. Because 
of the astonishing answers for the future demand in specialists for colon carcinoma 
the framework will now be object of further research. Integrating more cancer preven-
tion models, interactions between the agents like transmissibility of diseases, word of 
mouth advertising for preventive medical checkup, are just a few work packages for 
the future.  

In general both techniques can not be differentiated just by modeling size because 
both are capable to model small and large-scale systems. They can rather be classified 
by the problem or perspective and the required output information. One fact that 
should be considered when deciding for one technique is that with today’s modeling 
tools it is much more complicated to implement a solution in an ABM Framework, 
when you are not experienced in programming, than implementing a model in one of 
the intuitive graphic oriented SD tools. Quantifying the parameters of a model is the 
main difficulty both approaches have in common. In ABM it is tough defining the 
rules for the agent’s behavior and their attributes and in SD it is sometimes quite hard 
to quantify or find the correlation function between the connections of variables. In 
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contrast to SD ABM allows increasing the level of detail as long as relevant data is 
available but will not work when this required data does not exist at that level of de-
tail. The next factors to be concerned with are computational effort, memory man-
agement, and simulation time. SD provides the output within a few runs lasting only 
seconds depending on the method that is used to solve the differential equations. 
When trying to solve the same problem with agents one first has to define the width 
of the confidence interval and then calculate the needed runs to hit that spread. The 
simulation time with our model in SD is just a few seconds on an ordinary office 
computer and there is no need to worry about memory management contrary to our 
ABM solution. 

In general picking one or the other modeling approach depends on the system to be 
simulated. There are lots of applications where it is much easier and efficient to solve 
given problems with SD but if you want to capture more realistic real-life phenomena 
you have to choose the ABM approach. A general decision for one of the two tech-
niques always deals with a trade-off between efficiency and significance. 

4   Conclusions 

As we could see from our simulation System Dynamics is useful to model the basic 
system’s behavior. With the causal loop diagram SD provides a powerful tool for 
modeling, to describe a model and its interactions. Combined with Vesters sensitivity 
analysis [20] one can easily extract the different kinds of elements in the system (ac-
tive, reactive, buffering, critical, and neutral) to make steering actions more efficient. 
A substantial advantage of SD is the big number of available Simulation Software and 
their intuitive and easy use, when needing quick answers about a systems behavior. 
Generating realistic quantitative output data was quite a challenging problem with SD 
and we could just manage it by transferring the original model into an “Array Model” 
but due to the specialization of this model it is not able to cope with more details or 
other preventive checkups and therefore we had to switch the modeling approach to 
ABM. 

The ABM approach took much more time to implement, but now agents, the pri-
mary building block, can easily be extended with more and more details. That is why 
the ABM approach and our framework can get beyond the limits of SD, especially 
when the system contains active objects. However it is difficult to decide on attributes 
and rules of agents in order to get a behavior that is sufficiently similar to the real 
system and it is much more difficult to get all the data at the needed level of detail for 
the simulation than just modeling the structure of the system which is where SD ends. 
Memory management restrictions still become a big issue for the future of our frame-
work when simulating with millions of agents as we experienced it in our simulation.  

With the existing framework we are now able to answer questions for the future 
demand of several preventive checkup systems and we will extend the model as  
mentioned above to address more crucial questions concerning futures healthcare 
management. 
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Abstract. This paper deals with the synchronous implementation of situated
Multi-Agent Systems (MAS) in order to have no execution bias and to ease their
programming on massively parallel computing devices. For this purpose we in-
vestigate the translation of discrete MAS into Cellular Automata (CA). Contrarily
to the sequential scheduling generally used in MAS simulations, CA are a model
for massively parallel computing where the updating of the components is syn-
chronous.

However, CA expressiveness is limited and not always adapted to all types of
modeling situations, especially when independent entities move in space. After
illustrating these issues on a simple example, we propose a generic method to
translate a discrete MAS into a CA, called a transactional CA. Our approach
consists in using the influence-reaction model to perform this translation.

1 Introduction

Multi-agents systems (MAS) are widely used for modeling systems where autonomous
entities, the agents, move in a virtual space, the environment, and act on it. Numerous
simulators and platforms have been developed to simulate such systems. However, in
most of these tools, the updating of the agents is often left as a hidden procedure, on
which the user has no control. The most common updating procedure is the sequential
procedure: agents are updated one after the other with a fixed or random order. It is a
well-known problem that such scheduling is a potential source of biases, i.e., it may
introduce causalities that were not designed by the user but come only from the simu-
lating tool. By contrast, Cellular automata (CA) are a well-known model of massively
parallel computing devices where the updating of the components is synchronous: all
the cells are updated at once without any priority between them. The advantage of using
the CA formalism is simplicity: it involves static homogeneous computing units that are
regularly arranged in space. The drawback of expressing a model with cellular automata
appears when one needs to build models with independent entities that may move and
act on neighbor cells. Indeed, in CA, a cell cannot directly change the state of its neigh-
bor cells, whereas such an ability is usually required to express a MAS model. This
paper investigates the translation of discrete MAS models into CA, which is illustrated
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on a simple example. The advantage is twofold: (1) to have a synchronous execution of
agents and thus to reduce bias due to the update, and (2) to ease the programming of
MAS on massively parallel computing devices such as FPGAs or GPUs.

The purpose of our research is thus to find a method to translate ”the language of
multi-agents” into ”the language of cellular automata”. In this article, we propose to
take advantage of both contexts, the high expressiveness of a MAS specification and
the simplicity of a CA implementation. We aim at developing a framework where MAS,
that are simply described through the separate specifications of the local agent behav-
iors and the environment dynamics, are automatically translated as a uniform transition
function of a CA.

This article is organized as follows: In Section 2, we compare CA and MAS ap-
proaches. Section 3 introduces the concept of transactional CA, starting from the study
of a paradigmatic example of a MAS model, namely the Diffusion-Limited Aggrega-
tion model. Section 4 proposes the first step of a formal description allowing the generic
coding of a reactive MAS model into a transactional CA. We finally conclude with
discussions on related approaches and future works.

2 MAS versus CA

At first sight, the two formalisms look very similar and are often confused. One may
find several works where the names “cellular automata” and “multi-agent systems” are
used without distinction. This is easily understandable since CA are often used to model
the environment of a MAS, and, reciprocally, one may see a CA as a particular kind of
MAS where agents do not move.

We now clarify the differences between CA and MAS in the context of our research.
We compare them at two levels: (1) the modeling level: What in a model makes CA or
MAS more suitable to express it? (2) the simulation level: How intuitive is the imple-
mentation of CA and MAS?

MAS and CA, as modeling tools. In their definition, CA are uniform objects: there is a
unique neighborhood shape for each cell and a unique transition function. As a conse-
quence, CA are fitted to model phenomena that involve homogeneous spaces; CA have
been used for example to model physical systems [1], biological systems [2], spatially
embedded computations [3], etc. Note that it is always possible to take into account
inhomogeneities, for example by encoding the heterogeneity in the cell states, but this
is generally not straightforward to do so.

MAS are preferred for expressing an heterogeneous population of entities. They ne-
cessitate to make a distinction between the agents’ behaviors and the environment where
they are embedded [4]. This distinction allows to focus on the specification of particular
and localized events, namely the agents actions. They offer a methodology for designing
systems, at the level of algorithms, programming languages, hardware, etc. Examples
of MAS applications range from the simulation of natural systems, from ants [5] to hu-
man behaviors [6], to the design of massively distributed software and algorithms like
web-services, peer-to-peer technologies, autonomous robotics [7], etc. Nevertheless, we
must note that contrarily to CA, no universal definition of MAS has been accepted so



272 A. Spicher, N. Fatés, and O. Simonin

far. From the modeling point of view, translating MAS in the cellular automata formal-
ism has (at least) the advantage of fixing the mathematical expression of the model and
removing ambiguities of formulation.

MAS and CA, as simulation tools. The key characteristic of complex systems is the
difficulty, if not the impossibility, of inferring their global behavior from the local speci-
fication of the interactions. Few mathematical tools are available to predict the evolution
of complex systems, more especially those which involve self-organization. This gives
to simulation a central role to find the mechanisms that explain how complexity emerges
from simple local interactions. We thus have to pay attention to the quality of simulations
and to detect ambiguities that may be hidden in the way they are implemented.

The agent-based programming style is somehow intuitive and natural as the pro-
grammer takes the point of view of the agent. There is a form of anthropomorphism
that makes MAS programming particularly attractive. Nevertheless, we emphasize that
once all the agents behaviors are individually specified, there are still many ways to
make the agents interact and play together in the environment. The implementation of
such systems raises many questions, like assessing the importance of the synchronicity
in simulations: are the agents updated all together or one after the other? The design of
spatially-extended computing devices will require to imagine a new type of computer
science, where the computations do not necessarily rely on the existence of a synchro-
nization between the components.

By contrast with MAS, CA lead to shift the programmer’s point of view from the
“eyes” of the agents to their environment. The benefits of this shifting effort are twofold:
(1) the CA formalism forces the programmer to solve conflicts between concurrent
agents actions at the elementary level of the cell and forbids the use of any global
procedure. (2) As a consequence, the implementation on massively distributed devices
is eased. Indeed, CA provide the programmer a cell-centered programming style where
the set of cells represents computing units that are regularly organized. Recent works
have shown that it is possible to have a good efficiency by using parallel architecture
to run CA simulations for GPU and for FPGA, e.g. [8]. In other words, CA provide an
easy-to-implement framework, but expressing the local rule necessitates a method to
“blend” the different components of a complex system.

3 The DLA Example as a Starting Point

In this section, we introduce our approach through the translation of a simple MAS
model into an original kind of CA, called transactional CA. For this purpose, we fo-
cus on the CA encoding of a diffusion-limited aggregation (DLA) system. This exam-
ple presents a good trade-off between the simplicity of description and the richness of
problems risen by this coding.

The DLA model was introduced to study physical processes where diffusing parti-
cles, following a Brownian motion, aggregate [9]: for instance, zinc ions aggregate onto
electrodes in an electrolytic solution. This process leads to interesting self-organized
dendritic fractal structures. Different models of DLA have been proposed; we consider
in this article that particles stick together forever and that there is no aggregate forma-
tion between two mobile particles.
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3.1 MAS Specification of the DLA

The MAS specification of the DLA model describes separately the agents and the envi-
ronment where they evolve:

The environment is a 2D finite and toric square grid composed of elements called
patches. The exclusion principle holds: i.e., there cannot be more than one agent on
each patch of the grid.

The population of agents, denoted by A, is composed of the particles. Each particle
a of A is localized on a cell ρa of the environment and is characterized by a state
σa: a particle is either Fixed or Mobile.

The initial configuration of the system is composed of a population of Mobile particles
and some Fixed particles called the seeds. The expected behavior is the aggregation of
the Mobile particles to build dendrites from the seeds.

We propose to formulate the agent dynamics using the usual perception-decision-
action cycle [10]. We first describe the perception and action abilities of an agent. The
perception consists of two functions:

– Γ1 returns true if the agent perceives a Fixed neighbor particle, and false other-
wise;

– Γ2 computes the set of directions that lead to empty neighbor patches.

The neighborhood referred in these perceptions corresponds to the four closest positions
of ρa following North, South, East and West directions. The set of actions is:

– Diffuse(d): move following direction d;
– Aggregate: change to the Fixed state;
– Stay: do nothing

Let U(S) denote the operation of selecting one element in a finite set S with uniform
probability, the decision process returns an action as a function of the agent perceptions:

if Γ1 then Aggregate
else if Γ2 
= ∅ then Diffuse(U(Γ2))
else Stay

(1)

3.2 CA Expression of the DLA Model

We now reach the core of the problem. We first discuss about implementing the agent
motion within a synchronous computational model. We then propose our solution,
called transactional CA, and we finally illustrate it on the DLA example.

The Synchrony Paradox. In the MAS style of programming, emphasis is put on the
agents local behaviors. Classically, to avoid collisions between mobile particles, they
are introduced one after the other, or in some cases, are introduced simultaneously but
updated one after the other using a scheduler. However, two objections can be raised:
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Fig. 1. DLA local evolution rule within a transactional CA. This graph shows the local evolution
of a cell from a state to another depending on its neighborhood state. Explanations are given in
the text.

1. The implementation of this sequential updating on a massively distributed comput-
ing device is not impossible, but it requires the introduction of complex procedures
to synchronize the different schedulers.

2. The use of a scheduler introduces an external form of causality that was not spec-
ified in the original DLA formulation. This may induce a bias in the formation of
dendritic patterns, especially when the density of mobile particles is high.

By contrast, the framework of CA demands an early resolution of the conflicts created
by simultaneous moves to a given patch. To achieve that, we propose to establish a
dialog between cells.

Transactional CA. A particle move requires a source cell (that contains a particle at
time t) and a target cell (that will contain the particle at time t + 1). We propose to
elaborate a three-step transactional process where cells negotiate their requirements:

1. Request: source cells express their needs to their neighbors.
2. Approval-rejection: target cells accept or not their neighbors requirements; this de-

cision is done with respect to an exclusion principle policy (for example, an empty
cell is an available target if and only if there is exactly one particle requesting to
move to this cell).

3. Transaction: sources and targets separately evolve.

DLA Transaction Model. Figure 1 shows with a graph the local transition function of
a transactional CA capturing the agent-based specification of the DLA given in sec-
tion 3.1. On this graph, nodes represent the different states of the CA (states E0, F0

and M0 are given twice to clarify the figure) and the arrows specify transitions between
states. States are distributed.
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t = 0 t = 130 t = ∞

Fig. 2. DLA Simulations: from left to right, the initial state, the state after 130 simulation time
steps and the fixed point, with in black the fixed particles and in gray the mobile particles. Three
simulation modes are given: (top) Sequential multi-agent updating where the order of updating
is fixed and goes from bottom-left to top-right; (middle) same, but the order of updating is a
fixed random permutation on the agents; (bottom) Synchronous updating on a transactional CA.
The MAS and CA simulations were obtained with Turtlekit [11] and FiatLux [12] simulators,
respectively.

– vertically, to segregate the behaviors of sources and targets, and
– horizontally, to distinguish the three steps of a transactional CA.

At the beginning, the cells are either empty or contain a particle which is either fixed or
mobile: three states are used E0, F0 and M0.

– The request transition consists in deciding an action for each M0 cell: depending
on the perceptions, a mobile particle either aggregates (state F1A), or requests dif-
fusion following a direction d (state M1D(d)), or stays at the same position (state
M1S).

– During the approval step, empty cells E1 decide, by reading their neighbors require-
ments, if they remain empty (state E2) or become receptors of particles moving
from a direction d′ (state R2(d′)).
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– Finally, the transaction is computed: receptors become particles, mobile particles
that target a receptor (i.e., when the state qd of the pointed cell is R2(−d), where
−d denotes the direction opposite to d), become empty, and aggregating particles
become fixed. Other cells remain in their initial state.

Figure 2 presents simulations of the previous described DLA model in two simulation
frameworks. On the two first lines, simulations were obtained using a classical sequen-
tial framework based on a scheduler, on the third line, we display simulations of our
synchronous transactional CA. The same initial configuration, given on the left column,
was used on both platforms. It consists of a 100x100 grid where seeds are localized on
the boundaries and where mobile particles are gathered in a 40x40 central square.

The difference between the two first lines (MAS simulations) lies in the order used
by the scheduler to update agents. On the first line, it corresponds to ordering agents
according to their initial positions (from bottom-left to top-right). A bias is observed
where dendrites mainly grow at the bottom. This bias is corrected in the second line
where the order is randomly choosed.

Comparing the two last lines, MAS and CA systems exhibit the same qualitative
behavior, as seen on the right column of Figure 2. However, further studies on the
dendrites distribution or on the mean time required to reach a fixed point would be
needed to assess the differences between the two approaches. To compare the time
scales of the two systems, we define a simulation time step as: (a) the three sub-steps of
the transactional CA and (b) the update of all the agents in the sequential framework. We
observe that the dissolution of the initial square is slower in the synchronous CA than it
is in the MAS model with a sequential updating (see the middle column of Figure 2). A
simple explanation of this phenomenon is that an asynchronous update allows a particle
to move to a just evacuated patch during a simulation time step, while the synchronous
update forbids this behavior.

4 Towards a Generalization

In this section, we investigate how a generic method could be developed to automati-
cally translate the specification of a MAS into the transition function of a transactional
CA. Of course, reducing a MAS to a CA enforces some restrictions on what can be de-
scribed. More especially, in order to respect the finiteness of CA, we assume that MAS
are discrete and finite systems: i.e., the environment is a discrete and regular grid where
a finite number of agents are localized on specific parts of this grid (they do not have
continuous coordinates).

Our approach is based on the use of the formal influence-reaction model [13] to de-
scribe a MAS. In fact, the three steps of the transactional CA are similar to the three
steps of influence-reaction: (1) agents produce influences that are attempts of actions,
(2) influences are combined to avoid conflicts between the corresponding actions, and
(3) the environment is updated with respect to the combined influences. In the follow-
ing, we introduce the influence-reaction model and we finally give the first step of a
formal description of an automatic translation of an influence-reaction based specifica-
tion into a transactional CA.
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4.1 Influence-Reaction Model

Contrarily to the CA, there is no unique formal description of MAS models. Neverthe-
less, there exist some generic models that focus on specific kinds of MAS (e.g. logic
MAS, communicating MAS, etc.). For the sake of clarity, we only consider situated
MAS that deal with discrete environment and reactive agents. The term “situated MAS”
relates to systems where agents are embedded in a “physical” environment.

In this context, we focus on the influence-reaction model that is dedicated to the for-
mal description of situated MAS, allowing, in particular, the simulation of simultaneous
actions [13]. In this model, agents release influences that will induce reactions of the
environment. An influence corresponds to attempting an action. The reaction consists
in combining the different influences in order to realize the corresponding actions. This
modeling principle is inspired by physics where entities react because some forces act
on them. Like forces, influences can be combined. For instance, an influence may be
an attempt to pull a door. If two agents simultaneously perform this influence with the
same intensity from the opposite sides of a door, the combination of both influences
vanishes and the resulting action is null.

We assume here that the combination of influences can be computed locally. In other
words, the evaluation of the combination function can be distributed on each patch of
the environment. The dynamics of the three steps of the influence-reaction model may
be described as follows:

1. Each agent a of A separately computes, as a function fa of its current state σt
a and

of its perceptions Γa, its new state σt+1
a and the associated set of influences Ia. We

denote by I the set of all the possible influences, ΣA the set of the agent states.
2. Let Iρ denote all the influences produced by the agents of A that could affect the

patch ρ of the environment (we denote by P the set of all the environment patches).
Each patch ρ separately computes the set

∏
Iρ of combined influences affecting

this patch.
3. Finally, for each patch ρ of the environment, the new state σt+1

ρ of ρ is computed
as a function fE of the current position state σt

ρ with respect to the set of influences∏
Iρ. We denote by ΣE the set of the patch states.

Using these notations, the influence-reaction dynamics may be formally summarized
by the following two equations:

〈σt+1
a , Ia〉 = fa(σt

a, Γa) a ∈ A (2)

σt+1
ρ = fE(σt

ρ,
∏
Iρ) ρ ∈ P (3)

4.2 Generation of a Transactional CA

Formally speaking, a CA is a quadruple (L, Q,N , δ) where:

– L is the set of cells generally taken as a subset of Z
dim , dim is the dimension of

the space.
– Q is a finite set of states. Each cell c ∈ L is associated with a value qc ∈ Q.
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– Each cell c is associated with a set of cellsN (c) ⊂ L called the neighborhood of c.
The relationship N expresses the locality of interactions, i.e., N (c) is constituted
of cells “close” to c.

– The local transition function δ returns a value in Q that depends on the current state
qc and on the states of the cells in the neighborhoodN (c).

The generation of a transactional CA consists in defining these four elements using the
different components of the MAS specification. For the sake of simplicity, we restrict
ourselves to MAS where:

– the set P corresponds to a 2D regular square grid (dim = 2);
– an exclusion principle holds, that limits to one the maximum number of agents on

a given patch;
– the set Ia is always a singleton, that means that an agent decides to attempt only

one action at each time step. Note that this case is not restrictive, because any set
of influences could be rewritten as a single influence: if the agent does nothing
(i.e., Ia = ∅), we consider that it releases the special Skip influence, and if there
are more than two influences (e.g. Ia = {Depose, Diffuse(d)}), new symbols are
considered in I to capture the corresponding action (e.g. Ia = DeposeDiffuse(d));

– the combination of influences
∏
Iρ is always a singleton. In other words, only one

action could affect a position ρ.

As shown on Figure 1, the definition of the transition function can be divided into three
sub-functions δ0, δ1 and δ2 corresponding to the three steps of a transactional CA. As a
consequence, the set of states Q can also be partitioned into three subsets Q0, Q1, Q2,
depending on the next step of the transactional CA to be computed.

In the following paragraphs, we detail the key points of the transactional CA gener-
ation. We illustrate this translation on the example of the DLA.

Cells and Neighborhood. The set of cells exactly corresponds to the 2D grid defined
by the set of patches, so L = P . The neighborhood relationshipN is defined in such a
way thatN (c) gathers the cells that an agent a, localized on c, may read to compute its
perceptions Γa and its actions Ia.

As an example, the particles of the DLA model may remain on the same position, and
perceive or move to the positions following the North, South, West and East directions.
As a consequence, the corresponding CA neighborhood relationshipN corresponds to
the classical von Neumann neighborhood; for each cell c ∈ L:

N (c) = {c′ ∈ L, ||c− c′|| ≤ 1}

where ||c− c′|| denotes the graph distance between two cells.

The Initial States Set Q0. The set Q0 corresponds to the initial states of a cell before
applying the three steps of the transactional CA. Let c be a cell and ρ its corresponding
patch. The state of c is characterized at a given time t by

– the environment state σt
ρ at ρ, and

– whether there is an agent a with state σt
a on ρ.
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Let Σ̃A denote the set ΣA ∪ {⊥}, where the symbol⊥ represents the absence of agent.
Then, the state of Q0 are couples (σt

a, σt
ρ):

(σt
a, σt

ρ) ∈ Q0 = Σ̃A ×ΣE

For the DLA model, we have ΣA = {Mobile, Fixed} and ΣE = ∅: the cells of the
environment are here passive and holds no information. So we have:

Q0 = {Mobile, Fixed,⊥}

that corresponds to the states M0, F0 and E0 of Figure 1.

The Request Step and the Set Q1. Compared to the elements of Q0, the states com-
posing Q1 are characterized by an additional information: the influence chosen with
respect to the specification of fa (see Eq. 2). In the case of an⊥ cell, the particular Skip
influence is used. Considering Equation 2 notations, the transition function δ0 is defined
by:

δ0 : Q0 −→ Q1 = Q0 × I

(σt
a, σt

ρ) �−→
{

(σt
a, σt

ρ, Skip) if σt
a = ⊥

(σt+1
a , σt

ρ, Ia) otherwise

Note that the evaluation of the transition function δ0 depends on the neighborhood state
as it requires the perceptions Γa to compute 〈σt+1

a , Ia〉 using fa.
In the DLA model, the set of particle actions is I = {Diffuse(d), Aggregate, Stay}.

If we identify the neutral Skip action to Stay, the definition of δ0, based on the use of
Equation 1, gives:

δ0(⊥) = (⊥, Skip)
δ0(Fixed) = (Fixed, Skip)

δ0(Mobile) =

⎧⎨⎩
(Fixed, Aggregate)
(Mobile, Stay) w.r.t. Eq. 1
(Mobile, Diffuse(d))

These transitions correspond to the five arrows of the “Request” column of the Figure 1.
Note that some states of Q1 are meaningless (e.g. the state (Fixed, Diffuse(d)) would
correspond to a diffusing fixed particle).

The Approval Step and the Set Q2. During this step, each cell c, associated with a
patch ρ, computes the set of influences Iρ that may affect its state. This computation is
done by reading the third element of the states of the neighbor cells. Then, the operator∏

combines these influences into a single influence that will be taken into account
during the transaction step. As a consequence, states from Q2 refer to an additional
information: the combined influence

∏
Iρ. The transition δ1 is then defined by:

δ1 : Q1 −→ Q2 = Q1 × I
(σt+1

a , σt
ρ, Ia) �−→ (σt+1

a , σt
ρ, Ia,

∏
Iρ)
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t = 0 t = 50 t = 500 t = 1500

Fig. 3. Transactional CA simulation of a virtual amoebae gathering model. Under some environ-
mental conditions, amoebae (in black) release a morphogen (whose concentration is displayed as
a gray scale). Then, they follow the gradient generated by reaction-diffusion of that morphogen,
until they all gather. Here, each environment patch contains up to two amoebae.

The exclusion principle of the DLA model is specified by the definition of the operator∏
. Formally, let ρ be a patch, Iρ the set of actions that affect the state of ρ, and |S| the

cardinal of a finite set S, we have:

δ1(⊥, Skip) =
{

(⊥, Skip, Iρ) if |Iρ| = 1
(⊥, Skip, Skip) otherwise

δ1(σa, Ia) = (σa, Ia, Skip)

The state (⊥, Skip, Iρ) corresponds to the state R(d′) of Figure 1: this state is only
reachable from an empty patch with exactly one request of move.

The Transaction Step. The final step consists in computing a new state of Q0 as a
function of a state of Q2:

δ2 : Q2 −→ Q0

The transition δ2 computes the new state of the patch ρ and the eventual move of agents
from or to ρ. This computation relies on two pieces of information:

– the influence
∏
Iρ that has to be realized, and

– the influence Ia that is attempted.

As we assume an exclusion principle, we describe separately the case where the cell is
empty and the case where an agent a is localized on the cell. If the cell is empty, δ2 is
defined by:

δ2(⊥, σt
ρ, Ia,

∏
Iρ) =

{
(σt+1

a , σt+1
ρ ) (1)

(⊥, σt+1
ρ ) (2)

where (1) and (2) correspond to two possible cases:

Case (1):
∏
Iρ expresses that ρ is a target cell for an agent a and that this move has to

be realized. The state σt+1
a of this agent comes from the state of the source cell. On

Figure 1, the transition from state R2(d′) to state M0 illustrates this case.
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Case (2):
∏
Iρ does not allow any agent move to the patch ρ. On Figure 1, the transi-

tion from state E2 to state E0 illustrates this case.

In both cases, the state of the environment may be affected by the influence
∏
Iρ. The

new σt+1
ρ is computed using Equation 3.

If an agent a is localized on the cell, δ2 is defined by:

δ2(σt+1
a , σt

ρ, Ia,
∏
Iρ) =

{
(⊥, σt+1

ρ ) (3)
(σt+1

a , σt+1
ρ ) (4)

where (3) and (4) correspond to two possible cases:

Case (3): Ia expresses a move of the agent a from the patch ρ to another patch ρ′ where
Ia =

∏
Iρ′ (i.e., the action is allowed by

∏
Iρ′ ). The patch ρ becomes empty. On

Figure 1, the transition from state M2D(d) to state E0 illustrates this case.
Case (4): Ia is not allowed by the neighborhood. On Figure 1, the transition from state

M2D(d) to state M0 illustrates this case.

In both cases, the new σt+1
ρ is computed using Equation 3.

5 Discussion

The transactional CA we proposed is an original solution to translate reactive MAS into
CA. We have shown the interest of such an approach on a diffusion-limited aggregation
model allowing to find the three steps required to synchronously run this MAS in a
CA framework. Then we proposed the first step of a generalization and an automation
of this methodology. This work is based on the use of the classical influence-reaction
model that is naturally related to the three-step approach of transactional CA. Possible
extensions could rely on novel formulations of this model, such as the one proposed
in [14].

Other solutions have already been proposed. For example, specific kinds of CA have
been designed to model the movement of particles, like the dimer cellular automata
that develops an asynchronous point of view of the dynamics, or the lattice gas cellular
automata initially developed for simulating fluids [2]. The question of coding moving
objects in CA also led authors to consider a two-step CA that prevents collisions [15] or
to extend the neighborhood [16]. This approach is quite similar to a transactional CA.
These solutions focus on the displacement of objects and have not been used yet in a
more general context.

By contrast, transactional CA are developed in order to consider any kind of action.
For example, we are currently applying the methodology presented in section 4, to gen-
erate a CA corresponding to a model of gathering virtual amoebae [17], an illustrative
MAS that involves an active environment together with a weak exclusion principle. As
shown on Figure 3, this result is promising and encourages us to use our approach on a
broader range of problems.
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Abstract. Systems for interactive storytelling and drama rely on agent theories
to model characters, and adopt various techniques to cope with non-determinism
at the story level, such as story models, combining them according to sophis-
ticate architectural designs. However, a consolidated approach has not emerged
yet, that fully reconciles these two dimensions. In this paper, we propose a unify-
ing framework to accommodate the tension between story control and character
behavior. By using a model of agent to analyze a classical example, we show
that this tension cannot be solved by discharging the distinguishing properties of
agency. Rather, we claim that the accurate modeling of agency is a prerequisite to
the success of any attempt to solve this tension, together with the possibility for
the author to state the story direction in terms of explicitly declared values.

1 Introduction

In the last decade, a number of systems for entertainment and communication have
appeared that – notwithstanding different design goals and conceptions – share a num-
ber of common features, including the use of artificial characters and the adoption of
storytelling in the interaction with the user. These systems rely on multiple modalities
for communicating with the user, such as natural language, graphics or virtual real-
ity, and support different styles of interaction, such as dialogue, direct manipulation or
embodiment.

For example, the Façade entertainment system involves the user as an active char-
acter in a dramatic situation in which a couple, whose marriage is falling apart, invites
her/him for a drink, with wife and husband trying to bring the user on their respective
sides. In the interactive storytelling system by [1], the user is immersed in a virtual real-
ity environment, where he/she plays the part of one of the characters of the French novel
“Madame Bovary”, interacting with the other characters and affecting their feelings and
behavior. In the Dramatour guide application for cultural heritage [2], a virtual charac-
ter, the spider Carletto, accompanies the visitor in a historical location from a portable
device, engaging in a dramatic monologue that exposes his psychological conflict be-
tween the roles of ‘guide’ and ‘storyteller’. In the FearNot! edutainment system [3],
the dynamics underlying bullying incidents in schools is dramatized in a cartoon-like
environment, in which the child user intervenes as an empathic observer to give advice
to the victim.

Given this heterogeneity of goals and instruments, a first, broad distinction has been
established in the literature between story-based and character-based systems [4,1,5,6].
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Story-based systems are characterized by centralized architectures, in which the behav-
ior displayed by the system, possibly through characters’ mediation, is driven by the
unifying principle of a story. The story to be conveyed is usually underspecified in some
way, so as to provide some support to non-determinism and interactivity. Character-
based systems rely on the autonomous behaviour of characters to create situations,
which are then interpreted as emergent narrative structures [7].

Whatever the chosen approach, it is widely acknowledged that the author’s control
over the story is related with communicative effectiveness; however, it must be traded
off against the autonomy and the believability of the characters. For some specific forms
of communication and entertainment, clear design strategies have emerged: for exam-
ple, in video games, the quality of playability, anchored in carefully shaped and strongly
constrained stories, is preferred over the definition of psychologically believable, au-
tonomous characters. On the contrary, AI systems generally envisage interactivity as
a main objective, sustained by a rich literature on interactive storytelling and drama
[8,9,10]. However, a consolidated approach has not emerged yet that fully reconciles
the two conflicting dimensions of story and characters.

In this paper, we sketch a formal system that systematizes the functions of story and
characters in a unified theoretical framework. By using this framework, we accommo-
date the components of a variety of practical systems, pointing out the relevance of the
notion of agency as a prerequisite to reconciling story and characters. Finally, we pro-
pose the notion of value to fill the gap between the language of agents and the author’s
control on drama.

2 A Formal Framework for Drama

The theoretical framework presented in this section lays out the ‘language of drama’,
independently of the form and the media through which specific dramas are realized.
Based on previous work by [11], revised here with a particular concern towards the
contribution of AI and agents, the framework encompasses the major features of the
practical systems mentioned above.

Following drama studies [12,13], for ‘drama’ we intend a form of narrative that
describes the story via characters’ action in present time and has a carefully crafted
premise, i.e. an authorial direction that shapes the dramatic climax until its solution.
Given this definition, the framework consists of two levels, the directional level, that
encodes the specific traits of drama, and the actional level, that connects such traits with
the notion of agency. The directional level of the system (Fig. 1, top) is centered on the
notion of drama unit. A drama unit (du) is any segment of the drama that contributes
to the story advancement, that is, it achieves a direction corresponding to a change in
the emotional or belief state of one or more characters [13]. Originally expressed by
Aristotle as “unity of action”, a drama unit provides an effective direction for the story
advancement operated by the segment of the story to which it is associated.

A drama unit can be recursively expanded into a number of children drama units,
forming the plot tree (Fig. 1, top). The plot tree is licensed by the formal rules of drama,
which pose constraints on the expansion relationship of dus (dominance relation in
formal grammar terms). In particular, the direction of the parent du must include all the
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b1 b2 b3 b4 b6 b7 b8 b10 b11 b12 b13 b14 b15 b16 b17 b18 b19 b20 b21 b22b5 b9

du1

du1.1 du1.2

du1.1.3 du1.3.2du1.3.1du1.2.2du1.2.1

bs3bs2 bs6bs5

du1.3

bs1 bs4

C1’s Values

 v11

 v12

 v13

…

C2’s Values

 v21

 v22

 v23

…

Character C1 Character C2

Naturally occurring events

Fig. 1. A graphical representation of the formal system of drama. At the top, the directional
level of drama, i.e. the way it achieves its direction through a sequence of elements situated
at different levels of abstraction (dus), which manipulate characters’ values; below, the actional
level, represents the anchoring of the direction into the characters’ actions contained in beats and
rooted in a rational and emotional model of agency.

directions of children dus, with consistent initial and final states in case of subsequent
changes in the belief or emotional states of the characters. The expansion of drama units
into smaller drama units stops when, at the basic recursion, drama units are expanded
into a sequence of beats (bs in Fig. 1, center), that will be exposed to the audience.
Beats are the minimal units for the story advancement and consist of incident pairs
(represented as pairs of adjacent boxes in the central part of Fig. 1), where incidents
are characters’ actions – executed as part of their plans – or unintentional events. The
prescription that the direction is achieved through conflict is captured by the constraint
that, for each beat, the intended outcome of the second incident should be incompatible
with the intended outcome of the first incident.

The incidents that form beats are retrieved from the actional level of drama (Fig.
1, bottom), that includes a full-fledged model of agency, such as the belief–desire–
intention (BDI) model [14]. This model provides the glue that links the behavior of
characters into a coherent causal chain to sustain their believability. BDI agent archi-
tectures have proven an effective basis for the design and implementations of character-
based storytelling systems [15,16,3,17]. The reason for their effectiveness in modeling
characters lies in the fact that the BDI model provides a library of actions that encom-
pass the actual behavior of characters in drama, including the actions that are executed
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as part of the typical agent loop: once an agent commits to a goal and plans a course of
action to achieve it, it executes the actions that are prescribed by that plan. After exe-
cuting actions, the agent monitors their effects through sensing and updates its model
of the world accordingly, modifying its commitment through meta–deliberation and re–
planning if necessary. [17] argue that the BDI characterization of agency is necessary
also to model characters’ emotions. Here, we assume a cognitive model of emotions
like the one proposed by Ortony, Clore and Collins [18]; this model, largely employed
in interactive drama (starting from [19]), defines emotion types based on an agent’s
appraisal of self and other agents’ intentions.

In order to illustrate how this framework applies to specific drama, we resort to a
well-known example, the ‘nunnery scene’ from Shakespeare’s Hamlet, describing how
the characters’ rational and emotional states are plotted by the author to achieve the
direction of the scene, namely Hamlet’s failure to convince Ophelia to leave the court
and his loss of trust in her.1 For all the segments that compose the scene, we sketch the
structure of the scene in terms of characters’ beliefs and emotions states, with the goal
of showing how the plot incidents affect them (a formal derivation is omitted for space
reasons). The feel operator models emotional states; the bel operator models beliefs
and the has goal operator models intentions. Table 2 illustrates the beliefs, goals, plans
and emotions that we attribute to the characters in this scene.

The scene has a tripartite structure; the direction of the overall scene is Hamlet’s atti-
tude toward Ophelia, which changes from positive to negative (feel(Hamlet, love
for(Ophelia))). In the first part (see Table 2, 1.1), Ophelia is sent to Hamlet by
Claudius to induce him to reveal his inner feelings, has goal(Ophelia, confess
(Hamlet, inner feelings))), as a way to confirm the hypothesis that his madness
is caused by his rejected love for Ophelia. In order to do so, she has devised a simple
plan that consists of meeting Hamlet, starting an interaction with him, and asking him
to talk about his inner feelings (has plan(Ophelia, (meet(Ophelia, Hamlet), start
interaction(Ophelia, Hamlet), ask(Ophelia, confess(Hamlet, inner feelings
)))). Hamlet does not want to meet Ophelia, so he tries to leave her, but is forced to an-
swer by Ophelia’s insistence, as she makes subsequent attempts to start an interaction
with him. This segment of the scene establishes Claudius’ belief that Hamlet is mad
because of rejected love bel(Claudius, mad(Hamlet)); Ophelia’s emotional state in-
cludes fear about Hamlet’s madness, feel(Ophelia, fear for(Hamlet madness))
and hope (related with the fulfillment of her task to convince Hamlet to reveal his inner
feelings.

At the beginning of the second part (Table 2, 1.2), Hamlet reactively forms the goal of
saving Ophelia from the corruption of Elsinore court, has goal(Hamlet, save
(Hamlet, Ophelia)), by inducing her to go to a nunnery (has goal(Hamlet, has goal
(Ophelia, go(Ophelia, nunnery)))). In order to do so, he resorts to a rhetorical plan to
convince her that moral and affective values do not hold anymore, and that everybody,
including himself, is corrupted, with the intention that she would spontaneously de-
cide to go to the nunnery (bel(Hamlet, (bel(Ophelia, corrupted(court))→ has goal
(Ophelia, go(Ophelia, nunnery))))). Hamlet’s emotional state is now set to hope
about the effect of his rhetorical plan to convince Ophelia, feel(Hamlet, hope

1 See [20] for a detailed analysis of the scene.
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SCENE CHARACTER BELIEFS GOAL PLAN EMOTIONS

1.1

Ophelia has_goal (Claudius 
(know_if (Claudius, 
mad (Hamlet)))

confess (Hamlet, 
inner_feelings)

meet (Ophelia, 
Hamlet), start_
interaction (Ophelia, 
Hamlet), 
ask (Ophelia, 
confess (Hamlet, 
inner_feelings))

fear_for (mad 
(Hamlet))

love_for (Hamlet)

hope (done 
(confess (Hamlet, 
inner_feelings)))

Hamlet corrupted (court)

in_danger (Ophelia)

bel(Ophelia, 
corrupted (court)) 

 has goal (Ophelia, 
go (Ophelia, 
nunnery))

has_goal (Ophelia, 
go (Ophelia, 
nunnery))

convince (Hamlet, 
Ophelia, corrupted 
(court))

love_for (Ophelia)

hope (has_goal 
(Ophelia, go 
(Ophelia, 
nunnery)))1.2

Ophelia self_satisfaction 
(done (tell (Hamlet, 
inner_feelings)))

Hamlet overhearing 
(Claudius)

know_if (bel 
(Ophelia, corrupted 
(court)))

know_if (sincere 
(Ophelia))

ask (Hamlet, 
Ophelia, tell 
(Ophelia, where_is 
(Claudius)))

disappointment (not 
(done (convince 
(Hamlet, Ophelia, 
corrupted (court)))

anger (not 
(sincere(Ophelia)))

Ophelia mad (Hamlet) fear_confirmed 
(mad (Hamlet))

1.3

Claudius mad (Hamlet)

Fig. 2. A representation of the rational and emotional state of the characters of Ophelia, Hamlet
and Claudius along the “nunnery scene”

(has goal(Ophelia, go (Ophelia, nunnery)))), since he does not know if Ophelia’s
belief about the corruption of the court (bel(Ophelia, corrupted(court))) has been
established.

Finally, in the third part of the scene (Table 2, 1.3), Hamlet verifies whether he has
convinced Ophelia that the court is corrupted. Prompted by the fact – a contingent event
– that he has noticed Claudius and Polonius hidden behind the curtains, bel(Hamlet,
(overhearing(Claudius)), he realizes that she maybe be lying and asks her where her
father is. For Hamlet, this is a way to verify if Ophelia is still subdued to her father’s
authority. As she answers that her father is at home, her lie, for Hamlet, counts as a con-
firmation that his plan has failed So, Hamlet is upset and angry at Ophelia’s blamewor-
thy behavior and starts feigning madness again, thus confirming Claudius’ beliefs about
his madness, bel(Claudius, mad(Hamlet)). The scene ends with Ophelia complain-
ing about her tragic destiny. Hamlet’s emotional attitude towards Ophelia has changed
(feel(Hamlet, love for(Ophelia)) does not hold anymore), while his hope to con-
vince Ophelia to go to the nunnery has turned into disappointment (feel(Hamlet, hope
has goal(Ophelia, (go(Ophelia, nunnery)))) does not hold anymore as well), and
anger, feel(Hamlet, anger(not(sincere(Ophelia)))). At the same time, Ophelia ex-
periences the emotional state of fear confirmed about Hamlet’s madness, feel
(Ophelia, fear confirmed(Hamlet madness)), not mitigated by the fact of having
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accomplished her initial task feel(Ophelia, self satisfaction (done(confess
(Hamlet, inner feelings))).

As this short excerpt illustrates, at the actional level, even sophisticated characters
like Shakespeare’s show the typical behavior of rational agents: they recognizably have
goals, they form plans to achieve them and monitor the execution of those plans, drop-
ping the goals that have proven to be unachievable. For example, when Hamlet realizes
that the integrity of Ophelia is threatened by Claudius’ maneuvers, he reactively forms
the goal to save her from the corruption of the court and devises a rhetorical plan to con-
vince her to abandon the court. Later on, in the second part of the scene, he formulates
the goal of knowing whether Ophelia is lying or not, as a way to monitor the outcome
of his rhetorical plan. Finally, in the third part of the scene, when confronted with his
failure to convince Ophelia to leave the court, he gives up, disappointed.

3 Applying the Framework to Practical Architectures

With respect to the dichotomy between story-based and character-based approaches,
the adoption of a unifying formal framework brings the advantage of situating differ-
ent systems against a background in which the two dimensions of story and characters
are explicitly put in relation, thus providing a common evaluation grid. Moreover, the
way each system copes with the tension between story design and characters’ auton-
omy has relevant consequences for the role of the procedural author [8] who will input
the knowledge in the system. In practical systems, setting the focus on the directional
level corresponds to giving the author immediate control on the direction of the story
and constraining, by converse, the autonomy of characters. Since the directional level
manipulates facts that relate, more or less directly, with the properties of characters, the
internal structure of characters – a sum of emotions and beliefs – must be represented
in the system in some implicit way.

In general, story-based systems tend to operate at the directional level and incorpo-
rate sophisticate story models (object-level knowledge about the semantics of drama
according to the drama framework) to account for the structural aspects of narration
and drama, ranging from semiotic structuralism [21,22,23] to cognitive models of story
understanding [24]. The knowledge about story generation has often been encoded in
the form of logical rules, like in the DEFACTO [25] and the IDtension [21] systems.
These systems closely resemble expert systems, mixing the empirical and theoretical
knowledge of the author in a set of rules that the system uses to generate the story; the
effectiveness of these systems seems to be directly connected to their ability to integrate
actional operators and emotional aspects. A different approach resorts to AI planning for
the generation of the story. In these systems, the planner may replace the author in de-
vising the plot: planning operators are represented by a set of possible plot incidents [6],
which can be combined in a consistent sequence to achieve a transition from an author-
defined initial and final states, with explicit constraints on the ordering of incidents and
their causal relations (where intentionality can represent a weak form of causation). Or,
the planner may be in charge of solving a planning problem from the perspective of the
story characters, delegating the control over the direction to the author’s capability of
encoding full-fledged drama units into joint planning operators [26].
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The control over the story direction is largely preferred to the manipulation of char-
acters when it comes to designing authoring tools, as exemplified by a recent generation
of systems [27,28,29]. In particular, [29] propose a hybrid, layered language for drama
representation in authoring tools, aimed at allowing the author to design the story at
the directional level, as a partially ordered set of plot points, while leaving the story
generation system the task of mapping this representation onto a planning formalism.
Similarly, the Automated Story Director [30] confines the autonomy of characters to
the generation of low-level behaviors based on action libraries, giving a ‘drama man-
ager’ [4] the responsibility for monitoring the story advancement to preserve, during
the interaction with the user, the story goals encoded by the author.

As for the techniques employed, they vary within each family of systems (rule-based,
planning-based and hybrid). The Mimesis [6] storytelling system, for example, explic-
itly aims at constraining the interaction with the user to the realization of a specific
direction. The story is generated offline by a partial order planner; the planner assem-
bles actions executed by a set of characters in order to construct an overall plan that
fulfills the initial and final states given by the author. The plan is analyzed to detect the
potential impact of user’s input, and converted into a conditional plan in which inputs
are accounted for in advance. This powerful technique, called ‘narrative mediation’, al-
lows the author to predict, in full detail, the possible forms of the plot. At the same time,
the system sees to it that the intentions of the characters remain clearly recognizable to
the user along the plan, and that all actions in the plan are part of the motivational struc-
ture of the characters. The core of this system clearly operates at the directional level;
however, the representation of the characters as agents is acknowledged, though indi-
rectly, by the use of “intention frames”, motivational accounts with which the actions
included in the plot are annotated. A drawback of this strategy is that the mental state
of the characters are only accounted for indirectly, blurring the conceptual distinction
between the goals that are individually pursued by the characters and the drama goal.

The Façade system [26] is designed to conduct an interactive drama to a clearly stated
set of outcomes, in which the couple of protagonists either split or remain together (see
Section 1), with the user being neutral or sympathizing for one of the two sides. In
Façade, the richness of the user experience resides in becoming a story protagonist,
triggering (but not controlling) the evolution of the plot towards one of the available
directions. The generation of the plot is obtained through a hierarchical plan language
(ABL), that encodes multi-agent, joint plans; the plan language also accounts for the
role of the user in the joint action. The inclusion of the joint plans in the interactive
story is then affected by the interaction with the user and guided by a measure of the
plot emotional value. In Façade, the characters tend to be shaped by the actions they
perform and the things they say in the space of the interpersonal relations, instead of
being stated by an a priori definition of their mental state from which intentions can
subsequently be derived. For this reason, even if this system operates at the directional
level, it is situated mid-way between the directional level and the actional level.

Character-based systems are situated at the actional level of the drama framework.
They tend to an improvisational approach to drama, close to the “comedy of the art” tra-
dition, first translated in a computational architecture by the work of Hayes-Roth [31].
According to this paradigm, drama emerges from the interaction of a set of characters,
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constrained to specific roles. This approach – whose realization has been encouraged by
the availability of conceptual and practical tools that implement the characters’ deliber-
ation – contrasts with the achievement of a specific direction. This situation corresponds
to having a strongly underdetermined direction, subsuming a large variety of plots, or not
having a specified direction at all. It is worth noting that practical systems tend to reduce
the notion of character to mere deliberation and resort to planning techniques to imple-
ment it. The representation of the characters’ mind is delegated to the use of truth main-
taining techniques, while plan monitoring is delegated to the execution environments.

As an example of this approach, consider the “Friends” system described in [32],
where the behavior of each character is generated by a hierarchical planner. Characters
are committed to specific goals (like seducing another character), and reactively form
intentions (i.e., partially instantiated plans) to achieve them. The user interacts with
them as a ‘deus ex machina’ in a cooperative (i.g. giving suggestions) or conflictual
way (i.g. preventing actions); so, user actions affect the behavior of the characters, ei-
ther influencing their future deliberation (characters’ high level plans are detailed out
only when execution approximates, leaving room for the user’s advice) or forcing them
to replan. The characters’ behaviors are executed concurrently, so that conflicts may
emerge from their interaction. From the author’s point of view, the use of the hierar-
chical task network (HTN) planning paradigm allows for a more direct control of the
development of the plot, since it directly connects the characters’ behavior with the
specification of their goal; as a drawback, it reduces the responsiveness of the system,
that must employ replanning techniques to display a flexible behavior. In practice, stat-
ing the drama direction in terms of the characters’ goals releases the control over story;
from a theoretical perspective proposed here, it collapses the distinction between the
directional and the actional level, since the direction should abstract from how actions
are represented in the system.

In the “Madame Bovary” based system by [1], the focus is on the responsiveness of
characters’ emotional attitudes. Thebehavior of each character is generated by aheuristic-
search planner, and planning is limited to the selection of the next action, to cope with
asynchronous user intervention without replanning. The planning operators represent
how ‘feelings’ manipulate the characters’ mental state. The author’s control over the sys-
tem is confined to the actional level, and consists of defining the initial mental state of
the characters and a set of planning operators for each character. The resulting initial sit-
uation is open to opposite endings, depending on the user’s input and the mental state of
the characters. The notion of conflict is mostly internal to the characters’ mental states,
which can evolve towards different final outcomes. Within the conceptual dimension of
the actional level of drama, this system privileges the accuracy of the emotional modeling
of the characters; it does not contain an explicit notion of direction to provide a stronger
control on the story development; the characters, in order to appear responsive and gain
the user’s engagement, exhibit an emotionally-based behavior rather than being driven
by explicitly coded intentions, encouraging the user to explore, rather than ‘direct’, the
advancement of the story. From the author’s point of view, the possibility for the user to
affect the beliefs and feelings of the characters at any time and the use of heuristic–search
planning (HSP) lead to hypothesize a methodology consisting of iterative testing to tune
the behavior of the system to the author’s direction, which is not stated explicitly.
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4 The Role of Values in Drama

The dichotomy between actional level and directional level systems, that is, between
characters and story direction, can be reconciled through the notion of ‘value’: by ex-
tending the actional level definition of agent to include the values belonging to the
directional level, agents can be leveraged to become characters.

The notion of value belongs to the realm of ethics and economics [33]. A value is
an assignment of importance to some type of abstract or physical object; recognizably
subjective, values are related with the regulation of behavior, but they retain a more ab-
stract, symbolic meaning and do not exhibit a direct correspondence within the theories
of rationality [34]; at the same time, they are very relevant for the establishment of the
story direction. The notion of character’s value has emerged in scriptwriting theory as a
major propulsive force in story advancement. First stated in Egri’s definition of drama
premise [12], the notion of value underpins most of the subsequent work conducted in
scriptwriting [35], until the recent formulation by McKee [13]. The progression of the
story follows a cyclic pattern: a character follows line of action suitable to preserve its
balance of values, when some event (typically, a twist of fate or an antagonist’s action)
occurs, that makes the character’s line of action inadequate by putting some character’s
relevant value at stake. This constrains the character to abandon or suspend its current
line of action and to devise yet another line of action to restore them.

Stories put characters’ values at stake either by violating their values (e.g. fate of
mankind in Bond movies) or by offering them the possibility of achieving the com-
pliance with them (e.g, self-realization for Nora in Ibsen’s A Doll’s house). Values
at stake possibly conflict with some other values (the hero’s love for a beautiful girl in
Bond movies, family values in Ibsen’s drama). Notice that, in agent systems, strong lim-
itations are posed to opportunistic behaviors, since they conflict with the requirement
of behavior stability, and pose complexity issues. On the contrary, in fictional worlds,
once the behavior of the character is consistently believable along the story, stability is
not a desirable feature, because a story advances by changes rather than stability. The
underlying assumption of inserting values in a computational framework of drama is
that, if characters respond to explicitly declared values, the control of the author over
the story direction can be improved, thus amending, at least partially, the problem of
authorial control over storytelling systems, as it emerges from the survey conducted in
the previous section. The use of values is motivated by the aim of lifting the authorial
control from the need to deal with the inner mechanisms of characters that, in practical
systems, are implemented through agent architectures developed without any specific
concerns about storytelling.

So, we model characters as a 4-tuple {B, D, I, V }, where V represent character’s
values. Note that, here, we consider only the subjective dimension of values, and do not
consider their relation with an external social system.

– Each character has a set of values V .
– Each value v is polarized, with a negative or positive polarity p, and is associated

with a condition c. The negative polarity of a value means that, when the value
condition holds in a certain state of the world, the value is violated; the positive
polarity corresponds to the value being in force. In order to let characters arbitrate
among their values, values are ranked according to their priority.
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– A value v is defined by the construct v(p, c, r) where p is a negative or positive
polarity, c is a ground formula α and r is a priority (a real number).

– If the condition c of value v holds in a state of the world represented by the charac-
ter’s beliefs, that value is at stake.

– A character’s record of the values at stake, V aS, is a subset of the constructs
v(p, c, r) such that c holds in the current state of the world or is expected to hold in
the future, according to the character’s beliefs.

The character’s record of the values at stake (V aS) is a dynamic structure, updated
along the progression of the story. When a character monitors its values, it considers
not only the current state of the world, but also the world states that are to be generated
by other characters’ actions (the character’s expectations). To model opportunism, we
assume that the character monitors the possibility of bringing about its values, by veri-
fying if their conditions are reachable from the current world state (self expectations). If
the character is able to find a course of action that results in a state of the world in which
the condition of the value holds, this state is added to the character’s expectations.

When a character realizes that some value is at stake (either in the present or in its
expectations), it reacts accordingly, by modifying its commitment in a way that restores
the value. The way goals arise and are affected by values can be grasped effectively by
the abstract goal architecture in [36], which provides a unifying account of goal types
and describes how a goal state is transformed after the modifications of an agent’s be-
liefs (Fig. 3). According to the goal framework in [36], adopted goals remain suspended
until they are ready for execution; then, high priority goals become active, while active
goals with lower priority are suspended. Goals can eventually be dropped if certain
conditions hold [37].

The automaton in Fig 3 schematizes the framework in [36] and introduces the role
of values at stake in goal adoption.

1. Given a construct v(p, c, r) in V aS (the record of the values at stake), the character
formulates and adopts a set of goals according to the following rules:
(a) If the condition c holds in the character’s expectations and the associated polar-

ity p is positive, then the character forms the goal to achieve that state of affairs
g = c (achievement goal). Expectations model the opportunity of achieving
the compliance with one’s own values.

Fig. 3. A graphical representation of the goal states and transitions (inspired by [36])
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(b) If the condition c holds in the present or in the character’s expectations and the
associated polarity p is negative, then the character forms the goal to achieve a
state of the world s in which that condition does not hold (any s such that c 
∈
s). This includes the case in which the character has to contrast the behavior of
an antagonist whose behavior is expected to bring about just a state of affairs
in which the condition c holds.

2. Goals that are adopted because of some value v become suspended immediately
after the adoption. The activation of goals depends on the priority of the associated
value v.
(a) If the priority of the value at stake v(p, c, r) is higher than the priority of the

current values at stake, the goal becomes active; the character can generate a
plan to achieve it and start to execute it (if the active goal was active in the past,
the character may resume a previously suspended plan, if still valid).

(b) Else, the new goal does not become active immediately (but can activated later
depending on its priority).

3. A goal is dropped if the character realizes that it is impossible to find a plan to
achieve it, it has already been achieved, or it is not relevant anymore, independently
of its priority.

The “nunnery scene”, analyzed in Section 2 in terms of characters’ goals and emotions,
is better accounted for in a framework that explicitly includes values. The value pursued
by Claudius is the “control over the court”, put at stake by behavior of Hamlet, who has
been playing the fool since his arrival at Elsinore. From the point view of Claudius,
Hamlet’s behavior is associated with the violation of this value, since the control over
the court presupposes, among other conditions, that all the members of the court obey
the social rules of the court itself. So, the value-driven mechanism of goal formation
establishes Claudius’ goal of making Hamlet inoffensive (by rule 1.a): finding out the
cause for Hamlet’s strange behavior is the first step of Claudius’ plan to make him
inoffensive.

Ophelia, although she is in love with Hamlet, is subdued by Claudius’ authority.
When she is ordered to investigate the cause for Hamlet’s madness, coherently with
her values, she reacts by forming the goal of making Hamlet confess his inner feelings
(has goal(Ophelia, confess(Hamlet, inner feelings)))) and formulates a plan to
achieve it. Later on, when she is required by Hamlet to tell where her father is, the
value of “obedience” conflicts with the value of “moral integrity”, since the compliance
with the value of “moral integrity”, that would be enforced by the fact of telling the truth
(by rule 1.b), becomes incompatible with the value of obedience (expectedly violated by
the revelation of Claudius eavesdropping their conversation – rule 1.a). When Ophelia
gives priority to the value of ‘obedience’ (by rule 2.a), as a result, she exposes her scale
of values to the audience, an event that is extremely meaningful in dramatic terms and
constitutes the culmination of the climax of the scene.

Hamlet’s behavior is driven by the value of “justice”, put at stake by her father’s mur-
der by Claudius that constitutes, unpunished, a blatant violation of the value, prompting
Hamlet’s goal to take revenge over Claudius (by rule 1.a). In the nunnery scene, how-
ever, this value is temporarily suspended in favor of the value of “moral integrity”,
triggered by Hamlet realization that Ophelia’s integrity is currently threatened by her
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submission to Claudius and Polonius, but can be restored if she abandons the court.
So, by rule 1.b, he forms the goal of saving Ophelia from the corruption of the court
(has goal(Hamlet, save(Hamlet, Ophelia))) by inducing her to go to a nunnery
(has goal(Hamlet, has goal(Ophelia, go(Ophelia, nunnery)))). Hamlet’s effort to
comply with the value of “moral integrity”, however, is frustrated by Ophelia’s behav-
ior, dictated by her obedience to her father.

In summary, the direction states the frustration of a character’s (Hamlet) attempt to
preserve the value of “moral integrity”, a frustration that is determined by another char-
acters’ (Ophelia) choice to comply with the value of “obedience”. The conflict between
“obedience” and “moral integrity” is solved in favor of the value of “obedience”. The
value-driven analysis of this scene also reveals the key role of emotions in establishing
the direction: the conflict between “obedience” and “moral integrity” is exacerbated by
the characters’ emotions, whose polarity is changed as a result of the solution of this
conflict: Hamlet’s love for Ophelia switches from positive to negative, while Ophelia’s
feeling of hope is turned into despair by her belief that Hamlet is eventually fallen into
madness.

The integration of values in the rational model of characters posits a computational
system for storytelling in the position to account for the basic patterns of drama. When
a character suspends the current goal (and the related plan) in favor of a new goal, asso-
ciated with a value at stake of higher priority, the new goal becomes the active goal. The
pattern is repeated until the story reaches its climax. At that point, the suspended goals,
if any, are normally resumed in the inverse order. Some plans may not be relevant any-
more, since their goals may have been achieved or become unachievable or irrelevant
in the meantime (fortuitous events, expired deadlines, other characters’ activities).

5 Discussion and Conclusions

Although there is a general agreement about the role played by characters and story
in practical systems, the complex relations between the two have received much less
attention. This situation that can be partly attributed to the fact that the notions of char-
acter and story, taken in isolation, rely on well established models (autonomous agents,
planning and graph theories). However, the importance of the story direction has been
amply recognized because of the difficulty encountered by the interactive systems to
reconcile the authorial control and the interaction with the user.

In this paper we have sketched a formal framework to represent the interdependen-
cies of the two levels of drama, i.e., direction and characters. The analysis of a classical
example through this framework points out that a detailed model of agency is necessary
to grasp the behavior of characters in drama. For example, agency is required to model
the monitoring of actions by the characters, the reasoning about one’s own intentions,
and the meta-deliberation capabilities.

We have proposed to extend agency with the notion of “characters’ values”, provid-
ing a definition of how they are accounted for in characters’ deliberation and a method
for the formation of new goals based on values. The language through which the author
expresses its message takes advantage from the introduction of explicit values, since
it allows the author to control the advancement of the story by abstracting from the
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functioning of characters as agents at the actional level of drama. Values can be explic-
itly manipulated by the author in the creation of interactive stories, mediating between
the author’s control of the story and the freedom of the user in the interaction with the
characters.
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