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Preface 

The First International ICST Conference on Mobile Networks and Management 
(MONAMI) was held in Athens, Greece during October 13–14, 2009, hosted by the 
National Technical University of Athens. Through what we hope will be a long-lasting 
series of events, this new international conference aims at bringing together top re-
searchers, academics, and practitioners specializing in the area of mobile network 
management. Multiaccess and resource management, mobility management, and net-
work management have emerged as core topics in the design, deployment, and opera-
tion of current and future networks. Yet, they are treated as separate, isolated domains 
with very little interaction between the experts in these fields and lack cross-
pollination. MONAMI 2009 offered the opportunity to leading researchers, industry 
professionals, and academics to meet and discuss the latest advances in these areas 
and present results related to technologies for true plug-and-play networking, efficient 
use of all infrastructure investments, and access competition. 

MONAMI 2009 featured eight full papers and five short papers, which were se-
lected after a thorough peer-review process based on their relevance to the scope of 
the conference and their technical merit.  The overall acceptance rate was 50%.  The 
contributing authors covered a range of topics in mobile networks and their manage-
ment that are currently of high interest in the wireless research area.  In particular, the 
revised papers included in this volume address handovers in multiaccess networks, 
along with the associated resource management issues; context and connection man-
agement for self-organizing networks; Future Internet architectures; and applications 
and algorithms. All papers were orally presented in a single-track format, which fos-
tered active participation from all attendees. 

The conference opened with a tutorial on “Mobility and Multiaccess in Emerging 
Internet Architectures” by Kostas Pentikousis. Antonio Puliafito opened the second 
day of the conference with a keynote speech on “Managing Heterogeneous Wireless 
Technologies: Objects Tracking and Services Development”.  Finally, the conference 
program included a panel session on “Energy Efficiency in Mobile Multiaccess Net-
works”. 

We acknowledge the vital role that the Technical Program Committee members 
and referees played during the review process. Their efforts ensured that all submitted 
papers received a proper evaluation. Finally, yet importantly, we thank Create-Net and 
the VTT Technical Research Centre of Finland for technically co-sponsoring the 
event. 
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Handovers for Ubiquitous and Optimal Broadband 
Connectivity among Cooperative Networking 

Environments 

Lambros Sarakis and George Kormentzas 

National Centre for Scientific Research “Demokritos”, Terma Patriarchou Grigoriou, 
Aghia Paraskevi 15310, Greece 

{sarakis,gkorm}@iit.demokritos.gr 

Abstract. The handover function is a key enabler for seamless mobility and 
service continuity among a variety of mobile/wireless access technologies sup-
porting IP connectivity. The paper focuses on the key research challenges re-
garding inter-system handover operations among various radio cooperative 
networking environments (3G, WLAN, WiMAX and DVB) that are going to 
formulate future/near future business cases for both broadcasters and telecom 
operators in the context of a Fixed-Mobile Convergence (FMC) communica-
tions environment. In this context, relevant efforts from the IETF, IEEE 802.21, 
IEEE 1900.4, 3GPP and DVB are reviewed and incorporation of the IEEE 
802.21 functionality inside the mobility management protocol stack is 
discussed.  

Keywords: Heterogeneous Wireless Networks, Seamless Mobility, Media  
Independent Handovers. 

1   Introduction 

For several years, service providers, telecommunication equipment manufacturers and 
other vendors have faced the great challenge of networks and services convergence. 
Beyond the core fixed infrastructure, which has already largely migrated towards IP, 
the explosion of broadband and, simultaneously, the launch of 3G mobile networks 
have accelerated the synergy between heterogeneous networks, leading to an all-IP 
network. As a result, the challenge of delivering services like voice, data, content, 
video communications and video broadcasting can be realized in a ubiquitous manner. 

The 3GPP and 3GPP2 have specified the IP Multimedia Subsystem (IMS) that 
aims to provide a workable and coherent solution for both fixed and wireless net-
works for delivering new generation converged services. This opportunity, stimulated 
also by the ETSI TISPAN [1], is rising fast and is largely contributing to the wide, 
although recent, recognition of IMS as the future direction of Fixed-Mobile Conver-
gence (FMC). The FMC is a new dimension for the communications industry and 
presupposes the existence of multimode mobile terminals that are able to operate in 
virtually any mobile or wireless broadcasting communication network, such as 3G or 
DVB, and jump seamlessly to any WLAN or WMAN technology, including WiFi or 
WiMAX. Mobile terminals have to be capable of accessing different multimedia 
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applications and advanced services while roaming across domains covered by differ-
ent access technologies.  

In the above context, the communications research and development community is 
investigating new ways to facilitate interworking among the various Radio Access 
Technologies (RATs) on providing seamless mobility and service continuity among 
them. A key enabling function for seamless mobility and service continuity among a 
variety of mobile/wireless access technologies supporting IP connectivity is the hand-
over, in any IMS, pre-IMS, or combined network. In such environments, a strong 
constraint is the ability of multimode terminals to take full advantage of all added 
functionalities in the most profound way.  

With respect to this, key challenges include the investigation, design, implementa-
tion and testing of inter-system handover operations among various radio cooperative 
networking environments (e.g., 3G, WLAN, WiMAX and DVB) that are going to 
formulate future/near future business cases for both broadcasters and telecom opera-
tors in the context of an FMC communications environment. As far as the optimiza-
tion of the vertical handover operation is concerned, major contribution has been 
provided by the IEEE 802.21 working group, which has specified standardized 
mechanisms for closer-to-seamless handovers among 3GPP, 3GPP2 and several IEEE 
802-based networks. 

In this paper, which extends the work presented in [2], we discuss the challenges 
associated with the handover operation and review existing and emerging protocols 
and architectures that aim to support handovers between heterogeneous next-
generation wireless systems. The relevant efforts of the IETF, IEEE, 3GPP and DVB 
are presented and the potential of IEEE 802.21 to deliver a framework for optimized 
handover operations is discussed. 

The rest of the paper is organized as follows. Section 2 formulates the handover 
problem, while Section 3 gives a brief overview of current standardization efforts 
concerning inter-system handovers. Section 4 discusses open research and develop-
ment issues related to inter-system handover. The components of a framework that 
aims to provide optimized handover operations are presented in Section 5, while con-
clusions are given in Section 6. 

2   The Handover Problem Formulation 

Mobility management is comprised of two components: location management and 
handover management. The former is needed to track the location of the terminal and, 
thus, enable packet reception. Handover management, on the other hand, is needed to 
keep the connections active while the mobile node moves from one location to another. 

In general, handovers occur when a mobile node changes its Layer-2 network Point 
of Attachment (PoA), i.e., the end-point of a Layer-2 link between the mobile node 
and the network. Proper handover management must ensure that there is no noticeable 
interruption to running applications. This ultimate goal can be achieved if a number of 
sub-requirements are satisfied: 

• Successful connection to target PoA: The mobile node must be able to connect 
to the target PoA. This presupposes that the mobile node is eligible for connec-
tion and that resources are available.  
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• Service continuity: After handover, the applications should be able to continue 
their operations without need for session reestablishment. For applications run-
ning on top of existing transport protocols like TCP and UDP this means that 
the applications must continue using the same logical connection; that is, the 
endpoint IP addresses must remain intact. 

• Minimum handover delay and data loss: The time period during which the mo-
bile cannot send or receive packets due to interface change must be kept to a 
minimum and actions must be taken to avoid or limit packet loss.  

Handovers between links of the same technology are called intra-technology or 
horizontal handovers, while those occurring between different access technologies are 
called inter-technology or vertical handovers. The change of Layer-2 PoA (Layer-2 
handover) may subsequently trigger reconfiguration of the IP address (Layer-3 hand-
over) used by the mobile node as location identifier. This is the case when the current 
and the target PoAs are served by different Access Routers (ARs). Layer-3 handovers 
(whether horizontal or vertical) that occur between PoAs served by different ARs are 
called intra-system handovers when these ARs belong to the same access system, and 
inter-system handovers when the ARs belong to different access systems (usually 
distinct administrative domains). 

 

Fig. 1. Phases of the handover operation 

Handovers take place during a session (i.e., when the terminal is in active mode; in 
idle mode, the switch of networks is usually called re-selection). The reasons trigger-
ing the handover as well as any pre-handover preparative actions should be clearly 
distinguished from the handover execution itself. In general, the handover operation 
can be separated in three phases (Fig. 1): 

• Handover initiation: This refers to the decision mentioning the necessity for a 
terminal to change network. A reason could be either because the current net-
work can no longer fulfill the end-user requirements or because it has been ob-
served that another network could fulfill them in a better way. The outcome of 
this phase is the selection of the target network. 

• Handover preparation: This phase involves preparations for the establishment of 
Layer-2 and Layer-3 connections to the target network, reservation of resources 
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and, if applicable, transfer of context (i.e., information regarding access control, 
QoS profile and header compression).     

• Handover execution: This includes the events concerning the disconnection 
from the previous network and the connection to the target one. Furthermore, 
this stage addresses data forwarding from the previous network (if such a feature 
is supported by the mobility management protocol) and IP address binding  
update.  

The role of handover initiation is to compile information about applications QoS 
requirements, user preferences, operator policies (reflecting also regulatory con-
straints) as well as available networks and take firm decisions on the need of the 
handover and the target network. The network selection is often treated as an optimi-
zation problem, the complexity of which increases with the number of the handover 
decision criteria and constraints and the number of available networks. Since hand-
overs are costly (in terms of network signaling and processing power) and in many 
cases not seamless, decisions to switch networks must be made when it is deemed 
necessary.  

However, in a rapidly changing and highly unpredictable mobile communication 
environment securing the handover decision and determining the right time to start 
handover preparation is not an easy task. Early handover decisions are usually due to 
incorrect predictions and lack of stable information (e.g., about signal strength dete-
rioration or availability of other networks) and, thus, may not be optimal. Even worse, 
they may need to be cancelled before completion of the handover operation or shortly 
after (leading, for example, to the undesirable ping-pong effect). Mature handover 
decisions, on the other hand, may come too late to allow for efficient handover prepa-
ration; this can cause increased handover delay and packet loss. Clearly a trade-off 
between the two approaches is needed. 

The next phase in handover operation, namely the handover preparation, deals with 
the actions that can be taken in advance to mitigate the impact of handover execution 
on applications’ performance. Compared to handover initiation, this step depends 
more heavily on the mobility management protocol involved in handover (which, in 
turn, may depend on the type of the handover and the involved RATs). For Layer-2 
handovers this phase addresses resource allocation to the target network and Layer-2 
authentication and association. For Layer-3 handovers, it may further facilitate 
movement detection and expedite the configuration of the IP address used in the 
target network. Additional actions include preparations for data forwarding from 
network nodes of the previous network to the AR of the target network. 

The last step in handover operation is handover execution, during which the mobile 
node connects to the target network. The network entities in previous and target net-
works may, furthermore, cooperate to forward data to the mobile node until location 
update is completed. As soon as this happens, resources are released in previous  
network and normal data forwarding to the mobile terminal is resumed. 

Handover mechanisms that are able to provide seamless mobility are quite compli-
cated and depend on functionality that spans across several layers in the networking 
protocol stack (from physical to network and application). Thus, smooth cooperation 
of these functions is essential for efficient realizations targeting complete system 
solutions. 
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3   Brief Overview of Recent Standardization Efforts Concerning 
Inter-system Handovers 

3.1   IETF Efforts 

The basis for terminal mobility management in IETF is provided by Mobile IPv4 
(MIPv4) [3]. MIPv4 works by allocating two addresses to a Mobile Terminal (MT): a 
permanent global address (home address) belonging to the address space of the home 
network, and a temporary local address (care-of-address) allocated to the MT at the 
visiting network (usually this address is provided by a router called foreign agent). 
Traffic destined to the MT is always routed to the home domain and is collected by a 
router called home agent. This router, subsequently, tunnels the packets to the foreign 
agent based on the mapping between MT home and care-of-address is has previously 
created. After appropriate processing of the packets (tunnel decapsulation), the for-
eign agent forwards them to the MT. 

Mobile IPv6 (MIPv6) [4] introduces several advantages over MIPv4 that aim to 
optimize the communication between correspondent nodes and MTs. In MIPv6, for-
eign agents are not needed, route optimization is supported as part of the basic func-
tionality, and there is inherent support for coexistence of route optimization and 
routers performing “ingress filtering”. However, direct communication between cor-
respondent nodes and MT presupposes that the former are able to support mobility-
aware operations. 

The Mobile IP schemes just presented introduce significant handover latency due 
to procedures like movement detection, new care-of-address configuration and loca-
tion update. This latency is often unacceptable for real-time applications. Two proto-
cols have been proposed to reduce the handover latency of MIPv6: Fast MIPv6 [5] 
and Hierarchical MIPv6 [6]. The former is an enhancement to the MIPv6 protocol 
that mitigates handover delay by involving communication between the previous and 
the next access routers in the foreign network, while the latter adds extensions to 
MIPv6 that support localized mobility management (i.e. management of topologically 
small movements within an access network). Hierarchical MIPv6 and Fast MIPv6 
have complementary capabilities and functions, and, thus, can be used in parallel to 
further improve the handover experience. Combination of these schemes is known as 
Fast Hierarchical MIPv6 [7]. 

The protocols described thus far are terminal-based in the sense that the MT needs 
to be provisioned with functionality to perform handover and location management 
signaling when it moves between access network subnets.  Recently, there was an inter-
est from IETF to define a network-based localized mobility protocol (NETLMM[8,9]) 
that would allow MTs to move between subnets within the same access network (opera-
tional domain) without requiring changes in the IPv6 protocol stack. 

The protocol that was specified within the NETLMM Working Group, called 
Proxy MIPv6 [10], introduces functionality for first-hop routers and special nodes in 
the access network called Local Mobility Anchor Points (LMAPs), which act as local-
ized home agents. The first-hop router performs mobility management on behalf of 
the mobile by providing, in cooperation with the LMAP, router advertisements that 
make the MT believe it is still connected to the home network (and thus it can keep 
the same address). After detecting the movement of the MT, the first-hop router initi-
ates signaling with the LMAP to update the route to/from the MT’s home address. 
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Another approach to handle mobility in IP-based networks is the Session Initiation 
Protocol (SIP) [11]. SIP is an application-layer control (signaling) protocol for the 
creation, modification and termination of sessions with one or more participants. 
These sessions include Internet telephone calls, multimedia distribution, and multi-
media conferences. SIP addresses mobility at the application layer, and while it is 
capable of performing location management (through appropriate binding of SIP 
addresses to current location, namely IP address) it requires session reestablishment 
every time the MT changes its network address.  

3.2   IEEE Efforts 

The intention of the IEEE 802.21 standard [12] is to provide generic link layer intelli-
gence independent of the specifics of mobile nodes or radio networks. As such, the 
IEEE 802.21 is intended to provide a generic interface between the link layer users in 
the mobility-management protocol stack and existing media-specific link layers, such 
as those specified by 3GPP, 3GPP2 and the IEEE 802 family of standards. 

The standard specifically describes a logical entity (called Media Independent 
Handover Function - MIHF) residing between the link and upper layers, which pro-
vides three services to Media Independent Handover (MIH) users [12]:  

• The Media Independent Event service, which detects events and delivers trig-
gers from both local as well as remote interfaces; 

• The Media independent Command service, which provides a set of commands 
for the MIHF users to control handover relevant link states; 

• The Media Independent Information service, which provides the information 
model for query and response, thus enabling more effective handover decisions 
across heterogeneous networks. 

Incorporation of IEEE 802.21 services in terminal and network nodes has the po-
tential of optimizing the initiation and preparation phases of the handover operation 
and, thus, providing enhanced service experience to mobile users. 

Optimized radio resource usage in composite wireless radio environments cannot 
be achieved unless efficient handover decision making is supported by both the net-
work and the terminals. Towards this direction, a Working Group inside the IEEE 
(IEEE 1900.4 [13]) took action to address the broader problem of dynamic network 
re-configurability, one key enabler of which can be the handover operation (the stan-
dard further addresses two other key enablers: dynamic spectrum assignment and 
dynamic spectrum access). The standard specifies the building blocks that are neces-
sary, both at the network and the terminal’s side, to support distributed reconfigura-
tion decision making. The addressed system architecture is comprised of three build-
ing blocks [14]: 

• Network Reconfiguration Manager (NRM) entity that facilitates the derivation 
of network policies, which constrain the resource selection strategies of user 
terminals; 

• Terminal Reconfiguration Manager (TRM) entity with facilities for enabling 
user devices to perform a (distributed) self-management-based optimization of 
their respective resource usage strategies subject to policies imposed by the 
NRM; 
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• Radio Enabler (RE) entity, which addresses the transfer of information between 
the network and the terminal reconfiguration management entities. 

The TRM and NRM exchange context information (e.g., terminal and network ca-
pabilities and measurements, terminal location, user preferences and application QoS 
requirements), the collection of which is supported by appropriate measurement col-
lectors at both the terminal and network sides. The NRM formulates reconfiguration 
(e.g., handover) policies and constraints, and forward them to the TRM via the RE. 
This is the first level of decision making; the second level of this network/terminal 
distributed process involves decisions taken by the TRM based on the policies and 
constraints received by the NRM. 

3.3   3GPP Efforts 

Future wireless networks will work on a cooperative manner and support mobility of 
terminals among heterogeneous systems/technologies. With respect to this challenge, 
the 3GPP is addressing the evolution of its system architecture (System Architecture 
Evolution – SAE), in conjunction with the evolution of the access system (Long Term 
Evolution – LTE), in order to deliver an evolved network able to support a variety of 
different access systems and access selection based on combinations of operator poli-
cies, user preferences and access network conditions. In this context, mobility-related 
requirements of the new architecture include the following [15]: 

• Mobility management functionality shall be responsible for mobility within the 
evolved 3GPP system, as well as between that and different types of access sys-
tems including for example WiMAX and WiFi; 

• The evolved 3GPP mobility management shall allow the network operator to 
control the type of access system being used by a subscriber; 

• Mobility procedures within 3GPP access systems and between 3GPP and non-
3GPP access systems shall provide seamless operations of both real-time (e.g. 
VoIP) and non real-time applications and services by, for example, minimizing 
the packet loss and interruption time. 

3GPP leverages on network-layer mobility management protocols from IETF for 
its evolved network architecture. The 3GPP SAE paradigm shows that mobility man-
agement protocols, like MIPv4, MIPv6 and its extensions (e.g. Hierarchical MIPv6 
and Proxy MIPv6), have been considered as candidate components for mobility be-
tween existing and emerging heterogeneous networks. 

3.4   DVB Efforts 

Taking into consideration the support for mobile Digital TV, ETSI introduced the 
DVB-H specification, which substantially comprises of a set of extensions to DVB-T 
which are oriented to handheld use. DVB-H inherits all the benefits of its predecessor 
and adds new, mobile-oriented features, focusing on IP datacasting and including 
better mobility and handover support, adaptive per-service error protection and power 
saving capabilities. 

IP Datacast (IPDC) over DVB [16,17] is an end-to-end broadcast system for deliv-
ery of any type of digital content and services using IP-based mechanisms optimized 
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for devices with limitations on computational resources and battery. An inherent part 
of the IPDC system is that it comprises of a unidirectional DVB broadcast path that 
may be combined with a bi-directional mobile/cellular interactivity path. IPDC is thus 
a platform that can be used for enabling the convergence of services from broad-
cast/media and telecommunications domains (e.g., mobile/cellular).  

In order that all developed services can be deployed in a uniform basis a lot of 
standardization effort is devoted regarding architecture and software issues. Towards 
this direction, the DVB CBMS (Convergence of Broadcasting and Mobile Services) 
Working Group has set an initial framework for use cases and services of DVB-H 
[16] and illustrated the way the components in IP Datacast over DVB-H work  
together [17]. 

Convergence of Internet and Broadcasting Systems [18] is at the moment at its in-
fancy with many efforts resulting out of European driven initiatives. In most cases, 
vertical handover decisions are driven by overlooking gateway and/or management 
entities that ‘decide’ on the access network the user should be attached. 

4   Open Research and Development Issues Related to Inter-system 
Handover 

Legacy systems were designed and optimized without interoperability in mind, 
thus resulting in isolated communication networks with very tight bounds in geo-
graphical and service mobility.  However, the advents of Beyond 3G have fuelled 
collaborative activities within the IEEE, IETF and 3GPP to construct a logical bridge 
between legacy systems to promote global roaming. Likewise, there has been recent 
interest from the broadcasting world to additionally integrate broadcasting services on 
a common service platform to address future market scenarios, thus raising significant 
future design challenges which include: 

• New compatibility requirements to the IEEE 802.21 MIH architecture to pro-
vide cooperative dialogue with the DVB networking world; 

• The seamless challenge (vertical handover involving DVB is a technical chal-
lenge) since the networks may not be synchronized, and even the content stream 
may not be identical (i.e., for the broadcasting case, the compression rates may 
not be the same). 

The optimized operation of all phases of a handover procedure taking also into ac-
count downlink-only technologies like DVB that create new business cases, consti-
tutes an open R&D issue that could also affect the evolution and well establishment of 
Next Generation Networks (NGNs) that are going to stimulate FMC vision. Obvi-
ously, this operational optimization is tightly related to the dynamics of all handover 
phases (initiation, preparation, execution), as well as the interfacing of handover op-
eration to upper service layers that assist seamless mobility and service continuity 
through MIP and SIP. 

A great research challenge that builds on top of recent research advances on both 
the handover procedure phases and upper service layers, is related with the investiga-
tion, design, implementation, testing and standardization of enabling technologies for 
optimized inter-system handovers operations among various radio cooperative  
networking environments (like 3G, WLAN, WiMAX and DVB) that are going to 
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formulate future/near future business cases for both broadcasters and telecom opera-
tors in the context of a FMC communications environment.  

Alongside with this research challenge, 3GPP, IEEE 802.21, IEEE 1900.4 and 
IETF provide new functional blocks that aim to facilitate further inter-system hand-
over procedures. However, from a systems perspective view, the ability of these func-
tions to cooperate in a harmonized fashion still has to be evaluated. Equally important 
is to investigate the interactions among these functions and the functions of upper 
layers (MIP/SIP) in any IMS, pre-IMS, or combined network. 

Furthermore, the functional requirements for integrating other emerging technolo-
gies like DVB-T/H have to be identified and evaluated in an explicit manner. To-
wards this direction, a Task Group inside IEEE 802.21 has been recently formed to 
start the IEEE P802.21b project, which aims to investigate required extensions to the 
IEEE 802.21 standard to support handovers between 3GPP or IEEE 802, and DVB 
downlink-only technologies. DVB and other down-link only technologies pose extra 
challenges since a bi-directional physical link is not always available and services are 
primarily broadcasting-oriented [19]. 

5   Components of a Framework for Optimized Handover 
Operations 

As already mentioned in subsection 3.2, IEEE 802.21 provides generic link layer 
intelligence, which is independent of the specifics of mobile nodes or radio access 
networks. This is done by the introduction of the MIHF logical entity residing be-
tween the link (Layer-2, L2) and upper layers (Layer-3, L3, and above) of the mobil-
ity management protocol stack. MIHF exploits triggers from the link layer to facilitate 
handover initiation (network discovery, network selection, handover negotiation) and 
handover preparation (L2 and IP connectivity). Issues like handover control, handover 
policies, algorithms involved in handover decision making and handover execution 
are not covered by the standard [12]. 
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Fig. 2. IEEE 802.21-based mobility management protocol stack 
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The logical placement of the MIHF (identified as handover-enabling functionality 
residing at Layer-2.5, L2.5) within a mobility management protocol stack that is in-
tended to deliver optimized handover operations (i.e., handover operations that rely 
on link-layer intelligence and global network information to realize closer-to-seamless 
experience) is illustrated in Fig. 2. The mobility management protocol stack presented 
in this figure is compatible with the hierarchical mobility management foreseen for 
next-generation networks (addressing mobility at both local and global levels) and the 
need to incorporate network-based mobility solutions. It is also compatible with the 
necessity to incorporate functions at Layer-2.5 for handover initiation and prepara-
tion, and functions at higher layers for handover decision policies (i.e., access selec-
tion), which can be provided, for example, by IEEE 1900.4. Mobility management in 
the network layer and above is addressed by IETF protocols (e.g., MIP, Proxy MIP, 
mSCTP [20] and SIP).  

According to IEEE 802.21, a mobile terminal featuring MIH functionality may 
communicate with peers in the network. When the peer resides inside the same network 
entity as the mobile terminal’s point of attachment, the communication between the two 
peers can be done through L2 message exchange (L2 transport has been specified for 
several IEEE 802 based technologies). However, if the peer is located deeper in the 
network, the communication takes place over Layer-3. When the mobile node is con-
nected to a 3GPP network the communication with the peer is done only over Layer-3. 

The mobility management protocol stack depicted in Fig.2 can be used as a basis 
for a framework targeting handover operations that are able to provide end-users with 
closer-to-seamless handover experience. This framework will rely on a) appropriate 
entities at the network side hosting functionality for mobility management (different 
entities may be responsible for different parts of the functionality presented in Fig. 2) 
and b) on efficient communication between the network entities themselves as well as 
between these and the MT. 

6   Conclusions 

A key Fixed-Mobile Convergence driver is to provide ubiquitous high-speed wireless 
connectivity to mobile multimode terminals using cost-effective techniques. In such 
an environment, it will be necessary to support seamless handover without causing 
disruption to ongoing sessions. The achievement of this vision requires cooperative 
radio networks that share system information and assist in handover events resulting 
in a seamless end-user experience irrespectively of the application at hand. 

This paper elaborated on the functionality that is needed for the initiation, preparation 
and execution phases of the handover operation, reviewed current standardization ef-
forts regarding support for vertical handovers and presented the components of an opti-
mized handover framework that is based on emerging technologies proposed by the 
IEEE and the IETF. This framework, which is built around the concept of IEEE 802.21, 
combines the strengths of protocols residing at different layers of the mobility manage-
ment protocol stack and targeting different phases of the handover operation. Applica-
tion of such a framework is promising to deliver optimized handover operations that 
constitute potential business cases for both Telecom Operators and Broadcasters in the 
context of the emerging Fixed-Mobile Convergence communications environment. 
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Abstract. Enabling a seamless experience for mobile users while dealing with 
multi-access networks is a great challenge for wireless access providers. To-
wards this goal, the IEEE 802.21 Working Group is elaborating the needed 
mechanisms and the standardization effort has led to a Media Independent 
Handover Services (MIHS) framework that is now ready for deployment. How-
ever, no public implementation of those mechanisms is available yet. This paper 
presents OpenMIH, an implementation of MIHS and an illustrative scenario for 
proactive pre-authentication using off-the-shelf components for authentication. 
In particular, it demonstrates how network selection and handover preparation 
can be leveraged by such an implementation.  

1   Introduction 

Since the early 80s, IP networking deployment has driven the growth and the trans-
formation of the global Internet. These last couple of years, we have been witnessing 
an unprecedented evolution that brings to market a wide spread of powerful and af-
fordable mobile devices. In addition to their large set of isolated functional features, 
these devices embed an increasingly rich set of networking interfaces for wireless 
communications such as Wi-Fi, UMTS/GSM, DVB or WiMaX. This proliferation of 
personal and portable devices has drastically changed the usage model for the Inter-
net. Needs for mobile IP networking solutions able to achieve seamless mobility 
across heterogeneous access networks are more than ever a reality.  

Radio resource management mechanisms together with mobility protocols 
[1][2][3] provide session continuity when moving across different IP networks, possi-
bly using multiple simultaneous radio interfaces. This class of solutions provides 
ways to manage handovers and, associated with make-before-break mechanisms, may 
help reducing the handover delay and the impact on applications. Nevertheless, they 
are not sufficient for achieving the ABC paradigm [4] that states that a mobile user 
may access the Internet from anywhere, at anytime and at the lowest possible cost, 
may it be in terms of access price or in terms of energy consumption. To do so, they 
must be coupled with correct network discovery and selection which permit to timely 



 OpenMIH, an Open-Source Media-Independent Handover Implementation 15 

 

trigger a handover from one network to another when the mobile environment 
changes. 

Facing the problem of correct and timely-significant network selection, the IEEE 
802.21 Working Group (WG) [5] was created in order to propose common services 
for handover management. A handover, may it be horizontal (between homogeneous 
radio technologies) or vertical (between heterogeneous technologies), requires the fol-
lowing successive steps: handover initiation, preparation, and execution. The outcome 
of the IEEE 802.21 WG is the Media Independent Handover Services standard 
(MIHS) [6] which describes an architecture to lever handover initiation and prepara-
tion, while exhibiting an abstract interface for controlling an arbitrary number of het-
erogeneous radio interfaces. This interface, offered to mobility mechanisms, makes it 
possible to perform handover execution in a media-independent manner.   

For achieving ABC and seamless mobility, the three handover steps must carefully 
been addressed. Though, in our work, we specifically focus on the purpose of MIHS - 
namely the handover initiation and preparation - whilst handover execution is not  
particularly addressed. In this context, the outcome of our work is twofold. First, we 
believe that experimental evaluation of MIHS is crucial for the networking commu-
nity and we accordingly propose OpenMIH, a publicly-available open-source imple-
mentation of MIHS. Second, we demonstrate the benefits of this implementation for 
handover preparation in a secure handover experimental setup.    

Deployment of MIHS is expected 2009-2010 but, to the best of authors’ knowl-
edge, there is not yet any publicly available implementation. There seems to be a need 
for such an implementation and related work has already been reported.  

The remainder of this paper is structured as follows: first, we introduce the IEEE 
Media Independent Handover Services standard, its architecture and main compo-
nents. Then, we introduce OpenMIH, an open-source implementation of MIHS. De-
signed with extensibility in mind, its purpose is to be a support for experimentation of 
mobility mechanisms in heterogeneous environments. Finally, we illustrate the func-
tionalities of this implementation by proposing a specific scenario that demonstrates 
how to improve handover decision in a secure mono-technology Wi-Fi-based envi-
ronment using proactive pre-authentication. 

2   Related Work 

In [7], a partial implementation of MIHS is presented for SIP-based VoIP handoff op-
timization. The reported features include network discovery, network selection, pre-
configuration, pre-authentication, and proactive handover using MIH services. Yet, 
this implementation does not aim at being publicly disclosed and no information on 
its internal structuring, beyond the general MIH structure, is available. Unified Link 
Layer API (ULLA) [8] solution aims at facilitating the implementation of network-
aware applications by offering a SQL-like request service to obtain information on 
current link conditions. As such, ULLA can be considered as a very early MIH In-
formation service (e.g., it only considers presently attached RATS and do not take 
into account surrounding connections opportunities). Yet, it is not based on any stan-
dard since it was released in 2006 when IEEE 802.21 was not published. Finally, a 
GNU/Linux 802.21 implementation has been reported in [9]. This implementation  
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focuses on the support of several access technologies including IEEE 802.11 (Wi-Fi), 
IEEE 802.16 (WiMax) or IEEE 802.3 (Ethernet), using off-the-shelf Linux capabili-
ties. It has been demonstrated for adaptive services such as VoIP. Our approach is 
complementary and aims at providing a generic MIHS framework encompassing the 
standard’s communication model, transport and state machines.  

Besides these implementation activities, it is worth mentioning the initiative for in-
tegrating a MIH model to the ns-3 network simulator [10]. In this model, the imple-
mented services and interfaces are quite close to the standard but still, its primary use 
is for simulation purpose and it cannot be used to evaluate real applications. 

3   Media-Independent Handover Services  

The Media-Independent Handover Services (MIHS) standard proposed by the IEEE 
802.21 WG aims at enabling seamless handover when moving across heterogeneous 
networks, including IEEE 802 and cellular networks. Horizontal handovers mecha-
nisms are already defined for individual radio technology (e.g. IEEE 802.11r [11] for 
Wi-Fi, IEEE 802.16e [12] for WiMaX) but when it comes to vertical handovers, 
MIHS brings the necessary interoperability for seamless handover operations. The 
outcome of the IEEE 802.21 WG is therefore a generic architecture that provides 
common services for heterogeneous link management and that harmonizes the work 
performed by the different IEEE 802 WGs on handover optimizations. Expectations 
of the standard include optimum network selection, mobile-initiated and network-
initiated handovers as well as low-power operations for multi-radio devices. 

MIHS is an architectural framework for handover management that takes advan-
tage of a set of MIH Functions (MIHF) available at different network locations.  
Actually, the MIHS standard states that any equipment in the network may provide 
handover-enabling capabilities by the adjunction of a MIHF. Those so-called MIH 
network entities exchange information together, complying with the MIH communi-
cation model depicted in Figure 1. Interactions between MIH network entities may be 
categorized as follows:  

• Mobile to Network (M2N): these communications occur in case of a mobile-
controlled handover. MIH exchanges are initiated by the mobile node’s MIHF. 

• Network to Mobile (N2M):  communications for network-controlled handover. 
• Network to Network (N2N): communications between network-side equipments. 

This is the case when check for resource availability is needed during a handover. 

The focus of the MIHS standard is to specify the MIH communication model, to 
elaborate the MIHF architecture, its services and its Service Access Points (SAPs) and 
associated primitives. Depending on its role in the communication model, a MIH 
network entity may interact locally with a combination of several heterogeneous radio 
interfaces (link layers) and with a variety of MIH Users (MIHU). Link layers provide 
a common interface to the MIHF in order to determine their state and control them re-
gardless of the underlying radio technology. MIHUs may be any application using the 
MIHF and typically are mobility management or resource management functions.  
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For example, a MIH mobile node may embed a set of heterogeneous radio interfaces 
similarly abstracted to a set of MIHUs, while a Point-of-Attachment (PoA) may only 
avail the control of its only interface. Similarly, a Point-of-Service (PoS) may not 
have any MIH-controllable link layer but may nonetheless exchange information with 
a mobile node during a handover.   

 

Fig. 1. Network entities in the MIH communication model. Plain arrows denote local interac-
tions within MIH network entities while dashed arrows identify remote communications be-
tween MIH Functions. 

Three services are of particular interest for enhancing handovers between hetero-
geneous access links. 

• Media Independent Event Service (MIES) that provides event classification, event 
filtering and event reporting corresponding to dynamic changes in link char-
acteristics, link status, and link quality. 

• Media Independent Command Service (MICS) that enables MIH Users to manage 
and control link behavior relevant to handovers and mobility. 

• Media Independent Information Service (MIIS) that provides details on the charac-
teristics and services provided by the serving and neighboring networks. The in-
formation enables effective system access and effective handover decisions. 

 

Taking a mobile-controlled handover as an example, the MIHUs (e.g. mobility 
manager) of a given MIH mobile node equipped with multiple network interfaces of 
arbitrary type, would be served by a combination of the abovementioned services pro-
vided by the local MIHF though the MIH_SAP interface. This interface enables the 
management and control of the state of underlying interfaces in a unified way through 
the MIH_LINK_SAP interface. Additionally, the MIH_NET_SAP interface permits 
the invocation of services provisioned by remote MIHFs. For the understanding of the 
overall architecture, it is worth mentioning that the scope of the MIHS standard does 
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not include the link layers; and that media-specific amendments are proposed by each 
respective standardization body for their management.  

4   OpenMIH implementation  

OpenMIH [13] is an implementation of the latest approved MIHS standard and par-
tially implements a MIHF conformant with the standard. As it is an implementation of 
a MIHF and its associated MIH services, it is suited to be embedded in any MIH net-
work entity described in the MIH communication model and may run on constrained 
devices (e.g. mobile handheld) as well as on high-end servers (e.g. operator’s mobility 
server). The OpenMIH implementation packages a software architecture for the 
MIHF, the MIH Service Access Points (SAPs), data types, the MIH communication 
protocol and associated MIH messages defined in the standard.  

OpenMIH is a configurable network daemon, developed in C language as a single 
process and has been tested on standard GNU/Linux operating systems on x86 archi-
tectures. The software architecture of an OpenMIH MIHF is depicted in Figure 2.  

 

Fig. 2. OpenMIH detailed software architecture: dotted arrows denote MIH messages (encapsu-
lated for transport), dashed arrow depict local IPC messages while solid arrows represent syn-
chronous function calls. 

As described in the standard, a MIHF may communicate with a large set of com-
ponents, either locally (e.g. with MIHUs) or remotely (e.g. with remote MIHF peers) 
and may therefore involve a fair amount of network I/O (Input/Output) operations. 
Among different I/O strategies [14], asynchronous (or non-blocking) I/O has been se-
lected because it is a technique specifically targeted at handling multiple concurrent 
I/O requests efficiently. As a consequence, the core of the architecture is an asynchro-
nous event loop. Each I/O module corresponding to MIHF interfaces may create a 
socket (e.g. TCP, UDP or raw socket) and is able register a callback function that the  
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event loop may call when activity is reported on the corresponding socket file descrip-
tor. Most modern operating systems provide this flexible way to handle concurrent 
I/O and, for our purpose, we selected the libevent library [15] that encompasses vari-
ous scalable backend mechanisms to loop through socket file descriptors (e.g. se-
lect, poll and epoll).  

The event loop monitors the activity of the I/O modules described below and noti-
fies the respective handlers when data is available: 

• MIH user I/O is designed to serve a set of MIHUs that may concurrently invoke 
different MIHF services, either locally or remotely. The multiplexing of incoming 
requests are offered by a TCP server and message passing is used as a convenient 
way for Inter-Process Communications (IPC) [16]. For differentiating the MIHUs 
invocations to local MIH services or to a remote MIHF peer, the MIH IPC handler 
is able retrieve MIH service ID (SID), action ID (AID), operation code (opcode) 
and the destination MIHF ID (see [6] for details on those data types) in the IPC 
frame. Then, dispatching to the relevant modules is straightforward.  

• MIH link I/O provides handlers for the various link adapters that are designed as 
separate processus. In order to feature IPC, we use bi-directional message passing 
through TCP sockets. Link adapters implement the media-specific SAPs primitives 
required for the interoperability with the MIHS standard. The link adapters are 
similar to the Link Information Collector (LIC) introduced in [9]. Due to the un-
availability of link drivers implementing media-specific SAPs and primitives 
[17][18], we use a simulated link adapter and link IPC handler provides the unam-
biguous mapping of those primitives with MIH_LINK_SAP primitives. 

• MIH net I/O manages concurrent bi-directional transport and encapsulation of uni-
tary MIH frames with remote MIHF peers. Transport of MIH messages may be ac-
complished in a media-dependent (OSI layer 2) or in a media-independent way 
(OSI layer 3 and upper). Depending on the radio capabilities, L2 transport may be 
performed over data plane or management plane. Similarly, transport over upper 
layers is proposed by the IETF MIPSHOP WG [19]. As appropriate transport de-
pends on the type of message that needs transferring and as MIH net I/O is agnostic 
to the MIH message type, it provides an interface to set the necessary transport pa-
rameters. At the current state, the implementation offers transport at L3 over TCP 
and UDP.  

For sake of clarity, all synchronous functions calls between the software modules 
have not been depicted in Figure 2. Nevertheless, we give indications of the interac-
tion of each module with the others in the following descriptions: 

• MIH management module allows runtime management of the MIHF modules. In 
particular, it includes MIH discovery, registration and event subscription.  

• MIH event module handles the dispatching of local and remote link events to local 
MIHUs according to their event subscription. 

• MIH command module handles MIH command requests from MIHUs or remote 
MIHF peers and maps them onto link commands thanks to the link IPC handler. 

• MIH information module handles MIH information requests from MIHUs or  
remote MIHF peers. It maintains dynamic information about the network environ-
ment and provides an interface for information querying and filtering. The  
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MIHS standard indicates two ways of representing the information elements:  
Type-Length-Value (TLV) and Resource Description Framework (RDF) [20]. As-
sociated identifiers allow the mapping of information elements between both repre-
sentations. For the implementation, a RDF description has been selected for its  
extensibility features. Among the several engines for RDF parsing and information 
querying [21], we selected the Redland RDF libraries [22] that support RDF pars-
ing as well as the SPARQL query language [23]. 

• MIH protocol module keeps track of the ongoing MIH exchanges with remote 
MIH peers by means of MIH transactions and MIH Finite State Machines (FSM). 
Upon the reception of a MIH frame from the MIH net I/0, it is deserialized into a 
MIH message structure. This data structure exhibits all the message’s characteris-
tics, namely the MIH fixed-length header, and a list of its associated variable-
length TLVs. Based on this information, the MIH protocol is able to lookup an  
ongoing transaction, to drive its associated FSM and to trigger needed actions, (e.g. 
restart retransmission timer, send acknowledgement). Reversely, it proposes an in-
ternal interface to MIH services for sending MIH message to remote MIHF peers. 
In this case, the MIH protocol takes care of initiating a new transaction with a re-
mote MIHF peer and provides a hook for asynchronous notification of the transac-
tion’s completion. As hinted in the description of the MIH net I/O module, MIH 
frames may be transmitted by means of different mechanisms depending on their 
required reliability. An overview of transmission strategies using UDP, TCP and 
GIST signaling protocol with various settings for retransmission and acknowl-
edgements can be found in [24] and is insightful for configuring the transport pa-
rameters. For our purpose, the implementation uses unreliable UDP transport for 
MIH event service messages and reliable TCP transport for other services. 

•  MIH configuration module is used for selecting MIH services and configuring 
their attributes at startup. It is described in a straightforward YAML file that is 
parsed using libyaml libraries [25]. 

• MIH states database is a global structure that is shared within the MIHF and that 
maintains states between the calls of the various components. In particular, it main-
tains the capabilities of the MIHF, the available events, the MIHUs list, handlers to 
the link adapters, the MIHF peer table and their individual characteristics.  

5   Proactive Pre-authentication Using OpenMIH 

In order to illustrate the capabilities of OpenMIH in an integrated architecture, we 
propose to tackle the challenge of handover preparation when moving across a homo-
geneous Wi-Fi network requiring strong mutual authentication. Towards this objec-
tive, pre-authentication aims at reducing handover delay and resulting packet loss by 
initiating authentication procedures with possible candidate PoAs while still remain-
ing attached to the serving one. This way, the possible subsequent handover delay is 
reduced and interactive communications (e.g. VoIP) are less affected by the authenti-
cation delay. 

Proactive pre-authentication using MIHS is not a novel research topic and the au-
thors are well aware of this. In [26], a MIH information service is queried to discover 
surrounding access networks and to proactively initiate secure SIP registration with 
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candidate SIP registrars. Similarly, [27] reviews network topology description and 
discovery mechanisms for proactive handover. However, none of those approaches 
consider the full MIHS architectural framework. As a consequence, we propose here-
after an integrated approach using off-the-shelf pre-authentication mechanisms  
together with OpenMIH. The resulting architecture allows to proactively control pre-
authentication using different MIH services such as MIIS for topology discovery and 
MIES for timely-significant indication of link change.  

5.1   Scenario Outline 

The scenario that we consider is depicted in Figure 3: a mobile node is under mobility 
in a wireless environment made available by a set of wireless network access provid-
ers. Due to the current mobile node applications requirements in terms of security, 
data integrity and confidentiality, handover policies are set to only select PoAs that 
feature robust wireless security. In addition, user preferences favor the choice of Wi-
Fi access network over WiMaX or 3G for power consumption reasons. Part of its  
subscription, the mobile node benefits from an unlimited access to a WPA wireless 
access network operated in the area and was accordingly provisioned with appropriate 
credentials for authentication.   

 

Fig. 3. Proactive pre-authentication scenario outline 

 
Without MIHS, candidate PoAs may be detected by scanning (passive or active) 

but are discovered only when the mobile node enters the candidate PoA’s wireless 
coverage. To extend the range of the topology discovery and to anticipate handover 
decisions and operations, we use network topology information provided by a MIH 
PoS and filter the results according to the mobile node’s location and user prefer-
ences. The information is described in a rich information format and stored in a  
database co-located with the MIH PoS. It includes information such as: network  
operators, PoAs and QoS information. 
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5.2   Proactive pre-Authentication Execution  

The software components involved in the abovementioned scenario are illustrated in 
Figure 4. As it is a mobile-controlled handover, we only depict the mobile node’s 
software stack:  

• WPA_supplicant is part of the hostapd software suite [28] that allows setting up 
Wi-Fi Protected Access (WPA) networks. As such, it comes as two complementary 
software packages: hostapd for securing a Wi-Fi PoA and wpa_supplicant for the 
client side. They permit to configure a large set of security suites (TKIP, CCMP) 
and authentication methods (e.g. EAP-TLS / PEAPv2/ EAP-SIM) and allow to set 
up secure associations with most of Wi-Fi drivers supported by the Linux operating 
system (through the Linux wireless APIs: wireless extensions and nl80211 [29]).  

• Pre-authentication manager is responsible for network selection, proactive  
pre-authentication control and homogeneous handover triggering. It is a MIHU for 
OpenMIH and communicates with the MIHF with IPC (as detailed in section 4). It 
also uses wpa_supplicant control interface for configuring and controlling  
(pre-)authentication via a UNIX socket.  

• MIH Wifi driver adapter is a link adapter as defined in section 4. Its role is to im-
plement the media-specific Wi-Fi amendments for interoperability with MIHS. In 
our case, the mostly used primitive is the predictive Link_going_down event 
that indicates the forecasted link loss. For repeatability, this event is generated us-
ing a Wi-Fi signal simulated from a two-ray propagation model [30]. 

 

Fig. 4. Integrated software architecture of a Linux-based Mobile Node for proactive pre-
authentication using OpenMIH 

The mobile node’s integrated architecture has been tested for the scenario pre-
sented in section 5.1. The corresponding sequence diagram is depicted in Figure 5.  
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Fig. 5. Sequence diagram for mobile-controlled proactive pre-authentication using OpenMIH 

In addition to the Mobile Node (MN) components described above, it involves two 
PoAs and a MIH PoS. In our scenario, proactive pre-authentication involves three 
subsequent steps: 

• Topology discovery: initially, we assume that the MN has successfully authenti-
cated with PoA1 using EAP-TLS authentication method and is associated. During 
topology discovery, we involve a MIH PoS that holds a detailed description of the 
network topology, including the PoA parameters (e.g. frequency, WPA cipher 
suites, authentication method). Several proposals exist for discovering a PoS but in 
our scenario, it is legitimate to assume that the MIH PoS is statically provisioned to 
the MN MIHF by its provider and that no additional discovery is needed. The MN 
pre-authentication manager is able to initiate a MIH information request and to re-
trieve the results. The query uses the SPARQL query language and contains infor-
mation on the current mobile’s node location and its user preferences on security, 
which allows an accurate filtering of the results. The RDF/XML query result gives 
the necessary information to the pre-authentication manager that processes it to ex-
tract the relevant attributes. 

• Proactive pre-authentication: during this phase, proactive pre-authentication is ini-
tiated with all candidate PoAs (i.e., the PoAs the mobile node identified as possible 
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next attachment points based on its location, direction and security requirements) 
by formatting the retrieved PoA information and sending the appropriate IPC to 
MN WPA client. In the sequence diagram, one can notice that pre-authentication is 
only depicted for PoA2. As the MN has only one Wi-Fi interface, pre-
authentication with PoA2 is indirect over the current association with PoA1. Upon 
successful pre-authentication, PoA2 and MN share transient keys that may be used 
for subsequent authentication. 

• Horizontal handover: when the current link is degrading, the MN MIHF reports a 
MIH_link_going_down event to the MN pre-authentication manager that 
triggers the necessary actions to select the “best” PoAs that cover the area and that 
share transient keys from a previous successful pre-authentication. Then, the hand-
over process takes place and consists in disassociating with PoA1 and in securely 
associating with PoA2. As transient keys are already shared between MN and 
PoA2, the authentication is reduced to the 4-way handshake. 

6   Conclusion and Future Work 

This paper presents OpenMIH, an opensource implementation of MIHS and an inte-
grated architecture for proactive pre-authentication. We described the scope of the 
implementation, motivated its event-based architecture and detailed the various soft-
ware components. We also showcased the OpenMIH implementation with an illustra-
tive scenario for enhancing network selection and handover preparation in a secure 
wireless environment. We believe that experimental evaluation of MIHS is important 
and that is the reason why OpenMIH is publicly distributed with an open-source li-
cense. Therefore, we expect researchers, developers to use it, modify or extend it as 
soon as they abide by the license terms.  

Our future work on OpenMIH includes different directions. Firstly, improving the 
conformance of the implementation with the standard: part of the MIHS standard, a 
normative Protocol Conformance Statement (PICS) proforma is provided (annex M) 
in order to assess the capabilities and options that are implemented by a particular im-
plementation. Initially, OpenMIH releases will not detail the conformance with a 
PICS due to the lack of testing environment but it is expected to supply one in the 
subsequent releases to reflect the conformance level. Secondly, the application that is 
demonstrated in this paper is for horizontal handovers and only requires a restricted 
set of the MIH services. To go further, we expect to integrate various link adapters, 
comprising extensions to mesh-based networks, to specifically address richer scenar-
ios involving vertical handovers between hybrid networks.  
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Abstract. In heterogeneous radio access networks mobile terminals can 
dynamically change their radio access not only between access points but also 
between different radio access technologies (RATs). We present a network 
based Multi-Radio Management (MRM) for seamless control of inter-RAT 
mobility. Access Selection can be triggered by a change of radio channel 
quality, by the start of an application or by system load and handover is 
executed by enhanced MobileIPv6. Dynamic adaptation of the IMS services, 
e.g. adaptation of IPTV to the available bandwidth, is realized by triggering 
additional mid-call SIP signaling between communicating parties so that 
Quality of Experience (QoE) can be significantly improved. The described 
MRM and dynamic adaptation of IMS services are validated by a prototypical 
implementation in an integrated demonstrator. 

Keywords: Multi-radio handover, vertical handover, MRM, MRRM, radio 
access selection, ASF, IMS, codec adaptation, SIP re-invite, SIP codec 
adaptation. 

1   Introduction  

Today, many different radio access technologies (RATs) such as GSM [1], UMTS 
[2], CDMA2000 [3], WLAN [4] or WiMAX [5] coexist in parallel—quite often in an 
overlaying deployment by the same operator. Such operators need network solutions 
that provide their subscribers with ubiquitous mobile services in overlay cells, 
hotspots, indoor-coverage, and added cells with future wireless technologies. Inter-
RAT mobility between 3GPP technologies (GSM, UMTS, HSPA, LTE) and non-
3GPP technologies (CDMA2000, WiMAX, WLAN) is currently being standardized 
in the 3GPP evolved packet system (EPS) [6]. But the specification is still missing a 
network based decision functions for inter-RAT access selection although some 
related work has been initiated in 3GPP in the scope of the Access Network 
Discovery and Selection Function (ANDSF)1 [6]. Furthermore, the change of 
                                                           
1 ANDSF supports terminal based multi-radio access selection by network based policies. 
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available QoS (e.g. the supported data rate) during handover is not communicated to 
the application layer. In this paper we describe a multi-radio management (MRM) 
function that monitors the radio link quality of the serving cell and of the candidate 
cells, anticipates the change of available bandwidth caused by a planned handover and 
triggers the IMS application function to adapt the running SIP services, e.g. to change 
the codec of a video stream. 

A major issue for such inter-RAT access selection and for cross-layer optimization 
of the QoS is that different RATs use different measurement values and metrics to 
quantify the radio channel quality. The envisioned interworking thus requires 
abstraction and adaptation functionality between radio layers and MRM to map the 
specific link quality values to a generic scale of values that can be compared to 
application QoS values. Some standardization bodies are working on general 
interworking solutions, such as the IEEE Media independent Handover (MIH) 
framework [7]), but they do not provide solutions to metrics for inter-RAT access 
selection. This paper presents an integrated solution comprising the MRM concept 
[8][9] developed by Alcatel-Lucent Bell Labs and the IMS enhancements [10][11] 
developed by Deutsche Telekom / T-Systems. This work has been undertaken in the 
framework of cooperative projects, such the German Federal Ministry of Research 
and Education’s (BMBF) project “Scalable, Efficient and Flexible Networks” 
(ScaleNet) [12] and the European Union’s (EU) project “Ambient Networks” [13]. 

2   Multi-Radio Management 

In a heterogeneous wireless environment mobile terminals can dynamically change 
their radio access not only between access points but also between different radio 
access technologies (RATs). For a change of the radio access, i.e. for an inter-RAT 
handover, the mobile terminal (1) has to measure the radio link quality of the serving 
radio link and of candidate radio links in other technologies and (2) to take access 
selection decision to figure out if and when one of the candidate cells offers a better 
service than the currently serving cell. Due to battery constraints of the terminals it is 
not possible to continuously scan over all radio channels on all radio interfaces. 
Instead, a multi-radio capable functionality with knowledge of the terminal’s position 
and of the network topology and status shall advertise nearby candidate cells.  

Such a coordinated operation of several RATs requires the introduction of an 
overarching and generic resource and mobility management residing above the legacy 
Radio Resource Management (RRM) and Mobility Management (MM) of the 
individual technologies. This new entity is called Multi-Radio Management2 (MRM) 
[8]. MRM functions are typically distributed over the core network, the access 
networks and the mobile terminals. To take full benefit of MRM and to allow operator 
control over the load distribution, it is preferable to deploy the access selection 
function in the network [8].  

The main functions of MRM are described in more details in the following 
sections. 

                                                           
2 MRM is sometimes also called Multi-RRM (MRRM), Joint RRM (JRRM), Heterogeneous 

RRM (HRRM) or Common RRM (CRRM). 
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2.1   Abstraction and Adaptation Layer 

The mechanisms and procedures for link control strongly differ between radio access 
technologies, i.e. MRM would have to operate different access selection algorithms 
and different handover mechanisms for each pair of RATs. This requires specification 
and interfaces involving multiple standardization bodies and large implementation 
effort.  

Therefore, an abstraction and adaptation layer (AAL) is defined between MRM and 
the radio interfaces, hiding the RAT-specific properties from the generic MRM  
(Fig. 1). The main functions of this layer are the translation of generic MRM 
procedures to RAT-specific procedures and the mapping of RAT-specific values to 
generic values and vice versa. For example, a generic link setup request of MRM may 
be mapped for IEEE 802.11 WLAN into a sequence of Mlme.Join, Mlme.Authenticate 
and Mlme.Associate primitives as specified by the WLAN protocol [4]. More 
examples for the translation process are given in [8]. 

The advantage of these abstraction and adaptation function becomes particularly 
visible when new radio technologies are integrated into existing systems. In this case, 
the MRM as well as the AAL for existing RATs remain unchanged, while only the 
adaptation and abstraction functions needs to be implemented for the new RAT. 

Abstraction

Radio equipment/modem

MRM

RAT control

MRMM MRRM

Abstraction

Radio equipment/modem

MRM

RAT control

MRMM MRRM

  

Fig. 1. Abstraction from RAT specific to generic values and commands 

2.2   Multi-Radio Measurements 

The radio link quality is expressed in different RATs as a radio signal strength (in 
dBm or as relative RSSI values, e.g. in 802.11 WLAN), as a signal-to-noise value 
(SNR, SNIR, given in dB), as bit error rate (e.g. in 10-4) or as relative channel quality 
indicator CQI (e.g. in 3GPP HSDPA). These link quality values are not directly 
comparable between each other, nor to the QoS requirements of the running service. 
The abstraction layer thus recalculates these values according to each RATs 
specifications into an available peek data rate at a given residual bit error rate. 
Furthermore, if the RAT supports QoS guarantees, it also calculates the granted 
minimum data rate and the transmission delay [8].  

MRM configures generic link quality measurement requests at the interface to 
AAL to receive periodic and event-based link quality measurements. Candidate 
measurement requests are based on the advertisement of surrounding cells. For 
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moving users, detection of entering or leaving hotspots with broadband coverage has 
to be performed fast and efficiently to enable well-informed MRM decisions.  

In the same abstracted way, MRM on network side collects load information to 
assess the availability status of the cell resources. 

2.3   Access Selection  

Radio access selection denotes the process of choosing for a terminal (at a given 
location and running a given service) the most appropriate access technology and 
point of attachment (cell or access point) within a heterogeneous network. However, 
inter-technology handover is not always reasonable. E.g., real time services may not 
be well supported by a best effort WLAN hotspot or fast moving mobile terminals 
may reside within a hotspot for too short an amount of time. Therefore, access 
selection algorithms need to be configured in terms of operator and user criteria [13]. 

Access (re)selection decisions are taken proactively based on the abstracted link 
quality measurements, in order to seamlessly finalize the handover execution before a 
fading link breaks. This enables always-best connectivity for mobile users. 

Next to the provisioning of best connectivity to the user, access selection also 
offers operators the potential of optimizing network usage and revenue. Obviously, 
inefficient service distribution between the different access systems may lead to 
overload on some access systems, while resources in alternative access systems are 
still available. Moreover, depending on the link performance and the service type, the 
resource costs of different access technologies differ, leading to a potential for overall 
capacity increase. 

In the presented implementation, MRM applies a decision algorithm with a 
weighted metric regarding abstracted link quality, application QoS requirements, and 
system load. The Access Selection Function (ASF) can either be implemented 
distributed over the access networks or as a centralized service on a Heterogeneous 
Access Management (HAM) server in the operator’s core network [8].  

2.4   Mobility Management 

Furthermore, MRM comprises a mobility management, which coordinates the time 
sequence of build-up and release of the radio connections during handover execution. 
Depending on the capabilities of the mobile terminal different handover protocols and 
handover sequences can be used [9]. In this article, we assume use of Mobile IP 
protocol IPv6 [14] and that the terminal is capable of connecting the target radio link 
before releasing the source link, so that a seamless make-before-break handover can 
be performed. 

3   IP Multimedia Subsystem 

The IP Multimedia Subsystem (IMS) [15] is an architectural framework in 3GPP EPS 
for delivering Internet Protocol (IP) multimedia services independently of the type of 
wireless access or wired access (fixed mobile convergence, FMC). 

The IP Multimedia Subsystem (IMS) is used to forward the complete Session 
Initiation Protocol (SIP) [16] signaling used in the IMS for session management. A 
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number of Call Session Control Functions (CSCF) are introduced to establish a 
multimedia session between subscribers and to prepare delivery of the demanded 
services according to the session characteristics required by users. Some of CSCFs 
have interfaces to the Home Subscriber Server (HSS) where the complete information 
about particular subscribers is stored, like their profiles, policies, subscriptions, 
preferences, etc.  

Three types of CSCFs are defined:  

• Proxy-CSCF (P-CSCF) is the first point of contact for the IMS users. The main 
goals of the P-CSCF are the guarantee of signaling messages between the network 
and subscriber and resource allocation for media flows by the interaction with 
Resource and Admission Control. 

• Serving-CSCF (S-CSCF) is the main control entity within the IMS. It processes 
registrations from subscribers and stores their current location, is responsible for 
subscriber authentication and call management. Subscriber policies stored in the 
HSS control the operations performed by the S-CSCF for a particular subscriber. 

• Interrogating-CSCF (I-CSCF) queries the HSS to find out the appropriate S-CSCF 
for the subscriber. It can also be used to hide operator’s network topology from 
other networks. 

4   Bandwidth Adaptation of Applications 

MRM monitors serving and candidate radio link qualities with respect to the 
requested QoS of the running application. When MRM decides on a handover to 
provide best possible service the provided data rate may change. MRM as described 
in [8] does not interact with the running applications. Further mechanisms are 
required to adapt the service to the available bandwidth. For example, when the 
mobile terminal enters a hot spot with high data rate the resolution of a video stream 
could be improved from VGA to HDTV. In case the bandwidth reduces, e.g. when 
leaving a hotspot, the high data rate will rapidly fill the transmission queue of the 
target RAT and packets will be dropped, either by policing or simply by buffer 
overflow. Both will cause artifacts or freezing of a video stream as shown in Fig. 6b. 
The disruption of the video stream reduces the QoE for users dramatically as it is not 
possible to continuously follow the video content. 

Different mechanisms on application layer will be briefly discussed for adaptation 
of the data rate. 

4.1   UDP Applications 

The User Data Protocol (UDP) [17] is a best-effort protocol without flow control, 
accepting incoming data as-is. Often the Real Time Transport Protocol (RTP) [18] is 
run on top of UDP. Video streaming with a data rate determined by the video source is a 
typical example for a service running over RTP/UDP/IP. A higher available data rate on 
the link will not be used, a lower data rate on the link will lead to vey low quality3. 

                                                           
3 If the terminal runs some kind of application manager (e.g. the user interface of a PDA) data 

rate monitoring may be used to stop the application if the data rate drops below a minimum. 
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4.2   TCP Applications 

TCP [19] is a transport protocol providing reliable transmissions and which adapts the 
data rate according to the round trip time between communicating peers. TCP quickly 
reduces the data rate in case of congestion and slowly ramps-up to a higher data rate if 
served well. This efficiently adapts the data rate of applications that can send data as 
fast as the queue is emptied, e.g. non-realtime services like file downloads using File 
Transfer Protocol (FTP) [20]. However, the basic TCP does not take benefit from 
anticipated data rate changes during MRM handover 4 and the ramping is not suitable 
for applications with a fixed packet rate, like real-time video streaming.  

4.3   IMS/SIP Applications 

IMS/SIP applications also use UDP or TCP transport. But on top of the transport 
layer, the data rate of the applications is negotiated between the communicating peers 
(e.g. between a terminal and a video server) during session establishment using SIP 
INVITE messages. Within these messages a list of supported codecs is exchanged. 
SIP RE-INVITE messages can be used to adapt the codec at any time during the 
running service. In IMS, the IMS Application Function (AF) is introduced to be 
located on a CSCF and that acts as a SIP proxy mapping a codec to the required QoS 
parameters (e.g. bit rate, BER) on the IP layer. Doing so, AF is able to change the 
codec depending on the IP resources available for user on the transport plane. 

Interworking of MRM and IMS AF opens the possibility to use the knowledge of 
abstracted link performance not only for MRM access selection but also for 
adaptation of the codec and of codec parameters of running multimedia sessions. 
During start of a SIP session the IMS AF registers at MRM for QoS status 
information, supplied by AccessFlow.Indications with the actual user plane data rate. 
When the data rate changes, e.g. at an MRM induced handover event, the IMS AF 
receives the newly available data rate from MRM. AF then enforces codec adaptation 
by sending SIP RE-INVITE messages with the new codec to the terminal and to the 
media server (Fig. 2). 

For the pro-active handover execution two cases have to be distinguished:  

• When the AccessFlow.Status.Indication of the target RAT shows a higher data rate 
the current codec shall be used until the handover is executed. After the data plane 
has been switched (i.e. after MIPv6 Binding Update) the AF enforces the use of a 
larger codec to provide better QoE to the user utilizing the increased data rate.  

• If the candidate radio link offers lower bandwidth than the current radio link (e.g. 
for a fading link when leaving coverage of a hotspot) the change to a codec 
requiring a lower bit rate must happen before the switching of the data plane to the 
new radio link. Otherwise the data rate will rapidly fill the transmission queue and 
buffer overflow or policing of RRM will lead to dropping of packets and bad user 
experience. Instead, MRM must send an AccessFlowStatus.Indication to the AF 
before executing the handover. Only after the codec has been re-negotiated MRM 
can trigger the MIPv6 binding update. 

                                                           
4 Like for UDP transport, an application manager can be used to terminate the application if the 

data rate drops below a minimum, or the remaining download time increases unacceptably. 
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Fig. 2. Signaling of MRM and IMS for bandwidth adaptation to radio link bandwidth 

5   Demonstrator 

In order to validate the MRM and IMS enhancement concept, a demonstrator [22] has 
been set up comprising two different radio access networks and a dual-radio mobile 
terminal.  

5.1   Demonstrator Set-Up 

The MRM demonstrator [8,9,22] consists of a 3GPP UMTS/HSDPA overlay cell, two 
small IEEE WLAN hotspots and a dual-radio mobile terminal. The integrated 
MRM & IMS demonstrator extends this with the extended IMS functionality based on 
the IMS implementation [21]. On the network side an IPv6 application server and an 
IPv4 IMS server have been integrated (Fig. 3). The demonstrator supports IPv6 
mobility for handover during ongoing services of different QoS classes, i.e. FTP 
based file transfer, Web browsing via Hypertext Transfer Protocol (HTTP) [23], video 
streaming via UDP and RTP controlled manually or using SIP/IMS. 

Generic MRM instances are implemented in the terminal, the core network, and the 
access networks of each RAT. Between the MRM instances an interface has been 
specified and implemented based on the Diameter [24] protocol. For the cross-layer 
interaction between MRM and MIPv6 in the terminal the standard interface to the IP 
kernel functions is used. The interface between MRM and the abstraction function has 
been implemented for an UMTS base station (Alcatel-Lucent Evolium NodeB) and 
for an WLAN 802.11a-based access point (Signalion Sorbas AP). Real radio signal 
strength measurements are acquired. The movement of the dual-radio terminal is 
emulated by changing the link performance with a radio frequency (RF) attenuator at 
the WLAN antenna. The network based MRM Access Selection Function (ASF) thus 
has access to generic resource status information from MRM modules communicating 
with UMTS and WLAN interfaces in the terminal and in the access networks. It 
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triggers handovers according to the requested QoS level, the currently available data 
rate for both access interfaces of the terminal, and the handover policies. MIPv6 
handover execution is caused by changing the interface preference in the terminal. 

Most parts of the demonstrator are implemented on LINUX platform, but the 
UMTS control function of the HSDPA test mobile and the IPv4 SIP client run on 
WINDOWS OS with IPv4 interfaces. Therefore, the User Terminal comprises a 
network of three computers and compatibility to the IPv6 demonstrator has been 
achieved by IP6-in-IP4 tunneling mechanisms.  

The MRM-demonstrator setup with a distributed MRM deployment is shown in 
Fig. 3. 
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Fig. 3. Demonstrator Setup 

The user terminal implements a standard IMS client to be able to initiate and to 
maintain video streaming services controlled by the IMS. The IMS server [10,11] has 
been extended with an IMS-MRM Proxy function that communicates with IMS AF 
deployed on the P-CSCF using standardized Gq’ interface. On the other side, it 
implements the proprietary MRM interface so that signaling messages regarding QoS 
requests can be translated to MRM signaling for management of resources on the 
transport plane. The IMS-MRM Proxy function allows the IMS controlled session 
management to request for an IMS application a minimum and maximum usable QoS 
level on the access. It receives data rate reports by MRM AccessFlow-
Status.Indications and executes dynamic application codec selection when the 
measurement value exceeds this range.  

Fig. 4 shows the detailed architecture of the integrated MRM & IMS demonstrator. 
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Fig. 4. Architecture of the integrated MRM & IMS demonstrator 

5.2   Demonstrator Results 

The feasibility of the MRM concept and the scalability by MRM distribution were 
verified successfully. The distributed MRM instances on network side (MRM-NET) 
trigger handover decisions in a central or co-located decision function (MRM-ASF) 
based on abstracted radio link measurements, application type, operator preferences 
and cell loads. MRM instructs the user terminal to perform a MIPv6 handover 
between the two heterogeneous RATs. The trigger levels, the decision algorithm, and 
the simultaneous availability of both radio interfaces during handover (make-before-
break versus break-before-make) can be configured. The resulting handover 
performance is determined by user-perceived service interruption and by 
measurements of packet loss and transmission time.  

The data rate of an FTP file download over UMTS/HSDPA is limited in the 
demonstrator to 300kBit/sec due to the 80 msec delay on the UMTS uplink. During 
the handover from HSDPA to WLAN, TCP ramps up the download rate to 
3.5MBit/sec and in the other handover direction it successfully prevents congestion 
by returning to 300kBit/sec. For UDP video streaming with a data rate below 
1MBit/sec both RATs support the data rate and MRM performs pro-active handovers 
seamlessly in both directions, adaptation by IMS AF is not required in this case.  

MRM decided handovers have also been successfully performed during video 
streaming service controlled by IMS/SIP. Fig. 5 shows the reduction of WLAN signal 
strength caused by a stepwise increase of the attenuator. Handover is performed at 20% 
relative signal strength where the abstraction layer calculates that the currently used 
WLAN data rate drops below the data rate estimated from the measurements of the 
UMTS candidate link (1000 kBit/sec in Fig. 5). MRM sends an AccessFlow-
Status.Indication to the MRM-IMS Proxy with information about a newly available data 
rate for the terminal of 300 kbit/s. MRM-IMS Proxy informs the AF via the Gq’ interface 
which then initiates the adaptation of the codec bit rate parameter for the established 
video session. After the UMTS target link is established in a make-before-break 
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handover, the data is then transported via the UMTS radio link. Due to limited computing 
power of the IMS server (implemented on a desk top PC) the re-coding of the video 
stream leads to a short interruption of the data stream at the source which is sometimes 
perceivable to the watchful eye. Fig. 6 shows a screenshot of the video quality over 
WLAN before the handover (Fig. 6a) and the reduced quality after adaptation of the 
service to the data rate over UMTS/HSPA (Fig. 6c). Please note that without the codec 
adaptation, the transmission buffer of the NodeB would be quickly filled and about 90% 
of the packets would be dropped. The video and sound quality would be completely 
inacceptable without such a codec adaptation (Fig. 6b). 
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Fig. 5. Signal Strength and Video Streaming Downlink Data Rate during handover to a radio 
link with lower data rate capability 

 

Fig. 6. By adaptation of IMS codec before Handover streaming can continue with reduced 
resolution (screen shot of video (a) before handover, (b) after handover without adaptation and 
(c) after handover with MRM/IMS codec adaptation) 
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5   Conclusion 

Fourth generation wireless networks will probably consist of multiple, heterogeneous 
radio technologies, requiring intelligent interworking solutions. The multi-radio 
management (MRM) concept is one necessary step towards a pervasive and effective 
integration of current and future access technologies. MRM handles the differences 
between heterogeneous access technologies in a unified way by abstraction from 
RAT-specific parameters and adaptation to RAT-specific functionality in an 
adaptation and abstraction layer (AAL). The proposed general approach leads to a 
significant reduction of standardization and implementation efforts compared to 
bilateral interworking solutions between each pair of radio access technologies. 

The MRM functions and architecture were discussed, the key functionality of 
MRM is a network-based, pro-active radio access selection mechanism that considers 
radio link performance, resource usage, and user and operator preferences. For 
seamless inter-technology handovers, MRM synchronizes IP mobility protocols with 
link and session layer procedures. This approach enables inter-RAT access selection 
and common resource and mobility management for all RATs, offering the potential 
to optimize network usage. 

Even though MRM performs handovers seamlessly, the data rate may change in 
case of inter-RAT handover and this can spoils high user QoE. By interworking of 
MRM with the IP Multimedia Subsystem (IMS) the MRM information about the 
actual link performance can be utilized to match the available data rate by adapting 
the codec with a SIP RE-INVITE, either before or after handover execution. 

The feasibility of the MRM concept and its integration with IMS have been 
realized and validated in an MRM/IMS demonstrator offering seamless IP-mobility 
between a cellular UMTS/HSDPA network and a WLAN hotspot during ongoing 
multi-media sessions. MRM measurements of radio link QoS and handover triggers 
are leveraged in the IMS for pro-active SIP codec adaptations. Nearly seamless 
adaptation of the quality of a video stream has been demonstrated for handover in 
both directions.  

Based on these results the proposed MRM/IMS integration is a promising solution 
for future 3GPP enhancements of the EPS architecture, enabling added-value services 
and providing enhanced QoE in fourth generation wireless networks. 
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Abstract. This paper proposes an autonomic connection management mecha-
nism for multi-homed mobile terminals. The knowledge repository and the 
case-based reasoning technique are used to enhance the autonomicity of the 
connection management. The multi-criteria handoff decision is the core of  
the mechanism. Analytic Hierarchy Process (AHP) and Simple Additive 
Weighting (SAW) are combined to make the handoff decision. Simulation results 
and performance analysis show that the proposed mechanism works well in the 
heterogeneous wireless access network environment.  

Keywords: Vertical handoff, connection management, autonomicity. 

1   Introduction 

Multi-homed terminals, which have more than one network interface or global address, 
can have several parallel communication paths simultaneously through attaching to  
one or more access networks. In heterogeneous wireless and mobile environment,  
the multi-connection scenario 1  puts forward great challenges to the connection  
management. 

In the multi-connection scenario, the connection management is responsible for 
selecting the most suitable network for each application’s connection and achieving 
effective use of the integrated networks resources. In heterogeneous wireless and mo-
bile environment, the seamless vertical handoff for each connection needs to be con-
sidered, which is very important for both the effective use of the integrated network 
resources and the performance of the applications. 

There are several advantages for performing connection management on mobile 
terminals (MTs). On the one side, the MT can gather various handoff related informa-
tion. On the other side, it helps to decrease the complexity in networks and is beneficial 
for network’s scalability related issues. However, since the miscellaneous factors have 
                                                           
∗ The work was supported by a grant from EU FP7 Project EFIPSANS (No, 215549) and 

Sino-Swedish Strategic Cooperative Programme on NGN (2008DFA12110). 
1 In this paper, a flow is a stream of packets from a source to a destination [1]; and a connection is 

regarded as a layer-3 logic path serving one flow of a particular application/service.  
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to be handled, MTs may spend extra processing time and memory for performing 
connection management.  

To simplify the connection management and expedite the handoff decision, 
autonomicity [2] is introduced in the connection management mechanism in the MTs. 

The rest of the paper is organized as follows. Section 2 gives an overview of related 
work in the area of mobility management. The basic principle of the autonomic con-
nection management mechanism, along with a proposed handoff decision making 
algorithm based on AHP and SAW is described in section 3. In section 4, the per-
formance of the proposed algorithm is analyzed according to the simulation results. 
Conclusion and future work are stated in section 5. 

2   Related Work 

Great efforts on vertical handoff related work have been made in recent years [3]-[11]. 
In general, they involved two categories of issues. One focuses on proposing certain 
handoff architectures for heterogeneous network environment, such as the USHA 
proposed in [3], the SIGMA put forward in [4], and the hierarchical mobility man-
agement architecture suggested in [5]. 

The other category focuses on suggesting some specific handover decision making 
algorithms or mechanisms, such as work in [6]-[11]. Among them, some traditional 
vertical handoff algorithms considered only the RSS or the data rate as the key handoff 
trigger event, such as [6] and [7], whereas others put more efforts on studying the 
multi-criteria handoff decision algorithms, such as [9]-[10]. However, both the algo-
rithms in [8] and [9] are just suitable for application or service granularity, which are 
inadequate to handle finer granularity handoff decision, such as the connection-based 
handoff decision. 

Several works have tried to implement intelligence of the proposed algorithm, such as 
[10] and [11]. In [10], the adaptive interface activating method adjusted the interface 
activating interval only according to the distance between the MT and the base station. In 
[11], pattern recognition was used to estimate the user’s position, and the handoff deci-
sion was based on the obtained information. Both these algorithms have introduced in-
telligence to some extent, but neither of them really made decision based on multiple 
criteria. 

Compared with the above algorithms, the proposed autonomic connection man-
agement mechanism in our paper has the following features: (1) AHP and SAW are 
combined to handle multi-criteria vertical handoff decision. (2) Furthermore, it is de-
signed to achieve connection based handoff decision, and can realize more accurate 
handoff decision for each service flow. (3) Knowledge repository with self-learning 
function is adopted, which could bring autonomicity into connection management. 

3   Autonomic Connection Management 

In general, the connection management involves the following operations: 

(ⅰ) Making handoff decisions for connections; 
(ⅱ) Influencing or controlling some behaviors of an MT and the corresponding 

network nodes, such as base stations (BSs) or access points (APs), during handoff; 
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(ⅲ) Managing information of connections in an MT, stored in a CIL (Connection 
Information List). In our implementation, the CIL stores the identity and the corre-
sponding information for all connections serving the applications in an MT. Each MT 
has a CIL, whose format is shown in Table 1. 

Table 1. Format of a CIL 

Connection Number Connection Description 
Con 1 (Status_Tag, Src.Uniq_ID, Dest.Uniq_ID, Flow_ID,  

Src.cur_IP, Dest.cur_IP, Service_Type) 

In Table 1, each connection has one nonnegative integer as its identity, and can be 
identified by a five tuple: <Src.Uniq_ID, Dest.Uniq_ID, Flow_ID, Src.cur_IP, and 
Dest.cur_IP>. Here the Src.Uniq_ID and the Dest.Uniq_ID represent the unique iden-
tity for the source and the destination, respectively. Flow_ID is the identity of the flow 
served by the connection, which needs to be recognized by both the source and the 
destination. Src.cur_IP and Dest.cur_IP represent the current IP addresses used by the 
source and destination for the connection, respectively. Status_Tag with different 
values describes different status of connections. Service_Type represents the different 
service type. Information in the CIL needs to be updated or modified according to the 
changes of the environments. 

3.1   Connection Management in MT 

Connection management controlled by MTs is adopted in this paper. It is relatively 
easier for an MT to gather handoff related context information. Network status infor-
mation could be measured by BSs and/or APs, and the results are sent to the MT. Other 
information, such as the application’s requirement, user preference and device capa-
bility, can be collected by the MT itself. Using this mechanism, networks just assist the 
MT to do handoff decision and needs seldom changes on themselves. 

3.2   Autonomic Connection Management 

The connection management in our paper is an autonomic system, which has four steps 
forming a feedback loop as shown in Fig. 1. The system collects information from a 
variety of sources, which is analyzed to construct a case model of the evolving situation 
faced by the MT and its output by this model, i.e. certain a solution, is used as a basic 
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Fig. 1. Autonomic connection management 
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for intelligent decisions. The decisions are actuated through networks and MTs. The 
impact of decisions can then be collected to inform the next control cycle. 

Step1 Context Collected by Get_Para() 
Context information as follows needs to be collected for handoff trigger recognization, 
case matching in step 2 and multi-criteria handoff decision in step 3: 

(ⅰ) Network related factors. The related factors of the networks where the MT 
roams to have to be collected, such as types of networks, availability of a network, 
limited available resources, their access mechanisms characteristics, etc. 

(ⅱ) Device related factors. The capabilities of the MT include its battery life, 
processor speed, available interfaces. The MT’s velocity is an important criterion. 

(ⅲ) Service requirement. Wireless multimedia services can be classified into four 
service types, namely conversational service, streaming service, interactive services 
and background service [12]. Different types of services require various combinations 
of bandwidth, delay, jitter, reliability and cost. 

(ⅳ) User preference. There are two criteria users are mainly concerned about, 
monetary cost and interface preference. 

It is supposed here that the networks performance parameters can be acquired 
through the advertisement of the available access networks, or the MT can use data link 
layer probing or network layer probing. One result of Get_para() is a new case or 
problem description, which is used for the case matching in step 2. 

Step2 Retrieving Similar Cases 
Retrieving a case starts with a problem description and ends with whether a best 
matching case found or not. We adopt case based reasoning (CBR) techniques to im-
plement the knowledge repository (KR). A case represents specific knowledge in a 
particular context. Case base is a cases library. Cases stored in the case base should be 
described clearly by “which service” using “which network” under “what conditions”. 

Table 2. Case description in CB 

service type  velocity network status User 
 preference 

target 
network 

 
Conversational, 

 
x m/s 

<Net1_para1,…,Net1_paraM>, 
... 

<NetN_para1,…,NetN_paraM> 

Pr_net1, 
... 

Pr_netN 

 
Net N 

Case description is organized as Table 2. Each case has a vector description of ser-
vice type, velocity, network status, user preference and target network.  

Fuzzy matching is used to match the new case and cases stored in the CB. If a similar 
case is found, its solution can be directly reused to solve the current problem, going to 
step 4. If not, go to step 3 to generate a new solution. 
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Step3 Handoff Decision Making of A Multi-criteria Algorithm Based on AHP and 
SAW 
A multi-criteria handoff decision making algorithm combining AHP and SAW will be 
described as follows. 

Velocity  
exceeds

threshold  

Get 
Policy AHP

New_network 
Ranking

User Preference

SAW
Connection 

Management

CIL

NoNo

Yes

Decision Making

...

Device Capability
 

Fig. 2. Decision making with AHP and SAW 

Step3.1 Velocity Judgment 
As shown in Fig. 2, after all the necessary context information has been collected, the 
velocity of the MT is firstly analyzed to decide whether it is in the threshold scope. If it 
exceeds the threshold scope, just go to step 4. Nothing has to be done and CIL will be 
barely maintained. Otherwise, go to step 3.2.  

Step3.2 Analytic Hierarchy Process (AHP) Based Network Ranking 
AHP [13] is a well known and proven multi-criteria decision making approach to make 
the most appropriate choice among multiple alternatives based on some special goals. 
For AHP, all related factors are arranged in hierarchic structure, and paired compari-
sons in the same hierarchy are performed to generate priorities for criteria with respect 
to the predefined goal. 

network ranking for each service type

streaming background

�network 1

conversational

para 1 para 2 �

network 2

interactive 

 

Fig. 3. Structure of the Analytic Hierarchy Process 

Here AHP is used to get network ranking under the applications’ requirements and 
the status of access networks. As shown in Fig. 3, the goal of “network ranking for each 
service type” locates in the first level. Four service types are in the second level. In the 
third level there are parameters that are considered with distinct importance by a factor 
in the upper level. Candidate networks reside in the fourth level. 

Let’s assume that parameters in the third level are bandwidth, delay, jitter, cost and 
reliability. Then we use the first four stages described in Section 3.2 of [8] to calculate 
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new network ranking value for each service type, which is calculated by the equation 
(1), similar to equation (13) in [8]. 

- - -*i j i k k j
k

R p p=∑  (1) 

In (1), i, j, k represents a service type, a candicate network, some parameter in the 
third level, respectively. -i kp indicates the priority of parameter k among all parameters 

in the third level, for service type i. -k jp indicates the priority of network j among all 

available networks in the fourth level, for parameter k. Both -i kp and -k jp can be gotten 

by equation (9) in [9]. -i jR indicates the priority of network j among all networks, for 

service type i, and is always in the range of 0-1. 

Step3.3Vertical Handoff Decision using SAW 
After the network ranking for each service type is completed, handoff decision has to 
be made for each connection, which should take user preference and device capability 
into account. The priority of connection i in service type k i kW −  and the user preference 

Pri j− influences the final handoff decision i jFo −  for connection i by (2). 

Pri j i k k j i jFo W R− − − −= ∗ ∗  (2) 

In (2), j represents the target network, and i kW − , Pri j−  are both in the range of 0-1. 

Similarly, the impact of device capabilities could be handled as above. 
This multi-criteria algorithm takes advantages of both AHP and SAW to make 

handoff decision, whose performance will be analyzed in Section 4. 

Step4 Action Executing 
After the handoff decision for each connection gained from step 3, corresponding 
operations will be enforced on BSs/APs and the MT. With regard to BSs/APs, au-
thorization for the MT to use their resources needs to be processed. For the MT, some 
connection entries in its CIL need to be modified. 

The proposed solution is under observation. If the new case is well dealt with, the 
solution will be added to the CB. This is a self-learning procedure, a key step to achieve 
autonomicity in connection management. Along with more cases experienced by MT, 
the CB will get more plentiful. When the CB gets stable to some degree, new cases 
could be almost matched with cases in it and solutions can be directly retrieved rather 
than calculated by step 3.  

4   Simulation Results and Performance Analyzing  

Simulations were carried out in ns-2+802.21 [14] [15] to evaluate the performance of 
our mechanism. Fig. 4 illustrates the simulation scenario. Here it is supposed that  
the UMTS has full coverage while WLAN exists with access point located in 
(100,100), which has 50 meters coverage radius. The MT moves from (40, 100) to 
(160, 100) from 10s in the time axis with a certain constant velocity ( min 1 /v m s= ,  
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Fig. 4. Impact on packet loss rate of velocity 

max 30 /v m s= and 15 /thresholdv m s=  ). A correspondent terminal (CT) initiated a UDP 

connection with MT for data downloading, which last from 9s to 16s. 

(ⅰ) Impact of MT’s Velocity on Packet Loss Rate 
Fig. 5 is an illustration of the packet loss rate under 20 /v m s= , which has exceeded the 
threshold. As shown in Curve 1, if velocity was not considered, once WLAN was 
detected and a handoff decision that WLAN was more suitable for data downloading 
was made, a vertical handoff happened and the connection started to run in WLAN. 
When the MT moved out of the coverage of WLAN, the connection had another 
handoff and then run in UMTS again. During 9s and 16s, two handoffs happened. 
According to the data report in trace file, 15 packets were lost while 53 packets 
transmitted, so the packet loss rate was 0.28. 

Relatively, velocity was taken into account for handoff decision in our mechanism. 
Since the velocity exceeded the threshold, whether the status of WLAN was better or 
not, the MT just kept on using UMTS. Curve 2 represents the packet performance when 
our algorithm was carried out. According to the data report in trace file, only 4 packets 
were lost while 44 packets were transmitted, so the packet loss rate was 0.09. 

Therefore, our algorithm performs well on low packet loss rate based on velocity 
considered in the whole decision making procedure. 

(ⅱ) Execution Time of Proposed Algorithm 
If a new case can be found in the CB, the average execution time of the algorithm is less 
than 1ms;if not, it is between 7ms and 15ms, which includes the time spent in searching 
for similar cases in CB, decision making and writing a new case into CB. However, as 
cases in CB get more and more plentiful by self-learning, the possibility of finding a 
similar case in the CB is getting bigger. When the CB gets stable to some degree, the 
average execution time almost equals to 1ms, an idea value for multi-criteria handoff. 
This can obviously embodies the benefit contributed by KR. 
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5   Conclusions and Future Work  

In this paper, an autonomic connection management mechanism is proposed, which 
includes making handoff decisions for connections, influencing some behaviors of the 
MT and BSs/APs during handoff and managing the CIL. For multi-criteria handoff 
decision making, an algorithm combining AHP and SAW was used. Through simula-
tions, we can see that the mechanism reduced packet loss rate by considering an MT’s 
velocity and CBR contributed to the short time of handoff decision.  

Our future work includes the prototype validation of the proposed mechanism in 
heterogeneous wireless access networks.  
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Abstract. Wireless Mesh Networks (WMNs) have shown a high-potential to 
fulfill the requirements of the Next Generation Networks (NGNs). Although 
mobility management is crucial to develop large-scale WMNs, the heterogene-
ity of today’s Internet will imply a context-aware architecture in the future to 
optimize the users’ experience. Network virtualization, as a mean to share and 
isolate resources, can be used as an element to construct different types of  
virtual networks (overlays), each one optimized for a specific set of contexts: 
security, mobility, Quality of Service (QoS), cost, preferences. In this paper, we 
present a context-aware multi-overlay architecture that enables a user to con-
nect to the WMN that best fits its requirements and approaches. We concentrate 
on how to build such an architecture: how a user can move maintaining its re-
quirements through the re-configuration of overlays, and how context can be 
mapped, organized and distributed in the network nodes. We also discuss the 
entities and the complexity of this architecture 

Keywords: Network Virtualization, Wireless Mesh Networks, Multi-overlay 
architecture, Context-awareness, Mobility, Multi-homing, Intelligent decisions. 

1   Introduction 

Wireless Mesh Networks (WMNs) have emerged as a key technology for Next Gen-
eration Networks (NGNs). Traditional wired infrastructure for wireless access net-
works is not feasible or too expensive for many application scenarios in the near  
future. Replacing wired infrastructure with wireless links promotes an ease up time-
to-deployment, allowing ubiquitous broadband access in a cost-effective manner.  

Another emergent topic of the future Internet is the network virtualization, which 
brings a number of advantages, such as physical/logic separation and independence, 
hardware multiplexing, resource isolation and security, reliability and redundancy, 
and flexibility on the topology and protocols supported. 

Currently, users and networks have very heterogeneous context requirements. 
Moreover, context information can optimize mobility performance by avoiding un-
necessary handovers and long latencies, while aware of users’ activity, preferences, 
and other context information. Integration with WMNs may offer a flexible physical 
infrastructure where different multi-hop paths may support several types of context.  

In [1] it is presented a new approach to enable highly adaptive WMNs through the 
support of multiple overlays for context-based WMNs. In this approach, we model 
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context and virtualize the WMNs by introducing multiple overlays to represent the 
context characteristics. Hereby, we also consider multi-homing supported by different 
providers and different WMNs. In this approach, a user will connect to the WMN that 
best fits its requirements. In this paper we show how to build such an architecture: 
how a user can move maintaining its requirements through the re-configuration of 
overlays and how this architecture can be used to optimize mobility; how context can 
be mapped, organized and distributed, and how the nodes of specific overlays can be 
discovered in an efficient way. This paper is organized as follows. Section 2 addresses 
the current state of virtualization and context-aware solutions over WMNs. Section 3 
depicts the proposed architecture for context-based WMNs through virtualization, 
attempting at the management of overlays, mobility optimization and integration of 
context, whereas, section 4 presents the possible entities for this whole architecture as 
well as its envisioned complexity in real environments. Finally, section 5 concludes 
the paper and presents topics for further work. 

2   Related Work on Context-Awareness and Overlays in WMNs 

The literature contains some proposals to introduce context in WMNs. However, they 
are mainly focused on QoS-aware routing mechanisms [2]. In contrast, our general 
approach for heterogeneous networks has the potential to improve routing protocols 
by modeling and using different types of context, dividing a WMN into multi-
overlays networks in order to provide networks that best match the different users’ 
requirements and to optimize multi-homing. Based on the expected performance, the 
overlay can be setup and mapped to the physical network [3], [4]. Recent works used 
machine learning techniques for this purpose in WMNs [5], [6]. 

There are a huge number of approaches for mobility management in WMNs, aim-
ing to support a seamless handover for the user (see as e.g. [7], [8]). Since mobility is 
a key requirement in any type of proposal, optimization of mobility through this 
multi-overlay architecture is also an objective. For a user, when it moves, it changes 
its physical connection; however, due to virtualization and overlay’s reconfiguration, 
it may remain logically connected to the same logical node.  

Similar to operating system virtualization, network virtualization has the potential 
to support multiple (logical) networks simultaneously [9]. Logical overlay networks 
proposing “network slicing” are, as e.g., addressed in [10] that accommodate several 
experiments simultaneously in space, time and frequency division manner. In [11], 
the authors describe an approach of a joint optimization streaming rate allocation of 
flows and power consumption of links for forwarding data flows in multicast overlays 
over WMNs. In [12], a Wireless Ring over a regular WMN is proposed in order to 
carry high-bandwidth data. In [13], it is proposed MeshChord, which uses location-
dependent addressing schemes in order to reduce traffic for maintaining a Chord  
overlay over WMNs. Although these approaches use multi-overlays, they do not con-
sider context and the corresponding open research issues: (i) how to identify and rate 
context characteristics and automatically map them to a network structure; (ii) how to 
create an appropriate number of multi-overlays; (iii) how to select the best fitting 
overlay; and (iv) how to adapt and maintain the multi-overlays. 
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3   Multi-Overlay Environment 

This section presents the context-aware multi-overlay approach envisioned for highly 
dynamic WMNs supporting optimized users’ experience in mobile and multi-homing 
environments. Since wireless mesh routers are meant to build well-structured net-
working organizations which need to fulfill several connecting targets, we introduce 
context-awareness along parallel virtual networks (or overlay networks). These over-
lays can be used to optimize the network along one or more context parameters, and 
to connect users that share the same or similar context. We consider different types of 
context: user, network, price and predicted context. 

 

Fig. 1. Multi-Overlay Architecture for Context-based WMNs 

In this approach we also consider multi-homing, supported by different providers 
and different WMNs, with the possibility of different users to be associated with dif-
ferent overlays. A first sketch of our multi-overlay architecture is shown in Fig. 1. 
This multi-overlay environment requires an effective solution for its management and 
control. We need mechanisms to select the overlays, as well as information/signaling 
to create/reconfigure them and to distribute the nodes through them. The creation and 
reconfiguration may be activated through users’ mobility.  

The integration of context with respect to the different entities (e.g., user, device, 
application, network, Internet Service Provider - ISP) in WMNs introduces several 
open issues and challenges that need to be addressed: overlay’s characterization ac-
cording to its context, and distribution of the context in the network; virtualization in 
wireless environments in order to decrease interference; intelligent algorithms to 
choose the best overlay for a user, according to the context of all entities involved, as 
well as, to decide between overlays’ creation or reconfiguration to optimize users’ 
experience; mapping of the overlays in the physical network, and, resources’ schedul-
ing and polling; allocation of different overlays for different user’s applications, inter-
faces or connections (multi-homing); scalability of the solution. 

The next sub-sections present the mechanisms to support the management of over-
lays, mobility and context-embedding. 
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3.1   Management of Overlays 

The overlay’s management has three different and important phases: (i) selection, (ii) 
creation and (iii) reconfiguration:  

(i) Selection of Overlays. When a user arrives at the network consisting of a multi-
tude of overlays, the best one should be selected for user’s connectivity. In  
section 3.3 we present two different distributed solutions for the mapping and in-
tegration of context in the network elements, and mechanisms to efficiently find 
the closest node belonging to a specific overlay.  

(ii) Creation of Overlays. If a user requires an overlay which is not already available 
in the network (all overlays currently available exhibit characteristics not fitting 
to the user’s requirement ranges), the best matching overlay may be chosen or a 
new overlay needs to be created. 

(iii) Reconfiguration of Overlays. Based on context, preferences, and resulting mobil-
ity management, overlays may need to be reconfigured proactively.  

3.2   Mobility Optimization through Overlays 

In the proposed approach, the movement of a user may require the reconfiguration of 
the network, through creation and reconfiguration of overlays, to enable the user to be 
connected to the same overlay while moving. However, the concept of overlays can 
also improve mobility management, since the reconfiguration of the overlay may 
provide the user with the same logical router. For the user, when it moves, it remains 
logically connected to the same mesh router (belonging to the same overlay). There-
fore, with this approach, mobility just requires a change of physical connection to a 
different physical node (link-layer handover), being IP-independent.  

Fig. 2 depicts the main processes required to optimize mobility of a user (between 
an old and a new mesh router) through this context-aware multi-overlay architecture. 
Mobility of users can be modeled or predicted and this aspect will be introduced as a 
context parameter. Besides network-centric mobility management, user triggering is 
also possible and will require similar processes. The old router needs then to attempt 
at the user’s context, find the predicted new mesh router for the user, and send the 
user’s context to the mesh router. The next step is the reconfiguration of overlays: 

(i) First, it is verified if the old and new routers both belong to the user’s overlay. If 
it is true, there is no need to reconfigure the current overlay and the algorithm is 
stopped. After paths/routing updates, the user switches to the new router. 

(ii) If the new router does not contain the user’s overlay, but it can be extended to the 
new router, the overlay is reconfigured. After overlay and paths/routing updates, 
the user switches its physical link to the new router. 

(iii) If the new router does not contain the user’s overlay, and it cannot be extended to 
the new router, an available and suitable overlay for the user needs to be found, 
in the new router or even in its physical or virtual neighbors. In this case, one vir-
tual link is added and, after overlay and paths/routing updates, the user switches 
to the suitable overlay. 

(iv) If the new router does not contain the user’s overlay, and there is no suitable 
overlay in its neighborhood, a distributed decision needs to be in place.  
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Fig. 2. Mobility Optimization through Multi-Overlay Environment 

A user movement requires the update of the context in the network and of the 
paths/routing in the overlays. This update can be performed using the advantages of 
DHTs, finding an intermediate solution between the standard routing protocols for WMNs 
and the information that DHTs provides. As an example, the network can be divided in 
clusters (domains) with a DHT-based Peer-to-Peer (P2P) control overlay, where each 
cluster is represented by a key. These clusters have to be organized in the overlay based on 
their physically proximity (using “shortcuts” between them) in order to decrease the num-
ber of physical hops per overlay hop. The routing inside each cluster can be a standard 
WMN routing protocol.  

We expect that this reconfiguration process is finished before the user’s movement; 
when the new mesh router detects the user in its neighborhood, it is promoted an 
instantaneous link-layer connection.  

3.3   Integrating Context through Distributed Hash Tables 

The most traditional approach to store context data and resolve search requests is to 
use a centralized search engine. Although this approach can provide fast responses to 
a context query in a small network, it has limitations such as scalability, processing 
bottlenecks and single points of failure. P2P approaches, on the other hand, have been 
proposed to overcome these obstacles. They typically implement DHTs and use 
hashed keys to direct a lookup request to the specific nodes by leveraging on a struc-
tured overlay network. We then use DHTs’ approach to organize our multi-overlay 
context-based environment. For this purpose, we require the knowledge of the current 
overlays in the network and their main features. We propose two independent solu-
tions to integrate context through DHTs. 
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First solution. The overlays are organized based on their context features; users also 
contain their context parameters. The user’s context will be matched against the 
overlays’ properties in order to find the best overlay for a user. 

The overlay’s features of a cluster (domain) can be distributed in a P2P control overlay, 
where each peer is a router of the physical network which stores a key that represents the 
properties of the overlays it contains. Through this P2P overlay, an efficient lookup proce-
dure may be supported in order to find the best overlay for a user, attempting not only at 
the matching of the user’s and overlays’ context, but also at the location of a point of at-
tachment for a particular overlay. To support this approach, it is required to devise a 
mechanism to efficiently create a key, based on all types of context to describe each. One 
drawback of this approach can be the potentially slow lookup procedure for a large num-
ber of overlays. 

Second solution. The DHT can be organized in a ring, based on context’s features that 
characterize the overlays (see Fig. 3).  
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Fig. 3. Context Organization through DHTs – Second Solution 

The context parameters are divided in levels/IDs (for e.g., context can be described 
with the following levels: QoS – 0; redundancy – 1; trust – 2; reliability – 3; etc.). Each 
level/ID of context can have four different sub-levels/sub-IDs (++, +, - ,--). Then, the 
different levels of contexts can be connected based on the ID of each data overlay, in order 
to represent the data overlays’ features. As represented in Fig. 3, data overlay 1 is char-
acterized by a “++” sub-level of QoS (0), a “+” sub-level of security (4) and a “--” 
sub-level of trust (2). In order to organize its context in our DHT, we should use 
“shortcuts” between these sub-levels, based on the ID of the data overlay 1.  

Through this process, it is possible to efficiently and directly find several possible over-
lays that can be allocated to a user. However, this solution has two main drawbacks: all 
this information has to be presented in all nodes of a P2P control overlay of a specific 
domain; if the number of data overlays is large, since they can be characterized by differ-
ent types of context, the number of “shortcuts” based on the ID of the same data overlay 
(multi-level DHTs) is also large. This may also slowdown the process of finding the best 
suitable overlay for a user. The bootstrapping of DHTs and the shortcuts’ maintenance will 
need to be evaluated. 
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Moreover, both solutions will need to be evaluated in terms of overhead and cost. No-
tice that the lack of resources of wireless environments and the number of protocols at 
different layers in this approach may introduce challenges on the support of DHTs in this 
type of environments. These challenges will be evaluated and different solutions need to 
be investigated 

Scalability of the approaches can be achieved by using two levels of P2P control-
overlays: a higher level P2P overlay, where each peer represents a domain, and the lower 
level with the control peers of each domain (the two solutions, presented before, focus on 
the context-embedding inside a domain). In the higher level, each peer can be character-
ized by the context characteristics of the best overlay of the domain for a specific context 
requirement. However, there are several issues that still need to be investigated, such as 
the location of a peer of a domain and the size of a domain. 

4   Architectural Discussion 

The creation/reconfiguration of a particular overlay requires the existence of an effi-
cient resource manager. It is also required an entity that acquires and stores the context 
of all entities involved. Both these entities, Resource Manager and Context Acquisi-
tion/Repository, should be distributed in the network through DHTs in a P2P control 
overlay. The context information should reside in an abstraction layer (overlay) be-
tween the physical and the virtual environment, organized by one of the solutions  
presented in section 3.3. A framework for managing the user’s mobility – Mobility 
Manager – should reside in all mesh routers, in order to predict the movement of its 
attached users, and trigger the reconfiguration process of the overlays. Finally, it is also 
required a framework that integrates the context of all entities and network resources, 
and promotes an intelligent overlay’s management – Overlays Manager. Here, the cost 
of each decision – create or reconfigure an overlay – should be evaluated: the matching 
of overlays’ features and users’ requirements should be performed to select, create or 
reconfigure an overlay; the overlay manager has to select the correct overlay’s instance 
in each router, and coordinate all entities. 

Breaking a WMN into a number of virtual overlays can introduce different types of 
costs. We will have management costs to create and manage the virtual networks, as 
well as, usual costs of loss of aggregation in virtual environments. However, the 
flexibility envisioned in these high-dynamic WMNs provides the optimization of user 
experience, enabling its connection through already established overlays with the 
required characteristics. The use of DHTs and network virtualization in wireless envi-
ronments can introduce overhead, performance delays and signaling cost; these as-
pects require a carefully evaluation, and need to be compared with central approaches 
and other distributed mechanisms. The real number of overlays supported by a WMN, 
as well as, the QoS/QoE offered to a user, need also to be evaluated.  

5   Conclusion 

In this paper we proposed a novel architecture consisting of multiple overlays in  
order to integrate context in WMNs to optimize the user experience and promote 
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multi-homing, attempting at the advantages of network virtualization. We introduced 
the key challenges that need to be addressed in order to integrate context in a multi-
overlay context based virtual environment, as well as solutions to optimize user’s 
mobility, and to organize the context and the virtual networks in this architecture.  

In the future, we plan to evaluate the presented solutions and to compare them 
against other approaches, regarding overhead and signaling costs. Moreover, we plan 
to measure the real benefits of this architecture and its implementation cost. Finally, 
the mobility of the virtual mesh routers, multi-homing and multi-path support, effi-
cient resource management and multi-domain environments are other topics that need 
further research.  
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Abstract. The increasing ubiquity of context aware services and sys-
tems has been primarily underpinned by the use of centralised servers
employing protocols that do no scale well for real time distribution and
acquisition of neither sensor data nor dependent services. Any shift from
this generic sensor framework mandated a new thinking where sensor
data was capable of being propagated in real time using protocols and
data models which serve to reduce unnecessary communication over-
head. DCXP is proposed as an alternative architecture for the real time
distribution of context information to ubiquitous mobile services. As a
P2P based distributed protocol, it inherently poses the challenge of user
anonymity across the system. In this paper we briefly present DCXP
along with further work to enable the anonymised dissemination of sen-
sor information within the architecture. Such a solution would have a
negligible impact on the overall scalability and performance of DCXP.

1 Introduction

Previous systems exist that provide ubiquitous access to context information
both centralised [1,2] and distributed[3,4,5]. Common among these systems is
that they lack the options of providing anonymisation services to their users.

Anonymisation is the act of removing all information about the sender from
a transmitted message such that the recipient or the system cannot ascertain
the identity of the sender. Anonymisation has been long sought after in many
different situations even before the existence of computers, such as anonymous
charity, anonymous tips to law enforcement agencies or the press [6].

The need for anonymity has progressed onto the Internet with various at-
tempts at addressing it. One of the earliest anonymisation methods is the Chaum
Mix [7] named after its creator David Chaum. In P2P systems several Chaum
mixes, or derivatives provide one or all of the anonymity services discussed in
[8]: receiver anonymity, sender anonymity and receiver-sender unlinkability.

Several concurrent research into anonymous P2P exists; some utilise a central
authority to distribute public/private key pairs [9,10] others provide optional
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encryption [11] or no encryption at all [12]. There exists some anonymity P2P
systems that uses probabilistic random walks through the structured network
[12] whereas other systems uses pre-calculated routes [10]. However none of these
systems are niched toward real-time dissemination of context information within
sensor networks. This paper presents an extension to the novel Distributed Con-
text eXchange Protocol (DCXP) presented in [13], to enable anonymous dissem-
ination of context information. The goal is to provide receiver anonymity, sender
anonymity and receiver-sender unlinkability through the anonymisation grade
"Probable Innocence" as described in [6].

A common problem with previous solutions towards achieving anonymity on
P2P networks is the reliance on an increased network signalling overhead. This
was necessary since solutions were being developed to address the issue in the
much broader context. By gearing towards context dissemination; we are able
to simplify the protocol. We employ a token ring based structure for intra-
group communication which significantly reduces network traffic between groups
permitting us to realise a more novel solution that maintains anonymity while
ensuring real time exchange of context information.

As with the DCXP framework, this solution is targeted at a distributed plat-
form for the dissemination and sharing of context information. Sensors are at-
tached to more powerful computers as well as mobile phones which participate,
either directly as an active node or indirectly through a proxy node, in a dis-
tributed P2P overlay.

Section 2 will present a brief overview of DCXP. Section 3 presents our pro-
posal to extend DCXP to add anonymity to the dissemination of sensor infor-
mation. Section 4 draws some conclusions and present future work.

2 Distributed Context eXchange Protocol

DCXP is an XML-based application level P2P protocol which offers reliable
communication among nodes that have joined the P2P network. Any end-device
on the Internet that is DCXP capable may register with the P2P network and
share context information. The DCXP naming scheme uses Universal Context
Identifiers (UCIs) to refer to Context Information (CI) such as sensors that are
stored in the DCXP network.

2.1 Context Storage

A network that uses DCXP forms a Context Storage (CS) that utilises a Dis-
tributed Hash Table (DHT) to map between UCIs and source addresses. The
current DHT design choice is Chord, presented in [14]. The logical positions of
participating nodes are calculated by hashing their IP numbers and using this
value as a key. In this way each node is responsible for the hashed keys which
fall between itself and their numerically nearest predecessor in the key space,
again in a circular fashion.

The advantage of using a DHT is that entries can be found in log(N) time.
In addition, the CS also acts as a context exchange mechanism. Clients query
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Fig. 1. DCXP architecture

the CS for an UCI to learn where the Context Information (CI) is located and
the CS returns the address of the desired CI. The CS is able to resolve locations
because it handles the resource registrations coming from the context sources.
Thus, the CS maintains a repository of UCI/source-address pairs and provides a
resolving service to the clients via DCXP. With the exception of storing CI, the
operation of the CS is similar to the way that Dynamic DNS stores a mapping
between a domain name and an IP address.

2.2 DCXP Topology

DCXP enables the exchange of context between sources and sinks. These sources
and sinks, combined in a single end-point, is a Context User Agent (CUA).
CUAs are allowed to join a context network by registering with a CS. A CUA
corresponds to a node in the DHT ring that holds the CS. In particular, a CUA
has a Application Programming Interface for applications and services to either
resolve a UCI, get a UCI or register a UCI in the CS.

The ring in Fig. 1 symbolises the DCXP ring. Each box on the ring symbolises
a node in the DCXP network, and each node has a CUA service. There can be
any number of nodes in a single ring, or even a single node forming a ring with
itself. The bootstrap node is the first node to be started on the DCXP network.
It has to initialise and sustain the network, and each DCXP ring requires one
bootstrap node.

2.3 DCXP Messages

DCXP is a SIMPLE-inspired protocol with five primitives, outlined in table 1.
For more information on SIMPLE, see [15]. Fig. 2 provides an example of signal-
ing for fetching a context value in the DCXP protocol. Each circle on the ring
in the figure illustrates one Context User Agent (CUA) on the Context Storage
(CS).
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Table 1. The primitive messages of DCXP

REGISTER_UCI A CUA uses REGISTER to register the UCI of a CI with the CS.

RESOLVE_UCI In order to find where a CI is located, a CUA must send a RESOLVE
to the CS.

GET Once the CUA receives the resolved location from the CS, it GETs
the CI from the resolved location.

SUBSCRIBE SUBSCRIBE enables the CUA to start a subscription to a specified
CI, only receiving new information when the CI is updated.

NOTIFY The source CUA provides notification about the latest information
to subscribing CUAs every time an update occurs or if asked for an
immediate update with GET.

Fig. 2. DCXP signaling

2.4 Universal Context IDs

DCXP identifies each Context Information (CI) by a Universal Context Identifier
(UCI) akin to a Uniform Resource Identifier (URI), as described in [16]. UCIs
have the following syntax and interpretation:

dcxp://user@domain[/path]

where dcxp is the new URI scheme name and domain is a Fully Qualified Do-
main Name (FQDN) of the context domain. user provide means for ownership
identification. path constitute a context namespace hierarchy, thus allowing for
the organization and sorting of the items. An example of a fully qualified UCI
would be:

dcxp://alice@miun.se/weather/temp
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3 Enabling Anonymity in DCXP

In order to enable anonymous context exchange within DCXP; we propose a
solution that employs a hybrid of two different anonymity approaches. Firstly,
randomly selected users within the DCXP ring are grouped together communi-
cating internally using a token ring based structure. Groups then communicate
among each other in manner similar to Cashmere [9]. Since all information is sent
and received as a group, individuals remain hidden inside the group. In doing
so, a node achieves anonymity by the assumption of "probable innocence".

The anonymity represents an extension to the current DCXP framework as
summarised in 1. The extension builds on the existing DCXP architecture, sub-
sequently inheriting the core functionalities of system start up, initialisation and
operation with the exception of the modifications detailed within this chapter.

3.1 Grouping

The grouping of users addresses some key challenges with obtaining anonymity.
Users are hidden in groups making it impossible for an external user commu-
nicating with the group to identify the terminal recipient of any transmitted
data. The sender’s awareness is restricted to the destination’s group and the
random node with which it communicates. Composition of the group is achieved
by subdividing the underlying DHT into smaller sub-groups. The group inherits
node randomisation since the DHT’s composition is determined by the hashing
of node IP addresses across the network. Each group uses a token ring like pro-
tocol to construct a communication structure, such that each node is only aware
of its predecessor and successor node in the token ring. By using this grouping
scheme, anonymity is maintained if the group contains three or more nodes. To
find the identity of an anonymous value, a malicious user must control both the
predecessor or and the successor node, which is difficult to achieve since the node
distribution is random by virtue of the DHT.

3.2 Changes to the UCI When Disseminating Anonymous Context

The UCIs previously mentioned in 2.3 and fully described in [17] require modifi-
cation to allow for anonymity. The current UCI contains a username to identify
the owner of the published context information. In order to anonymise the in-
formation, the trivial solution is to simply remove the username from the UCI.
However, doing so will also remove the user context to the information thereby
defeating one of the chief aims of the DCXP framework. Therefore we opt for
an alternative approach of not removing the username but enabling the option
of exchanging the username with an anonymous pseudonym. The pseudonym is
either generated automatically to be completely anonymous or selected by the
end user.

The benefits of the pseudonym is to allow a user to anonymise context infor-
mation while still permitting the grouping of related context information, such
as a location sensor and a co-located CO2 sensor. The owner of the sensor remain
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Fig. 3. DCXP Anonymous Signalling

anonymous, but the temperature sensor is given an additional context enabling
a third party service monitoring CO2 rates to benefit from the information.

3.3 Message Routing and Signaling

A token within the token ring carries both encrypted and plain text messages.
On receiving a token, the node will attempt to decrypt any encrypted messages
with its own private key. All successfully decrypted messages will be actioned
after which all remaining encrypted messages are forwarded with the token. Plain
text messages are first inspected to determine if their containing requests should
be executed by this node. The remaining plain text messages are forwarded with
the token as well.

However, forwarding of plain text messages may also entail delivery to the
target group of the message, instead of forwarding it to the next token ring
node. This choice is determined by "flipping a coin". The key benefit of this is
that it increases the randomness in the structure without adding any significant
overheads.

If the current node decides to deliver the message, it will further inspect and
action the message depending on the message type. If however, the decision was
to forward the token, then the current node simply delivers the token to its
successive node which then undergoes the same decision making process.

When a node receives message from an external group, it awaits its turn for
the token and delivers the message into the current token, subsequently passing
the token onto the successive node. If a node encounters the same token message
twice, the message is removed from the token, the assumption at this point being
that the message, having made a complete round trip is either unclaimed or has
been actioned.

The net outcome of this is that the source is completely unable to derive the
terminal destination of the request or response data and members of the group
itself are also unaware of the final recipient of the data, since nodes are simply
forwarding tokens in a repeated non-discriminatory manner. Figure 3 illustrates
an overview of the signalling process within the anonymity extension of DCXP.
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Table 2. The primitive messages of the Token Ring

ANON_REGISTER_UCI A CUA uses ANON_REGISTER to register the
UCI of a CI with the CS anonymously.

ANON_RESOLVE_UCI In order to anonymously find where a CI is lo-
cated, a CUA sends an ANON_RESOLVE_UCI.

ANON_GET If the resolved UCI is not anonymous the CUA
uses an ANON_GET to request the CI.

ANON_SUBSCRIBE ANON_SUBSCRIBE enables the CUA to start a
subscription to an anonymous CI, only receiving
new information when the CI is updated.

ANON_NOTIFY The source CUA provides notification about the
latest information to subscribing CUAs every time
an update occurs or if asked for an immediate up-
date with GET.

ANON_DIALOG_RESOLVE_UCI In order to anonymously find where an
anonymous CI is located, a CUA sends an
ANON_DIALOG_RESOLVE_UCI.

ANON_DIALOG_GET If the location of the UCI is anonymous the CUA
sends an ANON_DIALOG_GET to the resolved
location.

ANON_DIALOG_NOTIFY The ANON_DIALOG_NOTIFY is used in re-
ply to an ANON_DIALOG_GET or sent to sub-
scribers whenever a CI value is updated if the CI
is anonymous.

3.4 DCXP Anonymity Primitives

Then Anonymous Dialog messages is used for both sender and receiver anonymity
while the non dialog messages only achieves receiver anonymity.

The same message names and structures as used in DCXP are adopted and
extended to support the anonymous messaging protocol; see 2.3, 3.3. The prim-
itives are detailed in table 2.

Anonymous Registration. The ANON_REGISTER_UCI, is much similar
to a DXCP register except that message now contains the UCI along with its
public key and it group. When a node wishes to anonymously register a UCI, it
creates a register message and inserts it into the token when available. A random
node in the local ring will complete the registration process with the DHT on
behalf of the node.

Anonymous Resolve. An ANON_RESOLVE_UCI message is created and
deposited into the token, and like the ANON_REGISTER_UCI is completed
by a proxy node. The response messages are returned addressed to the group
and deposited into the token to be digested by the originator.
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Anonymous Get. The ANON_GET is put into the ring similar to the ANON
_RESOLVE_UCI message, and is handled similarly.

Anonymous Notify. When a node executing the DCXP GET receives a reply,
it constructs an ANON_NOTIFY message which is put into the token and is not
removed once it has been read by the requester. The message instead traverses
the ring once before it is removed. This increases anonymity in the ring and no
other node is aware of the terminal recipient of the request.

Anonymous Dialogue Resolve. The resolve function when the CI provider
wishes to remain anonymous differs from when only the requester desires so. The
resolve is placed in the token ring as an Anonymous Resolve but the executing
node retrieves the value once of the UCI it just have resolved, this value contains
the group number and public key of the CI. The key and group number is posted
in the token ring and allowed to circulate one lap.

Anonymous Dialogue Get. The ANON_DIALOG_GET message is much
similar to an ANON_GET message with the exception that both the sender and
the recipient remain anonymous. The originating node constructs the message,
encrypted with the public session key of the target node along with the identi-
fication of the target group. The message is deposited in the token and passed
on to the successive nodes as described in 3.3.

Anonymous Dialogue Notify. In an ANON_DIALOG_GET message, the
node target node for a UCI creates a message in response to a ANON_GET.
The message is encrypted using the public key of the requester and deposited in
the token. The message is deposited in the token and passed on to the successive
nodes as described in 3.3.

4 Conclusions and Future Work

In this paper we presented a solution for anonymously disseminating context
information in a peer to peer network. We presented a solution that handles the
provisioning of context data in a real-time reliable manner originating from fixed
computing devices or more ubiquitous devices such as mobile phones, PDAs and
laptops. We propose an extension to DCXP to provide for the distributed access
of anonymous context information. This extension utilises the DCXP network
to create randomised groups within which users can be anonymous under the
pretence of "probably innocence". This anonymity is achievable since all users
in a group act as a both proxies and terminal clients. The group uses a token
ring scheme to communicate and execute data transmission operations reveal-
ing neither identities nor activity data. This results in nodes being untraceable
by other nodes internal and external to the group and by extension achieving
anonymity. Since there are no maximum amount of hops a message inside a
token can take; a message can be carried around in the ring indefinitely. But
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the coin flip algorithm will ensure that the chance of a message being delivered
follows a binary distribution, therefore it is highly unlikely that a message will
be indefinitely postponed.

The anonymous support presented is underpinned by a socio-technological
mandate to enable the broadest participation in wide area context networks by
individuals while providing the option of anonymity and privacy where required.
As a distributed platform, DCXP is not afforded the centralised privacy and
anonymity controls enjoyed by technologies such as the IMS infrastructure. The
solution, while increasing data overhead provides a novel approach on par with
centralised controls.

The token system assumes a mutual trust of all nodes inside each ring. How-
ever this exposes the ring to malicious attacks, such as denial of service. This
can be achieved by always discarding the tokens or removing all messages from
the tokens without forwarding them. However such denial of service attacks do
not compromise anonymity within the system.

Our approach reinforces the importance of privacy regardless of the architec-
tures employed in disseminating real-time context information and that neither
has to be disadvantaged in achieving this. As we increasingly trend towards more
ubiquitous computing paradigms, it gradually becomes more of a requirement to
be able to involve already vast and expanding base of mobile computing users.
DCXP provides an infrastructure for accomplishing this task and adding this
anonymity extension allows for even greater participation of a mobile user base
without requiring users to be actively involved in anonymity and privacy.

Further work to this research involves an implementation and simulation to
test scalability involving issues introduced by the token ring network such as
group and token sizes as well as the number of tokens in each ring.
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Abstract. This study proposes an alternative enhancement for the Enhanced 
Associativity Based Routing (EABR) method which is a derivation of ABR 
(Associativity Based Routing) by relative speed and relative distance estimation 
using the received power strength (RPS) of the nodes. In this study, it is shown 
that EABR outperforms some other well known protocols. The performance of 
EABR is improved in terms of number of route reconstructions (RRC) and con-
nected status percentage (CSP). Message overhead and bandwidth utilization is 
also investigated. 

Keywords: EABR, wireless, mobile, ad-hoc, routing. 

1   Introduction 

In an ad-hoc mobile network there are many randomly located nodes which are mov-
ing randomly from one point to another each with a random speed. Therefore, the 
construction of an efficient route that keeps nodes in communication for the longest 
time may be quite difficult. Providing maximum life for the routes causes a reduction 
in number of RRC (Route reconstructions). The enhancements require modifications 
on the tables and this will create a messaging overhead and RRC trade off.  In this 
study, the performances of some relay selection algorithms (RSA) such as minimum 
distance path, minmax path, closest node to the source, path according to power 
threshold and path according to power threshold, EABR (Enhanced Associativity 
Based Routing) and the new proposed AEABR algorithm are compared in terms of 
number of RRC by a simulation program under the random speed, direction and  
initial location parameters. Messaging overhead and bandwidth utilization of these 
algorithms are also investigated. 

2   Method 

The system model has six nodes; one transmitter Tx, one receiver Rx, and four relay 
nodes. The area that the nodes move in is bounded with the specified boundaries and 
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the “random waypoint model” [1] is used for the mobility of the nodes in this area. 
Using this model, each node in the network determines a random destination point 
before going to that point with a random speed. After arriving at its destination, it 
pauses there for a random duration and determines a new destination point to go with 
a random velocity. In this manner, all RSA’s and long life path selection algorithms 
that have been worked on, make their individual selections and keep their own  
necessary statistics. Since all the algorithms make their decisions in the same  
conditions with other algorithms, it can be said that the graphs of comparison will be 
fair. 

After simulating all the RSA’s as described in section 3, their performance are 
evaluated in terms of  number of RRC and in terms of number of making the same 
selection with the selection made according to path loss amount among the triangle of 
Rx,Tx and one of the intermediate relays. 

In this study, the proposed AEABR algorithm is compared with the EABR  
algorithm after making a comparison of RSA’s with EABR. This way, AEABR is 
compared indirectly with all RSA’s. 

3   Relay Selection Algorithms  

When the node Tx tries to sent packets to Rx , a relay through which the packets can 
traverse will be selected. Tx always additionally uses the direct path from Tx to Rx 
provided that such a path is available, this way, the signals forwarded by different 
nodes using AAF (Amplify and Forward) or DAF (Decode and Forward) can be com-
bined at the Rx [2]. During the implementation of the algorithms below, the distance 
information from each node to Rx and Tx will be needed. If GPS technology were 
available, the required distances could easily be taken from there as in [3] , but since 
it is assumed in this study that GPS is not available, the estimations of these distances 
are done by using the received power formula derived from  Free space path loss 
(FSPL) given in eq. (1) [4]  
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where λ = signal wavelength (in meters), tP = Transmitted power (in watts), 

rP = Received power (in watts), c=speed of light (3x 108 meters / second), d=distance 

from Tx to Relay or Rx (in meters), f = frequency of the signal (in hertz), 
By retrieving “d” from eq. (1), distance can be found as in eq (2) 
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( , )x nd T R : Distance from Tx to Rn (meters), Rn: nth
  relay numbered from 1 to 

4, rP ( )nR  : Power level (in watts)  received by Rn 

Note that tP  has almost same value for all nodes in a small predefined range.  

3.1   Minimum Distance Path  

This algorithm uses eq. (2) and selects the relay through which our packets travel 
through the minimum distance [5]. For each possible route S from Tx to Rx 
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where n
sR  : nth node on the sth route, 

s
hc  : Hop count of the sth route. 

3.2   Minmax Distance Path 

This algorithm selects the path from the set of paths for which the maximum distance 
between any two linked nodes of the path is  lower than all other path’s corresponding 
values, this way enough signal power level received by any node  
is tried to be provided [5] (See figure 1-a). The maximum partial link distance  
of each route numbered from 1 to S is found by eq. (4) and among these S routes, the 
route which returns with the lowest result from eq. (4) is selected by this  
algorithm. 
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3.3   Relay Selection Using Power Threshold (PT)  

In wireless mobile adhoc networks, there are algorithms such as LLRP (Longest Life 
Routing Protocol) that use discovery packets in order to discover to which node it has 
access [6] and EABR (Enhanced ABR) in which the destination sends “here I am 
packets” to its neighbors [7]. In this algorithm, all nodes signature a discovery packet 
and send it to its neighbors who will also forward these discovery packets to its own 
neighbors. By this way the relay from which Tx can receive Rx’s discovery packet, 
can forward Tx’s packets to Rx, and one of the relays is selected according to eq. (5) 
for which the Tx receives the signal from Rx with the power level greater than 

ThrsPower  and other relays power levels. 
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                   a)                                       b)                                        c) 

Fig. 1. a) Minmax distance path chooses the path for which the packets will travel from source 
to destination via the path whose longest link is the minimum in corresponding distance values 
of all other possible paths, b) All possible path combinations from Tx to Rx, c) Example of  
selected paths as a result of EABR algorithm from Fig. 1-b). 

3.4   Relay Selection According to Path Loss 

If the path loss values between all node connection combinations were always known 
by the nodes, the nodes would directly use those paths and the path with highest aver-
age power level would be selected but it would not lead to long life routes. In order to 
be able to compare the results of other algorithms with the one made according to 
path loss, the pathloss values are calculated by eq. (6) for the connections among Rx, 
Tx and each relay. The relay selection is made according to this reley selection algo-
rithm. One of the performance evaluations is the following: since the path loss algo-
rithm selects the strongest and most reliable path, the algorithm, with selections that 
match the selection of path loss algorithm the most will be the best for this perform-
ance criterion, even if it has no effect on having long life route. Evaluating eq. (6) 
from eq.1 (1) [4]; where units are as in eq. (1) 
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The most important performance evaluation criterion for this study is the life time of 
the selected relays or paths which is inversely proportional to of number of RRC. Figure 
3-d shows the number of RRC graphs of each relay selection algorithm. 

4   Long Life Path Selection Algorithms 

4.1   EABR (Enhanced Accociativity Based Routing)   

EABR algorithm is based on associativity of the nodes as in ABR and uses the ABR 
algorithm [8], but in EABR, the destination has an active role in RRC, where it was 
passive in ABR. [9]. 
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4.2   AEABR (Alternative Enhanced Accociativity Based Routing)  

The main working principle of the proposed AEABR is a combination of ABR and 
EABR, and is also an implementation of ABR. The movement of the destination is 
also taken into the consideration as in EABR. The proposed algorithm differs from 
ABR in that there exist more than one path having the same number of hops in the set 
of possible routes determined by ABR algorithm.  

In AEABR, all moving intermediate nodes in the network broadcasts “here I am” 
messages to all available nodes, during this period they also receive “here I am” mes-
sages which is also called associativity tick (AT), from all other nodes. These AT 
messages can only be received if the received power is greater than a predefined 
threshold power value. By seperately counting the number of AT messages received 
from each node and calculating an “AT threshold” value each node creates. Each node 
keeps its own table (see Table 1) which will be used to be informed about the state of 
all other nodes. The tables are updated by broadcasting discovery messages to all 
nodes as in LLRP (Longest life routing Protocol) [6], this way, all the nodes are aware 
of all other nodes tables and all available paths from Tx to Rx in the network. If one 
of the nodes stops sending AT messages, the corresponding field that keeps the acco-
ciativity tick of that node is reset to zero in the table, thus if the AT field is not zero, it 
is understood from the table that corresponding node is in the range, but having AT 
value greater than AT Threshold value will also be important. Since all the nodes in 
the network keeps the tables in the same structure, the nodes can have the indivudial 
neighbour availability informations of its neighbors from their tables. Once a connec-
tion is tried to be established, one of the available neighbour node is selected from  
the table, and during this selection an other row of the table which includes AT thesh-
old value calculated by AT / (number of nodes) is used, this AT theshold value  
is continiously calculated for each node according to current state of the network and 
the connection through this node will be provided if AT > AT Threshold for this 
node. 

On the other hand, the tables will also be used to discover if the node that Tx will 
connect to, has a path to Rx or not. The tables for a moment that Tx has no direct 
access to Rx, are given in Table 1. 

Table 1. ABR table s of Relay 1, Relay 2, Relay 3, Relay 4, Rx and Tx 
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Table 2. AEABR table of Relay 4 

 

AT threshold values for nodes are calculated by adding number of AT values in 
corresponding table and dividing the result to total number of hops in the net, e.g. AT 
threshold value for R1 is calculated from the table of R1 in Table 1 as in  
eq (7) ; 

1

3 + 2 + 4 + 7 + 0
= 1 6 /6   

#  o f  n o d e sT H R S
R

⎛ ⎞
⎜ ⎟
⎝ ⎠                              

       (7) 

According to these tables, for a path selection from Tx to Rx, the ABR algorithm in 
[8] is used. According to this algorithm, the set of possible routes are determined and 
the one with minimum number of hops will be selected from this group. If there are 
more than one such route with same number of hopcount, one of them is randomly 
selected. AEABR comes in to consideration at this point.  

We propose a method with AEABR that at first selects the routes with same num-
ber of hopcounts from these selected paths. Following this a new tabling mechanism 
comes into consideration, in this mechanism, two extra rows for which large buffers 
are not required, are added at the end of each node’s own existing table as seen in 
Table 2. These rows includes the received AT messages power values from all the 
nodes in the network, the power levels of received AT messages from the nodes are 
periodically updated on the NP (New Power) field of the table after shifting the NP 
row to OP (Old Power) row, this way, the nodes will always have information about 
the received power changes of all nodes. 

Another route selection, which will be made among the paths decided by EABR 
algorithm, will be done by using the OP and NP fields of their tables. Once the set of 
paths that came up from EABR algorithm, the tables are followed for each of these 
paths and average power change of all tied neighbour nodes for each path is calcu-
lated using eq. (8), for each possible route S from Tx to Rx 
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The possible path combination that can be constructed from Tx to Rx is shown in 
Fig. 1-b). Assuming that as a result of EABR, the 3 paths shown in Fig. 1-c) are se-
lected. At this point, while EABR eliminates the path Tx -3 -2 -4 -1 Rx since it has 
more hop counts than available minimum hop counts in other paths, and randomly 
selecting one of the paths which has three hops, the new proposed AEABR algorithm 
uses NP and OP  fields and makes another selection. For the state shown in Fig. 1-c), 
selection will be done by selection the minimum of eq. (8).  Since the minimum 
change in received power means minimum differentiating in relative distances be-
tween these nodes, the path whose links has minimum average power differentiation  
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will be selected, hence the positions, directions and velocities of the notes are all 
taken into consideration in terms of power level differantiation, without using GPS 
technology. 

5   Messaging Overheads of the Long Life Relay Selection 
Algorithms  

Since 48 OFDM symbols exist in 5 ms., in total 200 frames / second will be sent. On 
the other hand, since there are 720 sub channels, each with 6 bits (64 QAM)  [10]  
(720x 6) / 30 = 144 bits (without FEC) per sub channel  will be sent in 5 ms. Using ¾ 
FEC, this ratio reduces to 108 bits per sub channel. This means a device producing 
108 bits in 5 ms requires 1 sub channel. 

There is an area that the nodes can make movements in, and there are some number 
of  nodes (6 in the simulation) moving in this area, each of these nodes send the nec-
essary information in its table to the nodes that it has access to. Thus, the number of 
nodes that a node access to and the messaging overhead can be calculated as the  
following. 

For ABR, 2 integer values (2x4 bytes) and 1 floating point number  (1x4 bytes) ex-
ist in the table for each of the neighbor node (Table 1)  in total 12 bytes (i.e. 12x8=96 
bits) information exits to send  for 1 neighbor node. For AEABR, 2 integer values 
(2x4 bytes ) and 3 floating point numbers  (3x4 bytes) exists in the table for each of 
the neighbor node (tables 2-3)  in total 20 bytes  (i.e. 20x8=160 bits) information exits 
to send  for 1 neighbor node. Since each node will send its complete table to its 
neighbors, the data size that will be sent is dependent on the number of neighbor 
nodes;  

For ABR:  Number of neighbors x (3x4 bytes) = Number of neighbors x 96 bits 
For AEABR: Number of neighbors x (5x4 bytes) = Number of neighbors x160 bits 
As seen from the calculation above if ABR has only 1 neighbor, it needs only one 

subcarrier and uses only 96 bits of 108 bits (without FEC) where 108-96 = 12 bits (% 
11) are wasted. On the other hand, if AEABR has only 1 neighbor, it will need an 
extra subcarrier and uses only 160 bits of 108x2=216 bits (without FEC) where 216-
160 = 56 bits are wasted, which means 28 bits (%13) in a subcarrier is wasted, but for 
a complete analysis for message overheads  and wasted bandwidths of ABR and AE-
ABR these values are analyzed for different number of total nodes (from 1-100) in the 
area and different number of  neighbors of a node which can be calculated as; 

( )range of the node . total number of nodes in the area
Number of Neighbor    

AREA
=

  
(9)        

where range of the node can be calculated using eq. 2 by equalizing the Pr to power 
threshold value. 

The resultant graph for the range of message overheads and wasted bandwidths of 
ABR and AEABR for different number of total nodes (from 1-1000) in the area 
(100x120 meters) and different number of neighbors of a node is illustrated in Fig. 2. 
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For the case we have in our simulation ABR will send 96 bits and AEBR will send 
160 bits per neighbor so the wasted bit amounts for different number of neighbors 
will be as seen in Table 4. 

Table 3. Mobile WiMAX (802.16) data rates with PUSC sub channel (Wimax Forum) [10] 

 

Table 4. Budget of sent bits and wasted bandwidth according to the number of neighbor count 
for ABR and AEABR 

 

 

 
Fig. 2. The range of the message overhead, wasted bandwidth of ABR - AEABR and average 
neighbor count for according to for different number of total nodes and for different number of 
neighbors 
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The wasted bits values can be formulated as in eq. 10 (for ABR) and eq. 11 (for 
AEABR) 

For ABR:        ( mod2) 12Neighbor count x                                             (10) 

For AEABR: 

4 in t 1 5 2 (( ) m o d 2 )
2

m o d 1 0 8

4 (1 ( m o d 2 ))
2

N e ig h b o r co u n t
x x N e ig h b o r c o u n t

N e ig h b o r c o u n t
x x N e ig h b o r c o u n t

⎧ ⎫⎧ ⎫⎡ ⎤⎛ ⎞ + +⎪ ⎨ ⎬ ⎪⎜ ⎟⎢ ⎥⎪ ⎝ ⎠ ⎪⎣ ⎦⎩ ⎭⎨ ⎬
⎛ ⎞⎪ ⎪+ −⎜ ⎟⎪ ⎪⎝ ⎠⎩ ⎭   

(11)
 

6   Results and Discussion 

6.1   Results of the Relay Selection Algorithms 

For RSA’s mentioned above, in order to be able to compare the results of other algo-
rithms with the ones made according to path loss values, the path loss values are cal-
culated using eq. (6) for the connections between Rx , Tx via each of the relays. Relay 
selection is made according to path loss RSA. In one of the performance evaluations, 
the algorithm with most selections matching the selection of path loss algorithm will 
be the best for this performance criterion. In Fig. 3-a), the result of the simulation 
 

 

Fig. 3. a) Number of relay selections that matches the selection done according to path loss b) 
Number of RRC for each RSA c) Number of RRC for path loss, power threshold, EABR and 
AEABR d) Number of moments that Tx and Rx couldn’t get connected (TRCC) 
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which is also reached in [2], indicate that, since its selections match the path loss 
algorithm’s selections the most, the best selection with minimum path loss are made 
with the “closest to source” algorithm. 

Another performance evaluation criterion for RSA’s is the life time of the selected 
relays or paths which is inversely proportional to number of RRC. Fig. 3-b) shows the 
number of RRC graphs of each RSA. Since PT has minimum number of RRC’s in 
Fig. 3-b), it is clearly seen that the PT algorithm is one of the best algorithms. From 
the results from Fig. 3-c) and Fig. 3-d), it can be deduced that, using PT in AEABR is 
a good choice, that is why the received power level is used in acceptance of received 
AT’s and making the desicion according to average power change of all links in each 
path in eq. 8 and min of eq. 8. 

6.2   Results of the Long Life Path Selection Algorithms EABR and AEABR 

As a result, it is seen in Fig. 3-c) that the newly proposed algorithm provides a % 
34.78 decrease in number of RCC’s from 46 to 30 in 350 seconds from the perform-
ance of EABR which also has much better performance than path loss relay selection 
algorithm. Since the PT  relay selection algorithm is one of the best of RSA’s accord-
ing to Fig. 3-b), EABR and AEABR are indirectly compared with all other RSA’s in 
terms of  number of RRC’s, and it is seen in Fig. 3-c) that AEABR has the lowest 
number of RCC and it has the highest performance. Note that more than one interme-
diate node can be used in path constructions when necessary. On the other hand, in 
the proposed algorithm, while the numbers of RRC’s are reduced, the number of mo-
ments that Tx and Rx couldn’t get connected (number of TRCC) at least must not 
increase even if it does not decrease. From Fig. 3-d), it is seen that this condition is 
also satisfied by AEABR, because the line of AEABR mostly lies below the line of 
EABR line in time vs. TRCC graph. 

7   Conclusion 

An alternative enhancement for Accociativity Based Routing algorithm is developed 
and compared with EABR (Enhanced Associativity Based Routing). It is seen that 
AEABR (Alternatine Enhancement on Accociativity Based Routing) has higher per-
formance than EABR which also has much more better performance than all other 
well known single hop relay selection algorithms such as minimum distance path, 
minmax path, closest node to the source path according to power threshold and path 
according to path loss. It is also seen from the results that the links on the paths con-
structed by AEABR can stay conneced for more time than all other algorithms includ-
ing EABR (see Fig.3-d). 

On the other hand, it is also seen from figures that, usage amounts of some relay 1 
does not differ for EABR and AEABR, while it significantly differs for relays 2, these 
conditions are directly dependent on both speeds of the nodes and if the moving re-
lays are in opposite directions or in the same direction with Tx or Rx.  During all these 
improvements there is a tradeoff between the message overheads and reducing the 
number of route reconstructions. As seen from figures that, the number of sub carriers 
used by AEABR increases by increasing neighbor count, but even AEABR uses 2 sub 
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channels where ABR uses only one for a single neighbor, this rate reduces to two 
third for greater number of neighbors, another important point that worth to investi-
gate is the amount of the wasted bits in the sub channels during the transmission. 
Tables show the sent and wasted bits in a 802.16 network for which the values can be 
calculated using derivations. Another important point for the amount of wasted bits in 
the sub channels is, AEABR wastes less bandwidth if the number of neighbors of the 
node is between 5 -9 or greater than 15, which corresponds to 300-600 nodes and 
1000 nodes in the area respectively. Also, it is also noticeable that AEABR has a 
wider range of wasting bandwidth and has always lower minimum values than ABR 
where maximum values are almost always greater. 
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Abstract. The world of telecommunications shows clear trends towards in-
creasing dynamicity; new types of networks, new types of applications, and also 
new types of businesses and business relations. At the same time, and partly due 
to the increase in dynamicity, operators and service providers, as well as other 
new type of players such as access aggregators seek to find new innovative ar-
chitectures, methods and technologies to decrease the cost of operating and 
managing networks and services. This increase in OPEX is due not only to the 
increasing dynamicity but also due the ever increasing number of applications. 
This paper provides background and overview of the underlying issues, which 
then is used in order to describe concepts and technologies that could play a 
fundamental role in addressing and resolving those issues, both from recent as 
well as ongoing research. The paper ends with some conclusions, and with an 
outlook of issues that needs further studies in upcoming research activities.  

Keywords: Architecture, management, composition, SLA, negotiation, stratum, 
ambient networks, governance, automization. 

1   Background 

In the area of telecommunications such as cellular systems, as well as within data 
communications like the Internet, different networks interconnect in a way that re-
quires substantial manual work. Not only does it require the setup of network nodes to 
configure a huge amount of different parameters concerning for example routing, 
traffic management, and policies, but also the negotiations of a business agreement 
and the SLA (Service Level Agreement) that governs the interconnection of the net-
works. As this consumes lot resources, it becomes increasingly difficult to handle and 
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scale the operations and management of networks when the business and technology 
environment becomes more and more complex and dynamic.  
During the last couple of years we have seen a tremendous growth in applications and 
services, and we also see trends in that we get more options regarding what access 
network technologies that can potentially be used at different locations, for example 
Turbo-3G, WLAN, and WiMAX. This has also resulted in new types of business 
players such as access network providers or roaming brokers. 

Looking ahead there are no signs that the increased dynamic nature of networking 
and business will slow down. What this means is that the current procedures for inter-
networking needs to be more cost-efficient and scalable, as well as the ability to cut 
lead times for deployment of new functionality. Generally this speaks in favour of 
automizing many of the procedures that today require manual work. 

Though the focus in the descriptions above has been on the network operator side, 
the possibility of automizing the interconnection of networks is uttermost a matter of 
improving the end user experience, and ensures that consumers have access to up-to-
date and the latest developed applications and services. 

This paper describes approaches to address the needs of automization of the proce-
dures to interconnect networks that have been undertaken mainly in the research 
community. It also describes the most recent results and findings from work in EU-
funded projects, notably 4WARD (www.4ward-project.eu), Ambient Networks 
(www.ambient-networks.org), and ONE (one-project.eu). 

Section 2 describes important issues in internetworking which motivate to drive  
research beyond current state-of-the-art. Section 3 describes composition and negotia-
tion concepts, as well as how to control and support the process of composition. Sec-
tion 4 describes a use case to show how the pieces fit together, and finally Section 5 
provides conclusions. 

2   Issues in Current Operations and Management of 
Internetworking 

As Ronald Coase argued in 1959 [1] that private negotiated arrangements are fre-
quently superior to regulated arrangements in multiple fields. This has been also the 
case in current IP interconnection models. This has led to the existence of multiple 
models for the interconnection charging models as reported in [2], where different 
interconnection models between carriers and the negotiated services are described. 

It should be noted that just for the configuration of these agreements that are per-
formed off-line and are not done dynamically some manual configurations (or ad-hoc 
configurations) are still required to configure border routers in the different domains 
(e.g. configuration of neighbors in the BGP routers). Therefore, the procedures to 
negotiate a new private agreement and its configuration have a cost that could be 
reduced by means of the automization of all these procedures.  
Moreover, considering the current trends in the evolution of the traffic ([3]), it is more 
or less clear that there is a huge increment of the end users’ demand of new multime-
dia applications that require better network performance, different traffic profiles (i.e. 
the asymmetry of the traffic patterns is changing) or guaranteed Quality of Service 
(QoS), such as on-line gaming, video streaming or videoconference.  
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Therefore, new networks able to provide more capabilities in terms of bandwidth, 
network guarantees (end-to-end QoS parameters), etc. are foreseen in Future Internet 
scenarios. Moreover, in these scenarios, the cooperation between service providers 
and network providers will be also required in order to provide carrier class services 
across Internet. This has an important operational cost in today’s networks, since as 
shown in [4], there are multiple solutions to provide QoS guarantees that are not only 
technology dependent but also vendor dependent and that, therefore, require the speci-
fication of ad-hoc solutions due to the lack of well-known interfaces and protocols. 

In order to assure the success of Future Internet, all these advanced capabilities 
aware networks must be able to interwork in an efficient way from both the technical 
(the capabilities should be maintained across different domains and the agreements 
should be done and configured automatically) and economical point of view (opera-
tional costs must be reduced). In this context the concept of composition is interesting 
since as explained in the next section, it allows the automized internetworking across 
different domains. 

3   Concepts and Technologies Supporting Automized 
Internetworking 

3.1   Overview 

The first more significant step to provide an overarching framework for the dynamic 
interconnection of networks was formulated and described by the Ambient Networks 
project. It was coined Network Composition, and in its core there is a process that 
describes how the Ambient Control Spaces of two Ambient Networks interconnects to 
form a Composition Agreement. As an extension to this work, a study was performed 
in 3GPP to describe Network Composition in the context of 3GPP, and how it could 
be useful and beneficial for the development of business and technology based on a 
3GPP network architecture [5]. An interesting observation from this study acknowl-
edges that Composition Agreements needs to be based on what is called a Framework 
Agreement, pointing to the fact that not “everything” can be automized, e.g.  
regulatory and legislative aspects needs to be settled prior to the essential business 
negotiation. 

In the 4WARD project, a what can be called a “network algebra” has been defined 
which out from the Nth Stratum concept [6] describes how strata can be composed 
and where such composition of strata would be under the control and supervision by a 
Governance function. The Nth Stratum concept systemizes and generalizes the  
idea behind Network Composition as defined by Ambient Networks into a set of ge-
neric operations. In addition, the Nth Stratum concept also provides support for  
service composition, thus aiming at a unified approach to composition of network 
functionality. 

3.2   General Composition Principles 

Composition in networking can be divided into three categories: Protocol composition 
[7], Network composition [8], and Service composition [9, 15]. In other words,  
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composition in networking can be realized at three levels: protocol level, network 
level and service level.  

Protocol composition deals with the composition of algorithms and message ex-
changes to build a protocol between sender and receiver. Protocol composition also 
deals with the combination of simple protocols to form a more complex protocol.  

Network is a set of communication entities (nodes) and a set of links and  
associated protocols used between them. Network Composition deals with the inter-
connection of networks and how to compose the functionalities represented by the 
communication entities. 

Service is defined by a set of service primitives at an interface, and is indeed inde-
pendent of how that service is provided by underlying protocol or network. Service 
composition is thus a matter of composing the service primitives of the services to be 
composed.  

Protocol composition can occur in design-time or in run-time, and which is also the 
case of Service Composition. Network Composition generally takes place during run-
time. Throughout the rest of the sections below, the focus is mainly on Network 
Composition, but also with examples and discussions around Service Composition.  

3.3   Network Composition in Ambient Networks 

In the Ambient Networks project, a new framework to dynamically establish coopera-
tion between entities called Network Composition [10, 11] was developed. Coopera-
tion between networks requires basic interconnectivity between cooperating entities 
as control plane functionalities and such interconnectivity does not always exist, thus 
it needs to be established on the fly. The composing networks exchange their offers 
and requests on capabilities, resources and di��erent kinds of services to find out 
whether there are sufficient incentives to compose. The Network Composition process 
consists of the following phases; Media Sense, Advertisement & Discovery, Security 
and Internetworking Connectivity Establishment, Composition Agreement (CA) Nego-
tiation and CA Realization. These phases are not always executed in a one-way fash-
ion, thus the process could have different forms depending on the use case for where 
the process is applied. 

There are four composition types according to which networks can compose; 1) 
Network Interworking, 2) Control Delegation, 3) Control Sharing and 4) Network 
Integration. These types are defined based on how the composed resources are man-
aged after a composition. In Figure 1, two Ambient Networks AN1 and AN2 have 
composed and a new virtual network AN12 is created. Resource r1 is contributed 
according to the Control Delegation type, where AN1 delegates the resource control 
to AN2, i.e., after the composition, from management point of view, r1 could be seen 
as the resource of AN2. Resources r2 and r3 are contributed according to Control 
Sharing and their management is the responsibility of a new resulting network AN12. 
Resource r4 follows the Network Interworking composition type, where AN1 has 
granted usage rights of it, but AN2 retains its full management and control rights. The 
Network Integration type is the case where the composing networks are not visible 
from outside anymore after the composition, thus they can be seen as a new network. 
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Fig. 1. Network Interworking, Control Delegation and Control Sharing composition types 

Network Composition is thus about how to manage and use resources according to 
the agreed CA. Once the networks are composed and the CA is created, then the 
SLAs could be negotiated based on the CA, which basically defines how the re-
sources could be used in the SLAs as illustrated in Figure 2. For the SLA creation, the 
involved entities and the used interfaces could be different compared to the CA crea-
tion. A SLA renegotiation could occur without that the related CA is changing. Thus, 
Network Composition between two networks can be seen as an enabler to automati-
cally create SLAs between networks, i.e. connectivity and other networking resources 
based on which SLAs are negotiated are setup by Network Composition. Compared to 
how SLAs are used nowadays, the CA could potentially include much more technical 
and business details, since it is not only about services, but also more generally about 
resources. And this is one reason why there could be more content-wise richer SLAs 
that could also be temporary and created on the fly.  

 

Fig. 2. The relation between CAs and SLAs 

3.4   Composition Principles in the Nth Stratum Concept 

The Nth Stratum concept was first described in [6], and then further developed and 
detailed in [12]. A stratum is defined as a distributed function which has an internal 
and an external view. The internal view of a stratum comprises a set of logical nodes 
and a medium ensuring the data transfer between the logical nodes. A logical node 
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models a piece of the functionality as defined for a stratum. The external view of a 
stratum comprises the Stratum Gatewaying Point (SGP) through which a stratum 
interconnects with other strata of similar type, and the Stratum Service Point (SSP) 
through which the services of a stratum are offered to other dissimilar strata. Figure 3 
presents a stratum with its internal view and external view. 

 

Fig. 3. Stratum with its internal and external views 

The Nth-stratum framework also defines an architecture comprising vertical, hori-
zontal strata, and abstract strata [6]. A functioning network is composed of a set of  
horizontal strata and vertical strata. Horizontal strata provide the connectivity and 
eventually additional services such as QoS, mobility or security support. Vertical 
strata comprise one Governance stratum and one Knowledge stratum ensuring the 
management and control of the horizontal strata. Abstract strata (not further described 
in this document) are defined in the framework as modular design patterns used to 
constitute horizontal and vertical strata.  

Stratum is a powerful concept to model an administrative domain and how such 
domains can be composed. As presented in [6], horizontal strata are managed by the 
Governance and Knowledge strata. That means that these horizontal strata and associ-
ated Governance and Knowledge strata should be under the same administrative do-
main. A domain is characterized by the following properties: (i) all the components 
inside the domain belong to just one administrative entity, (ii) different policies can 
be applied inside the domain (iii) the domain provides a set of services to the end 
users and to other domains, (iv) the domain is autonomous in the sense that it is able 
to negotiate agreements with other domains. Taking into account the external refer-
ence points provided by each stratum, the SSP and the SGP, it should thus provide a 
clear interoperable framework. 

The composition of strata belonging to different administrative domains requires a 
negotiation between their Governance strata (as explained in the next section). Inter-
operability between domains such as QoS class definition should be also resolved 
during the negotiation between Governance strata. 

The Nth-stratum framework currently defines six generic operations: stratum in-
stantiation, strata concatenation, strata merging, strata slicing, strata aggregation, and 
stratum split [12]. These strata operations can be used to control or manage the com-
position or decomposition of networks and services. ‘Stratum instantiation’ operation 
instantiates a stratum over physical network, e.g. we apply IP over a set of nodes in 
order to form an IP network. ‘Strata concatenation’ operation (maps to the Network 
Interworking and Control Delegation composition types) concatenates two strata, e.g. 
we interconnect two IP networks by border routers. ‘Stratum merging’ operation 
(maps to the Network Integration composition type) merges two strata to form a  
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single stratum, e.g. the merging of two IP networks to form a single IP network. 
‘Strata slicing’ operation (maps to the Control Sharing composition type) is basically 
a virtualization operation, e.g. the allocation of an IP-based VPN. ‘Strata aggrega-
tion’ operation aggregates the resources of two or more strata in order to provide a 
summarized representation of the resources and services available across the aggre-
gated strata, e.g. to aggregate the routing tables in several IP networks. ‘Stratum split’ 
operation splits a network into two networks, e.g. the division of one IP network into 
two separate IP networks.  

Following the Nth Stratum model, the following composition types are considered: 

 Service Composition: strata of different nature can compose via their SSPs in 
order to provide a specific service. This type of composition was not studied 
and defined in Ambient Networks. 

 Network Composition: strata of the same nature compose in order to extend a 
specific service entity to another network environment. In this case, both strata 
negotiate and implement the agreement through the SGP.  

3.5   Governance for the Control and Supervision of Composition 

The Governance Stratum is in charge of managing the operation and configuration of 
the Horizontal Strata, according to the specific policies defined by the network admin-
istrator. The Governance stratum is supported by the Knowledge stratum that pro-
vides the functionalities related to the maintenance and monitoring of network status, 
including what services/resources are available in each of the horizontal strata. 

Since the Governance stratum is in charge of managing the network domain, it is 
the main responsible for the orchestration of the composition process. In particular the 
following functionalities related to the composition are foreseen: 

 Management of the CA including the SLA(s): the Governance stratum is re-
sponsible for the negotiation of the agreement (via the SGP of this stratum) 
and of the admission control process that should be triggered when a new 
service request is received. 

 The policies as well as the network status from the Knowledge stratum, form 
basis for accepting or rejecting the CA. The configuration of these policies 
can have associated a non-dynamic operation that are required as part of the 
Framework Agreement where specific regulatory constraints are considered. 

 Once the CA has been accepted, the Governance stratum is in charge of trig-
gering the configuration of the Horizontal strata; this includes the authorisa-
tion of information coming from other domains that, for security reasons, 
must be filtered in the borders of the domain. 

 The Governance stratum will also ask the Knowledge stratum to monitor the 
fulfilment agreement and, if an alarm is received, the Governance will take 
the actions required to maintain it by means of configuring the appropriate 
network resources. 

 

An important step beyond the current state of the art is the interworking between 
domains that could implement different functionalities and services, such as for ex-
ample network operators implementing the traditional transmission functionalities and 
service providers (providing, for example server farms to provide their services).  



88 M. Johnsson et al. 

 

GovernanceGovernance & & KnowledgeKnowledge S
G

P

GovernanceGovernance & & KnowledgeKnowledge

StratumStratum XX

Medium
Node M

gt

Node M
gt

Node M
g

t

Node M
g

t

SSPx

S
G

P
x

StratumStratum YY

Medium
Node M

g
t

Node M
g

t

Node M
g

t

Node M
g

t

SSPy

S
G

P
y

Domain #1

S
G

P GovernanceGovernance & & KnowledgeKnowledge

StratumStratum XX

Medium
Node M

gt

Node M
gt

Node M
g

t

Node M
g

t

SSPx

S
G

P
x

StratumStratum YY

Medium
Node M

g
t

Node M
g

t

Node M
g

t

Node M
g

t

SSPy

S
G

P
y

Domain #2

S
G

P

Domain #3

 

Fig. 4. Interoperability of different domains 

In Figure 4 Domain #1 and Domain #3 have completely different functionalities 
(e.g. Domain #1 could be just an Information network with a set of nodes that are in 
charge of distributing the information while Domain #3 is in charge of providing 
transport capabilities). In this case, if Domain #2 aims to use Domain #1 services, the 
following interaction are foreseen: 

1. Domains #1 and #3 have an agreement negotiated by means of the Governance 
capabilities to allow Domain #1 the usage of the services provided by Domain 
#3 through the SSP. The configuration of this agreement results on the compo-
sition of the services available in domains #1 and #3, which is implemented as 
a strata aggregation or merging, depending on the type of agreement. 

2. Domains #2 and #3 have an agreement to assure the Interconnection (network 
composition implemented through a strata concatenation operation) for the ca-
pabilities located in the stratum X. This agreement has been negotiated 
through the SGP of the Governance strata (red line between domains #2 and 
#3) and triggers the configuration of the SGPs located at the strata X to allow 
the interaction between these two domains.  

3. Domains #1 and #2 have an agreement to interconnect the capabilities located 
at strata Y. This operation follows the strata concatenation process. 

 

In this way, Domains #1 and #2 can offer a service to, e.g. end users. This illus-
trates how the 4WARD Architecture Framework allows both the configuration of 
network and service composition allowing the implementation of multiple business 
agreements. The 4WARD Architecture Framework allows the Interconnection at 
different levels between two different domains; providing the basis for the assurance 
of end-to-end services. This interconnection is possible thanks to the existence of 
management functionalities (Governance and Knowledge) and interdomain interfaces 
(SSP and SGP). 

This is an important achievement from both the technical and the business point of 
view, since in the current IP Interconnection market only two types of horizontal 
agreements are being considered: peering (two operators agree on processing the 
traffic that starts and ends in these domains) and transit or hub (a transit domain, usu-
ally a Tier-1 carrier provides connectivity to any domain). There have been other 
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initiatives, such as the IPX promoted by the GSM Association to design the agree-
ments at also the service level, but this framework assumes the vertical integration of 
the operator, without providing enough flexibility to configure all the possible scenar-
ios (with a lot of players) foreseen in the Future Internet.  

3.6   A Meta-model for the Negotiation of Compositions 

By applying the Open Negotiation Metamodel (ONM, [13]) to the CA Negotiation 
phase of the composition process, we allow for an automated and flexible negotiation 
process. This metamodel have been developed in the European IST project ONE [14]. 
It is designed as a tool supporting system designers in creating specific and custom-
ized negotiation models. 

ONM defines all elements of a customized negotiation model and their relation-
ships, essentially by capturing the semantics of an e-negotiation domain [14]. It  
covers two aspects: 1) the negotiation information, focusing on the subject of the 
negotiation and the negotiable issues depending on the business context and, 2) the 
negotiation process, defining the mechanism under which the interaction between 
parties takes place (the communication process, and rules governing the process). 

The ONM allows designing processes for specific negotiation types but generic 
with respect to the actual negotiation context (such as network protocol aspects).  

Figure 5 shows the core concepts of the ONM. Every negotiation involves partici-
pants (maps to Governance stratum) that negotiate towards agreements. The participant 
is represented by software where its behavior is defined by the explicit set of actions 
defined by the negotiation process and constrained by the negotiation rules (acceptance 
and rejection policies). Every negotiation comprises a number of subjects (maps to 
resources), which in turn contain issues (negotiable characteristics of such resources), 
which in turn are resolved by the agreements the participants are trying to reach. 

 

Fig. 5. Negotiation MetaModel Overview 

The left part of Figure 5 shows the negotiation protocol part. Each negotiation exe-
cutes a process which is governed by rules. The process will implement the behavior 
of the negotiation [13], and the exact messages of the negotiation protocol. The rules 
will govern this behavior according to the requirements of the negotiation information 
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and protocol. For this article, we assume that a policy-based management system 
(inherent to the Governance stratum) will provide the rules according to the context of 
the involved networks (and their administrative domains). ONM defines a specifica-
tion language to define different CA templates and specific negotiation processes that 
can be used in conjunction with the Governance stratum capabilities. 

4   Use Case, Putting the Pieces Together 

The use case is depicted in Figure 6 below, and which we believe would be relevant 
to solve through network composition using the model of strata as to address issues of 
scalability in regard of management and also ease of use.  
 

 

Fig. 6. The use case, with involved networks, and the strata in a node 

We can here think of small sensor type of networks at the very edge, and which 
may well be counted in millions globally, providing some type of measurement data, 
e.g. weather related data. Those networks are connected via a cellular network, which 
could provide an aggregation and filtering service, to a service provider type of net-
work (located somewhere on the Internet) consisting of servers which further aggre-
gates, filters, processes, and stores the measurement data received from all the sensor 
networks at the edge.  

The networks consist of network functionalities modeled as strata deployed across 
the nodes in each of the networks. Figure 6 shows a simplified view on what strata 
that may run in one node (real networks would consist of more horizontal strata). 
Governance and Knowledge strata have already been presented above. The Connec-
tivity stratum provides connectivity services, and the Information stratum manages 
measurement data (this latter stratum only needs to run in nodes which manages the 
measurement data). The gatewaying type of nodes that needs to be present in each of 
the networks implements the SGP of each stratum. Notably the SGP of the Govern-
ance stratum can basically implement and execute the network composition process. 
Via the Knowledge stratum, the Governance stratum can find out which ser-
vices/resources are available within the network and which thus can be advertised to 
another network (subject to policies). To establish the security association, as well as 
serving needs for compensation, SIM-based credentials can be used (at least between 
the sensor and the cellular networks). To establish the CA, ONM is applied and where 
specifically the services/resources related to the measurement data are negotiated. As 
for compensation, the owner of the sensor network may get a discount on the voice 
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services, and the cellular network could be compensated by getting some share of the 
income from ads being generated by the service provider. 

Please also note that generally all the strata in the connecting networks are being 
composed, and thus not only the Governance strata, but their respective composition 
processes will be firstly under some control from the Governance stratum (and subject 
to policies), and secondly be a simplified version compared to the full composition 
process executed between the Governance strata. 

In this use case, all the strata will be composed according to the strata concatena-
tion operation. 

5   Conclusions 

In this paper we have described how concepts from the Ambient Networks, ONE, and 
4WARD projects can be used in an integrated way to provide a solid foundation to 
dynamically interconnect networks. Nonetheless, though significant and mostly theo-
retical results have been achieved so far, there are issues left for further study, and 
notably further studies for how to model service composition is needed, as well as 
through experiments evaluate performance and scalability aspects. 
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Abstract. We present a structured analysis for classification of diverse mobility 
schemes, resulting in a taxonomy for mobility in Future Internet systems. The 
different approaches discussed are based on the Generic Path (GP) concept, a 
unified framework for the transport of information, and all of them revolve 
around the existence of a binding between the user and the end-to-end path. 
Each of the schemes is mappable to real existing and envisioned scenarios, and 
cover a broad type of services, such as conversational, streaming or interactive 
ones. As a base to this structured analysis, the work introduces the concept of 
Generic Path Management Record (GPMR), a flexible record capable of storing 
relevant information for any type of path, at any level, such as throughput, de-
lay SNR or even authentication paramenters. Thereby, GPMR behaves as much 
more than a mobility tool, extending its usefulness to everything related to the 
Network Management universe. 

Keywords: 4WARD[1], Future Internet, GP, GPMR, Mobility support. 

1   Introduction 

The evolution of the actual Internet is a major current concern in the Telecommunica-
tions field, with the all-mighty Internet model, supported by the TCP/IP stack, show-
ing its age. This model was created considering simple information transfer, such as 
file transfer and messages, in-between a restricted number of trusted nodes intercon-
nected by copper. Such simplistic vision became increasingly inadequate to evolving 
user needs, and some alternative patches to this became commonly discussed, such as 
IPv6 [2] MIPv6 [3] DCCP [4]or SCTP [5] Part of the issues raised by the integration 
of new protocols in the Internet are correlated with the experience of more and more 
complex scenarios, mainly due to heterogeneity. For instance, it is noted the increas-
ing demand for video streaming sessions (e.g., IPTV) by group of users simultane-
ously. In such scenario, users (mobile or not and supporting different network  
interfaces) of the same group can be connected to different network technologies (Wi-
Fi, WiMAX, 3G, etc.), as well as receive the data content through different transport 
schemes (broadcast, unicast and/or multicast). Thus, the simple Internet initial model 
has deeply changed in order to support set of new functionalities. Additionally, the 
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end-to-end model has been questioned long ago: a simple HTTP session, originally 
intended for as an end-to-end transaction, is now frequently intercepted by firewalls 
and proxies along the path. As a matter of fact, in spite of the huge success of the 
current Internet architecture, it is clear that we are not facing the ideal solution since it 
does not fit the needs brought by such new elements as optical communications sys-
tems or the inclusion of mobility and security as guaranteed features. A new Internet 
framework should take into account aspects and questions like naming, addressing, 
routing, QoS, self-management, seamless mobility, reliability and availability, inter-
operability, scalability, security, power consumption optimization and performance 
enhancement. Heavy investment was put for researching the proper evolution for the 
Internet ([6][6], [7][7], [8][8]), with proposals alternating between the introduction of 
single-problem solutions, and the design of a clean slate architecture, both taking into 
consideration the foreseen services and characteristics that Future Internet should 
supply. 

This work focuses in the ways mobility can be assured in future models. The at-
tempt to add efficient mobility to the current Internet architecture is handicapped, in a 
great part due to the locator-identifier dependence, with current solutions for Internet 
naming based on the host address, typically the IP address. In order to provide routing 
scalability, the actual model uses a hierarchical method of addressing, which implies 
that the host address has an intrinsic relation with its location. Most works regarding 
this issue start out by breaking out the hierarchical routing scheme or by rebuilding 
the IP addressing, which in other words means the redefinition of the Internet struc-
ture itself. One of these approaches is the IST 7th Framework Programme Integrated 
Project 4WARD, which aims to combine the innovations needed to improve the op-
eration of any single network architecture with the coexistence / interoperability of 
diverse and complementary network architectures in a unique framework. Inside 
4WARD, the concept of GP [9] has been introduced [9], [10], which brings an ab-
stract way of describing the transport of information between (two or more) commu-
nicating parties, whatever the type of communication is, and improving operational 
efficiency for both the user and network. As we discuss in Section 2, in order to sup-
port this framework, a new functional element is introduced, the GPMR, a record 
designed for storing all relevant information of the GP, such as QoS parameters and 
associated End Points (EPs). Taking into account that the GP can be defined at any 
communication level, the information that GPMR will store is distinct according to 
the corresponding GP level. This is a major characteristic that shows the relevance 
and usefulness, in particular for mobility support. In Section 3[11], we present a four 
elements taxonomy for mobility within GP architecture [11], and conclude the paper 
in Section 4. 

2   The Generic Path Concept 

Networks share a content delivery task between sources and destination nodes that 
may be linked by different types of physical technologies, with information traveling 
by traversing relay nodes that simply provide sub-paths. These sub-paths, when  
compounded, form the end-to-end path, built with the support of several layers. 
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Based on such reality, 4WARD approach brings the concept of Generic Path (GP) 
as an abstract form of information transport that can either represent a physical point-
to-multipoint connection or the distributed information exchange between applica-
tions. For this to be feasible, the GP concept follows an object oriented approach, 
allowing its instantiation to benefit from class specific characteristics, well adapted to 
the aimed transport service. By definition, GPs start and end at EPs. A GP can have 
more than one source of information connected to more than one sink of information, 
in a multi-point to multi-point way, this way redefining the concept of end-to-end. 

2.1   Generic Path Architecture Elements 

In the proposed 4WARD Generic Path architecture several blocks were introduced 
and will be briefly described in this section. 

A Generic Path is a means for transferring information between two or more End 
Points. An EP acts as the interface between the GP termination and the Entity (i.e., the 
client), and it uses an identifier, the EID (Endpoint Identifier). The bootstrap of a new 
GP is done by a functional component called GP Factory, which exists within each 
compartment (CT, described later). 

Concerning the morphology, GPs can be defined to support point-to-point, point-
to-multipoint or multipoint-to-multipoint connections between EPs. 

The GP represents the connections between the same or different layers in a com-
mon way. In a top-down perspective, an end-to-end (E2E) GP (representing the over-
all path used in the connection) may for example be mapped at the physical level to a 
wireless channel (e.g. WiFi, WiMAX) or to a wavelength at an optical fiber (WDM). 
For example, considering a communication in a university campus, we can figure out 
the need for establishing a GP between two processes, each in a different terminal. At 
network level we can think of a single GP for the information dissemination mapping 
into a concatenation of several smaller GPs, at data link level, which at last are ade-
quately mapped into physical channels (see Fig 1). 

 

Fig. 1. Different GP levels mapping 

Besides the ability to map and negotiate link properties, each GP is expected to ef-
ficiently react under unpredictable network dynamic events, so that the continuity of 
on-going transmissions with required QoS guarantees can be ensured. Examples of 
network dynamic events that endanger such transmissions are the radio conditions 
deterioration, load evolution and interface connectivity variations. In this sense, self-
organization and resilience support is crucial, which must take into account perform-
ance issues in terms of scalability and optimized operations.  
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It is expected that the GP abstraction should deal in an efficient way with multi-
plicity of connectivity interfaces, from the same or different technology, in a simulta-
neous (multihoming) or sequential manner (handover). In order to assure mobility is 
handled efficiently, each GP should “react” to the various scenarios characteristics, by 
providing the necessary API to dynamically add and remove EP's. 

The GPs are created and managed in a network block called compartment. Each 
compartment is associated to a specific administrative domain and a particular tech-
nology support, defined at any level. This implies the existence of (e.g.) IP, Ethernet 
and TCP compartments, at different levels. Each GP branch will be the collected 
contribution of several sub-GPs branches linked within all the heterogeneous com-
partments that the information needs to travel through to reach the sink(s). In Fig 2, 
we illustrate this GP concatenation process in different compartments. The vertical 
compartments are called Node Compartments, and represent the processing system, or 
node. 

 

Fig. 2. GP existence within different levels 

Mediation Points (MPs, triangles in blue) have the main purpose of interfacing dif-
ferent connections, by interconnecting EPs within the same CT, providing functions 
of buffering, multiplexing, transcoding and bit rate adaptability, assuring the informa-
tion flow between distinct connections / GPs. For example, when a terminal moves 
out of range of the old base station, a branch of the GP could be torn down as the 
terminal no longer can communicate with the old base station – in that case the  
existence of mediation points in the base station seems like a valuable solution. To 
conclude, the MP has functionalities to “fork” GPs, that is, to discover and to set up 
alternative routing solutions to the same endpoint (e.g. multi-path routing mechanism 
is a possible mechanism for user mobility). 

2.2   The GPMR Concept 

In order to fulfill the end-to-end path requirements, such as connectivity (supported by 
multihoming, either with multiple interfaces or technologies), or the holy grail of  
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mobility, seamless handover, the GP architecture must provide efficient means for 
control and support. As the information derived from the creation of each GP needs to 
be acted upon, a way is needed for collecting and controlling this information. We 
propose the introduction of a record for storing relevant characteristics from each of 
the GPs within its local compartment – the GPMR - and another one for storing the 
E2E (across all compartments) GP information – the Master Record (MR) a innovative 
solution relatively to nowadays networks that provides a unified framework about the 
communication path . As an abstraction, the GP depends on proper control, and as the 
element that stores all the information about the GP, GPMR can provide such feature. 

The first issue to be tackled is the question “Where to locate the GPMR?” Several 
approaches were studied in our research. For the sake of brevity, we present the pros 
and cons of some alternate proposals considered for the GP record location (Table 1). 

Table 1. GPMR Location Alternate Proposals 

Location Advantages Disadvantages 

At each Entity Record is kept out of the network 
core 

Entity heterogeneity compromises 
implementation simplification 

At both EP's Adds resilience to the network Redundancy / Information  
replication/synchronization  adds 
overhead 

At the Source 
EP 

Process simplification as only one 
element is responsible for each GP 
record; 
Source doesn't need to be concerned 
about network topology changes 

EP needs to maintain a record; 
Mobility makes tracing of GP status 
difficult / impossible. 

 

After evaluating aspects such as centralization and added value to path manage-
ment, the best option seems to be placing the GPMR at each CT that the GP traverses, 
which results in multiple GPMRs “tracking” the same higher level GP. The advan-
tages for such a solution include:  

i. The decentralization of GP functionalities; 
ii. Optimization in GP look-up operations;  
iii. Technology and communication type independent (any type of GP can be 

described this way);  
iv. A QoS aware element which allows relevant entities – Entities, GP Factory, 

In-Network Management (INM), etc - to trigger necessary routing / GP re-
configuration decisions; 

v. Flexible solution that can be optimized for different mobility cases by simply 
varying the mobility indirections.  

As for the disadvantages:  

i. Considering very dynamic GPs: future studies must analyze scalability; how 
big can a CT be and how would the number of updates increase with it? 

ii. From an end-to-end point of view, a MR is the result of the concatenation of 
various GPMRs, implying a large amount of information exchange. 
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Fig 3 shows a possible relationship between MR and the different GPMRs. A, B 
and C correspond to different node CTs, and each of the records is able to communi-
cate with other records, as long as they're responsible for a common higher level GP. 
Additionally, a GPMR may talk to more than on MR, e.g., when more than one higher 
level GP are simultaneously using a lower level GP.  

 

Fig. 3. MR Information Hierarchy 

Fig 4 depicts the GPMR within a CT and the relationship with other functionalities.  
The GPMR is being defined to provide support for GP operations related to the GP 
factory, namely GP creation and destruction, and for later usage by mechanisms such 
as QoS-aware routing, traffic engineering, resilience, and so on. For instance, network 
management and control blocks should supply GPMR with up-to-date QoS-related 
information as a result of their network management and resource control operations. 
Available network control schemes must update QoS capabilities of a GP after setting 
up a bandwidth reservation along it, or periodically via soft-state operations. The 
same idea is also addressed for Traffic Engineering support. 

 

Fig. 4. GPMR Functionalities 

Major issues about the GPMR and subject for future work include determining the 
amount of information that should be traded between GPMRs of different levels, a 
key aspect that must be well defined to better provide cross-layer optimization. A 
possible solution would be the module definition inside MR. Another problem is the 
GP architectural elements namespaces definitions, e.g. GP, EP. In future work, an 
analysis and enhancement of this solution by the introduction of Media Independent 
Handover (MIH) mechanisms is also intended. The IEEE 802.12 MIH standard [12] 
provides media independent mechanisms that aid and optimize the handover process, 
using commands and events to obtain information about different access technologies, 
enabling MIH-enhanced management entities to better select handover candidates. 
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Although these mechanisms are more oriented towards handover operation, informa-
tion is itself an important part in the GP global architecture. MIH mechanisms can be 
introduced as the providers of such information (either dynamic through the Media 
Independent Event Service) or static (Media Independent Information Service) ena-
bling GP Factories to establish paths based on optimum choice conditions (i.e., opti-
mize route by choosing nodes with low load and that better support a specific kind of 
traffic such as VoIP, or updating a path due to foreseen out-of-range from a terminal's 
current signal strength analysis). Also relevant is what kind of information objects 
should be used, because MIH focuses on handovers while GP also involves all the 
necessary steps for data communication, such as routing and session establishment. 

3   Mobility and Generic Paths 

The work around the definition of Future Internet should take special concern on 
mobility. The typical network user will roam between several different technologies 
while moving, and will need transparent, fast and accurate handover support.  

3.1   Mobility Types 

Supporting wide scale mobility raises new issues. Current IP network architectures do 
not provide satisfactory solutions (see e.g. [3]) but an inefficient handling of mobility 
via add-on mechanisms. Some of the main Internet shortcomings include the lack of 
support for multi-homing, fast handover, simultaneous multi-access, and non-
intermittent connectivity in wireless networks. Those important requirements work as 
core drivers to new designs for mobility support in the Generic Path architecture.  

As a starting point in our work, we distinguished the different types of mobility: 
user mobility, session mobility and network mobility. 

User mobility implies the change of the point of attachment that best serves the 
user by the network, assuming the simultaneous movement of the Entity residing in 
the terminal. Within this approach we can also state that the corresponding moving 
end-point will need to change, in order to build a GP that better fits the new geo-
graphical position of the device. There is also the case where there is no movement of 
the user, but for guaranteeing the QoS levels the user may detach from the current 
access point and connect to another. 

Session mobility occurs when the user plans to move the service between termi-
nals. This takes places when, e.g., a user is participating in a video-conference, and as 
soon as it gets to his office plans to migrate it to the desktop computer. In our archi-
tectural approach this means that the end point and the Entity must be moved from 
one terminal to another terminal. The transference of the session can be triggered by 
the user or by the network. In this process, some similar steps to the previous ap-
proach should be taken. The GP established for the video-conference should some-
how be redirected to the desktop, and MP functionalities will aid in traffic redirection 
and video transcoding. 

As for network mobility, we can think of a scenario where a network is established 
in a vehicle, implying constant mobility. In such case, the GPs defined between the 
network nodes should be more or less static, except the ones connecting the vehicle to 
the outside network.  
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3.2   Mobility Taxonomy 

In order to provide the desirable mobility in the future Internet, several scenarios have 
been conceptually studied. As previously described the GP will be responsible for the 
flow of the information between the communications entities, so, as long as the end-
points have some sort of mobility, it will be necessary to develop a strategy for the 
handover mechanism and to maintain the communication with the desirable QoS 
parameters. Four different scenarios aiming to fulfill the requirements have been 
identified, with potential realizations in different CTs. 

Dynamic GP Modification 

The first approach, Dynamic GP Modification, is based in the constant GP updating 
each time that any kind of mobility occurs, fitting the overall concept of a moving GP. 
It can be stated that the GP becomes a lively entity, constantly being created, de-
stroyed and modified in association to the physical realization. Such a GP vision 
grants that all GPs are fully flexible and dynamic in terms of behavior. 

In the example of Fig 5, EP 1 communicates with EP 2 by means of an intermedi-
ary MP, for example due to physical distance. The trajectory that EP 1 did allowed it 
to become closer to EP 2, which in terms of GP modification, possibly by soft hand-
over represented the following: i) creation of GP 3 and respective introduction into 
the CT GPMR, in an entry parallel to GP 1 + GP 2, as it represents a E2E GP with 
common EPs; ii) sequential destruction of GP 1 and GP 2, and removal from GPMR. 
Regarding routing processes, as communication is done directly between the EPs, no 
routing / forwarding is now needed as before through the intermediary MP. Neverthe-
less, special concerns should be taken when adopting this method, due to the inherent 
delay in the creation / destruction of each new GP branch: problems associated with 
the synchronization and replication at the endpoints should be taken into account.  

Concluding, this scenario involves fast and accurate creation and destruction of GP 
branches (e.g. GPs at a given CT), translating into a constant update of the GPMR, 
mostly at the data link and network levels, and in complex manageability when consid-
ering high mobility networks. This solution provides a simple and uniform scheme 
independently of the type of communications established, and could be optimally used 
in small or low mobility, for example in backbone and at the core of the network. 

 

Fig. 5. Dynamic GP Modification Representation 
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Continuous Binding Scheme 

The second proposed solution is the Continuous Binding Strategy, where each GP is 
composed of two parts, each of them characterized by the associated EP type. The use 
of different kinds of EPs by a GP was first presented in Anchorless Mobility approach 
[14]. We can state that this scheme is centered on the EP binding function. In its most 
basic design, a connectivity EP detaches from a locator EP and binds to the next 
available locator EP. GP is physically reconfigured, maintaining the communication 
between entities. This implies that the GP is actually built from two parts, one be-
tween locators EPs (or MPs), and the other between the connectivity and logical EPs, 
as shown in Fig 6.  

 

Fig. 6. Continuous binding scheme representation 

Static Multiconnection P2MP 

The third proposed solution is the Static Multiconnection P2MP GP, which assures 
strong mobility coverage without the need for a binding function. Such mobility solu-
tion is targeting wireless technologies, and is possible mostly at the physical level, as 
the main decision factor is the physical coverage area, measured in terms of transmis-
sion power. We propose the creation of a point-to-multipoint GP that assures persis-
tent coverage of the user whatever its current geographic position is (Fig 7). This level 
of connectivity is supported not only by its coverage cell, but also by the neighbor 
cells. 

As advantages, we can refer the reduced amount of mechanisms needed for small 
mobility scenarios, avoiding the delay inherent to the constant creation, destruction or 
changing in the GP that assures the communication. That is also a consequence in 
terms of low GPMR amount of updating. We also avoid the disadvantages of support-
ing binding functions. On the other side, it brings a traffic increment because of the 
need for broadcasting, as the same data flow is sent to the user and to all the other 
network points on its vicinity. 

As solutions that are included in this scheme, we can immediately think of a swarm 
scenario, and other P2MP or MP2MP schemes, as the newly proposed Concurrent 
Multipath Transfer [14]. 
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Fig. 7. Static multiconnection P2MP example 

EP as an Anchor 

As a last solution, we present the EP as a simple Anchor. In this approach we use the 
concept of anchoring, as the EP can be considered as an anchor that serves a particu-
lar geographical area. So as long as the user moves in between this area, the anchor 
serves as data flow supplier to all the network access points. 

In Fig 8, EP 1 is communicating with both EP 2 and EP 3. As can be seen, all traf-
fic towards EP 1 is handled by the Anchor EP, as long as EP 1 is within the anchor 
range. In the moment that EP 1 leaves this range, a new Anchor EP is obtained, either 
by EP 1 or by the actual anchor EP request. 

This last solution provides simplicity and also avoids the concern about the mobil-
ity of the GP restrained to the mobility of the user. However, in this scheme it is nec-
essary to gather information about macroscopic localization of the user, as well as 
controlling the data flow as soon as the user leaves the anchor coverage zone. In terms 
of GPMR, the level of updating varies depending on the level in which the GPMR 
applies; the level of updating is null when the mobility is within the anchor range, 
avoiding considerable overhead. Solutions that can be integrated in this scheme are 
the already proposed hierarchical mobility schemes and also an innovative scheme, 
Dynamic Mobility Anchoring [14] proposed within 4WARD project. 

 

Fig. 8. EP as an anchor example 
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3.3   Paradigms Comparison 

This section provides a resume of each of the mobility schemes in terms of some of 
the most relevant properties, such as flexibility or scalability. Naturally, these models 
will be associated with the specific technology realization, and its inherent constrains. 

Table 2. Comparison mobility models for GP architecture 

 Dynamic GP 
Modification 

Continuous  
Binding Scheme 

Static  
Multiconnection 
P2MP 

EP as an 
Anchor 

Flexibility High High Average High 
Delay associated to 
operations 

Depends on level 
of mobility 

Average Low Low 

Scalability Average Average Large Large 
Connectivity Strength Average Average High Average 

4   Conclusions and Future Work 

This paper started describing the clean-slate approach brought by the Generic Path 
concept for the future Internet. We have introduced in a brief manner the architectural 
elements related to the GP approach and its importance in mobility. The GPMR con-
cept was originally proposed as a solution for keeping a record about the state of a 
GP, providing a powerful tool for being used in mobility scenarios. Regarding the 
usage of MIH mechanisms it is still unclear at this point in time the best way to inte-
grate MIH into our GP architecture, due different objectives of both approaches and 
due to the GP as a still evolving solution. We are currently evaluating how to best 
apply 802.21 functionality to GP boxes and how to adapt MIH-alike behavior into GP 
concepts. 

We presented several models for the types of mobility for Future Internet under the 
scope of the GP architecture, obtaining the most relevant solutions, with each of them 
comprising a broad range of mobility scenarios and mapping to more concrete cases. 

Our current research is aiming to evaluate and compare those different approaches 
with real technologies and how they could coexist, in order to provide the best ap-
proach for dealing with the mobility issues for the future Internet definition in the 
4WARD Project. 
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Abstract. The proliferation of wireless multihop networks has made
various operations, such as search and retrieval of distributed data a
significant concern. Various methods have been proposed for perform-
ing such tasks efficiently, especially when all network nodes need to be
visited at least once. Random walks are probabilistic approaches for per-
forming the aforementioned operations effectively and with relatively
small overhead compared to other typically-employed schemes, such as
flooding. Recently, a hybrid random walk scheme has been proposed for
increasing the desired performance, at the cost of additional consumed
resources. In this work, we adopt the paradigm of hybrid random walk
protocols and propose two novel hybrid schemes that exploit local topo-
logical information, aiming at further increasing the performance of ran-
dom walk protocols in multihop networks. We consider different jump
configurations of the hybrid random walk protocols and various degrees
of mobility. Through analysis and simulation, the simple random walk
model appears more appropriate for energy-constrained networks such
as sensor networks, while the hybrid ones are more appealing for less
energy-stringent, performance-oriented multihop networks, such as ve-
hicular and mesh networks. The simple hybrid protocol occupies the
middle ground, being appealing for ad hoc networks with medium to low
node densities and average energy requirements.

Keywords: hybrid random walks, topology awareness, mobile multihop
networks.

1 Introduction

Wireless networks can potentially have large sizes, in terms of the population
and/or the deployment region they span. In addition, most of these networks,
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like ad hoc, sensor, mesh and vehicular, are of multihop nature and they are
characterized by lack of central infrastructure and dynamic topology. Search in
these networks can be rather costly, especially in cases where all network nodes
need to be visited at least once, or visited only once, as it is required in the
famous Traveling Salesman Problem (TSP) [1].

Various approaches have been proposed for performing search, dissemination
and retrieval in large unstructured networks and visiting all nodes of graphs
representing such communication networks. Flooding schemes have been used
extensively for their optimal performance [2, 3]. However, such schemes suffer
from the packet explosion problem, which can be critical for the operation of
energy-restricted networks. Alternative methods with comparable performance
but significantly less overhead have been devised, most notably the probabilistic
random walk [4, 5]. Random walks operate in a state-less fashion requiring only
locally available information for their operation.

Random walks have been employed in diverse network types and applica-
tions, mainly for performing query search, network sampling and sensor data
collection/spreading. In [4] the effectiveness of random walks for searching/
construction of Peer-to-Peer (P2P) networks is analyzed. In the considered frame-
work, random walks achieve improvements over flooding for searching applica-
tions in two practical cases, namely in clustered P2P networks and when the
same query is re-issued multiple times. In [5], it is shown that the coverage time
(i.e. time to visit all network nodes at least once) for a random walk with look-
ahead in a power-law graph (frequently used to represent the network graph of
autonomous systems (ASs) of the Internet) is sublinear. In [6], constrained and
unconstrained random walks over square lattices of sensor networks are studied
and a closed-form expression for coverage in unconstrained random walks over
the square lattice is obtained. Within this framework and available analytical
expression, an optimal lattice form is conjectured and proposed. It is also con-
cluded that constraints on random walks increase their efficiency. In [7] different
types of random walks are studied for random graphs, a model commonly used
for representing social and other topology-evolving networks.

In our work, we focus on hybrid random walk schemes in wireless multihop
networks, where nodes perform either single or multiple hop jumps in successive
steps of the walk. The main idea is inspired by [8], in which a two-state Markov
chain is employed for performing multihop jumps or single hop visits. The pro-
posed scheme achieves fewer node revisits and in general it is found that longer
average jump lengths lead to higher performance at the expense of increased
energy consumption. We propose two novel hybrid random walk protocols that
attempt to improve the performance of the walk by exploiting local topologi-
cal information. We then compare the performance of these protocols with that
of the basic hybrid random walk protocol and the typical random walk, in or-
der to obtain the most appropriate technique for different network application
scenarios.

The rest of the paper is structured as follows. In section 2 the network model
and random walk framework are described, while in section 3 the adopted and
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proposed hybrid random walk protocols are presented and analyzed. In section
4 comparative numerical results are presented and based on them conclusions
are drawn on the suitability of each protocol for the considered networks and
application environments.

2 Random Walk Framework

In this work, we consider a wireless, mobile, multihop network consisting of a set
V = {1, ..., N} of N nodes. The network can be modeled as a graph G = G(V, E),
where E is the set of links representing reliable wireless channels between com-
municating nodes. Without loss of generality, each node is considered to have
the same initial available energy reserves Einit, transmission power P and corre-
sponding transmission radius R. A deterministic wireless channel, in which the
receipt power decays with respect to a specific power of the distance between
the transmitter-receiver is considered (the decay factor being the path loss con-
stant γ). Thus, for deterministic channel conditions, two nodes are considered
neighbors if each one lies within the other’s transmission range. Nodes are ini-
tially randomly and uniformly deployed in a planar region, which is considered
to be square of size A. Essentially, the considered network model is a Random
Geometric Graph (RGG) [9] in two dimensions.

The adopted graph model is able to accurately represent any type of wireless
multihop networks, like ad hoc, sensor, mesh or vehicular. In Table 1 we sum-
marize the macroscopic features of such networks according to the parameters of
node density, network size, degree of mobility and energy constraints. Variations
of such characteristics, that however do not significantly affect the generality of
the analysis, may be identified in several cases.

In probability theory a Random Walk (RW) is a Markov process {Xi}i≥0
in which Xi denotes the state of the process at step i and the next state is
randomly and uniformly chosen among all the possible next states of the process.

Table 1. Wireless multihop networks’ features

node
density

network
size

degree
of
mobility

energy
constraints

ad hoc
networks

low/medium small/medium medium medium

sensor
networks

high medium none/low high

mesh
networks

medium large none/low none

vehicular
networks

medium/high large high none
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In our study the objective of the walk is to visit all network nodes at least once
in some sequential random order. An accurate representation of the visiting
process is for the state of the walk to denote the vertex of the graph visited in
each time step, so that in the i-th step of the walk Xi = v, v ∈ V being the
label of the currently visited node. In the basic version of a RW on a network
graph, transitions are allowed only between neighboring nodes. Each neighbor
is chosen with equal probability. In this work we refer to the plain version of a
RW as Simple Random Walk (SRW). If dv denotes the degree of node v ∈ V ,
then the transition probabilities between states (i.e. neighboring vertices) are

Pu,v =
{ 1

du
if (u, v) ∈ E

0 if (u, v) /∈ E
and the stationary probabilities, i.e. the probability

for the walk to be in state u is πu = du

2|E| .
Several quantities of interest may be defined for the SRW. In this paper we

will focus on the expected number of steps required to visit all network nodes
at least once, denoted by the term Cover (Coverage) Time, C. We also take into
account the number of revisits before all nodes are covered, used to acquire the
total energy required to cover the network.

SRWs have been used extensively in wireless sensor networks, P2P and ad
hoc networks for performing the aforementioned tasks with simplicity, exploiting
locality of computation and at the same time provide increased robustness to
failure [4, 5, 6,7]. Owe to their stateless fashion, mobility-induced topology and
channel variations do not significantly affect (if at all) RW operation, as the only
information required is locally available at the current state-node.

3 Hybrid Random Walk Protocols

In this section we present analytically the adopted and proposed hybrid Ran-
dom Walk protocols for wireless multihop networks. Each of the proposed three
strategies performs either simple one-hop jumps, or multihop jumps, the latter
implemented as a sequence of one-hop jumps. For instance, if the random walk
is currently at node 4 in Fig. 1 and performs a one-hop jump it can potentially
transition to nodes {1, 2, 3, 5}. However, if it performs three-hop jumps it will
transition to node 7. In the latter case, the walk will pass through nodes 5 and 6
in order to visit 7. However this passage is not counted as visits of nodes 5 and 6
because such visits were not decided by the walk in this step. Nevertheless, the
consumption for intermediate links needs to be accounted for, since it represents
actual transmissions taking place.

More formally put, the walk constitutes a permutation of the set of node la-
bels V = {1, 2, . . . , N} (visit sequence) determined by the specific protocol and
network topology. In the case of SRW, the permutation is determined by the
uniform distribution. On the contrary, in the event of a long jump in hybrid
RWs, the permutation is decided by the nodes residing that many hops away as
the length of the jump. The hybrid protocols aspire to improve the performance
of the process by deciding proper sequences that yield small Cover Times. How-
ever, this happens at the cost of increased energy consumption, since a single
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Fig. 1. Example of protocol operation

Fig. 2. Markov chains of the Hybrid Random Walk protocols

visit might require more than one transmission. Clearly, there exists a tradeoff
between performance and consumption that the hybrid protocols need to bal-
ance. The main focus of this study is to specifically quantify this tradeoff and
utilize it according to the application network.

3.1 Simple Hybrid Random Walk Protocol (SHRW)

In Simple Hybrid Random Walk protocol with parameters α, β, denoted by
SHRW(α, β) [8], the random walk process has two states. When in state 0 (Fig.
2), the walk operates as a simple random walk, performing one-hop jumps out
of each node it currently visits. When the walk is in state 1, it proceeds with
multihop jumps. The multihop jumps in state 1 can be of fixed or variable length.
In the latter case, the jump length is a random number uniformly distributed in
the interval [2, �max], where �max is the maximum allowable jump length in hops.
For compatibility purposes, �max ≤ D, where D is the diameter of the network
graph. In this work and in order to demonstrate the operation of the protocols in
a simple way, we employ the uniform distribution for selecting the jump length.
The direction of the jumps can be selected in various ways, and we choose again
the uniform distribution direction among the available outgoing edges of a node.

The state transition probabilities of SHRW(α, β) are deterministic and remain
fixed for the duration of the walk. More specifically, if at state 0, the process
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switches to state 1 with probability α and remains in state 0 with probability
1 − α. Similarly, when the process is at state 1, it transitions to state 0 with
probability β and remains in state 1 with probability 1−β (Fig. 2). State changes
(if decided) take place at each step of the walk.

As it will be demonstrated by the numerical results, the addition of long jumps
to the conventional operation of SRW is expected to improve performance with
respect to Cover Time. The intuition behind this is that long jumps potentially
avoid local revisits caused in highly clustered areas of a multihop network. Fur-
thermore, several spatially distinct nodes are covered quickly by means of the
long jumps.

3.2 Hybrid Random Walk Topology Aware Protocol-Node Degree
(HRWTA-n)

Hybrid Random Walk Topology Aware-node degree (HRWTA-n) works similarly
to SHRW(α, β), but state transitions are now functions of the node degree of
the currently visited node. More specifically, the normalized degree (node degree
over the total number of network nodes, d

N ) of the specific node is used as a
transition probability. With probability d

N the walk remains in the state with
one-hop jumps, i.e. state 0, and with probability 1 − d

N it transitions to the
state with multihop jumps, i.e. state 1. On the contrary, if at state 1, HRWTA-n
transitions to state 0 with probability d

N and remains in state 1 with probability
1 − d

N (Fig. 2).
The intuition behind the HRWTA-n scheme is that if the currently visited

node has large node degree, i.e. large number of neighbors or equivalently large
d
N , then it is more efficient to spent some steps of the walk in this neighborhood
utilizing one-hop jumps in order to cover as many nodes as possible. On the
contrary, if the ratio d

N is small, i.e. the node degree is small, it will be more
convenient to perform a long jump and move to a different neighborhood that
it is not potentially already visited.

3.3 Hybrid Random Walk Topology Aware Protocol-Density
(HRWTA-d)

The Hybrid Random Walk Topology Aware-density (HRWTA-d) protocol is sim-
ilar to HRWTA-n. The state transition probabilities depend again on the topo-
logical information available at the node. Each currently visited node is able to
measure the local density by dividing its node degree by its nominal coverage
transmission area d

πR2 . The local density can be divided by the total network
density N

A2 , since both the total number of nodes and coverage area are known to
the nodes (design parameters). Division of the two densities yields the normal-
ized local node density. Direct employment of this quantity was found to yield
very abrupt transition probabilities, i.e. the transitions were very biased towards
one of the two states. For this reason the normalized local density is multiplied
by a scaling factor, that depends on the total number of nodes K = K(N). In
this work, we employ the factor K(N) = 1

N .
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Combining the aforementioned quantities the state transition probabilities
from state 0 will be d

N

(
A2

NπR2

)
for staying in state 0 and 1 − d

N

(
A2

NπR2

)
for

transiting out of state 0. On the contrary, the latter is the probability to remain
in state 1 if already there and the first is the probability to transition to state 0
if in state 1 already (Fig. 2).

4 Numerical Results

In this section we present and discuss some results on the performance of the
presented protocols, SHRW, HRWTA-n and HRWTA-d and SRW under several
working conditions. The analysis has been performed through a simulative study,
by implementing our own simulator in the MATLAB environment. Simulation
scenarios have been built with the following settings: the network area was con-
sidered as an A×A square, with A = 1000m. Over this area, N ∈ [100, 250] nodes
were deployed according to a uniform distribution, which allowed the study of
protocol behavior for increasing node densities. For simplicity, in Table 2 we
summarize all the settings used in simulations.

Table 2. Simulation settings

Network size A = 1000m

One-hop transmission power P = 1mWatt

SHRW parameters α = 0.3 and β = 0.7
Communication range R = 150m

Fix length jumps FixJump = 3
Variable length jumps MaxJump = 5
Low mobility Speed = [0; 2], PauseT ime = [0; 10]
Medium mobility Speed = [0; 4], PauseT ime = [0; 7]
High mobility Speed = [0; 8], PauseT ime = [0; 4]

Multihop jumps in the network have been implemented in two ways: 1) fixed-
length jumps, 2) variable-length jumps. We denote the first variation for hybrid
modes of RW protocols with jumps by the term FixJump. In our simulations
FixJump is set to 3 hops. The second variation is characterized by the MaxJump
(�max) parameter, so that the length of each jump in hops, when the protocol
operates in the multihop jump mode (state 1), is determined uniformly and
randomly in the range [2, MaxJump].

We have focused the analysis on two metrics:

– Coverage Time: the Coverage Time of a graph G is the expected time taken
by a RW protocol to visit all the nodes in G. In this work, the Coverage
Time is estimated as the number of steps in the Markov process.

– Energy consumption: the energy expended to visit all the nodes in G. The
energy consumption model was taken as a simplified one, able to bind the
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transmission power to the length of jumps. For one-hop communications,
the transmitter node was assumed to spend 1 mWatt. Thus, if the protocol
works in State 0, the power consumed was 1 mWatt. The power spent from
a transmitter to make a jump was equal to the total length of the jump
converted in mWatts.

Simulations have been carried out in two stages: at first, we have considered
static nodes in order to understand the impact of jumps on the system behavior.
Then we have repeated the experiments adding node mobility features, until
all nodes are covered again. To provide informative and accurate results, all
the simulation measurements have been averaged over 10000 different network
topologies for each type of scenario.

4.1 Analysis of Static Environments

In Fig. 3, we show the various protocol performances with respect to the Cov-
erage Time for static scenarios. We distinguish performances of protocols for
the MaxJump and the FixJump configurations. SRW exhibits the worst be-
havior, exemplifying the importance of jumps in providing desired networking
service. By considering simulations with the MaxJump configuration, HRWTA-
n presents better results followed by HRWTA-d and SHRW, but the gap in
performance among protocols with jumps is narrow. In fact, the gap between
HRWTA-n and SHRW is about 12% in all the network scenarios, whereas the
gap between HRWTA-n and HRWTA-d depends on the nodes’ density. In par-
ticular, it ranges from 8% for networks with low density of nodes (N = 100)
to 1% in networks with high density of nodes (N = 250). The transition from
the MaxJump configuration to the FixJump configuration results to protocols’
performances degradation of about 37%, with a peak of 46% when N is small.
In this context, the best protocol is SHRW when the density of nodes is low,
while HRWTA-n and HRWTA-d perform better otherwise.

Results on protocol performances with reference to energy consumption are
shown in Fig. 4. Simulations show that SRW and SHRW exhibit the best perfor-
mances in terms of energy consumption. In particular, SRW carries out one-hop
communications, thus minimizing the energy consumption for each data trans-
mission. However, the low energy consumption for transmission is at the cost of
high Coverage Time. On the contrary, HRWTA-n and HRWTA-d waste a lot of
energy due to jumps. This is confirmed by the results on the time spent in State
1 for SHRW, HRWTA-n and HRWTA-d. In fact, nodes that run SHRW spend
30% of time in state 1 against the percentage of 90% if they run HRWTA-n
and the percentage of 99% if they run HRWTA-d. The performances of SRW
and SHRW are almost identical in dense networks, especially with regard to the
FixJump configuration. SHRW performs better than SRW in large networks with
low node density. When the density of nodes becomes high, SRW outperforms
SHRW. Between HRWTA-n and HRWTA-d, the first always shows a better be-
havior in terms of energy consumption than the second. The best performances
in terms of energy consumption are always under the MaxJump configuration,
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(a) MaxJump configuration (b) FixJump configuration

Fig. 3. Coverage time in static scenarios

(a) MaxJump configuration (b) FixJump configuration

Fig. 4. Energy consumption in static scenarios

with a gap in performances between the two types of configuration in the range
of 10-30%. In fact, long jumps reduce the coverage time and, hence, the number
of transmissions in the network.

From previous considerations, we can assert that jumps in the RW protocols
offer great benefits in the network delivery service. In fact, when we consider the
Coverage Time as evaluation metric, protocols with jumps provide improvements
of about 60% in the MaxJump configuration and 40% in the FixJump configu-
ration over the SRW performances. Employing protocols like SHRW, HRWTA-n
and HRWTA-d, takes place at the cost of higher energy consumption as opposed
to the case of SRW. So, in wireless multihop scenarios where energy consumption
is not an issue, like wire-powered mesh networks, HRWTA-n can offer the max-
imum efficiency in the networking services. On the contrary, SHRW is suitable
in scenarios where nodes are limited in energy supply, like in sensor networks,
since it guarantees a better Coverage service than SRW, but with significantly
lower energy consumptions than hybrid protocols.

4.2 Analysis of Mobile Environments

In our simulation scenarios, node mobility has been implemented according to
the Random Waypoint (RWP) model [10]. Nodes change their spatial
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(a) MaxJump configuration (b) FixJump configuration

Fig. 5. Coverage time in mobile scenarios

(a) MaxJump configuration (b) FixJump configuration

Fig. 6. Energy consumption in mobile scenarios

distribution by uniformly and randomly selecting in the network area a destina-
tion trip (waypoint). Then, the trip path of a node is a straight line that connects
the current node position with the trip destination. Also we have used three mo-
bility degrees: low, medium and high to test protocols under different mobility
conditions. Settings regarding the mobility degrees employed are provided in
Table 2.

Mobility amplifies the effect of reducing local revisits of nodes, which is effec-
tively, similar in concept to the execution of multihop jumps (different operation,
similar outcome). A mobile node changes locations constantly, joining new neigh-
bors and thus increasing the probability to visit uncovered nodes. By intuition,
mobility can be considered as a different way to implement jumps in the network.
This explains the improvement in the performances of all the protocols when we
consider mobility in the network, especially of SRW that was not employing
jumps previously.

In Fig. 5 and 6 we show experimental measurements on protocol perfor-
mances by increasing the mobility degree and setting N = 150 for MaxJump
and FixJump configurations. In general, the performances are always better in
mobile scenarios than their counterparts in the static case both for Coverage
Time and energy consumption metrics. Also, increasing the mobility degree, the
overall performances increase. The protocol that mostly benefits from mobility
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in terms of Coverage Time is SRW, since it does not implement any mechanism
to avoid local loops and mobility helps in exactly this direction. In particular,
it improves its performances by approximately 60%. Protocols with jumps also
improve their performances, even at lower degrees than SRW. With reference to
Coverage Time, gains of 33% in performances are achieved with MaxJump and of
56% with FixJump configurations respectively. Also, in both configurations, the
protocols show very similar behaviors. Regarding the energy consumption met-
ric, the improvement in performance with MaxJump is 36% and with FixJump
53%. Thus, the FixJump configuration allows to draw much more benefits from
mobility. Even if SHRW shows the best performances among protocols with
jumps, differences diminish by increasing mobility.

4.3 Discussion

In this subsection, we perform an overall assessment of the analyzed protocols.
As mentioned earlier, both variations of HRWTA protocols have better perfor-
mance but higher energy consumption. Consequently, they are more appealing
for mesh and vehicular networks, where minimal energy requirements exist, if
any. Furthermore, these networks have large sizes and medium to high node
densities, calling for increased performance. Mobility degrees vary from very low
(mesh) to very high (vehicular), however, the protocol operation will remain
satisfactory, as it can only increase in the presence of mobility. Between the two,
HRWTA-n is more suitable for vehicular networks and HRWTA-d for mesh net-
works, as HRWTA-n has a slightly better performance and respective increased
consumption.

On the other hand, SRW and SHRW are more appropriate for ad hoc and
sensor networks, due to their energy-conserving nature. Between the two, SHRW
is more oriented towards medium to low densities, while SRW towards higher
densities, in the sense that their performance gap closes towards these den-
sity extremes for each case respectively. Consequently, SHRW are better suited
to ad hoc networks and SRW to sensor networks. Their energy-consumption
fits ideally the corresponding network types, while for the indicated density
ranges, their performance will not be significantly lower than the best-performing
protocols.

Overall, hybrid protocols are more appropriate for performance oriented net-
works, while simple RW protocols for more energy-stringent. With respect to
the protocols studied in this work, HRWTA-n is suitable for vehicular networks,
HRWTA-d for mesh networks, SHRW for ad hoc and SRW for sensor networks.

Acknowledgment

The work of V. Karyotis was partially supported by Greek General Secretariat
for Research and Technology of the Ministry of Development (PENED project
03ED840) by 25% and the European Social Fund by 75%.



118 V. Karyotis et al.

References

1. Cormen, T.H., Leiserson, C.E., Rivest, R.L., Stein, C.: Introduction to Algorithms.
The MIT Press, Cambridge (2001)

2. Stauffer, A., Barbosa, V.: Probabilistic Heuristics for Disseminating Information
in Networks. IEEE Trans. on Netw. 15(2), 425–435 (2007)

3. Chang, N., Liu, M.: Controlled Flooding Search in a Large Network. IEEE Trans.
on Netw. 15(2), 436–449 (2007)

4. Gkantsidis, C., Mihail, M., Saberi, A.: Random Walks in Peer-to-Peer Networks.
In: Proc. of the 23rd Annual Joint Conference of the IEEE Computer and Com-
munications Societies (INFOCOM), March 2004, vol. 1, pp. 120–130 (2004)

5. Mihail, M., Saberi, A., Tetali, P.: Random Walks with Lookahead in Power Law
Random Graphs. Internet Math. 3(2), 147–152 (2006)

6. Lima, L., Barros, J.: Random Walks on Sensor Networks. In: Proc. of the 5th
International Symposium on Modeling and Optimization in Mobile, Ad hoc, and
Wireless Networks (WiOpt), Limassol, Cyprus, April 2007, pp. 1–5 (2007)

7. Dhillon, S.S., Van Mieghem, P.: Comparison of Random Walk Strategies for Ad
Hoc Networks. In: Proc. of the 6th IFIP Annual Mediterranean Ad Hoc Networking
Workshop (Med-Hoc-Net), Corfu, Greece, June 2007, pp. 196–203 (2007)

8. Tzevelekas, L., Stavrakakis, I.: Random Walks with Jumps in Wireless Sensor Net-
works. Poster session of the 6th IFIP Annual Mediterranean Ad Hoc Networking
Workshop (Med-Hoc-Net), Corfu, Greece (June 2007)

9. Penrose, M.D.: Random Geometric Graphs. Oxford Studies in Probability. Oxford
University Press, Oxford (2003)

10. Le Boudec, J.-Y., Vojnovic, M.: Perfect Simulation and Stationarity of a Class of
Mobility Models. In: Proc. of the 24th IEEE Conference on Computer Communi-
cations (INFOCOM), March 2005, vol. 4, pp. 2743–2754 (2005)



 

K. Pentikousis et al. (Eds.): MONAMI 2009, LNICST 32, pp. 119–128, 2010. 
© ICST Institute for Computer Sciences, Social-Informatics and Telecommunications Engineering 2010 

Distributed Algorithm for Self Organizing 
LTE Interference Coordination  

Ingo Karla 

Bell Labs, Alcatel-Lucent 
Lorenzstraße 10, 70435 Stuttgart, Germany 
ingo.karla@alcatel-lucent.de 

Abstract. A novel generic distributed algorithm is presented, which assigns in a 
self organizing way resources to the cells in cellular networks under the con-
straints that resource restrictions need to be considered between the cells. The 
algorithm operates in a fully distributed way, running independently inside each 
base station without any central entity. It optimizes the resource assignment, is 
capable to resolve sub-optimal aspects as well as comprises methods to detect 
and resolve possible instabilities such as contradicting decisions like ping pongs 
of two neighbouring base stations. The algorithm is here applied for LTE inter-
cell interference coordination and simulations have shown that this distributed 
algorithm is always capable to solve reliably the resource assignment task.  

Keywords: Distributed Algorithm, Colouring, Self Organizing Networks, SON, 
Self-X, Inter-Cell Interference Coordination, ICIC, IFCO, Cellular Network, 
3GPP Long Term Evolution, LTE. 

1   Introduction 

Self organizing functionalities will play a key role in future wireless networks in order 
to manage the increasing complexity, to optimize the system performance and to 
reduce the costs of operation. Self Organizing Network (SON) aspects are being stan-
dardized by 3GPP LTE [1], are in demand by network operators driven by the "Next 
Generation Mobile Networks" alliance [2], and are investigated by European research 
projects [3][4][5]. 

The inter-cell interference in cellular networks is handled in 2nd generation mobile 
networks, like GSM, via the use of different frequencies for neighbouring cells while 
3rd generation networks, like UMTS, benefit from spreading code gains of the used 
WCDMA technology. In contrast, fourth generation mobile networks, such as "Long 
Term Evolution" (LTE), use an OFDM air interface and are designed to be a fre-
quency "reuse 1" system, i.e. all cells in an operators network use the same frequency 
band. Thus, the inter-cell interference becomes an important issue and a coordination 
of resources [6] between cells, i.e. a coordinated use of selected OFDM sub-carriers, 
increases the system performance, the cell edge throughput and improves the hand-
over robustness [7]. There are several Inter-Cell Interference Coordination (ICIC) 
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approaches including spatial multiplexing and MIMO techniques [8], dynamic  
methods on a very short scheduler time scale [9], semi-static approaches [10] as well 
as basically static cell configurations such as Soft/Softer/Partial Frequency Reuse 
where a cell utilizes in its outer area only a small fraction of the available frequency 
resources [11][12]. A powerful static ICIC technique is the "inverted fractional fre-
quency reuse" [13][14] which will be outlined below in chapter 2.  

All those ICIC mechanisms require resource coordination between cells. Currently, 
such cell resource assignment tasks, like frequency planning for GSM networks, have 
usually to be performed manually in a centralized manner by operators with the help 
of planning tools. For the upcoming LTE systems, those cell resource assignment 
tasks shall now be carried out automatically, fully distributed in the network.  

This self organization task requires suitable algorithms which coordinate and as-
sign the resources among cells. Their interactions and restrictions can be described 
mathematically via the formulation of the graph theory, based on which self organiz-
ing resource allocation can operate [6]. In the context of ICIC, several approaches and 
algorithms have been investigated with various study foci, with different levels of 
complexity and on different timescales. Such algorithm studies include fast virtual 
scheduling algorithms [9], beamforming with interference graphs between mobile 
terminals [15], centrally controlled dynamic channel allocation [16], decentralized 
algorithms applied for WLANs [17], distributed algorithms using approaches from 
game theory [18], as well as distributed two step algorithms [19]. 

This paper presents and studies a fully distributed self-organizing algorithm for this 
here presented static ICIC application in LTE, it is especially designed to handle effi-
ciently the computational complexity and to ensure always a stable running radio 
network even under sub-optimal graph-colouring situations. The paper is structured as 
follows: Chapter 2 recalls the interference coordination approach at the example of 
which the generic algorithm is applied. Chapter 3 then outlines the distributed algo-
rithm of which the performance and robustness is shown in chapter 4 by simulations. 
The paper finishes with a conclusion. 

2   Interference Coordination and Self Organization Task  

The interference coordination mechanism “inverted fractional frequency reuse” 
[20][21][13][14] reduces the transmission power for each cell of a fraction of the 
frequency band i.e. for certain Physical Resource Blocks (PRBs). Mobile terminals in 
the cell edge area are served with full power by its serving base station on specific 
PRBs, while the other neighbouring cell has a reduced power level on exactly this part 
of the frequency band, so that this mobile terminal receives less interference from its 
neighbouring cell. This is depicted in figure 1, where mobiles served by the red cell 
and located near the border of the blue cell are scheduled on PRBs of the frequency 
band 3.  

As a result, each cell has to select a particular fraction of the frequency band, on 
which the relative transmission power is reduced. This selection of a part of the fre-
quency band is also be called in this paper as assigning a colour to this cell.  
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•1 •2 •3 •4 •5 •6 •7

•1 •2 •3 •4 •5 •6 •7•1 •2 •3 •4 •5 •6 •7

•1 •2 •3 •4 •5 •6 •7•1 •2 •3 •4 •5 •6 •7

•1 •2 •3 •4 •5 •6 •7•1 •2 •3 •4 •5 •6 •7

•1 •2 •3 •4 •5 •6 •7

 

Fig. 1. Illustration of the ICIC with fractional frequency reuse 7/6  

Directly neighbouring cells must reduce different parts of the frequency band, in 
order to be able to apply the described ICIC mechanism between them. In the case 
that two neighbouring cells should reduce the same one, then there is no interference 
coordination benefit between these two cells, but the LTE system is still in opera-
tional mode, like in the pure cell reuse 1 scheme without any ICIC. 

This resource assignment corresponds to a kind of frequency planning. To support 
the network operators preference for limited operational cost, this planning should not 
be done manually with a planning tool, but instead the resources are assigned to the 
cells in an autonomous self organizing way. 

3   ICIC SON Algorithm Description 

An algorithm is here presented which assigns the resources, labelled by colours, to the 
cells in a self organizing way; it is a fully distributed algorithm, running in the eNBs 
for every cell, i.e. without any central entity.  

The algorithms aim to assign colours to cells in such a way that two neighbouring 
cells have different colours, and that same colours are as far separated as possible in 
order to minimize interferences. 

The cell colouring algorithm bases its decisions on the 3GPP specified Neighbour 
Relation Tables (NRT), from which it is derived between which cells a colour coordi-
nation has to take place.  

3.1   Distributed Algorithm 

Scenario creation/update: At the beginning, each cell collects or receives information 
about other cells in its surrounding area; in particular the cell stores the known 
neighbour relation tables (NRT), including the NRT of its neighbouring cells, as well 
as of all involved cells the already assigned colours – if any. Based on this informa-
tion, the distributed algorithm calculates how to assign colours in the best possible 
way. 

The algorithm inside each cell comprises two major steps, a fast initial self colour-
ing attempt, followed by later optimizing the situation in the local area around this 
cell. 
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Fast Initial Colouring:
Each cell colours itself - if possible

ICIC immediately operational

Local Area Colour Optimization:
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Resolving sub-optimal neighbour colour assignments 
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Fast Initial Colouring:
Each cell colours itself - if possible

ICIC immediately operational

Local Area Colour Optimization:
Optimizing the colour assignment for several cells

Resolving sub-optimal neighbour colour assignments 
Finding the optimal interference situation 
Several advanced mechanisms to prevent instabilities

Neighbour Relation Table (NRT) sufficiently filled
Scenario Creation / Update inside the eNB

Self Adaptation: 
Add/Drop Cell,

NRT Change

Periodic
optimiza-
tion by 
each cell

 

Fig. 2. Simplified flow chart of the distributed resource assignment algorithm 

Fast initial self colouring: When a new cell is switched on in the network and after its 
neighbour relation table (NRT) is sufficiently filled, then the first algorithm step is 
triggered after a random amount of time. Then, this cell attempts to select a colour for 
itself, a colour which is not already used in the neighbourhood. If no suitable colour 
can be found, then for now no colour is taken, and the cell does not yet use ICIC. This 
initial self colouring algorithm step is very fast, requires very little computation time 
and ensures that ICIC is quickly operational in many – but usually not in all – cells.  

Local area colour optimization: This algorithm step determines the best suited colour 
assignment for all cells within a local area, for the centre cell and for a set of cells 
within the neighbourhood. In particular, this local area optimization step has the pos-
sibility to assign or change the colour of another cell. If e.g. the colour of a neighbour-
ing cell is changed, then the algorithm can ensure that this colour change does not 
create a pair of same coloured cells around that neighbouring cell, because also the 
neighbours of neighbours are known. In such a way, each cell optimizes locally –if 
necessary– the colouring situation in its surrounding which leads to that the whole 
network deployment gets coloured with optimal local colour assignments. 

Stability/Convergence: It may occur that distributed decision entities come up with 
contradicting or non-aligned decisions which may lead to Ping-Pong behaviour and 
non-converging waves of changes. The algorithm comprises functionalities to monitor 
the situation and to detect possibly occurring Ping-Pongs based on history informa-
tion. If a Ping-Pong –or a Ring-Ping-Pong involving several cells– should occur, then 
the optimization procedure determines a particular cell colour arrangement to break 
this Ping-Pong loop. Furthermore, the algorithm comprises measures to keep the dis-
tributed system stable; the optimization procedure determines especially cell-colour 
arrangement solutions, which restricts the effects of actions to a local area, and 
thereby prevents that a single change may lead to a moving wave of changes through 
the network. 
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Triggers: At the beginning, each cell triggers itself once the fast initial cell colouring 
algorithm step. Thereafter, the local area colour optimization procedure is triggered 
periodically and reacts in the case that any cell colours have changed in its surround-
ing area. Furthermore, the algorithm is also triggered when the neighbour relation 
situation has changed within the local area. After having updated the local area sce-
nario, the algorithms steps are triggered and the new situation is optimized. In this 
way, the system monitors itself, adapts to modified situations, like when a cell has 
been added or removed or when an NRT has been changed. In this way, the system 
manages to heal itself and to recover from any occurring sub-optimal situations. 

3.2   Information Exchange and Signalling 

The algorithm bases its decision on certain knowledge of the surrounding cells, on 
knowing NRTs of other cells and on knowing the already assigned colours of other 
cells. Concretely, the local algorithm in one cell needs to know at least, which cells 
are direct neighbours, and the NRT of those neighbouring cells, as well as the colours 
of all cells involved. Thus, the algorithm knows the colours of all cells within the first 
and second tier of cells and the NRTs of the cells within only the first tier of 
neighbouring cells. Then the algorithm has the knowledge to assign colours to 
neighbouring cells while ensuring that that no neighbour cell has the same colour as 
one other cell in its surrounding.  
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Fig. 3. Signalling message flow chart for the minimal required information exchange between 
cells  

The required signalling is in supported by the LTE Release 8 specification. The 
NRT is already exchanged between neighbouring base stations via standardized pro-
tocol messages over the X2 interface. The colour information and the colour change 
command or suggestion could be transmitted within a private message, which is also 
supported by the LTE specification.  Figure 3 shows an example for a simple informa-
tion exchange with the minimal knowledge range. In an equivalent way, it is also 
possible to obtain information from a larger area of surrounding cells and to perform 
the optimization including more cells. 
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4   Algorithm Performance Analysis  

This algorithm was validated and its performance was analysed with the help of a 
LTE system simulator. 

4.1   Simulation Environment 

The resource assignment algorithm is incorporated into an LTE system simulator 
based on the IKR Simlib [22]; this LTE simulator determines the NRT of all cells 
with the help of mobile terminal measurements on the simulation area. The simulator 
interacts with a graphical display program to illustrate the current colouring of all 
cells and which allows to add and remove cells.  

4.2   Scenario Configuration 

Simulations were performed on a variety of different cell arrangements and with a 
variety of different configuration parameters. The here presented simulations were 
carried out on a diverse simulation playground with 3781 cells consisting of a mixture 
of omni-directional, tri-sectorized and six-fold LTE base stations on a hexagonal grid 
as well as empty areas.  

 

     

Fig. 4. Distribution of the number of direct neighbours (left) and of first+second order 
neighbours (right) per cell for the here presented cell arrangement 

The complexity of these cell interactions on this simulation playground can be 
characterized by that on average one cell has 5,9 directly neighbouring cells (maximal 
13) and that on average a cell has 18,3 first and second tier neighbours (maximal 35), 
as illustrated in figure 4. 

4.3   Simulations 

System simulations of the proposed ICIC scheme had shown [23] that it is the best 
balance between interference gain and lost capacity due to non used PRBs, to separate 
the frequency band into 7 different fractions. Thus, the algorithm was evaluated by 



 Distributed Algorithm for Self Organizing LTE Interference Coordination 125 

 

default with 7 different colours; other numbers of allowed colours are presented here 
to show how the algorithm performs in scenarios with different levels of complexity.  

Based on that scenario which simulates most realistically a real LTE deployment, 
typical parameters to obtain the NRT and 7 colours, the distributed algorithms easily 
solve the colouring problem without that any directly neighbouring cells get assigned 
the same resources.  

The left figure 5 shows the percentage of cell pairs, where two directly neighbour-
ing cells have the same colour; the right figure 5 shows the percentage of cell rela-
tions, where one cell has two direct neighbours which have the same colour; this is 
defined as second order neighbours. 

In fact, the distributed algorithm is so powerful, that already 5 different colours are 
sufficient to solve the resource assignment task without that two neighbouring cells 
have the same colour. With only 4 different colours, about 0.45 % of the direct 
neighbour relations suffer that two neighbouring cells have the same colour, which 
prevents ICIC to operate between these two cells. Figure 6 shows as an example the 
successful colouring of a small playground with 305 colours with 7 different colours. 

 

   

Fig. 5. Performance of the algorithm with different amounts of available colours. 
Left:    Percentage of the direct neighbour relations, where two directly neighbouring cells have  
            the same colour. 
Right:  Percentage of the first and second order neighbour relations, where first or second order  
            neighbour cells have the same colour. 

For the ICIC, it is of advantage to have same resources separated as far as possible 
in order to minimize possibly occurring interferences. In order to achieve this, the 
centre cell needs to have a different colour than all cells in the first and second tier of 
neighbours, i.e. a coordination with on average 18,25 cells, and there exist no perfect 
first+second order colour arrangement with only some available colours. For example 
with the typical configuration of 7 different colours, around 6% of second order 
neighbours relations are between second order cells with the same colour. 

In most cells, the algorithm converges very fast, if an optimization is necessary af-
ter the initial colouring situation, then in most cases one or maybe two optimization 
procedures are sufficient to reach the final colour assignment. It may in distributed 
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Fig. 6. Example of a small simulation area with 305 cells and with 7 different colours. The 
distributed algorithms manage to assign the resources in such a way that no neighbouring cells 
have the same colour. 

decision entities occur, that different cells take contradicting decisions, such ping-
pong effects are sometimes observed in the simulations. The algorithm mechanisms 
detected these ping-pongs, and with subsequent optimizations these ping-pongs are 
resolved safely, so that a good and stable resource distribution was always reached.  

In addition to being able to colour a new, empty playground, the algorithm is also 
able to react on changes in the scenario. In the simulator, this can be emulated by 
adding or removing cells, then via mobile terminals the new radio conditions and 
new/modified NRTs are created in the cells. In all cases, the algorithms detected these 
changes and always managed to adapt –if necessary– the cell resource assignments 
and to achieve an optimal re-organization of the resources in this new situation. 

The algorithm was implemented in a SON ICIC demonstrator for LTE and the self 
organizing algorithm functionality and performance has recently been demonstrated 
publicly on large exhibitions [24][25]. There, the algorithm operation has also been 
visualized in real time, how the distributed algorithms manage to assign and re-
arrange the cell resources and how they immediately adapt to changed cell layout 
situations. 

5   Conclusion 

This distributed algorithm always manages to assign reliably the resources to the cells 
in a self organizing way. In all investigated situations, this algorithm was able to 
achieve in the best possible way its resource assignment aims and the algorithm is self 
adapting to changed situations. This algorithm has been designed for and is here dem-
onstrated at the example of ICIC in LTE Release 8, but it is a generic algorithm which 
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is also applicable for other self organizing tasks, where any resources need to be co-
ordinated and assigned to e.g. cells with certain restrictions.  

This ICIC mechanism and its self organizing algorithm are transferred from Bell 
Labs to be implemented in Alcatel-Lucents LTE product. Furthermore, this self orga-
nizing algorithm is the basis for our ongoing product development of self organizing 
semi-static ICIC, which operates on a shorter time scale and considers the current 
load situation in the cells. 
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Abstract. Modern mobile terminals giving access to multiple radio access tech-
nologies at the same time allow users to select specific technologies and/or  
different operators for their services. This calls for an automated radio access 
selection mechanism. In this paper we propose such a mechanism with several 
novelties: i) it enables terminals to build prioritized lists of target access net-
works independently for each of their active connections; ii) it aims to satisfy 
user preferences instead of providing a mere load balancing between networks; 
iii) it is designed to operate with two decision-making points (mobile terminal 
and core network), splitting the complexity of the overall process. We discuss 
the main functionality of the proposed mechanism, its prototype design in SDL 
and specific details of our test-bed implementation using open source tools.  

Keywords: 4G, radio access selection, multi-mode terminals. 

1   Introduction 

During the past years we are witnessing an increase of mobile phones that are 
equipped with more than one network interfaces and capabilities that characterize a 
small PC. The mobile operators deploy additional radio access technologies (e.g., 
WiFi, WiMAX), so that they can increase network utilization and provide for better 
services to the users. The idea is to use load-balancing mechanisms that will enable 
traffic sharing between different Radio Access Technologies (RATs). Thus, we end 
up with a heterogeneous environment, where users are flexible enough to select the 
most suitable RAT for their needs, while operators wish to enforce their policy and 
maximize utilization of their resources. In such heterogeneous environments, auto-
matic RAT selection plays a crucial role in the functionality of the whole network. 
Most of the existing proposals focus on the selection of the “most suitable” target 
RAT during a handover (HO) execution or the establishment of a new call. Cost func-
tions [1], fuzzy logic [2], neural networks [3] and policy-based schemes [4-6] are the 
candidates to tackle the issue. 

Almost all of these algorithms have been designed with a single decision point, 
where all contextual information is evaluated. Their goal is to have either the user or 
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the operator to decide about the best RAT. Obviously, the interests and preferences of 
these two players are not always the same. Thus, the proposals either imply a future 
scenario where users will have total control over selecting operators and RATs, or a 
case that is closer to the current status where the operator has total control. Moreover, 
most of these proposals consider all a user’s connections to be handled by the same 
RAT. This is a rather monolithic approach and by no means needs to be like this in 
the future. The terminals will be able to have active connections through different 
interfaces. For those proposals that suggest such a flexible management of connec-
tions, no implementation details are provided. Finally, most of the proposed mecha-
nisms focus on the decision mechanism and do not provide information about how the 
additional functionality can be integrated into existing standards. 

Having these issues in mind, we have designed and implemented a new RAT selec-
tion mechanism, where each connection of a Mobile Terminal (MT) is handled sepa-
rately. This provides more flexibility on fine-tuning the available resources and at the 
same time increasing the user’s satisfaction [7]. It is also split in two cooperative 
parts, at the MT and the network side. The MT part builds a prioritized list of associa-
tions between available RATs and active connections. The network part attempts to 
satisfy the top priorities of the user as long as there are adequate resources and the 
speed and direction of a user make the selection of a RAT meaningful (e.g., a WiFi 
should not serve a rapid moving user). This split of functionality allows alleviating 
the core network from certain processing load since some pre-processing is performed 
at the MT side. Moreover, several cases that can be evaluated and stopped in the MT 
will do so resulting in a significant reduction of unnecessary signaling exchanges. We 
expect that this does not place a serious burden in modern MTs that already have 
appreciable and all increasing processing power, memory storage capacity and battery 
longevity. 

In the implementation of our mechanism we used Mobile IP (MIP), which is ex-
pected to be the de facto standard for mobility management. The mechanism can be 
used as-is in a loosed-coupled architecture but it can also be used in tight-coupled 
schemes as long as the appropriate extensions are provided to existing UMTS proto-
cols [7]. The mechanism does not require complex calculations since initial process-
ing is executed in the MT, while the final decision is taken inside the core network, 
allowing both sides (the user and the operator) to enforce their policies. The final 
decision is a trade-off between the user preferences, the terminal capabilities, the 
network load and the location and speed of the MT. 

The remainder of the paper is organized as follows. Section 2 presents both parts of 
the proposed algorithm in detail. In section 3 we provide information about a proto-
type we have build using the Specification and Description Language SDL [8] and 
implementation details of our test-bed. Finally, section 5 concludes the paper. 

2   Description of the Proposed Algorithm 

The proposed distributed algorithm is split in two distinct and cooperating parts, the 
first running in the MT and the second in the core network. Its main output is the 
decision of the most suitable RAT during a new call establishment or upon a HO 
execution. The latter may be a horizontal (intra-RAT) HO, in which case the access 
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technology supporting a connection does not change, or a vertical (inter-RAT) HO, in 
which the supporting technology changes. The RAT selection is performed as a trade-
off between the user preferences, the MT location and speed and the load of each 
RAT involved. The user preferences indicate which of the available RATs is prefer-
able for each service provided. Although the algorithm has been designed to operate 
in environments where multiple heterogeneous radio access technologies exist, the 
subsequent section describes a case study with two access networks, namely UMTS 
and WLAN. 

2.1   Algorithm Running in the Mobile Terminal (MT) 

The MT part takes under consideration parameters located in the user profile and 
specifically the user’s preferences related to the cost, the QoS and the battery dura-
tion. Also, the service requirements related to the Received Signal Strength (RSS) 
(error rates, delay, etc.) and the MT characteristics related to the power consumption 
of its radio interfaces. This algorithm is presented in Fig. 1. Its main purpose is to 
build prioritized lists of target RATs that are compatible with the user preferences. 
This is performed independently for each connection, either active or new, in order to 
provide for more flexibility and better user satisfaction. Five different stimuli may 
invoke the execution of the algorithm (cases (i)-(v) in Fig.1). 

i) The MT has at least one active connection and a new RAT with strong 
enough radio signal is detected. This detection is based on the RAT dependent func-
tionality of a new access point discovery. Next, the MT creates a two-dimensional 
priority list of N rows and M columns, where N is the number of active connections 
and M the number of alternative RATs. This priority list is filled in accordance with 
the user profile. As a next stage, the algorithm checks if all RATs involved in the 
previous step provide adequate radio link quality to support the requested services 
(e.g. through the radio signal strength – RSS – indicator). If a RAT does not fulfill 
these requirements, it is eliminated from the list. Next, the MT calculates the battery 
consumption for the simultaneous operation of all interfaces involved and modifies 
the priority list according to the importance the user gives to the battery duration. At 
this point, the list is sorted in descending order per line (i.e., connection) so that each 
line finally contains the alternative RATs for one particular connection, starting from 
the one that serves it best to the one that serves it worst. This list is sent to the core 
network along with a message requesting a HO.  

ii) A forced HO command is received from the core network, concerning spe-
cific or all connections of the MT. This may be due to load balance purposes and is 
decided by the operator’s network components. Thus, the time restrictions are not 
very tight, since the network operator should not initiate such a HO at the very last 
moment. Since the time restrictions are not very tight, this case is treated the same 
way as the previous one. As in the previous case, an effort is made to consider the 
user preferences, under more restrictive patterns this time, since some RATs may not 
be permitted if they are overloaded. 

iii) A new call is initiated. The MT may be idle or have active connections. This 
time the algorithm considers the user preferences from the user profile and the battery 
condition and creates a list of prioritized RATs only for the new connection. Then it 
sends to the core network a message indicating the new call initiation along with this  
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Fig. 1. Algorithm in the Mobile Terminal (MT) 

 
priority list. The algorithm does not re-evaluate all active connections since this may 
only be necessary in case of low battery life. This case is taken care of from the next 
trigger. 

iv) The remaining battery duration falls below a certain threshold, whose value 
is a user dependent factor and may be incorporated in the user profile. In this case, the 
MT finds which combinations of connections and RATs are the more energy efficient. 
This is feasible, since the MT is aware of the power consumption of each interface. 
Then, it eliminates all RATs with inadequate signal quality for each connection, so it 
rejects some of the combinations it just calculated. The remaining combinations are 
sorted according to the priority the user gives to each particular connection. This will 
allow the core network to reject, if required, the least important connections in case 
that the combinations sent cannot all be fulfilled. 

v) The MT is active and the collected RSS measurements indicate a degrading 
signal from a RAT and an imminent HO. So, if a horizontal HO is feasible, a HO 
request is send to the core network along with a list of candidate cells/APs. The pos-
sibility of a vertical HO is considered only if a horizontal HO is not possible, i.e. there 
are no access points of this particular RAT in vicinity. Such a case could be when a 
WLAN connection has to be handed over, because the MT is moving out of the cov-
erage area and there are no neighboring APs to be served by, and keep the connection 
within the WLAN. So, if it is acceptable, a similar procedure as before is followed. If 
not, there is no action and either the connection will be dropped as a result of radio 
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link degradation, or the signal may be restored (e.g. change of user direction move-
ment) and the connection goes on. 

2.2   Algorithm Running in the Core Network 

The part of the algorithm running in the core network takes the final decision about 
the admittance of a new connection or the HO of an existing one ((i)-(iii) in Fig. 2). 
All these triggers are the messages received as the result of the corresponding algo-
rithm at the MT, described in the previous subsection. 
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Fig. 2. Algorithm in the Core Network. 

i)  The first trigger is a HO request message sent by a MT to indicate the need to 
re-evaluate all its active connections. The priority list as formed by the MT algorithm 
is received as well. If the selection of a specific RAT implicates location and speed 
considerations, e.g. a limited range WLAN, then the procedure for their evaluation is 
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started. This is required since it is meaningless to HO to an AP if the MT’s speed is 
very high and will leave the AP’s coverage in few seconds, or if the MT is near the 
AP’s border coverage and moving away from it [9].  

At the next step a nested loop is started. The outer loop corresponds to the number 
of active connections. The inner loop is for the M alternative RATs of each connec-
tion. Thus, for each connection i (i = 1, …, N) every alternative target RAT is evalu-
ated, starting from the first one, since this was the decision taken by the MT after 
considering the user’s preferences. This evaluation for the UMTS case means that the 
admission control algorithm is executed and the HO to this particular RAT is either 
‘allowed’ or ‘denied’. For the WLAN, apart from checking the load of the target AP, 
the speed and the location of the MT are estimated. When all connections are com-
pleted, the core network instructs the termination of the measurements for location 
and speed tracking. Then an answer to the HO request of the MT is sent back, along 
with the list of the final RAT choice for each connection. 

ii)  The second trigger is a new call indication from a MT. This is treated as the 
previous trigger, where all the connections are evaluated. The only difference, in this 
case, is that only the connection to be initiated is evaluated, therefore N=1. 

iii)  The last trigger is a HO request indicating an “urgent” HO. In this case, the 
admission control algorithm of the RAT selected by the algorithm in the MT is exe-
cuted and decides upon the HO feasibility. We remind here that the MT has already 
checked the alternative RATs, and proposes only one of them according to coverage 
and user preferences. Then, if the HO is allowed, then the HO execution proceeds, 
else the MT is informed about the HO rejection. 

3   SDL Prototype and Test-Bed Implementation 

In Fig. 3 we present the top level of our SDL system. The purpose of using SDL prior 
to the implementation is to have a rapid prototype and check the validity of our de-
sign. The SDL system has been implemented in SDL using Telelogic's SDL-Suite tool 
[10]. After the specification completion the model was validated using SDT simula-
tion tools, for different scenarios. The MT is connected to a UMTS and a WLAN for 
the exchange of data information. It is also connected directly with the module NDP 
(Network Decision Point) that is the network part of our mechanism. In this figure, 
the reader can also note that we use a block to model the Home Agent (HA) for the 
terminal, as well as a Correspondent Node (CN). The main target of this system is to 
demonstrate a functionality where the MT is communicating with the CN through 
UMTS or WLAN based on certain contextual information. This information (e.g., 
signal strength, speed and direction of the MT, level of congestion inside a network, 
level of battery in the MT) is provided during the guided simulation. What we have 
checked with this validation model is that our mechanism works smoothly during the 
establishment of a new connection or the execution of a vertical handover between 
networks in every test case scenario. 

One main assumption we have made during the design and implementation of our 
mechanism is that the MT will always have access to the UMTS network. This is 
because a UMTS network is expected to be ubiquitous while other RAT technologies 
such as WLAN are expected to have discontinuous coverage areas. Thus, any  
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signaling exchange between the MT and the NDP is done through the UMTS net-
work. Thus, in Fig. 3 there is only a channel between NDP and UMTS, but not be-
tween NDP and WLAN. Also, the MT is communicating directly with the NDP block 
for reasons of simplicity. During SDL simulation the MT link with the UMTS (and in 
this case with WLAN) is used just for the exchange of data between the MT and the 
CN. In our architecture, we have assumed the use of a loose coupling scheme between 
the UMTS and the WLAN networks. This means that the NDP entity can be placed 
on top of the GGSN (gateway GPRS support node) network component of UMTS. 
Although this implies a higher delay for the exchange of signaling between the MT 
Decision Point (MTDP) and NDP entities, it requires no modification at all on exist-
ing standards. 

 

Fig. 3. Logical Architecture in SDL 

Moreover, note that the HA has links with both the UMTS and the WLAN, since 
after the MT selects an interface for its connection and finalizes the association with 
the respective network it requires the appropriate message exchange for receiving a 
new IP address and to notify the HA about this. 
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Next, we discuss the implementation details of our mechanism in an appropriately 
configured test-bed and present the scenarios we have tested.  More specifically, and 
due to the lack of real UMTS equipment, we have deployed two IEEE 802.11 Access 
Points (APs). One of them plays the role of the UMTS network, transferring all the 
signaling between the MT and the core network. Our mechanism comprises the two 
entities, one located in the terminal and the other in the network. The two entities 
exchange messages in order to decide the access network through which an active or 
new connection will be served. These entities take into consideration several pieces of 
information, such as the monetary cost, the network load, the signal strength, the 
battery level etc. Some of these characteristics are collected from the operating system 
of the devices or are hard-coded due to lack of appropriate equipment. 

The whole test-bed is based on Linux. The distribution used in the APs is OpenWrt 
[11], a Linux distribution appropriately configured for use in embedded devices, en-
hanced with IPv6 functionality. This distribution was chosen because it supports the 
necessary flexibility for routing and an easy way to reach network statistics through 
the SNMP protocol. The Network Mobility / NEMO Platform for Linux 
(NEMO/NEPL) implementation [12] is used for mobility support, since at the time of 
the deployment of our test-bed it was the most stable open source implementation. 
The NEMO protocol is an extension of Mobile IP that supports mobility of entire 
networks. Network mobility arises when entire networks are changing their point of 
attachment with respect to the Internet topology. A mobile network is connected to 
the Internet via one or more mobile routers (MR). Nodes behind the MR are referred 
to as mobile network nodes. Thus, NEMO supports moving nodes inside moving 
networks (e.g., mobile users inside a train). NEMO/NEPL is based on the Mobile 
IPv6 for Linux (MIPL) stack that has been developed by the University of Helsinki 
[13]. Currently, the Universal Playground for IPv6 (USAGI project – [14]) task group 
provides support for MIPL. 

In this implementation we have added the required functionality to support Multi-
ple Care of Addresses (CoA) [15]. Multiple CoAs are required since the mobile ter-
minal may have more than one open network interface and thus, requires more than 
one IP address in order to be reachable on every interface. The standard Mobile IP 
allows the registration of a single primary care of address with a HA. To have the 
assignment of multiple CoAs feasible there is a need for an additional identifier called 
Binding IDentification number (BID). For the needs of the test-bed we used a large 
IPv6 address space (/40) divided into several subnets. Appropriate routing rules have 
been setup between the nodes. The overall topology is depicted in Fig. 4. Two WiFi 
APs act as the different RATs. The direct Ethernet link with one of the APs acts as the 
ubiquitous UMTS connection transferring all messages between the MTDP and the 
NDP. The two APs are connected, through an access router, to the Internet and a 
corresponding node. In this router, the HA and the NDP are located. Moreover, the 
software for the NEMO mobile router was collocated with the mobile terminal since 
in our test-bed there was no need to demonstrate moving networks. In the mobile 
terminal we have also placed the MTDP entity. 

As far as routing is concerned we have used the Quagga routing suite [16]. More 
specifically, we used the OSPF (Open Shortest Path First) protocol that supports rout-
ing in IPv6 networks [17]. The choice for dynamic routing, instead of a more static 
solution, enables the test-bed to be reconfigured easily with additional access tech-
nologies and networks. 
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Fig. 4. Test-bed topology 

For the automatic IPv6 addressing of mobile nodes, as they are connected to the 
APs, the Linux IPv6 Router Advertisement Daemon (radvd) was used [18]. The 
Router Advertisement Daemon advertises mobility options for the Home Link, such 
as HA availability, preference value and lifetime as well as Mobile Router support 
capabilities, at the NDP network and the wireless prefixes at the AP attachment 
points. Its operation is described in [19] and we have used the Linux implementation 
as described in [18]. 

Using the aforementioned software, we had to extend the basic NEMO functional-
ity by: 

1. defining new headers and messages for the exchange of information between 
the new entities (MTDP and NDP), 

2. extending NEMO with support for multiple CoAs (note that NEMO is still 
under development and even now the MCoA feature is not fully supported), 

3. defining a syntax and grammar used by the policy rules for selecting a RAT, 
4. implementing both the MTDP and the NDP. 
 
For the exchange of messages between MTDP and NDP there was a need to build 

a direct interface between them, however in practice this proved to be difficult. The 
reason was that before submitting policy messages, between the MTDP and the NDP, 
the network link must have been established. Delaying this necessary step, while 
trying to take a decision for a specific RAT and the added the difficulty in controlling 
the whole NEMO stack with the Multiple CoAs extensions resulted in delays for the 
execution of handovers. The next best choice was to use existing messages and inter-
faces to piggyback the required information for our mechanism to work.  This way 



140 A. Kaloxylos et al. 

 

there is a guarantee that the required information will be exchanged safely between 
the MTDP and the NDP. Thus, the information needed by the new messages is being 
transferred as extensions to existing mobility messages (e.g., as Mobility Options in 
Binding Update and Acknowledgment messages exchanged between the HA and the 
MT). 

The message used for this task is the binding update message that was exchanged 
every time there was a change on the operating conditions of the mobile terminal as 
for example when: 

i) discovering a new access network, 
ii) the signal strength of the current AP is very low, 
iii) battery level dropped under a certain threshold. 

In the mobile terminal the user preferences are stored in a file together with  
additional information required for mobility management. The policies for each appli-
cation can be in the form of a list. For example (WLAN, UMTS) means that for a 
specific application the first choice is to route the data through a WLAN and if this is 
not possible (e.g., no WLAN is available in the area, or the WLAN is congested) use 
a UMTS network as an alternative. In order to simplify this issue for the less experi-
enced users, we can define generic pre-defined lists that will be easily understood by 
the users.  

The test-bed was used successfully in a number of scenarios, which demonstrated 
that not only the key characteristics of our mechanism actually work, but also that it is 
feasible to treat each mobile terminal connection separately from the others. This of 
course is a very important characteristic that enables users to be quite flexible when 
selecting services from one or many RATs and/or operators. The program we used for 
recording messages and data traffic was tcpdump that is a well-known and established 
program [20]. Since tcpdump can be executed in the Linux platform we were able to 
collect information from several points of the network and even from the APs. 

The analysis of the messages was performed using the graphical environment of 
Wireshark [21]. Using this program we were able to analyze the record files produced 
by tcpdump and monitor the exact times the messages were exchanged between the 
entities as well as their payloads. For example, in Fig. 5 we present the data collected 
by Wireshark when performing a handover while having a ping command active. As 
shown in the figure, we can monitor all the fields in all layers (e.g., see IPv6 ad-
dresses, port numbers), as well as the time these messages were exchanged. 

Although in our cases we used real traffic through the Internet, the disruption time 
during a handover was minimal (in the order of magnitude of msecs). This was also 
the case when using video streams. The reason for this was that the HA in the testbed 
is located close to the MT and there were not many terminals requesting responses 
from the NDP. In a real situation it is expected that the system would present typical 
disruption times of Mobile IP. 

Finally, our implementation has integrated the RAT selection mechanism with an 
authentication procedure. The authentication procedure includes the exchange of keys 
with the APs using the EAP-TTLS protocol [22]. These keys are transferred  
 



 Design and Implementation of a Radio Access Selection Algorithm 141 

 

 

Fig. 5. Example of an ICMPv6 handover 

encrypted to a RADIUS [23] server located in the access router. Using this informa-
tion it will accept or reject the request for a connection. 

4   Conclusions 

In this paper we have presented a new mechanism for selecting RATs when moving 
in a heterogeneous environment. The mechanism takes into consideration a number of 
parameters such as user preferences, signal strength, battery level, network conges-
tion, speed and direction of a terminal, etc. Its main goal is to satisfy the preferences 
of the users and not merely to load balance the traffic between the available networks. 
To achieve this, the mechanism has two decision points. The first one is on the mobile 
terminal and builds a prioritized list of RATs for each one of its connections, based on 
user preferences. The second decision point is located on the network and checks 
mainly if there are resources to satisfy user’s requests. 

The paper also describes an SDL prototype we have built to test the correctness of 
our mechanism, as well as the implementation of a test-bed that was based on open 
source software. This test-bed proved the feasibility of our proposal and additionally 
demonstrated a differentiated treatment of active connections (i.e., having some con-
nections through one RAT while others can be served by a different RAT). It also 
proved that the ability to execute vertical handovers between RATs is a viable and 
easy to implement approach. We believe that such a capability will be the standard 
choice in future networks. 
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Abstract. Nowadays there is decreasing number of limitations during using 
commercial mobile devices for data transfer, wireless connectivity or mobile 
device tracking. The last item is main area of this work. The model of a radio-
frequency based system enhancement for user’s location and tracking is devel-
oped for mobile information systems. The experimental framework prototype 
uses  a few wireless technologies to determine indoor and outdoor position as 
wireless network infrastructure, global position system (GPS) etc. User location 
is mainly used for data prebuffering and preload by information system server 
to PDA or mobile device. All data on the server are saved with its artifacts as 
the position in the building or outdoor area and used location technology re-
spectively. The reason for prebuffering is high speed of application response 
when a large amount of data is needed to transfer by server to mobile client. 

Keywords: Mobile Device; Localization; Prebuffering; Response Time; GPS.  

1   Introduction 

Nowadays accelerates the progress of using of mobile devices and affiliated technolo-
gies dramatically and the number will be grow in the following years. It seems it will 
lead to the open wide application domains for PDAs (Personal Digital Assistants) and 
similar mobile devices that provide almost the same functionality as desktop applica-
tion equivalents. The idea of such applications is based on current (and future) hi-tech 
devices with large scale (touch) display, large memory capabilities (with memory 
extension possibility) and wide spectrum of wireless network standard including blue-
tooth, Wi-Fi, GPS etc. Current example of device can be HTC Touch HD as a com-
mercial device but there exists more industrial solutions. 

Users of these portable devices use them all time in context of their life (e.g. mov-
ing, searching, alerting, scheduling, writing, etc.) or work. Context is relevant to the 
mobile user, because in a mobile environment the context is often very dynamic and 
the user interacts differently with the applications on his mobile device when the 
context is different [1]Users of these portable devices use them all time in context of 
their life (e.g. moving, searching, alerting, scheduling, writing, etc.). Context is rele-
vant to the mobile user, because in a mobile environment the context is often very 
dynamic and the user interacts differently with the applications on his mobile device 
when the context is different [1].  
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Recent research of context-aware computing has been restricted to location-aware 
computing for mobile applications using a Wi-Fi network (LBS Location Based Ser-
vices). The information about basic concept and technologies of user localization such 
as LBS, searching for Wi-Fi AP can be found in previous article [2]. On localization 
basis a special framework called PDPT (Predictive Data Push Technology) was im-
plemented. This framework can improve a usage of large data artifacts of mobile 
devices [3]. Continuous user position information is used to determine a predictive 
user direction and position. Then is possibility to link data artifacts and prebuffer data 
by server to mobile device in consequence. When user arrives to predicted position 
and the position is equal to result by PDPT core, data artifacts are stored in PDA local 
memory (or the loading process finishing). Time for loaded data processing and dis-
play is shorter with using of prebuffered local data. User must not wait long time after 
the request.  

 

 

Fig. 1. Wireless networks and GPS sensor localization possibilities on mobile devices  

In our case the WiFi was the starting point for framework implementation but the 
extension takes account of next wireless communication ways. For outdoor space 
there exists GSM/UTMS position utilities which can be implemented into application 
or GPS sensors often embedded in mobile devices either with Bluetooth wireless 
connection or SDIO wired GPS module etc. It is necessary to describe a position 
obtaining from wireless networks background in the beginning of next chapter to give 
a reader more information about these themes. 
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2   The PDPT Framework and PDPT Core 

The general principle of my simple localization states that if a WiFi-enabled mobile 
device is close to such a stationary device – Access Point (AP) it may “ask” the pro-
vider’s location position by setting up a WiFi connection. If position of the AP is 
known, the position of mobile device is within a range of this location provider. This 
range depends on type of WiFi AP. The Cisco APs are used in my test environment at 
Campus of Technical University of Ostrava. Measurements were performed on these 
APs to get signal strength (SS) characteristics and a combination of them called “su-
per ideal characteristic” [5]. The computed equation for Super-Ideal characteristic is 
taken as basic equation for PDPT Core to compute the real distance from WiFi SS. 

From this super ideal characteristic it is also evident the signal strength is present 
only to 30 meters of distance from base station. This small range is caused by using of 
Cisco APs. These APs has only 2 dB WiFi omnidirectional antenna. Granularity of 
location can be improved by triangulation of two or more visible WiFi APs. The PDA 
client will support the application in automatically retrieving location information 
from nearby location providers, and in interacting with the server. Naturally, this 
principle can be applied to other wireless technologies like Bluetooth, GSM or Wi-
MAX. To let a mobile device determine its own position is needed to have a WiFi 
adapter still powered on. This fact provides a small limitation of use of mobile de-
vices [4]. The test results with a possibly to use a PDA with turned on WiFi adapter 
for a period of about 5 hours. 

2.1   Maximum User Response Time 

PDPT framework is based on a model of location-aware enhancement, which we have 
used in created system. This technique is useful in framework to increase the real 
dataflow from wireless access point (server side) to PDA (client side). Primary data-
flow is enlarged by data prebuffering. PDPT pushes the data from SQL database to 
clients PDA to be helpful when user comes at final location which was expected by 
PDPT Core. The benefit of PDPT consists in time delay reducing needed to display 
desired artifacts requested by a user from PDA. This delay may vary from a few sec-
onds to number of minutes.  Theoretical background and tests were needed to deter-
mine an average artifact size for which the PDPT technique is useful. First of all the 
maximum response time of an application (PDPT Client) for user was needed to be 
specified.  

Nielsen [6] specified the maximum response time for an application to 10 seconds 
[7]. During this time the user was focused on the application and was willing to wait 
for an answer. The book is over 20 years old (published in 1994). We suppose the 
modern user of mobile devices is more impatient so the stated value of 10 second will 
be shorter. This is for me even better, because my framework is more usable. This 
time period (10 second) is used to calculate the maximum possible data size of a file 
transferred from server to client (during this period). If transfers speed wary from 80 
to 160 kB/s the result file size wary from 800 to 1600 Kb [5]. 

The next step was an average artifact size definition. A network architecture build-
ing plan is used as sample database, which contained 100 files of average size of 470 
kB. The client application can download during the 10 second period from 2 to 3 
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artifacts. The problem is the long time delay in displaying of artifacts in some original 
file types. It is needed to use only basic data formats, which can be displayed by PDA 
natively (bmp, jpg, wav, mpg, etc.) without any additional striking time consumption.  

The final result of our real tests and consequential calculations is definition of arti-
fact size to average value of 500 kB. The buffer size may differ from 50 to 100 MB in 
case of 100 to 200 artifacts. 

2.2   From Data Collection to Localization 

A first key step of the PDPT is a data collection phase. Information about the radio 
signals is recorded as a function of a user’s location. The signal information is used to 
construct and validate models for signal propagation. Among other information, the 
WaveLAN NIC makes the signal strength (SS) available. SS is reported to units of 
dBm. Each time the broadcast packet is received the WaveLAN driver extracts the SS 
information from the WaveLAN firmware. Then it makes the information available to 
user-level applications via system calls.  

 

 

Fig. 2. Localization principle – triangulation  

If the mobile device knows the position of the stationary device (transmitter), it 
also knows that its own position is within a range of this location provider. The typi-
cal range wary from 30 to 100 m in WiFi case, respectively 50 m in BT case or 30 km 
for GSM. Granularity of location can be improved by triangulation of two or more 
visible APs (Access Points). The PDA client currently supports the application in 
automatically retrieving location information from nearby WiFi location providers, 
and in interacting with the PDPT server. Naturally, this principle can be applied to 
other wireless technologies like BT, GSM, UMTS or WiMAX. The application (loca-
tor) is implemented in C# language using the MS Visual Studio .NET with .NET 
Compact Framework and a special OpenNETCF library enhancement. Schema on 
figure [Fig. 2] describes a localization process. The mobile client gets the SS info of 
three BSs (Base Stations) with some inaccuracy. Circles around the BSs are crossed 
in red points on figure. The intersection red point (centre of three) is the best  
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computed location of mobile user. The user track is also computed from these meas-
ured SS intensity levels and stored in database for later use by PDPT Core. This idea 
is applicable in case of WiFi as well as BT and GSM networks.  

In previous research, we focused only to use of WiFi networks while the other 
wireless possibilities remained without a proper notice. Now an enhancement of Lo-
cator component of PDPT framework [Fig. 4] is made to allow operate with BT and 
GSM networks. 

 
BT 

 
In BT network case, the position of BT APs must be known to allow the position 
determination. To collect BT APs position info in outdoor environment, the GPS can 
be used. For indoor area, the GIS (Geographic Information System) software with 
buildings map must be used to measure exact position of BT AP against to local envi-
ronment. To manage with BT hardware of mobile device another library InTheHand 
32Feet.NET is used.  

 
GSM 

 
GSM network is not local network but a cellular network. The problem is in position 
information of GSM BTSs (Base Transceiver Stations). The operator doesn’t provide 
any such information. One of possible solutions is based on unofficial BTSs lists 
which can be found on internet. The lists are typically available in HTML, TXT or 
CSV formats. The medium rate for BTs with GPS position information is about 90 % 
of all BTs in European countries. In case of PDPT Framework, the list must be con-
verted to PDPT server database – GSM_BTS table [Fig. 3]. 

In all three described cases of nearby BSs scanning, the data are saved to Locator 
Table in PDPT server DB [Fig. 3]. Data are processed from Locator Table throw the 
PDPT Core to Position Table. The processing techniques depend on selected wireless 
network. WiFi and BT network provide all visible APs nearby the user. From list of 
these APs is computed actual position (by triangulation [Fig. 2]).  

Mobile devices with windows mobile operation system do not provide any GSM 
info to .NET Compact Framework. Even any special framework as in previous two 
cases is not known for me until now. Only possibility is in use of RIL (Radio Inter-
face Layer) library. This library is divided into two separate components, a RIL 
Driver and a RIL Proxy. The RIL Driver processes radio commands and events. The 
RIL Proxy performs arbitration between multiple clients for access to the single RIL 
driver. When a module calls the RIL to get the signal strength, the function call im-
mediately returns a response identifier. The RIL uses the function response callback 
to convey signal strength information to the module. 

The GSM network provide only one BS info in each search cycle. This BS has the 
highest signal strength. The more BTSs info is collected by a several iteration cycles.  
During 10 cycles (per 10 seconds) the 4 BTS info is obtained on average. 

The important info from BTSs is Signal Strength and Time Advance (TA). SS is 
refreshed every several seconds (in every scan) whereas TA is provided only during 
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Fig. 3. PDPT server DB (Data Base) - New database architecture 

some type of communication with selected BTS (e.g. request to talk, move to another 
area - Location Area Code (LAC)). The list of these BTSs with info is further  
processed as in previous case for WiFi and BT networks. Only change is in usage of 
TA if it is accessible. 
 
GPS 

 
Another possibility to get the user position in outdoor space is GPS (Global Position-
ing System) [8]. GPS provide a position by LONgitude and LATitude (X and Y). 
Only simple conversion is needed to transform a GPS coordinates to S-JTSK, which 
is used in PDPT Framework.  

A GPS receiver calculates its position by precisely timing the signals sent by the 
GPS satellites above Earth. Each satellite continually transmits messages containing 
the time the message was sent, precise orbital information and the general system 
health and rough orbits of all GPS satellites. The receiver measures the transit time of 
each message and computes the distance to each satellite. Geometric trilateration is 
used to combine these distances with the location of the satellites to determine the 
receiver's location. GPS unit is able to calculate derived information as direction and 
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speed in many cases. In our case it can be useful for better prediction of user direction 
for more dynamic response.  For more precise information about localization there is 
more than three satellites necessary. Therefore receivers use four or more satellites to 
solve for all three axis and time value, which is used to correct the receiver's clock. 
Most GPS applications use the computed location only and effectively hide the very 
accurately computed time, it is used in a specialized applications as time synchroniza-
tion for outdoor transitional process measurement [13]. 

Although four satellites are required for normal operation, fewer apply in special 
cases. If one variable is already known (for example, a ship or plane may have known 
elevation), a receiver can determine its position using only three satellites. In PDPT 
framework there is no mandatory to use more than three satellites too. 

For error analysis we have to calculate with more sources as a signal arrival time 
measurement (mainly used for localization calculation), athmospheric effects (iono-
spheres and tropospheres errors), multipath effects and so on.  

Multipath effects is GPS signal affection by multipath issues, where the radio sig-
nals reflect off surrounding terrain; buildings, canyon walls, hard ground, etc. These 
delayed signals can cause inaccuracy. Long delay multipath effects is possible to 
discard more easily then short delay. Multiple effects are much less severe in moving 
objects. When the GPS antenna is moving, the false solutions using reflected signals 
quickly fail to converge and only the direct signals result in stable solutions. Because 
we consider to use GPS outdoor but within build-up area it is essential correct GPS 
receiver information. 

 

 

Fig. 4. GPS test application for PDA 
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Due free using of this technology by civilians there exists many mobile devices 
dedicated to a special areas, especially commercial applications in the tourist or car 
navigation. This means closed set of applications. But in new types of personal mo-
bile devices we can find embedded GPS modules (or we can connect external  GPS) 
and extend original PDPT framework with new capabilities of GPS. 

Basic implementation of GPS software module for PDPT core was implemented 
with NMEA (National Marine Electronics Association) protocol decoder. By the 
$GPGGA (Global Positioning System Fix Data) sentence information string we get 
information about clock, latitude, longitude, number of satellites etc. This data can be 
stored in framework database and assigned to artifacts [Fig. 4]. A part of NMEA 
message received by used GPS module: 

 
$GPRMC,191843.000,A,4957.0673,N,01744.9146,E,0.00,220.7

0,010709,,,A*61 
$GPVTG,220.70,T,,M,0.00,N,0.0,K,A*0A 
$GPGGA,191844.000,4957.0673,N,01744.9146,E,1,09,1.0,381

.8,M,42.8,M,0.0,0000*76 
$GPRMC,191844.000,A,4957.0673,N,01744.9146,E,0.00,220.7

0,010709,,,A*66 
 
In accordance with following table 1 we can obtain all required information.  

Table 1. Table of data conversion by NMEA string to required values  

Sequence Example Format and notes 
1 191844.000 hhmmss.sss (UTC time in calculated position) 
2 4957.0673 ddmm.mmmm (Latitude) 
3 N c (North/South indicator) 
4 01744.9146 dddmm.mmmm (Longitude) 
5 E c (East/West indicator) 
6 1 d (Quality indicator, 1 – successful, 0 – impossible 

to determine the position) 
7 09 dd (Number of visible satellites) 
8 1.0 d.d (Horizontal dilution of precision) 
9 381.8 d.d (Antenna altitude above/below mean sea level 

(geoid)) 
10 M c (meters – unit for antenna altitude) 
11 42.8 d.d (Geoidal separation) 
12 M c (meters – unit for geoidal separation) 
13 0.0 d.d (Age in seconds since last update from 

different reference station) 
14 0000 dddd (Different reference station ID#) 
15 *76 *xx (Control checksum) 

 
For indoor environments there is possibility to use GPS receivers and repeaters in-

stead of using WiFi network or its combination [Fig. 5]. 
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Indoor

outdoor

GPS receiver and repeater GPS receiver and repeaterGPS receiver and repeater

GPS receiver and repeater GPS receiver and repeater

 

Fig. 5. Using GPS repeater indoor 

2.3   The PDPT Framework Design 

The PDPT framework design is based on the server-client architecture. The PDPT 
framework server is created as a web service to act as a bridge between MS SQL 
Server (other database server eventually) and PDPT PDA Clients [Fig. 6].  

 

Fig. 6. PDPT architecture – UML design 

Client PDA has location sensor component, which continuously sends the informa-
tion about nearby AP’s intensity to the PDPT Framework Core. This component 
processes the user’s location information and it makes a decision to which part of MS 
SQL Server database needs to be replicated to client’s SQL Server CE database 
[9][10]. The PDPT Core decisions constitute the most important part of PDPT frame-
work, because the kernel must continually compute the position of the user and track, 
and predict his future movement. After doing this prediction the appropriate data are 
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prebuffered to client’s database for the future possible requirements. This data repre-
sent artifacts list of PDA buffer imaginary image. 

2.4   PDPT Core - Area Definition 

The PDPT buffering and predictive PDPT buffering principle is relatively simple. 
Firstly the client must activate the PDPT on PDPT Client. This client creates a list of 
artifacts (PDA buffer image), which are contained in his mobile SQL Server CE data-
base. Server create own list of artifacts (imaginary image of PDA buffer) based on 
area definition for actual user position and compare it with real PDA buffer image. 

The area can be defined as an object where the user position is in the object centre. 
The cuboid is used as the object in present time for initial PDPT buffering. The PDPT 
Core will continue with comparing of both images. In case of some difference, the 
rest artifacts ale prebuffered to PDA buffer. When all artifacts for current user posi-
tion are in PDA buffer, there is no difference between images. In such case the PDPT 
Core is going to make a predicted user position. On base of this new user position it 
makes a new predictive enlarged imaginary image of PDA buffer. The new cuboid 
has a center in direction of predicted user moving and includes a cuboid area for cur-
rent user position. The PDPT Core compares the both new images and it will continue 
with buffering of artifacts until they are same [11]. 

2.5   PDPT Framework Data Artifact Management 

The PDPT Server SQL database manages the information (artifacts) in the context of 
their location in building environment. This context information is same as location 
information about user track. The PDPT Core selecting the data to be copied from 
PDPT server to PDA client by context information (position info). Each database 
artifacts must be saved in database along the position information, to which it be-
longs. The new software application called “Data Artifacts Manager” was created to 
manage the artifacts in WLA database (localization oriented database). User can set 
the priority, location, and other metadata of the artifact. The Manager allows creating 
a new artifact from multimedia file (image, video, sound, etc.), and work with exist-
ing artifacts [5]. The needs of interface to operate with APs info arose out of the de-
veloping process of PDPT Framework. The enhancement of Artifact manager was 
created on that ground. Now the Artifact Manager contains a new tab “Base Stations 
Manager” to operate with APs or BSs of selected networks. This manager is con-
nected directly to PDPT Server database, to tables WiFi_AP, BT_AP, GSM_BTS.   

2.6   The PDPT Client Application 

The PDPT Client application realizes thick client to the server side and an extension 
by PDPT and Locator modules. Figure [Fig. 7] shows three screenshots from the 
mobile client. The first one [Fig. 8a] shows the Locator module with selected GSM 
scanning. The info text box “Locator AP ret.” Provide info about last founded GSM 
BTSs and number of recognized BTSs (BTSs with GPS position). In current case the 
6 BTSs was founded and 5 of them was recognized by PDPT Framework. Figure 
[Fig. 8b] shows the classical view of the data artifact presentation from MS SQL CE 
database to user (in this case the image of Ethernet plan of the current area). The 
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PDPT tab [Fig. 8c] presents a way to tune the settings of PDPT Framework. The mid-
dle section shows the logging info about the prebuffering process. The right side 
means measure the time of one artifact loading (“part time”) and full time of pre-
buffering in millisecond resolution. More screens and details of PDPT Client can be 
found in chapters 2.7 and 2.8 [5]. 

 

   

Fig. 7. PDPT Client – Left one figure 7a – Locator component with GSM scanning. Middle one 
figure 7b – View of normal client data representation. Right one figure 7c - The PDPT options 
screen allow to start and control the PDPT buffering.  

3   Conclusions 

This work is focused on the real usage of the developed PDPT framework on a wide 
range of wireless mobile devices and its main issue at increased data transfer rate. For 
testing purpose, few mobile devices were selected with different hardware and soft-
ware capabilities. The high success rate found in the test data surpassed our expecta-
tions. This rate varies from 84 to 96 % [5]. 

The PDPT prebuffering techniques can improve the using of medium or large arti-
facts on wireless mobile devices connected to information systems. The localization 
part of PDPT framework is currently used in another project of biotelemetrical system 
for home care named Guardian to make a patient’s life safer [12]. Another utilization 
of PDPT consists in use of others wireless networks like BT, GSM/UMTS, WiMAX, 
or in GPS. This idea can be used inside the information systems like botanical or 
zoological gardens where the GPS navigation can be used in outdoor. Some im-
provements of Locator module or Artifact Manager are described as well as improved 
architecture of PDPT server database. The larger area of PDPT utilization can im-
prove importance of PDPT Framework in wireless mobile systems. 
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