
Chapter 6

Unstable Minimal Surfaces

In this chapter we want to show that the existence of two minimal surfaces
in a closed rectifiable contour Γ , which are local minimizers of Dirichlet’s in-
tegral D, guarantees the existence of a third minimal surface bounded by Γ ,
which is unstable, i.e. of non-minimum character. Results of this kind were
first proved by M. Shiffman [2] and simultaneously by M. Morse and C. Tomp-
kins [1,2]. Here we present an approach to the result stated above that is due
to R. Courant [13] (a detailed presentation is given in his treatise [15], Chap-
ter VI, Sections 7 and 8). Courant’s method proceeds by reduction of the
problem to a finite-dimensional one for a function Θ : T → R

n provided the
boundary Γ is a closed polygon.1 In Section 6.1 we describe Courant’s re-
duction method in a modified version due to E. Heinz [13]. Then, in 6.2, we
prove several results concerning the existence of unstable critical points for a
function f ∈ C1(Ω) defined on a bounded, open, connected set of R

n. The
prototype is the following theorem: If f possesses two strict local minimizers
x1, x2 ∈ Ω and satisfies f(x) → ∞ as x tends to ∂Ω, then there exists a third
critical point x3 which is of non-minimum type. The proof of such a result
uses a maximum-minimum principle that is nowadays called the mountain
pass lemma.

In 6.3 this result is used to show that a polygonal contour bounds an
unstable minimal surface if it bounds two surfaces which are separated by a
wall, for instance if it spans two strict local minimizers with respect to the
“strong norm”

‖X‖1,B := ‖X‖C0(B,R3) +
√
D(X).

Shiffman [4] extended Courant’s approach from polygons to general rectifiable
contours using convergence results for the area functional A and for Dirich-
let’s integral D. These results are presented in Section 6.4. One kind of con-
vergence employs the Douglas functional A0 which is seen to coincide with D
on harmonic mappings. The other kind of convergence uses computations and

1 In Section 4.15, No. 5, the Courant function was denoted by d just as in Courant’s original

work.
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estimates which also lead to an isoperimetric inequality for harmonic surfaces
H of class C(Γ ),

A(H) ≤ 1
4L

2(Γ ),

where L(Γ ) is the length of the boundary contour Γ , or more generally,

A(H) ≤ 1
4

(∫

∂B

|dX|
)2

for H ∈ H1
2 (B,R3) ∩ C0(B,R3) if X|∂B is not monotonic. Shiffman’s passage

to the limit from polygons to general rectifiable contours satisfying a chord-
arc condition is worked out in Section 6.6, also using ideas due to Heinz [14]
and a topological reasoning that we have taken from R. Jakob [1] and [2];
this part is presented in Section 6.5. It should be pointed out that in 6.6 we
have to work with the weaker norm ‖X‖C0(B,R3) since the convergence results
of 6.4 do not suffice to carry over the results for polygons to the case of general
boundaries in full strength.

6.1 Courant’s Function Θ

Let Γ be a simple closed polygon (i.e. a piecewise linear and closed Jordan
curve) in R

3 with N + 3 (≥ 4) consecutive vertices

Q0, A1, . . . , Al, Q1, Al+1, . . . , Am, Q2, Am+1, . . . , AN , Q0.

Set ψk := 2kπ
3 for k = 0, 1, 2, 3 and consider the set T of points t =

(t1, . . . , tN ) ∈ R
N satisfying

ψ0 < t1 < · · · < tl < ψ1 < tl+1 < · · · < tm < ψ2 < tm+1 < · · · < tN < ψ3.

Clearly T is a bounded, open, and convex subset of R
N . We define C(Γ ) as

in Chapter 4, and the subclass C
∗
(Γ ) is to consist of those X ∈ C(Γ ) which

satisfy the three-point condition X(wk) = Qk, k = 0, 1, 2, with wk := eiψk .

Definition 1. With every t ∈ T we associate the set

(1) U(t) = {X ∈ C
∗
(Γ ) : X(eitk

) = Ak, k = 1, . . . , N}.

Then we define the Courant function Θ : T → R by

(2) Θ(t) := inf{D(X) : X ∈ U(t)}.

Proposition 1. For every t ∈ T there is exactly one X ∈ U(t) such that

D(X) = Θ(t).

This X is harmonic in B, continuous on B, and the quadratic differential
dX · dX is holomorphic, that is, the function f := a−ib with a := |Xu|2− |Xv |2,
b := 2〈Xu, Xv 〉 is holomorphic in B.
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Proof. (i) The existence of a solution of Courant’s minimum problem

(3) D → min in U(t)

is proved in the same way as the existence of a solution to Plateau’s problem
“D → min in C

∗
(Γ )”, and also the regularity properties follow in the same

manner. Since D(X) = Θ(t) implies

∂D(X,λ) = 0 for any λ ∈ C∞
c (B,R2)

the function f = a − ib is holomorphic in B (see Chapter 4).
(ii) Suppose now that X1, X2 ∈ U(t) are two solutions of (3), i.e.

D(X1) = D(X2) = Θ(t).

Set Y1 := 1
2 (X1 − X2), Y2 := 1

2 (X1 + X2). Since U(t) is evidently convex we
have Y2 ∈ U(t), and so

Θ(t) ≤ D(Y2).

The parallelogram law yields

D(X1) +D(X2) − 2D(Y2) = 2D(Y1)

whenceD(X1−X2) = 0. This implies ∇(X1−X2) = 0, and soX1−X2 = const.
As Xj(wk) = Qk, k = 0, 1, 2, for both j = 1 and j = 2, we arrive at X1 = X2.
�

Definition 2. We introduce the Courant mapping Z : T → C
∗
(Γ ) as the

mapping t �→ Z(t) for t ∈ T where Z(t) is the uniquely determined element in
U(t) such that

(4) Θ(t) = D(Z(t)).

For w = u+ iv=̂(u, v) ∈ B we write

Z(t, u, v) = Z(t, w) := Z(t)(w).

There is a close connection between the Courant function Θ, the Courant
map Z, and the minimal surfaces bounded by Γ . In fact we shall see that
the minimal surfaces of class C

∗
(Γ ) are in one-to-one correspondence to the

critical points t of Θ, and they are given by the values Z(t) of Z at these t.
Precisely speaking we shall prove:

Theorem 1. (i) The Courant function Θ is of class C1(T ), and Θ(t) tends
to infinity if t approaches the boundary ∂T .

(ii) If X is a minimal surface of class C
∗ (Γ ) then X = Z(t) for exactly

one t ∈ T .
(iii) For t ∈ T the harmonic surface Z(t) is a minimal surface if and only

if t is a critical point of Θ. Thus the set of minimal surfaces in C
∗
(Γ ) is in

1–1 correspondence to the set of critical points of Θ.



428 6 Unstable Minimal Surfaces

To verify this result we proceed in several steps. We begin by proving

Lemma 1. Suppose that X ∈ U(t) is a minimal surface. Then X is real
analytic on B′ := B \ {eis1 , . . . , eisN+4 } where s1 < s2 < · · · < sN+4 stand for
the N + 4 parameters

ψ0 < t1 < · · · < tl < ψ1 < tl+1 < · · · < tm < ψ2 < tm+1 < · · · < tN < ψ3

corresponding to the vertices Q0, A1, . . . , Al, Q1, . . . , AN , Q0 of Γ . Moreover,
transforming X to polar coordinates r, ϕ around the origin by Y (r, ϕ) :=
X(reiϕ) we find for any j ∈ {1, 2, . . . , N+3} an orthonormal triple of constant
vectors p1, p2, p3 ∈ R

3 such that

(5) Y (r, ϕ) = Y (1, sj) + α1(r, ϕ)p1 + α2(r, ϕ)p2 + α3(r, ϕ)p3 for reiϕ ∈ B′

and

(6) α1(1, ϕ) = 0, a2(1, ϕ) = 0, a3,r(1, ϕ) = 0 for sj < ϕ < sj+1.

Proof. If X is a minimal surface of class U(t), the assertions follow from the
reflection principle, see Section 4.8, Theorem 1. �

Proposition 2. Any minimal surface X of class U(t) coincides with the min-
imizer Y := Z(t) of D in U(t).

Proof. Consider the domain

Ω := B
∖N+3⋃

j=1

Bεj (w̃j), w̃j := eisj , εj > 0,

with s1, . . . , sN+3 as in Lemma 1. For 0 < εj 
 1 the domain Ω is simply
connected, and ∂Ω consists of subarcs γj of ∂B and of circular subarcs Cj of
∂Bεj (w̃j). For φ := Y − X we have

DΩ(Y ) = DΩ(X) +DΩ(φ) + 2DΩ(X,φ),

and

DΩ(X,φ) =
1
2

∫

∂Ω

Xν · φ dH1, ν := exterior normal to ∂Ω,

since X ∈ C2(Ω,R3), X,φ ∈ C0(Ω,R3), and ΔX = 0 in B. By Lemma 1 it
follows that Xν · φ = 0 on γ1, γ2, . . . , γN+3 whence

DΩ(X,φ) =
N+3∑

j=1

∫

Cj

Xνφ dH
1

and therefore



6.1 Courant’s Function Θ 429

|DΩ(X,φ)| ≤ const
N+3∑

j=1

∫

Cj

|Xν | dH1.

Choosing ε1, . . . , εN+3 appropriately we can make the right hand side as
small as we like (using the conformality relations and the Courant–Lebesgue
Lemma, see Section 4.4), and so we arrive at

D(Y ) = D(X) +D(Y − X) ≥ D(X).

Since Y is assumed to be the uniquely determined minimizer of D in U(t) we
obtain X = Y . �

Proof of part (ii) of Theorem 1. Since X is of class C
∗ (Γ ) it satisfies the 3-

point condition X(wk) = Qk, k = 0, 1, 2, and X|∂B is (weakly) monotonic.
Thus there is an n-tuple t ∈ T such that X ∈ U(t). By Proposition 2 it follows
that X = Z(t). Suppose that there is another t′ ∈ T with t′ �= t such that
X = Z(t′). Then there exist values s and s′ with 0 ≤ s < s′ < 2π such that
γ := {eiϕ : s < ϕ < s′ } lies in B′ and X(1, ϕ) ≡ const on γ whence ∇X ≡ 0 on
γ because of the conformality relations. As the branch points of a nonconstant
minimal surface are isolated we obtain X(w) ≡ const on B which contradicts
the 3-point condition. Therefore t = t′. �

This shows that the minimal surfaces within C
∗
(Γ ) are in one-to-one cor-

respondence with a nonempty subset T0 of T . We want to prove that T0 is
the set of critical points of Θ. This, in particular, requires to show that Θ is
of class C1(T ).

An important technical tool is a formula for the inner variation of Dirich-
let’s integral, for which we shall state a certain generalization. First we intro-
duce an important class of diffeomorphisms σε = σ(·, ε) of B onto itself that
was already used in Chapter 4; see 4.5, Supplementary Remarks.

Lemma 2. There exist two constants δ0 > 0 and κ0 > 0 with the following
properties:

(i) For every ε ∈ (−2, 2) and any real-valued function μ ∈ C1(B) with
|μ|C1(B) < δ0, the mapping τε = τ(·, ε) of B into R

2 defined by

(7) τε(w) = τ(w, ε) := weiεμ(w), w ∈ B,

is a C1-diffeomorphism of B onto itself which maps any circle Cr := {w ∈
C : |w| = r}, 0 < r ≤ 1, onto itself, in particular σε(∂B) = ∂B. Denote by
σε = σ(·, ε) := τ−1

ε the inverse mapping to τε. If we view w �→ σε(w) and
ω �→ τε(w) as one-parameter families of diffeomorphisms from B onto
itself, we have

(8)

τε(w) = w − ελ(w) + ρ(w, ε),

λ(w) = −iwμ(w), ρ(w, ε) =
∞∑

n=2

εn

n!
winμn(w).
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Writing λ(w) = λ1(w) + iλ2(w) in the real form λ(u, v) = (λ1(u, v),
λ2(u, v)) we obtain

(9) λ1(u, v) = vμ(u, v), λ2(u, v) = −uμ(u, v).

Clearly λ(u, v) is tangential to ∂B at w = (u, v).
(ii) For X ∈ C(Γ ) ∩ C1(B,R3), |ε| < 2 and |μ|C1(B) < δ0 we can represent

D(X ◦ σε) in the following way :

(10) D(X ◦ σε) = D(X) + ε∂D(X,λ) + ε2R(X,μ)

with

(11) ∂D(X,λ) =
1
2

∫

B

[a(λ1
u − λ2

v) + b(λ1
v + λ2

u)] du dv,

a := |Xu|2 − |Xv |2, b := 2〈Xu, Xv 〉,

and

(12) |R(X,μ)| ≤ κ0D(X)|μ|2
C1(B)

.

Furthermore we can write ∂D(X,λ) in the form

(13) ∂D(X,λ) = 4
∫

B

Im[wμwXw · Xw] du dv =: V (X,μ).

Proof. Part (i) is fairly obvious and can be left to the reader. Assertion (ii)
follows by the computations of Section 4.5. Note that the functions ϕ, μ, ν in
4.5, (26)–(28) have in (10)–(13) been replaced by μ, λ1, λ2 respectively. Thus
we have

τε(w) = weiεμ(w) =
∞∑

n=0

εn

n!
winμn(w) = w − ελ(w) + · · · as ε → 0,

σε(ω) = ω + ελ(ω) + · · · as ε → 0, λ(w) = λ1(w) + iλ2(w) = −iwμ(w),

i.e.
λ1(u, v) = vμ(u, v), λ2(u, v) = −uμ(u, v),

and so
λ1

u = vμu, λ1
v = μ+ vμv,

λ2
u = −μ − uμu, λ2

v = −uμv,

whence

a(λ1
u − λ2

v) + b(λ1
v + λ2

u) = a(vμu + uμv) + b(vμv − uμu)

and
2wμw = (u+ iv)(μu + iμv) = (uμu − vμv) + i(vμu + uμv).
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In conjunction with 4Xw · Xw = a − ib the last equation yields

8 Im[wμwXw · Xw] = a(uμv + vμu) + b(vμv − uμu)
= a(λ1

u − λ2
v) + b(λ1

v + λ2
u).

Therefore equation (13) is equivalent to (11). �

Proposition 3. We have Θ ∈ C0(T ).

Proof. For tp = (t1p, . . . , t
N
p ) ∈ T with tp → t ∈ T as p → ∞, t = (t1, . . . , tN )

we have to show that Θ(tp) → Θ(t). To this end we choose functions
νn ∈ C1(B), n = 1, . . . , N , satisfying

(14) νn(wk) = 0, k = 0, 1, 2, and νn(ζj) = δnj , ζj := eitj

,

δnj = Kronecker symbol, and set

(15) μp(w) :=
N∑

n=1

(tnp − tn)νn(w) for w ∈ B.

Then μp ∈ C1(B) and |μp|C1(B) → 0 as p → ∞, in particular

|μp|C1(B) < δ0 for p � 1.

Hence the mappings σp := τ−1
p with τp defined by

(16) τp(w) := weiμp(w), w ∈ B,

satisfy the assumptions of Lemma 2 for p � 1, and σp(wk) = wk and σp(ζ
p
j ) =

ζj , ζ
p
j := eitj

p , whence Xp := Z(t) ◦ σp ∈ U(tp). Therefore

Θ(tp) ≤ D(Xp), Θ(t) = D(Z(t)),

and by Lemma 2 we obtain

(17) Θ(tp) ≤ Θ(t) + κD(Z(t))|μp|2
C1(B)

for p � 1 and some constant κ > 0. Since Θ(tp) = D(Z(tp)) it follows that

(18) D(Z(tp)) ≤ Θ(t)[1 + κδ20 ] for p � 1.

On the other hand, replacing μp by μ′
p with

μ′
p(w) :=

N∑

n=1

(tn − tnp )νp
n(w)
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with νp
n(wk) = 0, 0 ≤ k ≤ 2, νp

n(ζp
j ) = δnj for 1 ≤ j, n ≤ N and νp

n ∈ C1(B)
as well as |νp

n|C1(B) ≤ c for some constant c and all p ∈ N, 1 ≤ n ≤ N , we
consider σ′

p := (τ ′
p)

−1 with

τ ′
p(w) := weiμ′

p(w) for w ∈ B.

Then Yp := Z(tp) ◦ σ′
p ∈ U(t) whence

Θ(t) ≤ D(Yp), Θ(tp) = D(Z(tp)),

and Lemma 2 yields

(19) Θ(t) ≤ Θ(tp) + κD(Z(tp))|μ′
p|2

C1(B)
for p � 1

with the same κ as in (17). On account of (17)–(19) we arrive at

|Θ(t) − Θ(tp)| ≤ κΘ(t)
{

|μp|2
C1(B)

+ [1 + κδ20 ]|μ′
p|2

C1(B)

}

for p � 1. Since |μp|C1(B) → 0 and |μ′
p|C1(B) → 0 as p → ∞ we obtain

(20) Θ(tp) → Θ(t) as tp → t. �

Because of (18) and |Z(tp)|C0(B,R3) ≤ const for p ∈ N, it follows that

|Z(tp)|H1
2 (B,R3) ≤ const for all p ∈ N.

Then, for any subsequence of {Z(tp)} we may extract another subsequence
{Z(tpk

)} such that Z(tpk
) ⇀ Y in H1

2 (B,R3) for some Y ∈ H1
2 (B,R3). By the

Courant–Lebesgue Lemma and the maximum principle we may also assume
that

|Y − Z(tpk
)|C0(B,R3) → 0 as k → ∞.

This implies Y ∈ U(t) ∩ C0(B,R3); therefore Θ(t) ≤ D(Y ). On the other
hand we infer from Z(tpk

) ⇀ Y in H1
2 (B,R3) that

D(Y ) ≤ lim
k→∞

D(Z(tpk
)) = lim

k→∞
Θ(tpk

) = Θ(t).

Thus we have D(Y ) = Θ(t). In virtue of Proposition 1 and Definition 2 it
follows that Y = Z(t), whence Z(tpk

) → Z(t) in H1
2 (B,R3). By a standard

reasoning we obtain

(21)
∣∣Z(t) − Z(tp)

∣∣
H1

2 (B,R3)
+

∣∣Z(t) − Z(tp)
∣∣
C0(B,R3)

→ 0 as tp → t,

and well-known estimates for harmonic mappings yield

(22)
∣∣Z(t) − Z(tp)

∣∣
Cs(Ω,R3)

→ 0 as tp → t

for any Ω ⊂⊂ B and any s ∈ N. Thus we have found:
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Proposition 4. The Courant mapping Z : T → C
∗
(Γ ) is continuous in the

sense of (21) and (22).

Lemma 3. Suppose that μ ∈ C1(B) satisfies |μ|C1(B) < δ0 and μ(wk) = 0,
k = 0, 1, 2, where δ0 is the constant from Lemma 2. Then for every t =
(t1, . . . , tN ) ∈ T and u = (u1, . . . , uN ) with uj := μ(ζj) and ζj = eitj

we have

(23) Θ(t+ u) ≤ Θ(t) + V (Z(t), μ) +R(Z(t), μ)

with

(24)
∣∣R(Z(t), μ)

∣∣ ≤ κ0D(Z(t))|μ|2
C1(B)

.

Proof. Consider the diffeomorphism σ = τ−1 defined by τ(w) := weiμ(w), and
let Z(t) be the minimizer of D in U(t). Then Z ′ := Z(t) ◦ σ ∈ U(t + u) and
(10)–(13) implies

D(Z ′) = D(Z(t)) + V (Z(t), μ) +R(Z(t), μ)

where R(Z(t), μ) is estimated by (24), see Lemma 2. Furthermore Θ(t) =
D(Z(t)) and Θ(t+ u) ≤ D(Z ′), and so we obtain (23). �

Proposition 5. For any t ∈ T and any u ∈ R
N the directional derivative

(25)
∂

∂u
Θ(t) := lim

ε→0

1
ε
[Θ(t+ εu) − Θ(t)]

exists and can be computed as follows: Choose some real-valued function
μ ∈ C1(B) satisfying μ(wk) = 0, k = 0, 1, 2, and μ(ζj) = uj, 1 ≤ j ≤ N ,
for ζj := exp(itj). Then

(26)
∂

∂u
Θ(t) = V (Z(t), μ).

Setting λ(w) := −iwμ(w) we can equivalently write

(27)
∂

∂u
Θ(t) = ∂D(Z(t), λ).

Proof. Given t ∈ T and u ∈ R
N we choose a function μ ∈ C1(B) satisfying

(I) μ(wk) = 0, k = 0, 1, 2, and μ(ζj) = uj for ζj := eitj

, 1 ≤ j ≤ N .
(IIr) There is some number r > 0 such that

μ(w) ≡ μ(ζj) for w ∈ B ∩ Br(wj), 1 ≤ j ≤ N.

Then we choose some ε0 > 0 such that

ε0|μ|C1(B) < δ0.
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If we apply Lemma 3 to t and εu (instead of t and u) we obtain

Θ(t+ εu) ≤ Θ(t) + εV (Z(t), μ) +R(Z(t), εμ)

provided that |ε| < ε0. Here we only have used (I). To establish the next
inequality we employ (IIr). For this purpose we apply Lemma 3 to t′ := t+εu
and −εu instead of t and u respectively. Then

Θ(t) ≤ Θ(t+ εu) − εV
(
Z(t+ εu), μ) +R(Z(t+ εu), −εμ)

for |ε| < ε1(r) and some ε1(r) ∈ (0, ε0). Thus, for 0 < |ε| < ε1(r),
∣∣Θ(t+ εu) − Θ(t) − εV

(
Z(t), μ)

∣∣

≤ |ε|
∣∣V (Z(t+ εu), μ) − V (Z(t), μ)

∣∣ +
∣∣R(Z(t), εμ

∣∣ +
∣∣R(Z(t+ εu), −εμ)

∣∣.

By (13) and (21) we see that
∣∣V (Z(t+ εu), μ) − V (Z(t), μ)

∣∣ → 0 as ε → 0.

Furthermore we have |Z(t+ εu)|H1
2 (B,R3) ≤ c = const for |ε| 
 1, and so

|ε| −1
{∣∣R(Z(t), εμ

)∣∣ +
∣∣R(Z(t+ εu), −εμ)

∣∣} ≤ 2c|μ|2
C1(B)

· |ε| for |ε| 
 1.

We then conclude that
∣∣∣∣
1
ε
[Θ(t+ εu) − Θ(t)] − V (Z(t), μ)

∣∣∣∣ → 0 as ε → 0.

Thus we have proved (26) for functions μ ∈ C1(B) satisfying (I) and (IIr).
In order to show that (IIr) is superfluous we approximate a given μ ∈ C1(B)
satisfying (I) by functions μp ∈ C1(B) satisfying (I) and (IIrp) with rp → +0,
as well as

|μ − μp|C1(Ω) → 0 for p → ∞ and any Ω ⊂⊂ B.

By (13) we obtain

V (Z(t), μp) → V (Z(t), μ) as p → ∞.

On the other hand we have already proved that ∂
∂uΘ(t) exists and that

∂

∂u
Θ(t) = V (Z(t), μp) for all p ∈ N.

Letting p tend to infinity we obtain (26) for any μ ∈ C1(B) satisfying (I). �

Proposition 6. The Courant function Θ is of class C1(T ). Moreover, for any
t = (t1, . . . , tN ) ∈ T , ζj = exp(itj), and any μ ∈ C1(B) satisfying μ(wk) = 0,
k = 0, 1, 2, we have
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(28)
N∑

j=1

Θtj (t)μ(ζj) = V (Z(t), μ)

and, equivalently, for λ(w) := −wiμ(w):

(29)
N∑

j=1

Θtj (t)μ(ζj) = ∂D(Z(t), λ).

Proof. Let u = (1, 0, . . . , 0) and choose μ, μ′ ∈ C1(B) with

μ(wk) = 0, μ′(wk) = 0, k = 0, 1, 2,

and
μ(ζ1) = μ′(ζ ′

1) = 1, μ(ζj) = μ′(ζ ′
j) = 0 for 2 ≤ j ≤ N,

where ζj = exp(itj), ζ ′
j = exp(it′ j). According to (26) we have

∂Θ

∂t1
(t) = V (Z(t), μ),

∂Θ

∂t1
(t′) = V (Z(t′), μ′),

and Proposition 4 yields |Z(t′) − Z(t)|H1
2 (B,R3) → 0 as t′ → t.

Furthermore we can construct μ′ as a one-parameter family of functions
μ′(t′, ·) ∈ C1(B), |t′ − t| 
 1, with

lim
t′ →t

∣
∣μ′(t′, ·) − μ

∣
∣
C1(B)

= 0.

Then we obtain
lim
t′ →t

∣
∣Θt1(t′) − Θt1(t)

∣
∣ = 0,

i.e. Θt1 ∈ C0(T ), and similarly it follows that Θt2 , . . . , ΘtN ∈ C0(T ). Hence
we have proved that Θ ∈ C1(T ), and this implies

∂Θ

∂u
(t) =

N∑

j=1

Θtj (t)uj .

On account of Proposition 5, we now obtain (28) and (29). �

Proposition 7. We have Θ(t) → ∞ as dist(t, ∂T ) → 0.

Proof. Otherwise there is a sequence {tp} of points tp ∈ T with tp → t ∈ ∂T
and Θ(tp) = D(Z(tp)) ≤ const, and by the Courant–Lebesgue Lemma we
may assume that the mappings Z(tp)|∂B are uniformly convergent on ∂B.
This clearly contradicts the fact that tp → t ∈ ∂T , which means that at least
one of the sequences of intervals

[ψ0, t
1
p], [t1p, t

2
p], . . . , [tNp , ψ2], p ∈ N,

shrinks to one point, whereas each of these intervals is mapped by Z(tp)|∂B

onto one of the sides of Γ . �
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Proof of Theorem 1. Part (i) of the assertion follows from Propositions 6
and 7, and Part (ii) is already proved. Thus it remains to prove Part (iii):

(I) If Z(t) is a minimal surface we have Z(t)w ·Z(t)w = 0, and consequently
V (Z(t), μ) = 0 for any μ ∈ C1(B), which implies ∇Θ(t) = 0 by virtue
of Propositions 5 and 6 respectively.

(II) If ∇Θ(t) = 0 we infer from Proposition 6 that

(30) V (Z(t), μ) = 0 for any μ ∈ C1(B) with μ(wk) = 0,
k = 0, 1, 2.

By Proposition 8 to be proved consequently we obtain Z(t)w ·Z(t)w = 0,
and therefore Z(t) is a minimal surface since Z(t) is harmonic.

(III) By assertion (ii) of Theorem 1 we know that for every minimal surface
X ∈ C

∗
(Γ ) there is exactly one t ∈ T such that X = Z(t). Hence the

set of minimal surfaces in C
∗
(Γ ) is in one-to-one correspondence to the

set of critical points of Θ. �

Proposition 8. Suppose that (30) is satisfied. Then

(31) V (Z(t), μ) = 0 for any μ ∈ C1(B),

and so Z(t) satisfies the conformality relation

(32) Z(t)w · Z(t)w = 0,

i.e. Z(t) is a minimal surface.

Proof. For the sake of brevity we set X := Z(t). We have

V (X,μ) = lim
r→1−0

Vr(X,μ)

with
Vr(X,μ) := 4 Im

∫

Br

wXw · Xwμw du dv,

Br := {w ∈ B : |w| < r}, 0 < r < 1. Set

f(w) := wXw(w) · Xw(w)μ(w), g(w) := wXw(w) · Xw(w)μw(w).

Since Xw · Xw is holomorphic we have

fw = g,

and Gauß’s theorem yields
∫

Br

g(w) du dv =
1
2i

∫

∂Br

f(w) dw =
1
2

∫ 2π

0

f̃(reiϕ)μ(reiϕ) dϕ
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with
f̃(w) := w2Xw(w) · Xw(w).

Therefore,

Vr(X,μ) =
∫ 2π

0

h(reiϕ)μ(reiϕ) dϕ

with

h(w) := 2 Im f̃(w) =
∞∑

k=2

(akw
k + akw

k).

Let
μ0(w) := Re(a+ bw + cw)

for arbitrarily chosen a, b, c ∈ C. Then

∫ 2π

0

h(reiϕ)μ0(reiϕ) dϕ = 0 for 0 < r < 1

and therefore
Vr(X,μ) = Vr(X,μ − μ0).

With r → 1 − 0 we arrive at

V (X,μ) = V (X,μ − μ0).

We can choose a, b, c ∈ C in such a way that μ(wk) = μ0(wk) for k = 0, 1, 2
whence V (X,μ−μ0) = 0 on account of (30), and so V (X,μ) = 0; i.e. we have
verified (31).

Now we can argue as in Section 4.5, Supplementary Remark 1, to obtain
Xw · Xw = 0.

Another way to verify this equation is to apply the relation

0 = lim
r→1−0

∫ 2π

0

h(reiϕ)μ(reiϕ) dϕ, h(w) =
∞∑

k=2

(akw
k + akw

k),

to μ(w) := 1
2 (wk + wk) as well as to μ(w) := 1

2i (w
k − wk). This leads to

ak + ak = 0 and ak − ak = 0, i.e. ak = 0 for k ≥ 2, and so h(w) ≡ 0 on B.
Since

h(w) := 2 Im[w2Xw(w) · Xw(w)]

it follows that
w2Xw(w) · Xw(w) ≡ const =: c.

Therefore Xw(w) · Xw(w) = cw−2 on B \ {0}, which implies c = 0 since the
left-hand side is holomorphic in B. �
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6.2 Courant’s Mountain Pass Lemma

In this section we want to prove several versions of the mountain pass lemma
that can essentially be found in Courant’s treatise [15], VI.7.

Theorem 1. Let Ω be a bounded domain in R
n, and assume that f ∈ C1(Ω)

has the following two properties:

(i) f(x) → ∞ as dist(x, ∂Ω) → 0 for x ∈ Ω;
(ii) there are two distinct strict local minimizers x1, x2 ∈ Ω of f .

Then f possesses a third critical point x3 ∈ Ω that is “unstable” in the sense
that x3 is not a local minimizer of f . Furthermore x3 has the following “saddle
point property”:

(1) f(x3) = inf
p∈P

max
x∈p

f(x) =: c

where P denotes the set of all compact connected subsets p of Ω with x1, x2 ∈ p
(i.e. the set of all “paths” in Ω connecting x1 and x2).

Proof. Because of (i) there is an ε > 0 such that

(2) f(x) > c+ 1 for all x ∈ Ω with dist(x, ∂Ω) < ε.

We choose a sequence {pm} of paths pm ∈ P with

cm := max
pm

f ≤ c+ 1 for all m ∈ N and lim
m→∞

cm = c,

and then we set

p∗
m := closure (pm ∪ pm+1 ∪ pm+2 ∪ · · · ), p∗ := p∗

1 ∩ p∗
2 ∩ p∗

3 ∩ · · · .

By (2), the compact sets p∗
m are contained in Ω, and p∗

1 ⊃ p∗
2 ⊃ p∗

3 ⊃ · · · .
Therefore p∗ is a compact subset of Ω. Since x1 and x2 are contained in all
pm it follows that all sets p∗

m are connected, and so p∗ is connected (see e.g.
Alexandroff and Hopf [1], p. 118). Hence p∗ ∈ P and so

(3) max
p∗

f ≥ inf
p∈P

max
p

f = c.

On the other hand, p∗ = lim supm→∞ pm := set of all points x ∈ R
n with

x = limj→∞ zj of points zj ∈ pmj
with mj → ∞. Thus any point y ∈ p∗ is the

limit of a sequence of points zj ∈ pmj
with mj → ∞. Therefore f(zj) → f(y)

and
f(zj) ≤ max

pmj

f = cmj → c,

whence f(y) ≤ c, and consequently maxp∗ f ≤ c. By virtue of (3) we obtain

(4) max
p∗

f = c with c := inf
p∈P

max
x∈p

f(x).
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On account of (ii) we have also

(5) max{f(x1), f(x2)} < c.

Now we want to show that there is a critical point x3 of f with x3 ∈ p∗ and
f(x3) = c. To prove this we consider the level set Lc in p∗, defined by

Lc := {x ∈ p∗ : f(x) = c},

which is compact and nonvoid. We claim that ∇f(x3) = 0 for some x3 ∈ Lc.
Otherwise, | ∇f(x)| ≥ 2ε > 0 for all x ∈ Lc. Since f ∈ C1(Ω) there would
exist a number δ > 0 such that

| ∇f(x)| > ε in U := {x ∈ Ω : dist(x, Lc) < δ} ⊂⊂ Ω.

By virtue of (5) we can also choose δ > 0 so small that x1, x2 /∈ U. Let V be
an open subset of the open set U such that

Lc ⊂⊂ V ⊂⊂ U ⊂⊂ Ω.

By Tietze’s theorem there is a function η ∈ C0
c (Ω) with 0 ≤ η ≤ 1, η(x) ≡ 1

on V, and supp η ⊂ U. Then we define ϕ ∈ C0(Ω × R,Rn) by

ϕ(x, t) := x − tη(x)∇f(x).

Clearly, ϕ(x, ·) ∈ C1(R,Rn) for any x ∈ Ω. Since U ⊂⊂ Ω and η(x) = 0 for
x ∈ Ω \ U, there is a number t0 > 0 such that ϕ(x, t) ∈ Ω for any x ∈ Ω and
|t| ≤ t0. Thus f ◦ ϕ is defined on Ω × [−t0, t0], and

d

dt
f(ϕ(x, t)) = −η(x)〈∇f(ϕ(x, t)), ∇f(x)〉

= −η(x)| ∇f(x)|2 − η(x)〈a(x, t) − ∇f(x), ∇f(x)〉

with
a(x, t) := ∇f(ϕ(x, t)).

By making t0 > 0 sufficiently small we can achieve that

|a(x, t) − ∇f(x)| ≤ ε

2
≤ 1

2
| ∇f(x)|

for x ∈ U and |t| ≤ t0 whence

−η(x)〈a(x, t) − ∇f(x), ∇f(x)〉 ≤ η(x)
2

| ∇f(x)|2

for x ∈ U and |t| ≤ t0. Since η(x) = 0 for x ∈ Ω \ U this inequality is also
satisfied for x ∈ Ω \ U and |t| ≤ t0, and so
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d

dt
f(ϕ(x, t)) ≤ −η(x)

2
| ∇f(x)|2 for x ∈ Ω and |t| ≤ t0.

Let p0 be the compact, connected set

p0 := ϕ(p∗, t0) = {ϕ(x, t0) : x ∈ p∗ }.

Since x1, x2 ∈ p∗ and x1, x2 /∈ U we obtain x1, x2 ∈ p0 on account of
ϕ(x, t) = x for x ∈ Ω \ U, and so we see that p0 ∈ P. Consequently we
have

(6) max
p0

f ≥ c.

Furthermore, for any x ∈ p∗ and z := ϕ(x, t0) we can write

f(z) − f(x) = f(ϕ(x, t0)) − f(ϕ(x, 0)) =
∫ t0

0

d

dt
f(ϕ(x, t)) dt

and therefore
f(z) ≤ f(x) − t0

2
η(x)| ∇f(x)|2.

For x ∈ Lc we then obtain

f(z) ≤ f(x) − t0
2
ε2 < f(x) = c,

and for x ∈ p0 \ Lc we have f(x) < c and therefore f(z) ≤ f(x) < c. This
implies f(z) < c for all z ∈ p0, whence maxp0

f < c which is a contradiction
to (6), and so we infer that minLc | ∇f | = 0. Hence Lc contains a critical point
of f . Let Kc be the set of critical points of f contained in Lc, i.e.

Kc = {x ∈ p∗ : f(x) = c and ∇f(x) = 0}.

Clearly Kc is a closed subset of the compact set p∗. Since x1 and x2 are
contained in p∗ \Lc there is a boundary point x3 of Kc (viewed as a subspace
of the connected topological space p∗). Then, in any neighborhood N of x3

there is a point y ∈ p∗ \Kc. By f(x) ≤ c for all x ∈ p∗ we either have f(y) < c
or f(y) = c. In the second case we have ∇f(y) �= 0; consequently there is a
point z ∈ N with f(z) < f(y) = c. Thus any neighborhood N of x3 contains
a point x with f(x) < f(x3), i.e. x3 is not a local minimizer of f . �

The first part of the preceding proof yields the following result.

Proposition 1. Let Ω be a bounded domain in R
n, and assume that f ∈

C1(Ω) satisfies f(x) → ∞ as dist(x, ∂Ω) → 0 for x ∈ Ω. Then, for any
x1, x2 ∈ Ω, there exists a compact, connected set p∗ ⊂ Ω with x1, x2 ∈ p∗

such that
max

p∗
f = inf

p∈P
max

p
f

where P denotes the set of all compact connected sets p in Ω with x1, x2 ∈ p.
We call p∗ a minimal path of P.
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Remark 1. We note that the unstable critical point x3 of f determined in
the proof of Theorem 1 lies on a minimal path p∗ of p.

The result of Theorem 1 can be extended in the following way:

Theorem 2. Let Ω be a bounded domain in R
n, and assume that f ∈ C1(Ω)

has the following properties:

(i) f(x) → ∞ as dist(x, ∂Ω) → 0 for x ∈ Ω.
(ii*) There are two distinct points x1, x2 ∈ Ω such that

max
p

f > max{f(x1), f(x2)} for all p ∈ P

where P denotes the set of all compact, connected subsets p of Ω con-
taining x1 and x2.

Then f possesses a minimal path p∗ of P and an unstable critical point x3

such that x3 ∈ p∗, f(x3) = maxp∗ f , and

f(x3) = inf
p∈P

max
x∈p

f(x).

Proof. By Proposition 1 one shows that there is a “minimal path” p∗ in P

satisfying (4). Then (ii*) implies (5), and we can proceed as before. �

Remark 2. If (ii*) holds we say that x1 and x2 are separated by a wall.
This is, for instance, the case if there exist numbers c and r > 0 such that
|x1 − x2| > r, f(x) ≥ c for x ∈ Ω with |x − x1| = r, and f(x1), f(x2) < c.

Now we want to discuss the situation that f possesses two local minimizers
which are not necessarily separated by a wall.

Theorem 3. Let Ω be a bounded domain in R
n, and assume that f ∈ C1(Ω)

has the following two properties:

(i) f(x) → ∞ as dist(x, ∂Ω) → 0 for x ∈ Ω;
(ii) there are two distinct local minimizers x1, x2 ∈ Ω of f .

Then either

(1◦) there is a compact connected set p∗ in Ω containing x1 and x2 such that

f(x1) = f(x2) =: c and f(x) ≡ c, ∇f(x) ≡ 0 for x ∈ p∗,

or else

(2◦) f possesses a third critical point x3 ∈ Ω which is unstable.

Proof. As before let P be the set of “paths” p containing x1 and x2 and set

c := inf
p∈P

max
p

f.
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We may assume that f(x1) ≤ f(x2). By Proposition 1 we show that there is
a minimal path p∗ ∈ P such that

max
p∗

f = c.

If f(x2) < c we can proceed as before and obtain (2◦). Therefore it suffices
to consider the case f(x2) = c. Since x2 is a local minimizer of f , there is a
δ > 0 such that f(x) ≥ c on the ball Uδ(x2) := {x ∈ R

n : |x − x2| < δ}. Since
f(x) ≤ c for x ∈ p∗ we have f(x) ≡ c for x ∈ p∗ ∩ Uδ(x2), which implies
∇f(x) ≡ 0 for x ∈ p∗ ∩ Uδ(x2). Set

Lc := {x ∈ p∗ : f(x) = c}, Kc := {x ∈ Lc : ∇f(x) = 0}.

If Kc = p∗ we obtain assertion (1◦), and we finally have to consider the case
that p∗ \ Kc is nonempty. Then there is a boundary point x3 of Kc (viewed
as a subspace of the connected topological space p∗), and it follows as in the
proof of Theorem 1 that x3 is an unstable critical point of f . �

6.3 Unstable Minimal Surfaces in a Polygon

Now we return to the situation considered in 6.1 where Γ is a simple closed
polygon in R

3 with N +3 vertices. As before C
∗
(Γ ) denotes the subset of sur-

faces X in H
1

2(B,R3) := H1
2 (B,R3) ∩ C0(B,R3) that map ∂B monotonically

onto Γ (in the sense of 4.2, Definition 3) and fulfill a fixed 3-point condition
X(wk) = Qk, k = 0, 1, 2, as described in 6.1. We equip H

1

2(B,R
3) with the

norm

(1) ‖X‖1,B := ‖X‖C0(B,R3) +
√
D(X)

and the corresponding distance function

(2) d1(X,Y ) := ‖X − Y ‖1,B , X, Y ∈ H
1

2(B,R
3).

Clearly (H
1

2(B,R3), ‖ · ‖1,B) is a Banach space, and C
∗
(Γ ) is a closed subset

of this space. Therefore (C
∗
(Γ ), d1) is a complete metric space.

In this section all topological concepts concerning subsets of C
∗
(Γ ) will

refer to the metric d1. (In 6.6 we shall change to a weaker metric, to d0).
A path P in C

∗
(Γ ) is defined as a compact, connected subset of C

∗
(Γ ). We

say that P joins (or connects) X1 and X2 if X1, X2 are contained in P , and
P(X1, X2) denotes the set of paths in C

∗
(Γ ) joining X1 and X2.

Furthermore let H∗(Γ ) be the subset of X ∈ C
∗
(Γ ) that are harmonic in

B, and W∗(Γ ) be the image of the bounded, open, convex subset T of R
N

introduced in 6.1 under the Courant mapping Z : T → C
∗
(Γ ). Then we have
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(3) W∗(Γ ) := Z(T ) ⊂ H∗(Γ ) ⊂ C
∗
(Γ ).

For t1, t2 ∈ T we denote by P(t1, t2) the set of paths p in T joining t1, t2,
i.e. the set of compact, connected subsets p of T with t1, t2 ∈ p. Moreover,
P

′(X1, X2) be the set of all paths P ∈ P(X1, X2) with P ⊂ H∗(Γ ), and
P

′ ′(X1, X2) be the set of paths P ∈ P(X1, X2) with P ∈ W∗(Γ ).
The set T is connected, and Z is continuous according to 6.1, Proposition 4.

Hence W∗(Γ ) is connected, and the image Z(p) of any path p ∈ P(t1, t2) is a
path in W∗(Γ ), i.e.

(4) Z(p) ∈ P
′ ′(X1, X2) for p ∈ P(t1, t2) and X1 := Z(t1), X2 := Z(t2).

For any t ∈ T the set is convex. Hence, for any X ∈ U(t) the mapping
R(t,X) : [0, 1] → U(t), given by

(5) R(t,X)(λ) := λZ(t) + (1 − λ)X, 0 ≤ λ ≤ 1,

defines a continuous arc in U(t) which connects X with Z(t), and so the
segment

(6) Σ(t,X) := {R(t,X)(λ) : 0 ≤ λ ≤ 1}

is a path in C
∗
(Γ ) joining X and Z(t), i.e.

(7) Σ(t,X) ∈ P(X,Z(t)) for X ∈ U(t).

Lemma 1. For any X ∈ U(t) we have

max
Σ(t,X)

D = D(X).

Proof. For 0 ≤ λ ≤ 1 we set Y (λ) := R(t,X)(λ), i.e.

Y (λ) = Z(t) + (1 − λ)φ with φ := X − Z(t).

Then

D(Y (λ)) = D(Z(t)) + 2(1 − λ)D(Z(t), φ) + (1 − λ)2D(φ),

and consequently

(8)
d

dλ
D(Y (λ)) = −2D(Z(t), φ) − 2(1 − λ)D(φ) for 0 ≤ λ ≤ 1.

On the other hand we have

D(Y (λ)) ≥ D(Z(t)) = D(Y (1)) for 0 ≤ λ ≤ 1
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since Y (λ) ∈ U(t) and Z(t) is the minimizer of D in U(t). It follows that

D(Y (1)) − D(Y (λ))
1 − λ

≤ 0 for 0 ≤ λ < 1,

whence
d

dλ
D(Y (λ))

∣∣∣
∣
λ=1

≤ 0.

From (8) we infer for λ = 1 that

D(Z(t), φ) ≥ 0,

and so (8) yields
d

dλ
D(Y (λ)) ≤ 0 for 0 ≤ λ ≤ 1.

Thus the function λ �→ D(Y (λ)) is decreasing for 0 ≤ λ ≤ 1, whence D(X) =
D(Y (0)) ≥ D(Y (λ)) for 0 ≤ λ ≤ 1. �
Lemma 2. For any X1 ∈ U(t1) and X2 ∈ U(t2) there exists a path P ∗ ∈
P(X1, X2) such that

(9) max
X∈P ∗

D(X) ≤ max
{
D(X1), D(X2),max

t∈p
Θ(t)

}

holds for any p ∈ P(t1, t2). Moreover, if X1, X2 ∈ H∗(Γ ) then P ∗ ∈
P

′(X1, X2).

Proof. By Lemma 1 we have

D(X) ≤ D(Xj) for X ∈ Σ(tj , Xj) with j = 1, 2,

and
max

X∈Z(p)
D(X) = max

t∈p
Θ(t) for p ∈ P(t1, t2).

On account of 6.2, Proposition 1, there is a path p∗ ∈ P(t1, t2) such that

max
t∈p∗

Θ(t) = inf
p∈P(t1,t2)

max
t∈p

Θ(t).

Then P ∗ := Σ(t1, X1)∪Z(p∗)∪Σ(t2, X2) is a path in C
∗
(Γ ) joining X1 and X2

which, in addition, satisfies (9). Moreover, P ∗ ⊂ H∗(Γ ) if X1, X2 ∈ H∗(Γ ). �
Remark 1. Consequently P(X1, X2) is nonempty for any X1, X2 ∈ C∗(Γ )
since there are points t1, t2 ∈ T such that X1 ∈ U(t1) and X2 ∈ U(t2).
Correspondingly, P

′(X1, X2) is nonvoid for any X1, X2 ∈ H∗(Γ ).

Now we want to establish the existence of unstable minimal surfaces span-
ning the polygon Γ using the results from 6.2. To this end we recall that
Courant’s function Θ := D ◦ Z is of class C1(T ) and satisfies Θ(t) → ∞ as
dist(t, ∂T ) → 0 for t ∈ T . Therefore, taking Ω := T , n := N , and f := Θ, we
see that f satisfies assumption (i) of Theorem 1–3 in 6.2, which we will now
apply to the present situation.
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Definition 1. A minimal surface X ∈ C
∗
(Γ ) is said to be unstable if for any

ρ > 0 there is a mapping Y ∈ C
∗
(Γ ) such that d1(Y,X) < ρ and D(Y ) <

D(X).

Remark 2. Precisely speaking, a minimal surface X as in the preceding def-
inition should be called D-unstable, whereas it could be called A-unstable if
for any ρ > 0 there is a Y ∈ C

∗
(Γ ) such that d1(Y,X) < ρ and A(Y ) < A(X).

We have: Any D-unstable minimal surface X in C
∗
(Γ ) is also A-unstable. In

fact, the inequality D(Y ) < D(X) implies A(Y ) < A(X) because of

A(Y ) ≤ D(Y ) < D(X) = A(X).

Theorem 1. Let X1 and X2 be two distinct minimal surfaces which are strict
local minimizers of Dirichlet’s integral on (C

∗
(Γ ), d1). Then there exists an

unstable minimal surface X3 ∈ C
∗
(Γ ).

Proof. By assumption there is an ε0 > 0 such that

D(Xj) < D(X) for all X ∈ C
∗
(Γ ) with 0 < d1(X,Xj) < ε0, j = 1, 2.

Furthermore there are two points t1, t2 ∈ T with t1 �= t2 and X1 = Z(t1),
X2 = Z(t2). Since Z is continuous there is a δ0 > 0 such that

d1(Z(t), Z(tj)) < ε0 if t ∈ T satisfies |t − tj | < δ0, j = 1, 2.

Because of Theorem 1(ii) of 6.1 we have Z(t) �= Z(tj) for t �= tj . It follows
that

D(Z(tj)) < D(Z(t)) for t ∈ T with 0 < |t − tj | < δ0, j = 1, 2,

which is equivalent to

Θ(tj) < Θ(t) for t ∈ T satisfying 0 < |t − tj | < δ0, j = 1, 2.

Then, by 6.2, Theorem 1, there is an unstable critical point t3 ∈ T of Θ, i.e.
∇Θ(t3) = 0, and for any δ > 0 there is a point tδ ∈ T with |tδ − t3| < δ
and Θ(tδ) < Θ(t3). Moreover, given ρ > 0, we have d1(Z(t), Z(t3)) < ρ if
|t − t3| < δ 
 1. Setting X3 := Z(t3) and Y := Z(tδ) it follows that

D(Y ) < D(X3) and d1(Y,X3) < ρ.

By taking Theorem 1 of 6.1 into account we see that X3 is an unstable minimal
surface in C

∗ (Γ ). �

On account of 6.2, formula (1), the unstable minimal surface X3 of Theo-
rem 1 has the following saddle point property :
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Corollary 1. If the two strict local minima X1, X2 of D are given by X1 =
Z(t1), X2 = Z(t2), then

(10) D(X3) = inf
p∈P(t1,t2)

max
t∈p

D(Z(t)).

The preceding theorem can be generalized as follows:

Theorem 2. Suppose that X1, X2 ∈ C
∗
(Γ ) are “separated by a wall”, i.e. it

is assumed that X1 �= X2 and

(11) max
X∈P

D(X) > max{D(X1), D(X2)} for all P ∈ P(X1, X2).

Then there exists an unstable minimal surface X3 in C
∗
(Γ ).

Proof. There are two points t1, t2 ∈ T with X1 ∈ U(t1), X2 ∈ U(t2). Here,
t1 and t2 are not necessarily uniquely determined by X1 and X2 respectively.
However, t1 �= t2 since t1 = t2 would imply that P := Σ(t1, X1)∪Σ(t2, X2) is a
path contained in P(X1, X2) such that maxX∈P D(X) = max{D(X1), D(X2)}
if we take Lemma 1 into account; but this were a contradiction to (11).

We claim that

(12) max
p

Θ > max{Θ(t1), Θ(t2)} for all p ∈ P(t1, t2).

Otherwise we would have for all p ∈ P(t1, t2) that

max
p

Θ = max{Θ(t1), Θ(t2)} ≤ max{D(X1), D(X2)},

since Θ(t1) ≤ D(X1) and Θ(t2) ≤ D(X2). Then it follows from Lemma 2 that
there is a path P ∗ ∈ P(X1, X2) such that

max
X∈P ∗

D(X) = max{D(X1), D(X2)},

a contradiction to (11). Thus we have verified (12), and by 6.2, Theorem 2,
there is an unstable critical point t3 ∈ T of the Courant function. Setting
X3 := Z(t3), we see as in the proof of Theorem 1 that X3 is an unstable
minimal surface in C

∗
(Γ ). �

As before we obtain the saddle point property (9) for X3:

Corollary 2. If X1, X2 ∈ C
∗
(Γ ) are separated by a wall, there is an unstable

minimal surface X = Z(t) ∈ C
∗
(Γ ) such that

D(X) = inf
p∈P(t1,t2)

max
t∈p

D(Z(t))

for some critical point t of Θ.
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Next we want to consider the case where X1, X2 ∈ C
∗
(Γ ) are two local

minimizers of Dirichlet’s integral which are not necessarily separated by a
wall.

Theorem 3. Suppose that X1 and X2 are two distinct minimal surfaces in
C

∗
(Γ ) both of which are local minimizers of D on C

∗
(Γ ).

Then either

1◦ There is a path P ∗ ∈ P
′ ′(X1, X2) such that

D(X) ≡ const =: c for all X ∈ P ∗,

or else

2◦ D possesses a third critical point X3 in C
∗
(Γ ) which is an unstable minimal

surface.

Proof. There are uniquely determined points t1, t2 ∈ T with t1 �= t2 such that
X1 = Z(t1) and X2 = Z(t2). The assumption of the theorem implies that t1
and t2 are distinct local minimizers of Θ. By virtue of 6.2, Theorem 3, there
is a path p∗ ∈ P(t1, t2) such that either

Θ(t) ≡ const =: c and ∇Θ(t) ≡ 0 for t ∈ p∗,

or else Θ possesses a third critical point t3 ∈ T which is unstable. In the first
case we have 1◦ for P ∗ = Z(p∗) ∈ P

′ ′(X1, X2), and in the second we obtain
2◦ for X3 := Z(t3). �

In 6.6 we shall use the following variant of the preceding results.

Theorem 4. For t1, t2 ∈ T with t1 �= t2 there is a minimal path p∗ of P(t1, t2)
satisfying

(13) max
X∈Z(p∗)

D(X) = inf
p∈P(t1,t2)

max
X∈Z(p)

D(X).

If, in addition,

(14) max
X∈Z(p∗)

D(X) > max{D
(
Z(t1)), D(Z(t2))}

then there is an unstable minimal surface X3 in C
∗
(Γ ) such that X3 = Z(t3)

for t3 ∈ p∗, i.e. X3 ∈ Z(p∗), and

D(X3) = max
X∈Z(p∗)

D(X) = inf
p∈P(t1,t2)

max
X∈Z(p)

D(X).

Proof. The assertions follow immediately from 6.2, Proposition 1 and Theo-
rem 2, if we take Theorem 1 of 6.1 into account. �

The next result will not be needed for the proof of the final theorems in
Section 6.6; yet they are of independent interest.
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Proposition 1. If X1 = Z(t1) and X2 = Z(t2) for t1, t2 ∈ T then

(15) d(X1, X2) := inf
P ∈P′ ′(X1,X2)

max
X∈P

D(X)

and

(16) σ(t1, t2) := inf
P ∈Z(P(t1,t2))

max
X∈P

D(X)

satisfy

(17) d(X1, X2) = σ(t1, t2).

Proof. From Z(P(t1, t2)) ⊂ P
′ ′(X1, X2) it follows that

d(X1, X2) ≤ σ(t1, t2).

Thus it remains to show

(18) σ(t1, t2) ≤ d(X1, X2).

This is not obvious since the pre-image Z−1(P ) of P ∈ P
′ ′(X1, X2) might not

contain a path p ∈ P(t1, t2). Instead we prove a weaker result, stated in the
next proposition, which suffices to verify (18). �

Proposition 2. For any P ∈ P
′ ′(Z(t1), Z(t2)) there exists a p ∈ P(t1, t2)

such that

(19) max
X∈Z(p)

D(X) ≤ max
X∈P

D(X).

Proof. We first note that the pre-image m := Z−1(P ) of a given P ∈
P

′ ′(Z(t1), Z(t2)) is closed. In fact, if tj ∈ m for all j ∈ N and tj → t0 then
t0 ∈ Ω since t0 ∈ ∂Ω would imply D(Z(tj)) = Θ(tj) → ∞ whereas Z(tj) ∈ P
yields D(Z(tj)) ≤ const < ∞. Since Z is continuous we have Z(tj) → Z(t0)
whence Z(t0) ∈ P . Hence m is closed and therefore compact. If m is connected
we set p := m and obtain (19). Thus we now assume that m is disconnected
and write m as disjoint union m =

⋃
α∈J mα of its compact connected com-

ponents mα.
Consider two such components mα and mβ , α �= β, for which Z(mα) ∩

Z(mβ) is nonvoid. Then there are points t ∈ mα and t ∈ mβ such that
Z(t) = Z(t). Let j ∈ {1, . . . , N} be the first index such that tj �= t

j , say,
tj < t

j . Then it follows that

Z(t)(eiϕ) ≡ Aj for ϕ ∈ [tj , tj ].

Consider the path γ1 := {(t1, . . . , tj−1, s, tj+1, . . . , tN ) : tj ≤ s ≤ t
j } and

set Y (t1) = Z(t) for t1 ∈ γ1. Then Y (t1) ∈ U(t1) for t1 ∈ γ1. If tj+1 =
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t
j+1

, . . . , tN = t
N , the path γ1 connects t and t in T , and Y (t1) ≡

Z(t) = Z(t) for all t1 ∈ γ1. Otherwise we proceed in the same way
for the next index k with tk �= t

k and obtain a path γ2 that connects
(t1, . . . , tj−1, t

j
, tj+1, . . . , tk, . . . , tN ) with (t1, . . . , tj−1, t

j
, tj+1, . . . , t

k
, . . . , tN ),

and Y (t2) ≡ Z(t) = Z(t) for t2 ∈ γ2. After at most N steps we have con-
structed a path γαβ ∈ P(t, t) in T with D(Z(τ)) ≤ D(Z(t)) = D(Z(t)) for all
τ ∈ γαβ . Then mαβ := mα ∪ mβ ∪ γαβ ∈ P(t, t), and

(20) max
X∈Z(mαβ)

D(X) ≤ max
X∈P

D(X).

On the other hand, if Z(mα) ∩ Z(mβ) = ∅ we set mαβ := mα ∪ mβ ; in this
case (20) is clearly satisfied. Set

m′ :=
⋃

(α,β)∈J ×J

mαβ .

Then

(21) sup
X∈Z(m′)

D(X) ≤ max
X∈P

D(X) < ∞.

Since Θ(t) → ∞ as dist(t, ∂T ) → 0 for t ∈ T , we conclude that p := m′ is
a compact subset of T . Moreover we infer from the connectedness of P and
the above construction that m′ is connected, whence p is connected, since the
closure of a connected set is connected. Hence p is an element of P(t1, t2), and
(21) implies (19) because of the continuity of Z. �

Corollary 3. If X1 = Z(t1), X2 = Z(t2) for t1, t2 ∈ T , p∗ ∈ P(t1, t2), and
maxt∈p∗ D(Z(t)) = σ(t1, t2) then P ∗ := Z(p∗) satisfies maxX∈P ∗ D(X) =
d(X1, X2). This means: The image P ∗ = Z(p∗) of a minimal path p∗ of
P(t1, t2) is a minimal path of P (X1, X2).

Proof. The assertion is an immediate consequence of Proposition 1. �

In particular we obtain:

Corollary 4. The saddle point property

D(X3) = inf
p∈P(t1,t2)

max
t∈p

D(Z(t))

in the Corollaries 1 and 2 is equivalent to

(22) D(X3) = inf
P ∈P′ ′(X1,X2)

max
X∈P

D(X).
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6.4 The Douglas Functional. Convergence Theorems for
Harmonic Mappings

Let C0
2π(R,R3) be the class of continuous mappings ξ : R → R

3 that are 2π-
periodic, i.e. which satisfy ξ(θ+2π) = ξ(θ) for any θ ∈ R. Then the Douglas
functional A0 is a function A0 : C0

2π(R,R3) → R defined by

(1) A0(ξ) :=
1
4π

∫ 2π

0

∫ 2π

0

|ξ(θ) − ξ(ϕ)|2

4 sin2 1
2 (θ − ϕ)

dθ dϕ ≤ ∞.

Because of
|eiθ − eiϕ|2 = 4 sin2 1

2
(θ − ϕ)

we can write A0(ξ) as

(2) A0(ξ) :=
1
4π

∫ 2π

0

∫ 2π

0

|ξ(θ) − ξ(ϕ)|2
|eiθ − eiϕ|2 dθ dϕ.

We recall the following well-known result:

Lemma 1. Let ξ ∈ C0
2π(R,R3). Then the uniquely determined mapping H ∈

C0(B,R3) ∩ C2(B,R3) with

ΔH = 0 in B, H(eiθ) = ξ(θ) for θ ∈ R,

is given by

H(ρeiθ) =
1
2
a0 +

∞∑

n=1

ρn(an cosnθ + bn sinnθ), 0 ≤ ρ ≤ 1, θ ∈ R,(3)

an :=
1
π

∫ 2π

0

ξ(θ) cosnθ dθ, bn :=
1
π

∫ 2π

0

ξ(θ) sinnθ dθ.

We call H the “harmonic extension of ξ”.

Theorem 1. Let H ∈ C0(B,R3) be the harmonic extension of ξ ∈ C0
2π(R,R3).

Then

(4) D(H) = A0(ξ).

Proof. H is given by (3). Then

|an|2 =
1
π2

∫ 2π

0

∫ 2π

0

ξ(θ)ξ(ϕ) cosnθ cosnϕdθ dϕ,

|bn|2 =
1
π2

∫ 2π

0

∫ 2π

0

ξ(θ)ξ(ϕ) sinnθ sinnϕdθ dϕ,
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whence

|an|2 + |bn|2 =
1
π2

∫ 2π

0

∫ 2π

0

ξ(θ)ξ(ϕ) cosn(θ − ϕ) dθ dϕ for n ≥ 1.

Because of
∫ 2π

0

cosn(θ − ϕ) dϕ =
∫ 2π

0

cosn(θ − ϕ) dθ = 0

we obtain

|an|2 + |bn|2 = − 1
2π2

∫ 2π

0

∫ 2π

0

|ξ(θ) − ξ(ϕ)|2 cosn(θ − ϕ) dθ dϕ, n ≥ 1.

Furthermore,

DBr (H) =
1
2

∫

Br

| ∇H|2 du dv with Br := {(u, v) ∈ R
2 : u2 + v2 < r2}

is computed as

DBr (H) =
π

2

∞∑

n=1

nr2n(|an|2 + |bn|2) for 0 < r < 1.

Setting

(5) Q(r, α) :=

{
−

∑∞
n=1 nr

2n cosnα for 0 ≤ r < 1,
1

4 sin2 1
2 α

for r = 1,

we obtain

(6) DBr (H) =
1
4π

∫ 2π

0

∫ 2π

0

Q(r, θ − ϕ)|ξ(θ) − ξ(ϕ)|2 dθ dϕ for 0 < r < 1.

Furthermore,

−2Q(r, α) =
∞∑

n=1

nr2neinα +
∞∑

n=1

nr2ne−inα.

Setting z := r2eiα, we find that

−2Q(r, α) = z

∞∑

n=1

nzn−1 + z

∞∑

n=1

nzn−1 =
z

(1 − z)2
+

z

(1 − z)2

=
z(1 − z)2 + z(1 − z)2

(1 − z)2(1 − z)2
=

(z + z) − 4|z|2 + (z + z)|z|2
[1 − (z + z) + zz]2

,
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and so

Q(r, α) = r2
a − b

(a+ b)2
, a := (1 + r2)2 sin2 α

2
, b := (1 − r2)2 cos2

α

2
.

Hence
Q(r, α)
Q(1, α)

=
4r2 sin2 α

2

a+ b

a − b

a+ b
for α �≡ 0 mod 2π

which implies

(7)
Q(r, α) ≤ Q(1, α) for 0 ≤ r < 1,

lim
r→1−0

Q(r, α) = Q(1, α) for α �≡ 0 mod 2π.

If A0(ξ) < ∞ then

1
4π

∫ 2π

0

∫ 2π

0

Q(r, θ − ϕ)|ξ(θ) − ξ(ϕ)|2 dθ dϕ → A0(ξ) as r → 1 − 0

on account of Lebesgue’s convergence theorem. Since

DBr (H) → D(H) as r → 1 − 0

we infer from (6) that D(H) = A0(ξ).
Conversely, if D(H) < ∞, 0 < ε < π, and

R(ε) := {(θ, ϕ) ∈ [0, 2π] × [0, 2π] : |eiθ − eiϕ| > ε}

we have
∫

R(ε)

Q(1, θ − ϕ)|ξ(θ) − ξ(ϕ)|2 dθ dϕ

≤ lim
r→1−0

∫

R(ε)

Q(r, θ − ϕ)|ξ(θ) − ξ(ϕ)|2 dθ dϕ

≤ lim
r→1−0

∫ 2π

0

∫ 2π

0

Q(r, θ − ϕ)|ξ(θ) − ξ(ϕ)|2 dθ dϕ

= lim
r→1−0

4πDBr (H) = 4πD(H) < ∞.

With ε → +0 we obtain

A0(ξ) = lim
ε→+0

1
4π

∫

R(ε)

Q(1, θ − ϕ)|ξ(θ) − ξ(ϕ)|2 dθ dϕ < ∞,

and then the reasoning above yields A0(ξ) = D(H). Thus we have proved (4),
since our arguments imply that D(H) = ∞ if and only if A0(ξ) = ∞. �
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Corollary 1. Let {ξj } be a sequence in C0
2π(R,R3) with the following proper-

ties:

(i) ξj(θ) ⇒ 0 on R as j → ∞.
(ii) There is a mapping η ∈ C0

2π(R,R3) such that A0(η) < ∞ and

(8) |ξj(θ) − ξj(ϕ)| ≤ |η(θ) − η(ϕ)| for all j ∈ N and θ, ϕ ∈ R.

Then we have the relation

lim
j→∞

A0(ξj) = 0.

Proof. As Q(1, θ − ϕ)|η(θ) − η(ϕ)|2 is an L1-majorant of the functions
Q(1, θ − ϕ)|ξj(θ) − ξj(ϕ)|2 on [0, 2π] × [0, 2π], the assertion is an immediate
consequence of Lebesgue’s convergence theorem. �

Let H(B,R3) be the class of mappings H ∈ C0(B,R3) ∩ C2(B,R3) with
ΔH = 0 in B. For any H ∈ H(B,R3) we define the value D0(H) by

(9) D0(H) := A0(ξ) where ξ(θ) := H(eiθ), θ ∈ R.

The function D0 : H(B,R3) → R is also denoted as Douglas functional.
Because of (2) we can as well write

(10) D0(H) =
1
4π

∫ 2π

0

∫ 2π

0

|H(eiθ) − H(eiϕ)|2
|eiθ − eiϕ|2 dθ dϕ.

An immediate consequence of Theorem 1 is

Corollary 2. For any H ∈ H(B,R3) we have

(11) D(H) = D0(H).

For H ∈ H(B,R3) ∩ H1
2 (B,R3) with ξ(θ) := H(eiθ) for θ ∈ R we define

the norm

(12) ‖H‖1,B := ‖ξ‖C0([0,2π],R3) +
√
A0(ξ);

in virtue of (9), (11), and the maximum principle it agrees with the norm

(13) ‖H‖1,B := ‖H‖C0(B,R3) +
√
D(H)

introduced in 6.3, (1); hence H(B,R3) ∩ H1
2 (B,R3) equipped with the norm

‖ · ‖1,B is complete, i.e. a Banach space.
From Corollaries 1 and 2 we infer the following important result:

Theorem 2 (E. Heinz [14]). Let {Hj } be a sequence in H(B,R3) ∩H1
2 (B,R3)

with the boundary values {ξj }, ξj(θ) = Hj(eiθ) for θ ∈ R, and assume the
following :
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(i) ξj(θ) ⇒ ξ(θ) on R for j → ∞ with A0(ξ) < ∞.
(ii) There is a number κ > 0 such that

|ξj(θ) − ξj(ϕ)| ≤ κ|ξ(θ) − ξ(ϕ)| for all j ∈ N and θ, ϕ ∈ R.

Then we have

‖Hj − H‖1,B = ‖Hj − H‖C0(B,R3) +
√
D(Hj − H) → 0 as j → ∞,

where H is the harmonic extension of ξ, and in particular H ∈ H(B,R3) ∩
H1

2 (B,R3) and Hj → H in H1
2 (B,R3).

Now we want to prove a second kind of convergence theorem for harmonic
mappings. We begin with deriving an isoperimetric inequality for harmonic
surfaces due to M. Morse and C. Tompkins [3].

Theorem 3. For any H ∈ H(B,R3) := C0(B,R3) ∩ C2(B,R3) ∩ {ΔH =
0 in B} we have

(14) A(H) ≤ 1
4

(∫

∂B

|dH|
)2

.

Proof. We may assume that
∫

∂B
|dH| is finite, because otherwise (14) is cer-

tainly true. The area A(H) of H is defined as

A(H) =
∫

B

|Hu ∧ Hv | du dv.

We transform H(u, v) to polar coordinates r, θ around the origin by setting

X(r, θ) := H(r cos θ, r sin θ), 0 ≤ r ≤ 1, 0 ≤ θ ≤ 2π,

and obtain

A(H) =
∫ 1

0

∫ 2π

0

|Xr ∧ Xθ | dθ dr.

Poisson’s integral formula yields

X(r, θ) =
∫ 2π

0

K(r, ϕ − θ)ξ(ϕ) dϕ, ξ(ϕ) := X(1, ϕ),

where K(r, α) denotes the Poisson kernel

K(r, α) =
1
2π

1 − r2

1 − 2r cosα+ r2
.

As in the proof of 4.7, Proposition 1, we obtain

Xθ(r, θ) =
1
2π

∫ 2π

0

1 − r2

ω(r, θ, ϕ)
dξ(ϕ)
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where
ω(r, θ, ϕ) := 1 − 2r cos(θ − ϕ) + r2.

By using the computation of the proof of 4.7, Proposition 2, we find in addition
that

Xr(r, θ) =
1
π

∫ 2π

0

sin(ϕ − θ)
ω(r, θ, ϕ)

dξ(ϕ).

Therefore,

Xr(r, θ) ∧ Xθ(r, θ) =
1

2π2

∫ 2π

0

∫ 2π

0

(1 − r2) sin(ϕ − θ)
ω(r, θ, ϕ)ω(r, θ, ψ)

dξ(ϕ) ∧ dξ(ψ).

Interchanging ϕ and ψ on the right-hand side, the left-hand side remains
the same. Adding the two expressions, dividing by 2, and noting the relation
dξ(ϕ) ∧ dξ(ψ) = −dξ(ψ) ∧ dξ(ϕ), we arrive at

Xr(r, θ) ∧ Xθ(r, θ)

=
1

4π2

∫ 2π

0

∫ 2π

0

(1 − r2)[sin(ϕ − θ) − sin(ψ − θ)]
ω(r, θ, ϕ)ω(r, θ, ψ)

dξ(ϕ) ∧ dξ(ψ).

Furthermore, the identity

sinϕ − sinψ = 2 cos
ϕ+ ψ

2
sin

ϕ − ψ

2

implies

sin(ϕ − θ) − sin(ψ − θ) = 2 cos
[
1
2 (ϕ+ ψ) − θ

]
sin 1

2 (ϕ − ψ)

whence
|sin(ϕ − θ) − sin(ψ − θ)| ≤ 2|sin 1

2 (ϕ − ψ)|,

and therefore

|Xr(r, θ) ∧ Xθ(r, θ)| ≤ 1
2π2

∫ 2π

0

∫ 2π

0

(1 − r2)|sin 1
2 (ϕ − ψ)|

ω(r, θ, ϕ)ω(r, θ, ψ)
|dξ(ϕ)| |dξ(ψ)|.

For 0 < ε < ρ < 1 we set

a(ε, ρ) :=
∫ ρ

ε

∫ 2π

0

|Xr(r, θ) ∧ Xθ(r, θ)| dθ dr.

Then

a(ε, ρ) ≤
∫ 2π

0

∫ 2π

0

I(ϕ,ψ)|sin 1
2 (ϕ − ψ)| |dξ(ϕ)| |dξ(ψ)|
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with

I(ϕ, ψ) :=
1
π

∫ ρ

ε

I∗(r, ϕ, ψ) dr,

I∗(r, ϕ, ψ) :=
1
2π

∫ 2π

0

1 − r2

ω(r, θ, ϕ)ω(r, θ, ψ)
dθ.

Fix ψ ∈ [0, 2π] and r ∈ (ε, ρ), and consider a harmonic function f in the unit
disk B with f ∈ C0(B) which has the boundary values

f(eiθ) :=
1

ω(r, θ, ψ)
=

1
1 − 2r cos(ψ − θ) + r2

.

For 0 ≤ R ≤ 1 we write
h(R,ϕ) := f(Reiϕ).

Then Poisson’s integral formula yields

h(R,ϕ) =
1
2π

∫ 2π

0

1 − R2

ω(R, θ, ϕ)ω(r, θ, ψ)
dθ,

whence
I∗(r, ϕ, ψ) = h(r, ϕ).

In order to determine the function h, we recall that for fixed r with 0 < r < 1
the Poisson kernel

g(R, θ) :=
R2 − r2

R2 − 2rR cos(ψ − θ) + r2

is a harmonic function (written in polar coordinates) of R, θ in {R > 1}, i.e.
in the exterior of B = {w ∈ C : |w| < 1}, and g(1, θ) = (1 − r2)h(1, θ). Hence
h is obtained from (1 − r2)−1g by reflection at the unit circle ∂B = {R = 1},
that is, by replacing R by 1

R :

h(R,ϕ) =
1

1 − r2
R−2 − r2

R−2 − 2rR−1 cos(ψ − ϕ) + r2
.

Thus we infer

I∗(r, ϕ, ψ) =
1 + r2

1 − 2r2 cos(ψ − ϕ) + r4

whence

I(ϕ, ψ) =
1
π

∫ ρ

ε

1 + r2

1 − 2r2 cos(ψ − ϕ) + r4
dr

=
1
2π

∫ ρ

ε

{
1

1 − 2r cos 1
2 (ψ − ϕ) + r2

+
1

1 + 2r cos 1
2 (ψ − ϕ) + r2

}
dr

=
1
2π

1
|sin 1

2 (ψ − ϕ)|
[S(r, ϕ, ψ)]ρε
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with

S(r, ϕ, ψ) := arctg
(
r − cos 1

2 (ψ − ϕ)
|sin 1

2 (ψ − ϕ)|

)
+ arctg

(
r + cos 1

2 (ψ − ϕ)
|sin 1

2 (ψ − ϕ)|

)
.

Using the formula

arctg a+ arctg b = arctg
a+ b

1 − ab

we obtain

I(ϕ,ψ) =
[

1
2π|sin 1

2 (ψ − ϕ)|
arctg

(
2r|sin 1

2 (ψ − ϕ)|
1 − r2

)]r=ρ

r=ε

.

Therefore,

(15) a(ε, ρ) ≤ 1
2π

∫ 2π

0

∫ 2π

0

[
arctg

(
2r|sin 1

2 (ψ − ϕ)|
1 − r2

)]r=ρ

r=ε

|dξ(ϕ)| |dξ(ψ)|.

Since [. . . ] → π
2 as ε → +0 and ρ → 1 − 0, and a(ε, ρ) → A, we finally see

that

(16) A ≤ 1
4
L2 with L :=

∫ 2π

0

|dξ(θ)|. �

Now we prove a convergence theorem for the area of harmonic mappings
discovered by M. Morse and C. Tompkins [3].

Theorem 4. Let {Hj } be a sequence of harmonic mappings in H(B,R3) with
the following two properties :

(i) ‖Hj − H‖C0(B,R3) → 0 as j → ∞ for some H ∈ H(B,R3);
(ii)

∫
∂B

|dHj | →
∫

∂B
|dH| as j → ∞.

Then the area of Hj tends to the area of H, i.e.

(17) lim
j→∞

A(Hj) = A(H).

Proof. Analogously to the preceding proof we introduce Xj , X and ξj , ξ by

Xj(r, θ) := Hj(reiθ), X(r, θ) := H(reiθ),
ξj(θ) := Xj(1, θ), ξ(θ) := X(1, θ).

For α, β ∈ R with 0 < β − α < 2π we set

Lj(α, β) :=
∫ β

α

|dξj(θ)|, L(α, β) :=
∫ β

α

|dξ(θ)|.

1◦ Claim: Lj(α, β) → L(α, β) as j → ∞ uniformly in α, β.
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Otherwise there would be an ε > 0 and a subsequence of indices jp → ∞
as p → ∞ and sequences αjp → α, βjp → β such that

|Lj(αj , βj) − L(αj , βj)| ≥ 2ε for all j = jp, p ∈ N.

Since L(αjp , βjp) → L(α, β) for p → ∞ we may assume that

|L(αj , βj) − L(α, β)| < ε for all j = jp,

and so we obtain

|Lj(αj , βj) − L(α, β)| > ε for all j = jp.

Since the arc length is lower semicontinuous with respect to uniform conver-
gence we obtain

lim inf
p→∞

Ljp(αjp , βjp) ≥ L(α, β) + ε.

By passing to a suitable subsequence of {jp}, which will again be denoted by
{jp}, we may even assume that

(18) lim
p→∞

Ljp(αjp , βjp) ≥ L(α, β) + ε.

On the other hand, if γj and γ are the complementary arcs to {eiθ : αj ≤ θ ≤
βj } and {eiθ : α ≤ θ ≤ β} respectively in ∂B, and

Lj :=
∫

γj

|dHj |, L :=
∫

γ

|dH|,

we get

(19) lim inf
p→∞

Ljp ≥ L.

Adding (18) and (19) we would obtain

lim inf
p→∞

∫

∂B

|dHjp | ≥
∫

∂B

|dH| + ε,

which contradicts assumption (ii). Thus the claim 1◦ is proved.
2◦ Set

(20) l(σ) := sup
{∫

γ

|dH|,
∫

γ

|dHj | : γ ⊂ ∂B, length γ = σ, j ∈ N

}
.

Because of 1◦ we obtain

(21) l(σ) → 0 as σ → +0.
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Furthermore there is a number λ > 0 such that
∫

∂B

|dHj | ≤ λ for all j ∈ N.

Set

aj(R, ρ) :=
∫ ρ

R

∫ 2π

0

|Xj,r(r, θ) ∧ Xj,θ(r, θ)| dθ dr

for 0 < R < ρ < 1. By (15) we have

aj(R, ρ) ≤ 1
2π

∫ 2π

0

∫ 2π

0

[χ(r, ψ, ϕ)]r=ρ
r=R|dξj(ϕ)| |dξj(ψ)|

with

χ(r, ψ, ϕ) := arctg
(

2r|sin 1
2 (ψ − ϕ)|

1 − r2

)
.

We decompose the domain of integration Ω := {(ϕ, ψ) : 0 < ϕ,ψ < 2π} into
the disjoint sets Ω1 and Ω2 defined by

Ω1 := {(ϕ, ψ) ∈ Ω : ‖ψ − ϕ‖ ≤ σ}, Ω2 := {(ϕ, ψ) ∈ Ω : ‖ψ − ϕ‖ > σ},

where ‖ψ −ϕ‖ denotes the length of the shorter arc on ∂B with the endpoints
eiϕ and eiψ. Then

aj(R, ρ) ≤ I1
j (R, ρ) + I2

j (R, ρ)

with

Ik
j (R, ρ) :=

1
2π

∫

Ωk

[χ(r, ψ, ϕ)]r=ρ
r=R|dξj(ϕ)| |dξj(ψ)|, k = 1, 2.

On Ω1 we estimate [χ(r, ψ, ϕ)]ρR from above by π
2 and obtain

I1
j (R, ρ) ≤ 1

2π
· π

2

∫

Ω1

|dξj(ϕ)| |dξj(ψ)| ≤ 1
4
λl(σ).

On Ω2 we find

[χ(r, ψ, ϕ)]ρR ≤ π

2
− arctg

{
2R|sin(σ/2)|

1 − R2

}
.

For 0 < σ < 1 we certainly have sin(σ/2) ≥ σ/4, and so

[χ(r, ψ, ϕ)]ρR ≤ π

2
− arctg

Rσ

2(1 − R2)

whence

I2
j (R, ρ) ≤ λ2

2π

{
π

2
− arctg

Rσ

2(1 − R2)

}
.
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Then we obtain for aj(R, 1) := limρ→1−0 aj(R, ρ) the estimate

aj(R, 1) ≤ λ

4
l(σ) +

λ2

2π

{
π

2
− arctg

Rσ

2(1 − R2)

}
for 0 < σ < 1.

Now we choose an arbitrary ε > 0; then there is some σ ∈ (0, 1) such that
l(σ) < ε/(2λ). Moreover we can find an R ∈ (0, 1) depending on ε and σ such
that

λ2

2π

{
π

2
− arctg

Rσ

2(1 − R2)

}
<
ε

8
.

Then we obtain

AB\BR
(Hj) = aj(R, 1) <

ε

4
for BR = {w : |w| < R}, B := B1,

and the same reasoning yields

AB\BR
(H) <

ε

4
.

On BR we have ∇Hj ⇒ ∇H; therefore there is a number j0 ∈ N such that

|ABR
(H) − ABR

(Hj)| < ε

2
for j > j0(ε).

It follows that

|A(H) − A(Hj)| ≤ |ABR
(H) − ABR

(Hj)| +AB\BR
(H) +AB\BR

(Hj)

<
ε

2
+
ε

4
+
ε

4
= ε for j > j0(ε),

and so: A(Hj) → A(H) as j → ∞. �

For minimal surfaces we obtain a stronger convergence result:

Theorem 5. Let {Xj } be a sequence of minimal surfaces in B which are
continuous on B and satisfy

(i) ‖Xj − X‖C0(B,R3) → 0 for some X ∈ C0(B,R3);
(ii)

∫
∂B

|dXj | →
∫

∂B
|dX| as j → ∞.

Then X is a minimal surface in B, and

(22) lim
j→∞

D(Xj) = D(X).

Moreover, Xj → X in H1
2 (B,R3).

Proof. By assumption we have in B

(23) ΔXj = 0 and |DuXj |2 = |DvXj |2, 〈DuXj , DvXj 〉 = 0 in B.
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Furthermore relation (i) implies ∇sXj ⇒ ∇sX on every B′ ⊂⊂ B and for
any s ≥ 1. Therefore (23) implies

(24) ΔX = 0 and |Xu|2 = |Xv |2, 〈Xu, Xv 〉 = 0 in B,

i.e. X is a minimal surface in B. From (23) and (24) we infer

D(Xj) = A(Xj) and D(X) = A(X),

and (17) of Theorem 4 yields A(Xj) → A(X). This implies (22). Finally,
a standard reasoning shows that Xj ⇀ X in H1

2 (B,R3). Then, in conjunction
with (22), we obtain Xj → X in H1

2 (B,R3). �

An immediate consequence of this theorem are the next two results:

Corollary 3. Let {Xj } be a sequence of minimal surfaces in B which are of
class C

∗
(Γ ) and satisfy Xj ⇒ X on B. Then X is a minimal surface in B of

class C
∗
(Γ ), and

‖X − Xj ‖H1
2 (B,R3) → 0 as j → ∞.

Corollary 4. Let {Xj } be a sequence of minimal surfaces in B which are of
class C(Γj) and satisfy Xj ⇒ X on B. We also assume that Γ, Γ1, Γ2, . . .
are closed rectifiable Jordan curves in R

3 such that Γj → Γ (in the sense of
Fréchet), and that the lengths L(Γj) of Γj tend to the length L(Γ ) of Γ . Then
X is a minimal surface in B of class C(Γ ), and D(Xj) → D(X) < ∞ as well
as

‖X − Xj ‖H1
2 (B,R3) → 0 as j → ∞.

Remark 1. If we in Theorem 3 of 4.3 assume in addition that L(Γn) → L(Γ )
then the extracted subsequence {Xnp } of the quoted theorem also satisfies
‖X − Xnp ‖H1

2 (B,R3) → 0 as p → ∞.

6.5 When Is the Limes Superior of a Sequence of Paths
Again a Path?

In the next section we need a generalization of the reasoning used in the proof
of Theorem 1 of 6.2 to prove the existence of a minimizing path p∗ joining two
minimizers. Since we shall operate in the metric space (C

∗
(Γ ), d0), we shall

formulate this generalization in the context of a general metric space (E, d)
with a distance function d.

Let {Mj } be a sequence of subsets Mj of E. Following the example of
Hausdorff we define the Limes Inferior of {Mj} by

lim inf
j→∞

Mj :=
{
x ∈ E : there is a sequence of points

xj ∈ Mj , j ∈ N, with d(x, xj) → 0
}
,
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and the Limes Superior of {Mj} by

lim sup
j→∞

Mj :=
{
x ∈ E : there is an increasing sequence of indices jl → ∞

and a sequence of points xl ∈ Mjl
with d(x, xl) → 0

}
.

Proposition 1. We have

(1) lim sup
j→∞

Mj =
⋂

k∈N

⋃

j≥k

Mj .

Proof. Set

M := lim sup
j→∞

Mj and M∗ :=
⋂

k∈N

⋃

j≥k

Mj .

(i) Let x ∈ M ; then d(x, xl) → 0 for some sequence of points xl ∈ Mjl

with increasing jl → ∞. Given k ∈ N there is an N ∈ N such that jl ≥ k
for all l ≥ N whence xl ∈ Mk ∪ Mk+1 ∪ Mk+2 ∪ · · · for l ≥ N , and therefore
x ∈ closure(Mk ∪ Mk+1 ∪ Mk+2 ∪ · · · ) for any k ∈ N. Hence x ∈ M∗, and
consequently M ⊂ M∗.

(ii) Conversely let x ∈ M∗. Then x ∈ closure(Mk ∪ Mk+1 ∪ Mk+2 ∪ · · · )
for all k ∈ N. Then for any k ∈ N we can find a point xk ∈ Mk ∪ Mk+1 ∪ · · ·
with d(x, xk) < 2−k. By induction we can now extract a subsequence {xjl

}
of points xjl

∈ Mjl
where {jl} is an increasing sequence of indices jl → ∞.

Clearly, d(x, xjl
) → 0, and so x ∈ M , whence M∗ ⊂ M . �

The following results are well known:

Proposition 2. If {Mj }j∈N is a family of connected subsets of E with the
property Mj ∩ Mk �= ∅ for all j, k ∈ N then

⋃
j∈N

Mj is connected.

Proposition 3. If M is a connected subset of E then also M .

Proposition 4. If {Mj } is a sequence of compact, connected subsets Mj of
E with M1 ⊃ M2 ⊃ M3 ⊃ · · · then

⋂
j∈N

Mj is connected.

Proof. See e.g. Alexandroff and Hopf [1], p. 118. �

A straight-forward consequence of Propositions 1–4 is:

Theorem 1. If {Mj } is a sequence of compact, connected subsets of (E, d)
such that Mj ∩Mk is nonempty for all j, k ∈ N, and that

⋃
j≥k Mj is relatively

compact for any k ∈ N, then lim supj→∞ Mj is connected and compact.

We note that it was this result that we have used in 6.2 to establish the
existence of a minimal path p∗. Now we prove the following generalization
of Theorem 1 that will be employed in 6.6. We use the following notation:
A path in E is a nonempty compact, connected subset of E.
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Theorem 2. Let {Mn} be a sequence of paths in (E, d) such that
⋃

j∈N
Mj is

relatively compact and lim infj→∞ Mj is nonempty. Then also lim supj→∞ Mj

is a path in (E, d).

Proof. Set M := lim supj→∞ Mj . By (1), M is a closed subset of the compact
subset closure(M1 ∪ M2 ∪ M3 ∪ · · · }, and so M is compact and nonempty, as
lim infj→∞ Mj ⊂ M .

Suppose now that M were not connected. Then there are two open sets
Ω′ and Ω′ ′ in E such that the sets M ′ := M ∩ Ω′ and M ′ ′ := M ∩ Ω′ ′ are
nonvoid as well as disjoint and satisfy M = M ′ ∪M ′ ′. Clearly M ′ and M ′ ′ are
compact subsets of E whence δ := dist(M ′,M ′ ′) > 0. Set ε := δ/4 and define
the sets

M ′
ε := {x ∈ E : dist(x,M ′) < ε

}
, M ′ ′

ε := {x ∈ E : dist(x,M ′ ′) < ε}.

Moreover let x be an arbitrary point of lim inf Mj . Then there is a sequence
{xj } of points xj ∈ Mj with dist(x, xj) → 0. We may assume that x is
contained in M ′, because the case x ∈ M ′ ′ can be handled analogously. Then
there is a number N(ε) ∈ N such that

Mj ∩ M ′
ε �= ∅ for all j > N(ε).

Furthermore, since M ′ ′ is nonvoid there is a subsequence {Mjl
} such that

Mjl
∩ M ′ ′

ε �= ∅ for all l ∈ N; in addition we can assume that jl > N(ε) for all
l ∈ N. In this way we obtain

Mjl
∩ M ′

ε �= ∅ and Mjl
∩ M ′ ′

ε �= ∅ for all l ∈ N.

Thus, for any l ∈ N, we can choose points x′
l ∈ Mjl

∩ M ′
ε and x′ ′

l ∈ Mjl
∩ M ′ ′

ε .
Fix l; since Mjl

is connected there is a finite set {z1, . . . , zm} of points in Mjl

with z1 = x′
l, zm = x′ ′

l , and d(zk, zk+1) < ε for k = 1, . . . ,m − 1 (see e.g.
Querenburg [1], p. 46). Since dist(M ′

ε,M
′ ′
ε ) > δ − 2ε = 2ε, at least one of the

points z1, . . . , zm is not contained in M ′
ε ∪ M ′ ′

ε , we call it yl. Then {yl} is a
sequence of points with yl ∈ Mjl

and

(2) dist(yl,M) ≥ ε for l ∈ N.

As
⋃

j∈N
Mj is relatively compact, there is a subsequence {ylk } of {yl} that

converges to some point y, i.e. d(ylk , y) → 0 as k → ∞. By definition of M
we have y ∈ M , contrary to (2). Thus the compact set is also connected, and
so M is a path. �

6.6 Unstable Minimal Surfaces in Rectifiable Boundaries

Now we want to carry over the results of Section 6.3 to rectifiable closed Jordan
curves Γ in R

3 that satisfy a (global) chord-arc condition of the following kind:
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There is a positive constant μ such that for any two points x1, x2 of Γ we
have

(1) �(x1, x2) ≤ μ|x1 − x2|

where �(x1, x2) is the length of the shorter one of the two subarcs of Γ bounded
by x1 and x2.

This assumption will be denoted as Condition (μ).
By C

∗
(Γ ) we denote the class of surfaces X ∈ C(Γ ) ∩ C0(B,R3) which

satisfy some fixed preassigned 3-point condition

(2) X(wk) = Qk, k = 0, 1, 2, wk := exp(iψk), ψk =
2πk
3
,

where Q0, Q1, Q2 are three fixed points on Γ .
Furthermore let H∗(Γ ) be the subset of mappings X ∈ C

∗
(Γ ) which are

harmonic in B. As in 6.3 we could equip both C
∗
(Γ ) and H∗(Γ ) with the

distance function

(3) d1(X,Y ) := ‖X − Y ‖1,B , X, Y ∈ H
1

2(B,R
3),

which is derived from the norm

(4) ‖X‖1,B := ‖X‖C0(B,R3) +
√
D(X)

of the Banach space H
1

2(B,R
3) := H1

2 (B,R3) ∩ C0(B,R3). Unfortunately we
have to work with the metric space (H

1

2(B,R
3), d0),

(5) d0(X,Y ) := ‖X − Y ‖C0(B,R3),

as we are unable to apply Theorem 2 of 6.5 in (H
1

2(B,R
3), d1). Instead we

can obtain a version of this result in (H
1

2(B,R
3), d0); this will be stated as

Lemma 2. We note that this deficiency is the reason why we cannot carry
over the results obtained for polygons in full strength to general boundary
contours Γ . We begin our discussion of the general case with a suitable ap-
proximation device.

Lemma 1. Let Γ be a closed rectifiable Jordan curve in R
3 satisfying Condi-

tion (μ). Then there exists a sequence {Γj } of simple, closed polygons Γj in
R

3 and a sequence of homeomorphisms φj : Γ → Γj from Γ onto Γj such that
the following holds:

(i) Q1, Q2, Q3 ∈ Γj for all j ∈ N.
(ii) Γj has Nj+3 (≥4) consecutive vertices which lie on Γ , given by Q0, A1(j),

. . . , Alj (j), Q1, Alj+1(j), . . . , Amj (j), Q2, Amj+1(j), . . . , ANj (j), Q0.
(iii) Δ(Γj) → 0 where Δ(Γj) denotes the length of the largest edge of Γj.
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(iv) The length L(Γj) of the polygons Γj tends to the length L(Γ ) of Γ .
(v) We have

max
x∈Γ

|x − φj(x)| → 0 as j → ∞

and φj(x) = x if x is a vertex of Γj.
(vi) The subarc on Γ bounded by two consecutive vertices of Γj is the shorter

one of the two subarcs of Γ bounded by these vertices if it contains no
other vertex of Γj.

(vii) For any x′, x′ ′ ∈ Γ and any j ∈ N we have

|φj(x′) − φj(x′ ′)| ≤ l(x′, x′ ′)

where l(x′, x′ ′) is the length of the shorter arc on Γ with endpoints x′

and x′ ′.

We call {Γj } an approximating sequence of inscribed polygons for
Γ and Q0, Q1, Q2.

The proof of this lemma is tedious, but elementary, and will therefore be
omitted.

Lemma 2. Let {Γj } be an approximating sequence of inscribed polygons for
Γ , and Q0, Q1, Q2 ∈ Γ , and {Pj } be a sequence of paths (i.e. compact and
connected sets) Pj in (H∗(Γj), d0) such that

(6) sup{D(X) : X ∈ Pj } ≤ κ for all j ∈ N and some κ > 0.

Moreover, suppose that there is a sequence {Yj } of points Yj ∈ H∗(Γj) with

(7) d0(Yj , Y ) → 0 as j → ∞ for some Y ∈ H
1

2(B,R
3).

Then P := lim supj→∞ Pj is a path in (H∗(Γ ), d0), and

(8) sup{D(X) : X ∈ P} ≤ κ.

Proof. By Theorem 3 of 4.3 we obtain that
⋃

j∈N
Pj is relatively compact

in (H
1

2(B,RN ), d0), and (7) implies that lim infj→∞ Pj is nonempty. Then
we infer from 6.5, Proposition 1 and Theorem 2, and 4.3, Theorem 3, that
P := lim supj→∞ Pj is a path in (H∗(Γ ), d0), and (8) follows from (6) since
D is sequentially weakly lower semicontinuous on H1

2 (B,R3). �

Remark 1. A path in (H
1

2(B,R
3), d1) is also a path in (H

1

2(B,R
3), d0). This

ensues from the following two statements:

1◦ A d1-compact set in H
1

2(B,R
3) is also d0-compact.

2◦ A d1-connected set in H
1

2(B,R
3) is as well d0-connected.
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Proof. (a) We first recall that a subset of a metric space is compact if and
only if it is sequentially compact.

Let M ⊂ H
1

2(B,R3) be d1-compact, and {xj } be a sequence in M . Then
there exists a subsequence {xjk

} with d1(xjk
, x) → 0 for some x ∈ M . It

follows that d0(xjk
, x) → 0; consequently M is d0-compact.

(b) Suppose now that M ⊂ H
1

2(B,R
3) is d1-connected, but not d0-

connected. Then there exist two d0-closed sets M ′ and M ′ ′ which are nonvoid
and satisfy M = M ′ ∪ M ′ ′ and M ′ ∩ M ′ ′ = ∅. We claim that both M ′ and
M ′ ′ are d1-closed. For instance, if {xj } is a sequence in M ′ with d1(xj , x) → 0
then d0(xj , x) → 0, and therefore x ∈ M ′ since M ′ is d0-closed. Analogously
we see that M ′ ′ is d1-closed. Consequently M is d1-disconnected, contrary to
our assumption. �
Remark 2. In virtue of Remark 1 we can carry over the results of 6.3, The-
orems 1–3, from (C

∗
(Γ ), d1) to (C

∗
(Γ ), d0), Γ being a closed simple polygon.

We merely have to replace expressions of the kind maxP D for paths P by
supP D since D is no longer continuous on a d0-path. Of course, supP D
could be infinite, and it might be infinite for any path P containing two given
points X1, X2 ∈ C

∗
(Γ ). It will be seen later that the latter does not occur; cf.

Lemma 6.

Let us now consider an arbitrary boundary contour Γ satisfying Con-
dition (μ), and three points Q0, Q1, Q2 ∈ Γ . We choose an approximating
sequence {Γj } of inscribed polygons Γj for Γ and Q0, Q1, Q2. As in 6.1 we
define for each Γj the set Tj of points t = (t1, . . . , tN(j)) ∈ R

N(j) satisfying

ψ0 < t1 < · · · < tlj < ψ1 < tlj+1 < · · · < tmj < ψ2 < tmj+1 < · · · < tNj < ψ3,

ψk := 2kπ
3 , k = 0, 1, 2, 3, and C

∗
(Γj) and H∗(Γj) are the subsets of mappings

X of class C(Γj) or H(Γj) respectively satisfying (2).
With every t ∈ Tj we associate the set

(9) Uj(t) :=
{
X ∈ C

∗
(Γj) : X(exp(itk)) = Ak(j), k = 1, . . . , Nj

}
,

and the corresponding Courant function Θj : Tj → R is defined by

(10) Θj(t) := inf{D(X) : X ∈ Uj(t)} for t ∈ Tj .

Furthermore the associated Courant mapping Zj : Tj → C
∗
(Γj) is the map-

ping t �→ Zj(t) where Zj(t) is the uniquely determined minimizer of D in
Uj(t), i.e.

(11) Θj(t) = D(Zj(t)) for t ∈ Tj .

The beautiful properties of Zj and Θj are discussed in 6.1 and 6.3. We set

(12) W∗
j (Γj) := Zj(Tj), j ∈ N.

Furthermore Θj is of class C1(Tj), and the minimal surfaces of class C
∗
(Γj)

are in 1–1 correspondence with the critical points of Θj in Tj .
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Lemma 3. Given H ∈ H∗(Γ ) there are points tj = (t1j , . . . , t
Nj

j ) ∈ Tj such
that

(13) H(exp(itkj )) = Ak(j) for 1 ≤ k ≤ Nj and for all j ∈ N.

Then

(14) d1(Zj(tj), H) → 0 as j → ∞.

Proof. The first statement is obvious since H satisfies the Plateau boundary
condition.

Let now Hj be the harmonic extension of φj(H|∂B) to B, and set Yj :=
Hj − H. Then, by (vii) of Lemma 1 and (1), we obtain for any α, β ∈ R that

|Yj(eiα) − Yj(eiβ)| ≤ |Hj(eiα) − Hj(eiβ)| + |H(eiα) − H(eiβ)|
≤ l(H(eiα), H(eiβ)) + |H(eiα) − H(eiβ)|
≤ (μ+ 1)|H(eiα) − H(eiβ)|.

Furthermore, φj(H|∂B) → H|∂B in C0(∂B,R3), i.e. Yj → 0 in C0(∂B,R3).
Then 6.4, Theorem 2 implies

(15) d1(Hj , H) → 0 as j → ∞.

From (13) it follows that Hj ∈ Uj(tj), j ∈ N, and then

(16) D(Zj(tj)) ≤ D(Hj) ≤ const for all j ∈ N

because of (10), (11), and (15). Since Zj(tj) and Hj lie in Uj(tj), we infer
from Lemma 1(iii) that

‖Zj(tj) − Hj ‖C0(∂B,R3) ≤ Δ(Γj) → 0 as j → ∞.

In conjunction with (15) we arrive at

(17) d0(Zj(tj), H) → 0 as j → ∞.

Because of (16) we can extract from any subsequence of {Zj(tj)} another
subsequence {Zjk

(tjk
)} which converges weakly in H1

2 (B,R3) and therefore
strongly in L2(B,R3) to some element X, and (17) implies X = H. Hence

(18) Zjk
(tjk

) ⇀ H in H1
2 (B,R3) as k → ∞,

and consequently
D(H) ≤ lim inf

k→∞
D(Zjk

(tjk
)).

On the other hand,
lim sup

k→∞
D(Zjk

(tjk
)) ≤ D(H)
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in virtue of (15) and (16), and so we obtain

D(Zjk
(tjk

)) → D(H).

In conjunction with (18) we arrive at Zjk
(tjk

) → H in H1
2 (B,R3), and then a

standard reasoning implies

‖Zj(tj) − H‖H1
2 (B,R3) → 0 as j → ∞.

Together with (17) we finally have (14). �

Lemma 4. Equip C
∗
(Γ ) with the metric d0; then there is a continuous map-

ping (X,λ) �→ R(X,λ) from C
∗
(Γ ) × [0, 1] into C

∗
(Γ ) such that R(X, 0) = X,

R(X, 1) = H ∈ H∗(Γ ) with X|∂B = H|∂B, and d(λ) := D(R(X,λ)) decreases
from d(0) = D(X) to d(1) = D(H).

Proof. Choose H ∈ H∗(Γ ) with H|∂B = X|∂B for some X ∈ C
∗
(Γ ), and set

R(X,λ) := λH + (1 − λ)X = H + (1 − λ)(X − H) for 0 ≤ λ ≤ 1.

By Dirichlet’s principle we have D(H,φ) = 0 for all φ ∈ H1
2 (B,R3) with

φ|∂B = 0 whence

D(R(X,λ)) = D(H) + (1 − λ)2D(X − H) for 0 ≤ λ ≤ 1. �

Let P(X1, X2) be the set of all paths P in (C
∗
(Γ ), d0) with X1, X2 ∈ P .

Lemma 5. Let X1, X2 ∈ C
∗
(Γ ), and H1, H2 ∈ H∗(Γ ) be the harmonic map-

pings with Hk |∂B = Xk |∂B, k = 1, 2. Then we have:

(i) P(X1, X2) is nonvoid if and only if P(H1, H2) is nonvoid.
(ii) Assume that P(H1, H2) is nonvoid. Then

(19) sup
P

D > max{D(X1), D(X2)} for all P ∈ P(X1, X2)

implies

(20) sup
P

D > max{D(H1), D(H2)} for all P ∈ P(H1, H2).

Proof. If P ∈ P(X1, X2) then R(P, 1) ∈ P(H1, H2). Conversely, if P ∈
P(H1, H2) and P1 := {R(X1, λ) : 0 ≤ λ ≤ 1}, P2 := {R(X2, λ) : 0 ≤ λ ≤ 1}
then P̃ := P1 ∪ P ∪ P2 ∈ P(X1, X2), and so (i) is proved.

Suppose that there is some P ∈ P(H1, H2) with supP D ≤ max{D(H1),
D(H2)}. Then supP̃ D ≤ max{D(X1), D(X2)} on account of Lemma 4. Hence
(19) implies (20). �
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Lemma 6. Let Γ be a closed rectifiable Jordan curve in R
3 satisfying Con-

dition (μ). Then any two points H1 and H2 of H∗(Γ ) with H1 �= H2 can be
joined by a path P ∗ (i.e. a compact connected subset) in (H∗(Γ ), d0) such that

(21) sup
P ∗

D ≤ max
{
D(H1), D(H2),

1
4π

L2(Γ )
}
.

Proof. Let {Γj } be an approximating sequence of inscribed polygons Γj for Γ
and Q0, Q1, Q2 with the associated points tj,1 and tj,2 in Tj ⊂ R

Nj for H1 and
H2 such that φj(H1|∂B) and φj(H2|∂B) are the boundary values of harmonic
mappings Hj,1 and Hj,2 in Uj(tj,1) and Uj(tj,2) respectively; see Lemma 3.
Set

Yj,1 := Zj(tj,1), Yj,2 := Zj(tj,2), j ∈ N.

In virtue of Lemma 3, (14) we have

(22) d1(Yj,1, H1) → 0 and d1(Yj,2, H2) → 0 as j → ∞,

in particular

(23) D(Yj,1) → D(H1) and D(Yj,2) → D(H2).

Consider the set Pj := Pj(tj,1, tj,2) of all paths p in Tj joining tj,1 and tj,2.
By (22) and H1 �= H2 we may assume that tj,1 �= tj,2 for all j ∈ N. In virtue
of 6.3, Theorem 4, there is a minimal path p∗

j in Pj such that

cj := max
X∈Zj(p∗

j )
D(X) = inf

p∈Pj

max
X∈Zj(p)

D(X), j ∈ N.

We claim that for all j ∈ N

(24) cj ≤ max
{
D(Yj,1), D(Yj,2),

1
4π

L2(Γj)
}
.

In fact, suppose that

cj > max{D(Yj,1), D(Yj,2)}.

Then it follows from Theorem 4 of 6.3 that there is an unstable minimal
surface Yj ∈ P ∗

j := Z(p∗
j ) with cj = D(Yj). The isoperimetric inequality

yields

cj ≤ 1
4π

L2(Γj),

and so we have (24). On the other hand, if cj ≤ max{D(Yj,1), D(Yj,2)}, (24)
is clearly fulfilled, and so we have verified (24) for all j ∈ N.

In conjunction with (23) and L(Γj) → L(Γ ) we conclude that the se-
quence {cj } is bounded, and so (passing to a subsequence and renaming
it) we may assume that cj → κ for some κ ≥ 0. Then H1 and H2 lie in
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lim infj→∞ P ∗
j , and Lemma 2 implies that P ∗ := lim supj→∞ P ∗

j is a path in
(H∗(Γ ), d0) joining H1 and H2. The weak lower semicontinuity D with re-
spect to weak convergence in H1

2 (B,R3) in conjunction with the definition of
P ∗ yields supP ∗ D ≤ κ, and so we arrive at

(25) sup
P ∗

D ≤ κ = lim
j→∞

cj ≤ max
{
D(H1), D(H2),

1
4π

L2(Γ )
}
. �

Lemma 7. Let Γ be a closed rectifiable Jordan curve in R
3 satisfying Con-

dition (μ). Suppose also that H1, H2 are two different points of (H∗(Γ ), d0)
such that

(26) sup
P ′

D > max
{
D(H1), D(H2)

}
for all P ′ ∈ P

′(H1, H2)

where P
′(H1, H2) denotes the set of all paths in (H∗(Γ ), d0) joining H1 and

H2. Then there exists some path P ∗ ∈ (H∗(Γ ), d0) and some minimal surface
H3 ∈ P ∗ with

(27) D(H3) = c := sup
P ∗

D

which is d0-unstable, i.e. in every d0-neighborhood of H3 there exists an X ∈
C

∗
(Γ ) such that D(X) < D(H3).

Proof. Let P ∗ ∈ P
′(H1, H2) be the path constructed in the proof of Lemma 6.

Then
c := sup

P ∗
D > max{D(H1), D(H2)}

in virtue of (26). By (25) we have

c ≤ κ = lim
j→∞

cj , cj := max
P ∗

j

D.

In conjunction with (23) we then obtain

max
P ∗

j

D > max{D(Yj,1), D(Yj,2)} for j � 1.

Using the proof of Theorem 4 in 6.3 we conclude that for j � 1 there is a
minimal surface Xj ∈ P ∗

j satisfying D(Xj) = cj , and a standard reasoning
(cf. 4.3, Theorem 3) shows that there is a subsequence {Xjk

} and a minimal
surface X0 ∈ P ∗ such that d0(Xjk

, X0) → 0 and Xjk
⇀ X0 in H1

2 (B,R3).
Furthermore, L(Γj) → L(Γ ). Then we infer D(Xjk

) → D(X0) on account of
6.4, Theorem 5. Therefore

κ = lim
k→∞

cjk
= D(X0) ≤ c.

Thus the minimal surface X0 ∈ P ∗ satisfies D(X0) = c. In order to obtain an
unstable minimal surface H3 ∈ P ∗ with D(H3) = c we consider the set Kc



6.6 Unstable Minimal Surfaces in Rectifiable Boundaries 471

of all minimal surfaces H ∈ P ∗ with D(H) = c which is a closed subset of
(P ∗, d0) on account of 4.3, Theorem 3, and 6.4, Theorem 5. Furthermore Kc

is a nonvoid and proper subset of P ∗ since X0 ∈ Kc and H1, H2 �∈ Kc. Hence,
on account of the connectedness of P ∗, there exists a boundary point H3 of
Kc with H3 ∈ Kc, therefore

Nε := (P ∗ \ Kc) ∩ {X : d0(X,H3) < ε} �= ∅ for every ε > 0.

If for any ε > 0 there is an X ∈ Nε with D(X) < c, we have shown that
H3 is unstable. It remains to consider the case when we have D(X) = c for
all X ∈ Nε and any ε ∈ (0, ε0) for some positive ε0. Pick some X ∈ Nε for
any ε ∈ (0, ε0). Then D(X) = c, and X is harmonic as Nε ⊂ P ∗ ⊂ P

′. Since
X �∈ Kc we conclude that X is not conformal; therefore we have

(28) ∂D(X,λ) �= 0

for some vector field λ ∈ C2(B,R2) that is tangential at ∂B. Then we can
find a C1-family σ(·, t) : B → B of diffeomorphisms of B onto itself such that
σ(w, 0) = w for all w ∈ B and

d

dt
D(X ◦ σ(·, t))

∣∣
∣∣
t=0

< 0,

whence D(X ◦ σ(·, t)) < D(X) = c for 0 < t 
 1. Thus D(Y ) < D(X) for
Y := X ◦ σ(·, t) ∈ C(Γ ) as well as d0(Y,X) 
 1 for 0 < t 
 1, and therefore
d0(Y,H3) < ε for 0 < t 
 1. By the reasoning of 6.1, Proposition 8, one
can achieve that (28) holds for some admissible λ with λ(wk) = 0 for wk =
exp(iψk), k = 0, 1, 2. Approximating λ in a suitable way one can construct
σ(·, t) in such a way that also σ(wk, t) = wk for |t| 
 1 is fulfilled, and
therefore Y lies even in C

∗
(Γ ). �

Now we can state the main result of this section.

Theorem 1. Let Γ be a closed rectifiable Jordan curve in R
3 satisfying Condi-

tion (μ), and let X1, X2 be two points of (C
∗
(Γ ), d0) such that X1|∂B �= X2|∂B

and

(29) sup
P

D > max{D(X1), D(X2)} for all P ∈ P(X1, X2).

Then there exists a D-unstable (and therefore also A-unstable) minimal sur-
face X3 ∈ (C

∗
(Γ ), d0), i.e. for any ε > 0 there is an X ∈ C

∗
(Γ ) with

d0(X,X3) < ε and D(X) < D(X3).

Proof. Let H1, H2 ∈ H∗(Γ ) be the harmonic surfaces with Hk |∂B = Xk |∂B ,
k = 1, 2. By Lemma 6 the set P

′(H1, H2) is nonvoid, and so also P(X1, X2)
is nonvoid according to Lemma 5(i). Thus assumption (29) makes sense, and
Lemma 5(ii) yields
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sup
P

D > max{D(H1), D(H2)} for all P ∈ P(H1, H2).

Since P
′(H1, H2) ⊂ P(H1, H2) we also have

sup
P ′

D > max{D(H1), D(H2)} for all P ′ ∈ P
′(H1, H2).

Moreover, X1|∂B �= X2|∂B implies H1 �= H2. Now the assertion follows from
Lemma 7 and from 6.3, Remark 2. �

As a corollary of the preceding result we obtain

Theorem 2. Let Γ be a closed rectifiable Jordan curve in R
3 satisfying Con-

dition (μ), and let X1, X2 ∈ C
∗
(Γ ) be two different minimal surfaces, each

furnishing a strict local minimum for D in (C
∗
(Γ ), d0), i.e.

(30) D(Xk) < D(X) for any X ∈ C
∗
(Γ ) with d0(X,Xk) < ε, k = 1, 2,

for any positive ε 
 1. Then there is a third minimal surface X3 ∈ C
∗
(Γ )

which is both D-unstable and A-unstable in (C
∗
(Γ ), d0).

Another corollary of Theorem 1 is the following result:

Theorem 3. Let Γ be a closed rectifiable Jordan curve in R
3 satisfying Condi-

tion (μ), and let X1, X2 ∈ C
∗
(Γ ) be two minimal surfaces separated by a wall,

i.e. which satisfy (29). Then there exists a third minimal surface X3 ∈ C
∗
(Γ )

which is both D-unstable and A-unstable in C
∗
(Γ ).

6.7 Scholia

6.7.1 Historical Remarks and References to the Literature

The results of the present chapter are a special part of Morse theory that for-
merly ran under the headline “Theorem of the Wall”. Nowadays one speaks of
the “Mountain Pass Theorem”, referring to the path-breaking work by A. Am-
brosetti and P. Rabinowitz [1]. A presentation of applications of this theorem
to various variational problems can be found in the texts of M. Struwe [13] and
E. Zeidler [1]. Originally Morse theory worked very well for one-dimensional
variational integrals, say, geodesics whereas already minimal surfaces lead to
enormous difficulties. In a remarkable competition, the first results were found
by M. Shiffman [2–5] and by M. Morse & C. Tompkins [1–5] almost simulta-
neously. Of particular interest is that work by Morse & Tompkins which uses
the “theorem of the wall”, while their general Morse-theoretic statements are
more or less useless as they are based on topological assumptions which can-
not be verified in a concrete situation. A general Morse theory for minimal
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surfaces in R
4 was developed by M. Struwe [4,8] and J. Jost & M. Struwe [1].

Furthermore A. Tromba [10–12] obtained a Morse-theoretic result for minimal
surfaces in three-dimensional space which is presented in the last chapter of
Vol. 3.

Somewhat later than Shiffman and Morse & Tompkins, Courant found a
new approach to the “theorem of the wall” that works for minimal surfaces
bounded by a polygonal contour; cf. R. Courant [13] and [15], and Shiffman
[4] showed how Courant’s “polygonal theory” can also be used to establish
the “theorem of the wall” for rectifiable boundary contours. This work was
carried over by E. Heinz [12–14] to surfaces of constant mean curvature H
with |H| < 1

(2R) which are contained in a ball of radius R. In his remarkable
paper [2], Ströhmer was able to establish the “theorem of the wall” for sur-
faces of prescribed mean curvature H(x) under the most general assumption
|H(x)| ≤ 1

R . Previously G. Ströhmer [1] had generalized the Courant–Shiffman
theory to minimal surfaces in a Riemannian manifold of nonpositive sectional
curvature. Further contributions by Ströhmer concern the semi-free problem
[3], and in [4] the Plateau problem for more general integrals. M. Shiffman [8]
developed a “mountain pass theorem” for general parametric integrals of the
type

F(X) =
∫

B

F (Xu ∧ Xv) du dv.

Unfortunately, Shiffman’s reasoning is not stringent, as has been pointed out
by R. Jakob (cf. [2], p. 403). Nevertheless, Shiffman’s paper contains quite
ingenious ideas which, combined with the technique developed by Courant
and Heinz, enabled R. Jakob to establish a modified version of Shiffman’s
theory (see Jakob [1,2,4,5]).

6.7.2 The Theorem of the Wall for Minimal Surfaces in Textbooks

The first textbook presentation can be found in Courant [15], Chapter VI,
Sections 7 and 8. The results of 6.6 can also be derived by using Courant’s
pinching lemma 6.10 (cf. pp. 236–237, 241–243) instead of Lemma 1 in 6.6.

J.C.C. Nitsche gave a detailed and very precise presentation of Shiffman’s
approach to unstable minimal surfaces in §§419–433 of his treatise [28], with
applications to several examples in §§ 434–436.

An interesting and completely new approach to the “mountain pass the-
orem” for minimal surfaces, based on Douglas’s functional, was given by
M. Struwe [11], with a correction in Imbusch and Struwe [1]. In this work,
an infinite-dimensional version of the mountain-pass lemma is used to prove
the existence of unstable minimal surfaces directly for boundary contours Γ
of class C2, without the detour of approximating Γ by polygonal contours Γj .
This enabled Struwe to work with a metric d1 instead of d0, just as we did in
6.3, which leads to somewhat stronger existence results than those in 6.6 for
Γ ∈ C2, i.e. to results as presented in 6.3 for polygonal Γ . It is a challenging
problem to carry over Struwe’s approach to related problems.
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J. Jost [17], Corollary 4.4.11, proved the following result: Let Γ be a closed
Jordan curve in a compact Riemannian manifold that contains no minimal
spheres (e.g. if the sectional curvature of M is nonpositive). Suppose that Γ
bounds two homotopic minimal surfaces X1, X2 : B → M both of which are
strict relative minima of Dirichlet’s integral D (with respect to the C0- or H1

2 -
topology). Then there exists a third minimal surface X3 : B → M bounded by
Γ and satisfying

D(X3) > max{D(X1), D(X2)}.
He also noted that for proving such a result the compactness of M is not really
needed; it is sufficient to assume that X1(B) and X2(B) lie in a bounded,
strictly convex subset of N , without further restrictions on M . Therefore
one in particular obtains a corresponding result in R

n. Moreover, Ströhmer’s
results in his papers [1] and [4] can be obtained in this way.

Another “instability result” of J. Jost [17] is his Theorem 4.6.1 which holds
for Jordan curves Γ of class C2 in R

n: Let X1, X2 : B → R
n be minimal

surfaces of class C∗(Γ ) such that X1(B) �= X2(B). (i) If both X1 and X2 are
strict local minimizers, then there is a third minimal surface in C∗(Γ ) which
is unstable. (ii) If both X1 and X2 are global minimizers, then one either has a
third and unstable minimal surface X3, or there is a continuous family X(·, t)
with X(·, 0) = X1, X(·, 1) = X2, and D(X(·, t)) ≡ const.

Generalizations of this result are indicated in Jost [17], p. 160, Remark (1).

6.7.3 Sources for This Chapter

In writing this chapter we have extensively used Courant’s work in [15], Heinz’s
papers [13] and [14], as well as a first draft by R. Jakob. In addition, Jakob’s
papers [1,2] and several lectures that he gave to us were of help; we are very
grateful for his support in drawing up the material and for his criticism of our
first draft.

6.7.4 Multiply Connected Unstable Minimal Surfaces

In [8] Struwe used his approach from [11] to prove the existence of unstable
minimal surfaces of annulus type. J. Hohrein [1] discussed the existence of
unstable minimal surfaces of higher genus in Riemannian manifolds of non-
positive curvature, employing ideas of Struwe [4]. Unstable minimal surfaces
X of annulus type in a Riemannian manifold M were studied by H. Kim [1]
assuming that the boundary of X lies in a ball Br(p) of normal range, which
in particular means that the radius r of the ball satisfies r < π/(2

√
κ) where

κ is an upper bound for the sectional curvature of M .

6.7.5 Quasi-Minimal Surfaces

It is not known whether the Courant function Θ associated with a polygon
Γ is of class C2, and so it is impossible to develop a Morse theory for Θ. To
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overcome this difficulty, Marx and Shiffman have set up a modified variational
problem which leads to a modification Θ∗ of Θ with a much better behavior;
cf. Courant [15], pp. 235–236, and I. Marx [1]. The original work of Shiffman
was never published, and the proofs given in Marx’s paper are incomplete
(see e.g. E. Heinz [20], p. 84, and [25], pp. 200–201). A satisfactory theory
of the variational problem of Marx–Shiffman was developed only much later
by E. Heinz [19–24], with further contributions by F. Sauvigny [1–3,6], and
R. Jakob [6–10]. In the sequel we shall present a brief summary of this work.

Let Γ be a simple closed polygon with N + 3 (≥ 4) consecutive vertices
Q1, Q2, . . . , QN+3, and set QN+4 := Q1, Q0 := QN+3. Consider the set of
points t = (t1, t2, . . . , tN ) with 0 < t1 < t2 < · · · < tN < π, and set

tN+ν :=
1
2
π(1 + ν) for ν = 1, 2, 3, t0 := 0.

We assume that the angles at the corners Qj are neither 0 nor π, i.e. for
ξk := Qk − Qk−1, any two vectors ξk, ξk+1 are linearly independent. By Γk

we denote the straight lines

Γk := {sξk : s ∈ R}.

For t ∈ T we define U∗(t) as the set of surfaces

X ∈ H1
2 (B,R3) ∩ C0(B,R3) ∩ C2(B,R3)

which map the circular arcs γk := {eiϕ : tk < ϕ < tk+1} into the straight lines
Γ ′

k := Qk + Γk. Then X(wk) = Qk for wk := eitk

and 1 ≤ k ≤ N + 3. We
want to minimize D in the class U∗(t). This will be achieved by minimizing
D in the class V , defined by

V := {X ∈ H1
2 (B,R3) : X|∂B(γj) ⊂ Γ ′

j , j = 1, 2, . . . , N + 3},

and then proving that the minimizer in V actually belongs to U∗(t). Since we
have no control over the boundary values of elements of V we need a Poincaré
inequality for the elements of V ; in fact, such an inequality for the elements of
V ∩C1(B,R3) will suffice. This will be achieved by formula (2) of the following

Lemma 1. Let τ0 ∈ [0, 2π], w0 := eiτ0 , 0 < ε0 < π, 0 < ε1 < 1, γ− :=
{eiϕ : τ0 − ε0 < ϕ < τ0}, γ+ := {eiϕ : τ0 < ϕ < τ0 + ε0}; e−, e+ ∈ R

3

with |e− | = |e+| = 1 and 〈e−, e+〉 ≤ 1 − ε1, Γ+ := {se+ : s ∈ R}, Γ− :=
{se− : s ∈ R}; finally suppose that Z ∈ H1

2 (B,R3) ∩C1(B,R3) and Z|γ+(w) ∈
Γ+ H1-a.e. on γ+, Z|γ− (w) ∈ Γ− H1-a.e. on γ−. Then there are numbers
c1 = c1(ε0, ε1), c2 = c2(ε0, ε1), and δ0 = δ0(ε0) ∈ (0, 1) with the following
properties:

(i) For any δ ∈ (0, δ0] there is a δ∗ ∈ (δ,
√
δ) with

(1) |Z(w)| ≤ c1

(
log

1
δ

)− 1
2 √

D(Z) for w ∈ B with |w − w0| = δ∗.
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(ii) We have

(2)
∫

B

|Z|2 du dv ≤ c2D(Z).

Proof. (i) By 4.4, Proposition 2, there is a δ∗ ∈ (δ,
√
δ) such that

|Z(w) − Z(w′)| ≤ 2
(

log
1
δ

)− 1
2 √

D(Z)(3)

for w,w′ ∈ B with |w − w0| = δ∗ and |w′ − w0| = δ∗.

Let w1, w2 be the two end points of the circular arc {w ∈ B : |w − w0| = δ∗ }.
For 0 < δ < ε0 we can assume that w1 ∈ γ−, w2 ∈ γ+. Then (3) and
〈e−, e+〉 ≤ 1 − ε1 imply

(4) |Z(w1)| ≤ c0(ε0, ε1)
(

log
1
δ

)− 1
2

·
√
D(Z).

Now (1) follows from (3), (4), and |Z(w)| ≤ |Z(w1)| + |Z(w) − Z(w1)|.
(ii) Fix some δ0 with 0 < δ0 < ε and choose δ := δ0 in (i). Since

∫ 1

1−δ0

(∫ 2π

0

|Zϕ(reiϕ)|2 dϕ
)
dr

r
≤ 2D(Z),

there are numbers δ1 ∈ (0, δ0) and r1 := 1 − δ1 with r1 > 1 − δ0 and

∫ 2π

0

|Zϕ(r1eiϕ)|2 dϕ ≤
(∫ 1

1−δ0

dr

r

)−1

· 2D(Z) <
2
δ0
D(Z)

whence

|Z(r1eiϕ) − Z(r1eiψ)| ≤ [4πδ−1
0 D(Z)]

1
2 for 0 ≤ ϕ,ψ ≤ 2π.

Since the arcs {w ∈ B : |w| = r1} and {w ∈ B : |w − w0| = δ∗ } intersect we
obtain in conjunction with (1) that

|Z(w)| ≤
[
c1 ·

(
log

1
δ0

)− 1
2

+
(

4π
δ0

) 1
2
]√

D(Z)(5)

for {w ∈ B : |w| = r1}.

Choose some ε > 0 and consider the function

f(r) := ε+
∫ 2π

0

|Z(reiϕ)|2 dϕ, r ∈ (0, 1).
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From
d

dr

√
f(r) =

f ′(r)
2
√
f(r)

=

∫ 2π

0
2〈Z(reiϕ), Zr(reiϕ)〉 dϕ

2
√
f(r)

we infer by Schwarz’s inequality that

∣∣
∣∣
d

dr

√
f(r)

∣∣
∣∣ ≤

(∫ 2π

0

|Zr(reiϕ)|2 dϕ
) 1

2

.

Then

√
f(r) −

√
f(r1) ≤

∣∣∣∣

∫ r

r1

d

dr

√
f(r) dr

∣∣∣∣ ≤
∣∣∣∣

∫ r

r1

∣∣∣∣
d

dr

√
f(r)

∣∣∣∣dr
∣∣∣∣

≤
∣∣∣∣

∫ r

r1

1√
r

·
(∫ 2π

0

|Zr(r eiϕ)
∣∣∣∣

2

rdϕ

) 1
2

dr

∣∣∣∣,

and by Schwarz’s inequality,

√
f(r) ≤

√
f(r1) +

(√

log
1
r

+
√

log
1
r1

)
√

2D(Z).

Squaring and letting ε tend to zero we obtain the estimate
∫ 2π

0

|Z(reiϕ)|2 dϕ ≤ 2
∫ 2π

0

|Z(r1eiϕ)|2 dϕ+ 8
(

log
1
r

+ log
1
r1

)
D(Z).

In virtue of 1
r1
< 1

1−δ0
and (5) we arrive at

∫ 2π

0

|Z(reiϕ)|2 dϕ ≤ c(ε0, ε1) ·
(

1 + log
1
r

)
D(Z) for 0 < r < 1.

Multiplying by r and integrating with respect to r from 0 to 1 we obtain (2).
�

Now we fix some arbitrary t ∈ T . Depending on Γ there are numbers q > 0
and μ = μ(t) ∈ (0, 1) such that

(6) |Qk | ≤ q, |tj − tk | ≥ μ, | 〈ξk, ξk+1〉 | ≤ 1 − μ

for 1 ≤ j, k ≤ N + 3, j �= k.

Proposition 1. There exists a uniquely determined mapping X ∈ U∗(t) with
D(X) = infU ∗(t)D which is harmonic in B.

Proof. Set d := infV D and d∗ := infU ∗(t)D. By U∗(t) ⊂ V and (6) it follows
that

(7) 0 ≤ d ≤ d∗(q, μ) < ∞.
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Choose a sequence of mappings Xn ∈ V with D(Xn) → d. By Dirichlet’s
principle we can assume that the Xn are harmonic in B, in particular Xn ∈
C1(B,R3). Since Z := Xn −Xl satisfies the assumptions of Lemma 1 we have

∫

B

|Xn − Xl|2 du dv ≤ c2D(Xn − Xl) for any n, l ∈ N.

Furthermore, 1
2 (Xk +Xl) ∈ V because V is a convex set, whence

D(Xn +Xl) = 4D
(

1
2 (Xn +Xl)

)
≥ 4d,

and therefore

D(Xn − Xl) = 2D(Xn) + 2D(Xl) − D(Xn +Xl)
≤ 2D(Xn) + 2D(Xl) − 4d → 0 as n, l → ∞.

Thus {Xn} is a Cauchy sequence in H1
2 (B,R3), and so there is an X ∈

H1
2 (B,R3) with Xn → X in H1

2 (B,R3) as n → ∞. Then we also have Xn ⇒ X
in B′ for any B′ ⊂⊂ B; hence X is harmonic in B. Since V is a closed sub-
set of H1

2 (B,R3) we see that X ∈ V , and D(Xn) → d yields D(X) = d.
Consequently X is a minimizer of D in V .

Suppose that Y ∈ V were another minimizer. Then

D(X − Y ) = 2D(X) + 2D(Y ) − D(X + Y ) ≤ 2d+ 2d − 4d ≤ 0

and consequently D(X − Y ) = 0. By Lemma 1(ii), follows
∫

B

|X − Y |2 du dv = 0,

and therefore X = Y . Thus D possesses exactly one minimizer X in V . If we
can show that X ∈ C0(B,R3) it follows that X lies in U∗(t), and consequently

inf
V
D = inf

U ∗(t)
D

because of U∗(t) ⊂ V , and so it would be shown that X is the unique mini-
mizer of D in U∗(t).

Standard elliptic regularity theory yields that X is real analytic on the set
B \ {w1, . . . , wN+3}, wk := eitk

, and

(8)
〈Xr(w), Qk+1 − Qk 〉 = 0
RkX(w) = X(w)

for w ∈ γk, k = 1, . . . , N + 3.

Here Rk : R
3 → R

3 denotes the reflection of R
3 in the straight line Γ ′

k =
Qk + Γk.
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It remains to prove the continuity of X at the points w = wk. Set

X+(w) := X(w) for |w| < 1, X−(w) := X(w−1) for |w| > 1.

Here w−1 = w/|w|2 is the mirror point of w with respect to the unit circle
∂B. Let P be the exterior of the convex hull of w1, . . . , wN+3, and Ωk be the
subset of B ∩ P bounded by γk and the linear segment σk with the endpoints
wk and wk+1. By (8) and Schwarz’s reflection principle, X− can be extended
to a harmonic mapping in P , which will again be denoted by X−, and one
has

(9) X−(w) = RkX
+(w) for w ∈ Ωk.

Then for 0 < ρ2 ≤ δ1(μ) 
 1 the function |X− − Qk |2 is subharmonic in
P ∩ Bρ(wk), whereas |X+ − Qk |2 is subharmonic in B ∩ Bρ(wk), and by (9)
it follows that |X−(w) − Qk |2 = |X+(w) − Qk |2 holds both for w ∈ Ωk and
for w ∈ Ωk−1. Hence the function

(10) g(w) :=

{
|X+(w) − Qk |2 for w ∈ Bρ(wk) ∩ B, w �= wk,

|X−(w) − Qk |2 for w ∈ Bρ(wk) ∩ (C \ B), w �= wk,

is subharmonic in the punctured disk B′
ρ(wk) := {w ∈ R

2 : 0 < |w −wk | < ρ}.
By (7) we have D(X − Qk) = D(x) ≤ d∗, and so the Courant–Lebesgue
Lemma yields together with | 〈ξk, ξk+1〉| ≤ 1 − μ for each k:

For any δ ∈ (0, δ1] and any k with 1 ≤ k ≤ N + 3 there is a number ρ =
ρ(δ, k) ∈ (δ,

√
δ) such that

|X(w) − Qk | ≤ c3(μ)
√
d∗ ·

(
log

1
δ

)−1/2

=: Mδ(11)

for w ∈ B with |w − wk | = ρ.

Hence for any k = 1, . . . , N + 3 there is a sequence {ρj } of numbers ρj > 0
with ρj → 0 as j → ∞ such that

(12) mj := max{ |X(w) − Qk | : w ∈ B, |w − wk | = ρj } → 0 as j → ∞.

Applying the maximum principle to the subharmonic function g on the annu-
lus A(ρj , ρ) := {w ∈ C : ρj ≤ |w − wk | ≤ ρ} for j � 1 we infer from (11) and
(12) that

max{g(w) : w ∈ A(ρj , ρ)} ≤ max{m2
j ,M

2
δ }.

Letting j tend to infinity it follows that

max{g(w) : w ∈ B′
ρ(wk)} ≤ M2

δ .

In conjunction with (10) we obtain that X is also continuous at the points
w1, . . . , wN+3, and therefore X ∈ C0(B,R3) and X ∈ U∗(t). �
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Definition 1. The Marx–Shiffman mapping Z∗ : T → H1
2 (B,R3) is de-

fined by Z∗(t) := X for t ∈ T where X denotes the uniquely determined
minimizer of D in U∗(t), and the Marx–Shiffman function Θ∗ : T → R is
given by

(13) Θ∗(t) := D(Z∗(t)) = inf
U ∗(t)

D.

Any mapping Z∗(t) : B → R
3 is called a quasi-minimal surface (cf.

I. Marx [1]). If we want to emphasize the dependence of Z∗ and Θ∗ on t and
on the vertices Q1, . . . , QN+3 we write Z∗(t, Q1, . . . , QN+3) and as well as
Θ∗(t, Q1, . . . , QN+3).

Remark 1. The three point condition X(wk) = Qk, k = N +1, N +2, N +3
with wk = eitk

and tN+ν = 1
2π(1 + ν) for ν = 1, 2, 3 is only needed if we want

to compare Θ∗ with the Courant function Θ. Otherwise we can replace t by
t∗ = (t1, t2, . . . , tN+3) and T by T ∗ := {t∗ ∈ R

N+3 : t1 < t2 < · · · < tN+3 <
t1 + 2π}. Then the statements on Θ∗ and Z∗ as functions of t ∈ T also hold
(with obvious alterations) if we consider Θ∗, Z∗ as functions of t∗ ∈ T ∗.

Corollary 1. For t ∈ T there is a number c4 = c4(q, μ(t)) > 0 such that

max
B

|Z∗(t)| ≤ c4.

Furthermore, for any t ∈ T and ε > 0 there is a number δ2 = δ2(q, μ(t), ε) > 0
such that

|Z∗(t)(w) − Z∗(t)(w′)| < ε for any w,w′ ∈ B with |w − w′ | < δ2.

Remark 2. This corollary together with Proposition 1 implies that the map-
pings Z∗(t, Q1, . . . , QN+3) and Z∗(t∗, Q1, . . . , QN+3) depend continuously on
the data t ∈ T and t∗ ∈ T ∗ respectively and on Q1, . . . , QN+3.

Corollary 2. For any t ∈ T , the mapping Z∗(t) ∈ U∗(t) is of class C0(B,R3)∩
Cω(B \ {w1, . . . , wN+3},R3), harmonic in B

′
:= B \ {w1, . . . , wN+3}, and sat-

isfies the boundary conditions (8) on γ1 ∪ · · · ∪ γN+3.

Proposition 2. Let Θ and Θ∗ be the Courant function and the Marx–Shiffman
function associated with a given simple and closed polygon Γ . Then we have:

(i) Θ∗(t) ≤ Θ(t) for all t ∈ T ;
(ii) Θ∗(t) = Θ(t) if t ∈ T is a critical point of Θ;
(iii) There are polygons Γ such that Θ∗ �= Θ, i.e.

Θ∗(t) < Θ(t) for some t ∈ T.
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Proof. (i) Since U(t) ⊂ U∗(t) for any t ∈ T , it follows that

Θ∗(t) = inf
U ∗(t)

D ≤ inf
U(t)

D = Θ(t).

(ii) Let t ∈ T be a critical point of Θ, and note that

Θ(t) = D(Z(t)), Θ∗(t) = D(Z∗(t)).

By a similar reasoning as in the proof of Proposition 2 in 6.1 we infer that
Z(t) = Z∗(t).

(iii) The third assertion follows from the Lewerenz examples: For any
N ∈ N there is a closed simple polygon Γ with N + 3 vertices such that the
corresponding functions Θ and Θ∗ do not coincide.

It suffices to construct an example for N = 1; the other cases will be
obtained by a slight modification of this example. So we are looking for a
polygon with four vertices Q1, Q2, Q3, Q4 such that the corresponding func-
tions Θ,Θ∗ satisfy Θ∗(t) < Θ(t) for some t ∈ T . (Note that T here reduces
to an interval.) For the sake of convenience we parametrize all surfaces on the
semidisk B+ := {(u, v) ∈ R

2 : u2 + v2 < 1 and v > 0} instead of the disk
B := {(u, v) ∈ R

2 : u2 + v2 < 1}. Let Γε be the polygon determined by the
four successive corners

Qε
1 := (0, 0, −ε), Qε

2 := (0, 0, ε),
Qε

3 = Q3 := (1, 1, −1), Qε
4 = Q4 := (−1, 1, 1),

where ε > 0 is a parameter that will be fixed later on. Set

w1 := (−1, 0), w2 := (1, 0), w3 := (α, α), w4 := (−α, α), α :=
1√
2
.

By Zε = (Z1
ε , Z

2
ε , Z

3
ε ) we denote the uniquely determined minimizer of DB+ ,

DB+(X) :=
1
2

∫

B+
| ∇X|2 du dv,

among all X ∈ H1
2 (B+,R3)∩C0(B+,R3) which map ∂B+ monotonically onto

Γε such that X(w1) = Qε
1, X(w2) = Qε

2, X(w3) = Q3, X(w4) = Q4, and Cε

be the class of all such X. Consider the surface Z ′
ε defined by

Z ′
ε(u, v) :=

(
−Z1

ε (−u, v), Z2
ε (−u, v), −Z3

ε (−u, v)
)
.

One easily checks that Z ′
ε ∈ Cε and DB+(Zε) = DB+(Z ′

ε), whence we obtain
Zε = Z ′

ε. Thus, for any (u, v) ∈ B+, Z1
ε (−u, v) = −Z1

ε (u, v), Z2
ε (−u, v) =

Z2
ε (u, v), Z3

ε (−u, v) = −Z3
ε (u, v). In particular it follows that

Z1
ε (0, v) = 0, Z3

ε (0, v) = 0 for 0 ≤ v ≤ 1,
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Fig. 1. Lewerenz curve

and Zε ∈ Cε immediately yields

Z2
ε (0, 0) = 0, Z2

ε (0, 1) = 1,

that is
Zε(0, 0) = P0 := (0, 0, 0), Zε(0, 1) = P1 := (0, 1, 0).

Fix some ε′ with 0 < ε′ 
 1. By an elementary construction we can find
surfaces Yε ∈ Cε such that DB+(Yε) ≤ const for 0 < ε < ε′. Then DB+(Zε) ≤
const for 0 < ε < ε′, and by the Courant–Lebesgue Lemma there exists a
sequence of numbers εj ∈ (0, 1) with εj → 0 such that the harmonic map-
pings Zεj converge uniformly on B+ to some Z0 ∈ C0(B+,R3) ∩ H1

2 (B+,R3)
which maps ∂B+ monotonically onto the polygon Γ0 with the three vertices
P0, Q3, Q4 such that

Z0(u, 0) = P0 for −1 ≤ u ≤ 1, Z0(w3) = Q3, Z0(w4) = Q4

and
Z(0, 1) = P1.

Now we reflect Z3
ε and Z3

0 symmetrically at the u-axis, setting

ζε(u, v) :=

{
Z3

ε (u, v) for v ≥ 0,
Z3

ε (u, −v) for v ≤ 0,
ζ0(u, v) :=

{
Z3

0 (u, v) for v ≥ 0,
Z3

0 (u, −v) for v ≤ 0,

where (u, v) ∈ B and B := {(u, v) : u2 + v2 < 1}.
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Then we consider the functions hε, h0 ∈ H1
2 (B) ∩ C0(B) ∩ C2(B) which

are harmonic in B and satisfy

hε|∂B = ζε|∂B , h0|∂B = ζ0|∂B .

By Dirichlet’s principle,

DB(hε) ≤ DB(ζε) and DB(h0) ≤ DB(ζ0),

and the equality sign holds if and only if hε = ζε and h0 = ζ0 respectively.
The symmetry of ζε and ζ0 implies

DB(ζε) = 2DB+(ζε) and DB(ζ0) = 2DB+(ζ0).

Let w∗ = (u, −v) be the mirror point of w = (u, v). Then

ζε(w) = ζε(w∗) and ζ0(w) = ζ0(w∗) for any w ∈ ∂B.

Set
h∗

ε(w) := hε(w∗) and h∗
0(w) := h0(w∗) for w ∈ B.

Then h∗
ε, h

∗
0 are continuous on B, harmonic in B, and h∗

ε |∂B = hε|∂B , h∗
0|∂B =

h0|∂B . The maximum principle implies h∗
ε = hε and h∗

0 = h0, and so

hε(u, −v) = hε(u, v), h0(u, −v) = h0(u, v) for (u, v) ∈ B.

This in turn yields

DB(hε) = 2DB+(hε), DB(h0) = 2DB+(h0),

therefore
DB+(hε) ≤ DB+(ζε), DB+(h0) ≤ DB+(ζ0),

and equality occurs if and only if hε = ζε and h0 = ζ0 respectively.
Furthermore, Z3

ε (−u, v) = −Z3
ε (u, v) for (u, v) ∈ B yields

hε(−u, v) = −hε(u, v) and h0(−u, v) = −h0(u, v) for (u, v) ∈ ∂B.

Then an analogous reasoning furnishes

h0(−u, v) = −h0(u, v) for (u, v) ∈ B,

and so
h0(0, v) = 0 for all v with |v| ≤ 1.

Moreover, Z0 maps the quarter circle {(cos θ, sin θ) : 0 ≤ θ ≤ π
2 } onto the

polygonal subarc P0Q3P1 of Γ0, whence h0(u, v) ≤ 0 on the boundary of
the semidisk S+ := {(u, v) ∈ B : u > 0}. The maximum principle yields
h0(u, v) < 0 in S+, in particular
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h0(u, 0) < 0 for 0 < u < 1,

and similarly
h0(u, 0) > 0 for −1 < u < 0.

Since Zεj ⇒ Z0 on B+, it follows that ζεj |∂B ⇒ ζ0|∂B , and therefore hεj ⇒ h0

on B. Hence there are numbers ε0 > 0 and u+
1 , u

+
2 , u

−
1 , u

−
1 such that 0 < u+

1 <
u+

2 < 1, −1 < u−
1 < u−

2 < 0, and

hε0(u, 0) < 0 for u+
1 < u < u+

2 , hε0(u, 0) > 0 for u−
1 < u < u−

2 .

Now we define a new harmonic mapping Xε0 by

Xε0 := (Z1
ε0
, Z2

ε0
, hε0 |

B
+)

which satisfies

Xε0(w1) = Qε0
1 , Xε0(w2) = Qε0

2 , Xε0(0, 0) = P0,

hence
hε0(−1, 0) = −ε0, hε0(1, 0) = ε0, hε0(0, 0) = 0.

Therefore Xε0 is not monotonic on {(u, 0) : − 1 ≤ u ≤ 1}. Thus hε0 does not
coincide with ζε0 ; hence DB+(hε0) < DB+(ζε0) and therefore

DB+(Xε0) < DB+(Zε0).

We also note that Xε is an admissible mapping for Shiffman’s variational
problem since it maps the subarcs of ∂B+ between wj and wj+1 into the
straight lines through Qε0

j and Qε0
j+1 (with wj+4 := wj , Qε0

j+4 := Qε0
j ). Hence,

for w1, w2, w3, w4 and Γε0 the “Marx–Shiffman minimizer” furnishes a smaller
value for DB+ than the “Courant minimizer”, and consequently Θ∗(t) < Θ(t)
for some t ∈ T if we return to our original notation.

By a slight modification of the preceding reasoning one can construct
“Lewerenz examples” Γ with more than four vertices. �

The elementary results that we so far have proved are taken from Lewerenz
[1] and Heinz [19]. The following work is much more profound and rests on
classical results by H. Poincaré, L. Schlesinger [1–4], and J. Plemelj [1] about
the Riemann–Hilbert problem. Here we can only present the statements of
Heinz’s principal theorems without any proof.

The main result of [19] is

Theorem 1. For t∗ = (t1, . . . , tN+3) ∈ T ∗ := {t∗ ∈ R
N+3 : t1 < · · · < tN+3 <

t1 + 2π} we set X(u, v, t∗) := Z∗(t∗)(w), w = (u, v), where Z∗(t∗) is
the quasi-minimal surface (i.e. the Marx–Shiffman mapping), bounded by
the polygon Γ , that belongs to t∗ ∈ T ∗ (see Definition 1 and Remark 1).
Let t∗

0 ∈ (t10, . . . , t
N+3
0 ) ∈ T ∗, ẘk := exp(itk0) for k = 1, . . . , N + 3 and

ẘ = ů + i̊v =̂ (̊u, v̊) ∈ B with ẘ �= ẘ1, . . . , ẘN+3. Then, in a sufficiently
small neighborhood of (̊u, v̊, t∗

0), the mapping X(u, v, t∗) possesses a conver-
gent power series expansion.
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In [21] Heinz also allowed the corners Q1, . . . , QN+3 of Γ to vary under the
assumption that none of the angles at Q̊1, . . . , Q̊N+3 of Γ̊ will be 90◦. Then it
turns out that X(u, v, t∗, Q) can be expanded in a convergent power series of
the variables (u, v, t∗, Q) near (̊u, v̊, t∗

0, Q̊) where Q := (Q1, . . . , QN+3), Q̊ :=
(Q̊1, . . . , Q̊N+3), X(wk, t

∗, Q) = Qk for wk = exp(itk) and X(ẘk, t
∗
0, Q̊k) = Q̊k

for k = 1, . . . , N + 3.
In [20] (and with simplified proofs in [23]) Heinz proved analyticity of the

Shiffman function Θ∗(t) in t ∈ T :

Theorem 2. For t ∈ T set X = X(·, t) = Z∗(t). Then one has:

(i) In B × T the mapping X satisfies

w2Xw(w) · Xw(w) =
i

8π

N+3∑

k=1

Rk(t)
wk + w

wk − w
, wk := exp(itk),

where the Rk(t) are real analytic in t ∈ T and satisfy

N+3∑

k=1

Rk(t) = 0 and
N+3∑

k=1

wkRk(t) = 0.

(ii) Θ∗(t) is real analytic in T , and

∂Θ∗(t)
∂tk

= Rk(t) for k = 1, . . . , N.

(iii) X(·, t) is minimal surface (i.e. ΔX(·, t) = 0 and Xw(·, t) · Xw(·, t) = 0
in B) if and only if ∇Θ∗(t) = 0.

According to Heinz [21], also the function Θ∗(t, Q) = D(X(·, t, Q)) is real
analytic in t ∈ T and Q ∈ R

3(N+3) if we avoid angles of 90◦ at the vertices
Q̊k of the polygon Γ̊ that is to be varied; in fact, it suffices that the angle at
one of the vertices Q̊k is different from 90◦ (see Heinz [21], pp. 33–34).

In order to formulate further results it will be convenient to use the fol-
lowing notations:

M(Γ ) := {X ∈ C(Γ ) : ΔX = 0, Xw · Xw = 0}

is the class of disk-type minimal surfaces X : B → R
3 bounded by Γ , and

M∗(Γ ) is the subclass

M∗(Γ ) := {X ∈ C(Γ ) : ΔX = 0, Xw · Xw = 0}

of X ∈ M(Γ ) satisfying the three-point condition

(∗) X(wk) = Qk for k = N + 1, N + 2, N + 3
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and wN+ν := exp(itN+ν), 1 ≤ ν ≤ 3, and tN+ν = π
2 (1 + ν). As always

in the present context, Γ is a polygon in R
3 with the “true vertices” Q1,

Q2, . . . , QN+3. By S(Q) we denote the class of quasi-minimal surfaces X =
Z∗(t) with “∂X ⊂ Γ ′

1 ∪ Γ ′
2 ∪ · · · ∪ Γ ′

N+3”, precisely speaking:

S(Q) := {X : X = Z∗(t) for some t ∈ T}, Q := (Q1, . . . , QN+3),

where T = {t = (t1, . . . , tN ) : 0 < t1 < · · · < tN < π} and Z∗(t) is the Marx–
Shiffman mapping for t ∈ T , i.e. the minimizer of D in the class U∗(t) of
surfaces Y ∈ H1

2 (B,R3) ∩C0(B,R3) ∩C2(B,R3) with Y (γk) ⊂ Γ ′
k = Qk +Γk,

k = 1, . . . , N + 3. In particular, the elements X ∈ S(Q) satisfy the same
3-point condition (∗) as the elements X ∈ M∗(Γ ), and X(wk) = Qk for
k = 1, . . . , N + 3.

Finally we denote by Sk(Q) the class of quasi-minimal surfaces X ∈ S(Q)
which are minimal surfaces, i.e.:

SM(Q) = {X ∈ S(Q) : Xw · Xw = 0}
= {X : X = Z∗(t) for some t ∈ T with ∇Θ∗(t) = 0}.

Then
M∗(Γ ) ⊂ SM(Q) ⊂ S(Q).

Now we want to define the notion of a branch point of a quasi-minimal surface
and of its branch point order .

Proposition 3 (E. Heinz [19], Satz 2; [22], pp. 549–550; [23], pp. 385–386).
Let X = X(·, t) = Z∗(t) ∈ S(Q), t ∈ T , V := {w1, . . . , wN+3}. Then for any
ζ ∈ B there exist A ∈ C

3 with A �= 0, ν ∈ Z with ν ≥ 0, and α ∈ (−1, 0] such
that Xw = 1

2 (Xu − iXv) has the asymptotic representation

(14) Xw(w, t) = A · (w − ζ)ν+α + o(|w − ζ|ν+α) for w ∈ B,w → ζ.

Moreover, α = 0 if ζ /∈ V .
This expansion is uniquely determined.

Definition 2. One calls ζ ∈ B a branch point of X ∈ S(Q) if ν > 0, and
ν = ν(ζ) is said to be the order of the branch point ζ. If ζ ∈ B is not a
branch point, we set ν(ζ) = 0. Clearly the set Σ(X) of branch points ζ ∈ B is
finite, and for any ζ ∈ B we have:

ζ ∈ Σ(X) if and only if |Xw(w, τ)| → 0 as w → ζ, w ∈ B.

The total order of branch points of X will be called κ(X); it is defined as

(15) κ(X) :=
∑

ζ∈B

ν(ζ) +
1
2

∑

ζ∈∂B

ν(ζ).
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In order to estimate κ(X) for X(·, t) ∈ SM(Q), we need one more defini-
tion:

Definition 3. For X ∈ X(·, t) ∈ SM(Q) one defines the Schwarz operator
S = SY : dom(S) → L2(B) by S := −Δ+ 2KE on its domain

domS = {ϕ ∈ H̊1
2 (B) ∩ C2(B) : Sϕ ∈ L2(B)},

where E := |Xu|2, and K is the Gauss curvature of X. By kerS we denote
the kernel of S,

kerS := {ϕ ∈ domS : Sϕ = 0}.

Realizing that for any critical point t of Θ∗ the pairing 〈Y (·, t), · 〉 with the
unit normal field Y (·, t) := |Xu ∧ Xv | −1(Xu ∧ Xv)(·, t) maps the vector space

V t :=

{
N∑

k=1

ckXtk(·, t) : c = (c1, . . . , cN ) ∈ kerD2Θ∗(t)

}

onto the kernel of SX(·,t) with

dim
{
ker(〈X(·, t), · 〉)

}
= 2κ(X(·, t)) − #

{
eit�

∈ Σ(X(·, t)) : 1 ≤ � ≤ N
}
.

E. Heinz (cf. [22], p. 563, Satz 3) obtained the following fundamental result:

Theorem 3. For X = X(·, t) = Z∗(t) ∈ SM(Q), t ∈ T , with the Schwarz
operator S = SX one has

(16) dim kerSX + rank ∇2Θ∗(t) + 2κ(X) = N,

where ∇2Θ∗(t) denotes then Hessian matrix of Θ∗ at t:

∇2Θ∗(t) =
(
∂2Θ∗(t)
∂tj∂tk

)

j,k=1,...,N

.

Corollary 3. For X = X(·, t) ∈ SM(Q) one has κ(X) ≤ N
2 , and κ(X) = N

2 if
and only if λ = 0 is not an eigenvalue of SX and Θ∗

tjtk(t) = 0 for 1 ≤ j, k ≤ N .

Corollary 4. For X = X(·, t) ∈ SM(Q), the Hessian matrix ∇2Θ∗(t) is in-
vertible if λ = 0 is not an eigenvalue of SX and X has no branch points
in B.

What can one say about κ(X) if X = X(·, t) merely is an element of S(Q),
but not a minimal surface? E. Heinz [24] has found that in this case one still
has

(17) κ(X) ≤ N

2
.
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Furthermore, for any N ∈ N he constructed a closed simple polygon Γ in R
3

with N + 3 vertices Q1, . . . , QN+3 and a surface X = Z∗(t) ∈ SM(Q) such
that κ(X) = N

2 . Then ∇Θ∗(t) = 0 and ∇2Θ∗(t) = 0.
There is a much sharper estimate for the total branch point order κ(X) of

a quasi-minimal surface X = X(·, t) ∈ S(Q), due to F. Sauvigny [6], p. 300:
Let αk be the angle α ∈ (−1, 0] appearing in the expansion (14) ofXw(w, t)

at the point ζ = wk := exp(itk) ∈ ∂B, k = 1, 2, . . . , N + 3.
The Heinz expansion (14) can be written as

Xw(w, t) = (w − ζ)ν+αg(w) as w → ζ,

with g(ζ) �= 0. This expansion has the companion

Xww(w, t) =
β

w − ζ
Xw(w, t) + (w − ζ)βgw(w), β := ν + α > −1.

The “normal component” Y ∗ of any Y ∈ C
3 is

Y ∗ := Y − |Xw(w, t)| −2〈Y,Xw(w, t)〉Xw(w, t).

Thus
X∗

ww(w) = (w − ζ)βg∗
w(w),

and consequently the curvature function

(18) Ψ(w) := 2|Xw(w, t)| −2 · |X∗
ww(w, t)|

is integrable on B. If Xw ·Xw = 0 (i.e. X ∈ SM(Q)) one finds that Ψ = −E ·K,
hence

∫
B
Ψ du dv in this case is the total curvature

∫
X

|K| dA = −
∫

B
EK dudv

of X. Now we can formulate Sauvigny’s result:

Theorem 4. For any quasi-minimal surface X = X(·, t) ∈ SM(Q) one has

(19) 2π · [1 + κ(X)] = π
N+3∑

k=1

|αk | +
∫

B

Ψ du dv.

This is the analog of formula (19) in Section 2.11 of Vol. 2.
For X = Z∗(t) ∈ SM(Q) one can relate the second variation δ2A(X,Y )

of the area A at X in normal direction Y = λW−1(Xu ∧ Xv), λ ∈ C1
0 (B),

W = |Xu ∧ Xv |, to the Hessian matrix ∇2Θ(t):

Theorem 5 (F. Sauvigny [5], pp. 180–181). If X = X(·, t) = Z∗(t) ∈ SM(Q)
and δ2A(X,Y ) ≥ 0 for all normal directions Y then ∇2Θ∗(t) is positive
semidefinite. If X has no branch points in B and X is strictly stable, that
is, if ∫

B

(| ∇ϕ|2 + 2EKζ2) du dv > 0

for all ϕ ∈ H̊1
2 (B) ∩ C0(B), then ∇2Θ∗(t) is positive definite.
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In his paper [4], Sauvigny was even able to show that the Morse index
m(X) of a mapping X = X(·, t) ∈ SM(Q), i.e. the number of negative eigen-
values of the Schwarz operator, agrees with the Morse index of ∇2Θ∗(t), i.e.
with the number of negative eigenvalues of this symmetric N × N -matrix
(cf. [2], p. 186, Theorem 3; a weaker version of this result was already formu-
lated by I. Marx [1], without proof). Furthermore Sauvigny in [4] generalized
Heinz’s identity (16) (which only holds for surfaces in R

3) to an inequality for
surfaces and polygons in R

p, namely,

(20) dim ker ∇2Θ∗(t) ≤ dim kerSX + 2κ(X).

For this purpose we note that most results discussed in this subsection can
be carried over from R

3 to R
p with p > 3, except for Theorem 3 and for the

addendum to Theorem 1 (cf. Heinz [21]), which are restricted to R
3.

We finally mention several other results for surfaces X ∈ M∗(Γ ) bounded
by polygons Γ :

Theorem 6 (F. Sauvigny [3]). If Γ is an extreme, simple polygon of to-
tal curvature k(Γ ) < 4π then Γ bounds exactly one minimal surface, i.e.
#M∗(Γ ) = 1. This surface has no branch points in B.

As usual Γ is called extreme if it lies on the boundary of a compact convex
set.

The total curvature k(Γ ) is defined as the sum η1 + η2 + · · · + ηN+3 of the
unoriented angles ηk :≡ �(ξk−1, ξk) ∈ (0, π).

The result above can be generalized to R
p with p > 3 if one replaces the

assumption k(Γ ) < 4π by the stronger condition k(Γ ) < 10π
3 (cf. Sauvigny

[3]). At last we quote three finiteness results:

Theorem 7 (R. Jakob [6–8]). Let Γ be a simple, closed, extreme polygon
Γ in R

3. Then every immersed, stable minimal surface spanning Γ is an
isolated point of M∗(Γ ). In particular, M∗(Γ ) contains only finitely many
stable minimal surfaces without branch points.

This result can be generalized in the following way:

Theorem 8 (R. Jakob [9]). Let Γ be a simple, closed, extreme polygon in
R

3 whose angles at the corners are different from π
2 . Then there exists a

neighborhood N(Γ ) of Γ in R
3 and an integer μ(Γ ) such that the number

of immersed, stable minimal surfaces in M∗(Γ ′) is bounded by μ(Γ ) for any
simple closed polygon Γ ′ which is contained in N(Γ ) and has as many vertices
as Γ .

Recently, R. Jakob [10] has also obtained the following generalization of
Theorem 7:

Theorem 9 (R. Jakob [10]). Let Γ ⊂ R
3 be a simple closed polygon having

the following two properties: Firstly it has to bound only minimal surfaces



490 6 Unstable Minimal Surfaces

without boundary branch points, and secondly its total curvature, i.e. the sum
of the exterior angles {ηk } at its N + 3 vertices, has to be smaller than 6π.
Then every immersed minimal surface spanning Γ is an isolated point of the
space M∗(Γ ) of all disk-type minimal surfaces spanning Γ , and in particular
Γ can bound only finitely many immersed minimal surfaces of disk-type.

Sketch of the proof : At first we prove that any immersed X∗ ∈ M∗(Γ ) is
an isolated point of M∗(Γ ) with respect to the ‖ · ‖C0(B̄)-norm. Hence we
assume the contrary, i.e. the existence of some immersed minimal surface X∗

and of some sequence {Xj } ⊂ M∗(Γ ) satisfying ‖Xj − X∗ ‖C0(B̄) → 0. Now
Heinz’s formula (16) in Theorem 3 implies that the Schwarz operator SX

(cf. Definition 3) of any immersed minimal surface X which is a non-isolated
point of M∗(Γ ) must have a non-trivial kernel. There are two possibilities:
Either 0 is the smallest eigenvalue of SX∗

, or 0 is the nth eigenvalue of SX∗

for some n > 1. In the first case X∗ is a stable immersed minimal surface and
therefore an isolated point of (M∗(Γ ), ‖ · ‖C0(B̄)) by Theorem 1.1 in Jakob
[10]. Hence, only the second case can hold true here. Now let un be some
eigenfunction of SX∗

corresponding to the nth eigenvalue λn = 0, for some
n > 1. In this case it is known (cf. Theorem 2.3 in Jakob [10]) that the zero
set of un is not empty and subdivides B into at least 2 disjoint nodal domains.
Sauvigny’s Gauss–Bonnet formula (19) in Theorem 4 yields especially under
the requirement that the total curvature

∑N+3
k=1 ηk of Γ , as defined below

Theorem 6, is smaller than 6π:

(21) 2π −
∫

B

KE dudv = π

N+3∑

k=1

|αk | =
N+3∑

k=1

ηk < 6π,

thus
∫

B
|KE| du dv < 4π for every immersed minimal surface X = X( ·, t) ∈

M∗(Γ ). Here we have used the fact that the exterior angles ηk at the vertices
of Γ coincide with the angles −παk of X, where αk appears in the expo-
nent of the leading summand in the asymptotic expansion (14) of Xw( · , t)
about each eitk respectively, on account of the fact that particularly the points

{eitk }k=1,...,N+3 are not branch points of the immersed surface X. Thus there
is at least one nodal domain D of un such that

(22)
∫

D

|(KE)∗ | du dv < 2π.

Now again by Theorem 2.3 in Jakob [10] there are two possibilities: (i) ∂D is
a finite, disjoint union of piecewise analytic, closed Jordan curves, or (ii) ∂D
is piecewise real analytic about each of its points with the exception of at
most finitely many points eitkj , for some subcollection {kj } ⊂ {1, . . . , N +3},
about each of which ∂D fails to be representable as a graph of a Lipschitz-
continuous function. We shall first examine case (i): The stability theorem of
Barbosa and do Carmo [4], in its version for minimal surfaces with polygonal



6.7 Scholia 491

boundaries (cf. Theorem 2.4 in Jakob [10]), guarantees that the restriction
X∗ |D of X∗ has to be even strictly stable, i.e. one has

(23) λmin(SX∗ |D ) > 0

for the smallest eigenvalue λmin(SX∗ |D ) of the Schwarz operator assigned
to the restricted surface X∗ |D. But on the other hand, since there holds
SX∗

(un) = 0 on B, the restriction un|D satisfies in particular

SX∗ |D (un|D) = 0 on D

and is moreover of class H̊1
2 (D) ∩Cω(D), because un|D vanishes identically on

the piecewise real analytic boundary of D and is continuous on B̄. Hence un is
an eigenfunction of SX∗ |D corresponding to the eigenvalue 0, in contradiction
to (23). In case (ii) the argument is slightly more involved. Firstly one has
to prove that on the considered domain D there still exists some function
φ∗ ∈ SH̊1

2 (D) which minimizes the quadratic form

JX∗ |D (φ) :=
∫

D

{ | ∇φ|2 + 2(KE)∗φ2} du dv,

assigned to SX∗ |D , on the L2(D)-sphere

SH̊1
2 (D) := {φ ∈ H̊1

2 (D) : ‖φ‖L2(D) = 1}

of H̊1
2 (D), and which satisfies

(24) JX∗ |D (φ∗) = λmin(SX∗ |D ).

Moreover we need the following pointwise estimate of |KE| due to Heinz (see
(3.3) in Heinz [22] or (26) in Jakob [9]) about each of the points eit1 , . . . , eitN+3 :

(25) |KE|(w) ≤ const(X,Γ )|w − eitk | −2+α for all w ∈ B̄ ∩Bδ(eitk) \ {eitk }

for δ < 1
2 mink=1,...,N+3{ |eitk − eitk−1 | } and for some α > 0 depending only

on Γ . Now combining (22), (25) and the absolute continuity of the Lebesgue
integral we can infer the existence of some sufficiently small δ > 0 such that
the enlargement D̃ := D ∪

⋃
j(Bδ(e

itkj ) ∩ B) of D is a finitely connected
domain whose boundary is a disjoint union of piecewise real analytic closed
Jordan curves and still satisfies

(26)
∫

D̃

|(KE)∗ | du dv < 2π.

Hence, we can apply the above mentioned stability theorem, i.e. Theorem 2.4
in Jakob [10], to X∗ |D̃ and obtain

(27) λmin(SX∗ |D̃ ) > 0.
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Next we extend φ∗ onto D̃ by simply setting φ̃∗(w) = 0 for w ∈ D̃ \ D,
obtaining φ̃∗ ∈ SH̊1

2 (D̃). Now since D̃ has a piecewise real analytic boundary
we know that λmin(SX∗ |D̃ ) = minSH̊1

2 (D̃) J
X∗ |D̃ . Combining this with (24) and

(27) we achieve:

λmin(SX∗ |D ) = JX∗ |D (φ∗) = JX∗ |D̃ (φ̃∗) ≥ min
SH̊1

2 (D̃)
JX∗ |D̃(28)

= λmin(SX∗ |D̃ ) > 0.

But on the other hand we know that un|D ∈ H1
2 (D) ∩ C0(D̄), on account

of un ∈ H1
2 (B) ∩ C0(B̄), and that un = 0 on ∂D, from which one can de-

duce that un|D ∈ H̊1
2 (D). Since we also know that un|D ∈ Cω(D) and that

SX∗ |D (un|D) = 0 on D, we obtain that un|D is an element of the domain of
SX∗ |D , and thus an eigenfunction of SX∗ |D corresponding to the eigenvalue
0, in contradiction to (28), which proves the first assertion of Theorem 9.

In order to derive from this the “finiteness statement” of Theorem 9, it
suffices to show the closedness of the subset M∗

i (Γ ) of immersed minimal
surfaces within the compact space (M∗(Γ ), ‖ · ‖C0(B̄)). Thus let {Xj } be a
sequence in M∗

i (Γ ) converging to some X∗ in M∗(Γ ). As in (21) we infer
the constant value

∫
B

|(KE)j | dw ≡
∑N+3

k=1 ηk − 2π < 4π for every j from
Sauvigny’s Gauss–Bonnet formula. Now, by Theorem 1 in Sauvigny [10], this
is in fact a sufficient condition for the limit minimal surface X∗ to be free of
interior branch points again. Finally, since X∗ is spanned by Γ , it must be
free of boundary branch points as well, just by assumption on Γ . Hence X∗

is an element of M∗
i (Γ ), and consequently M∗

i (Γ ) inherits the compactness of
(M∗(Γ ), ‖ · ‖C0(B̄)).
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