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Abstract. In this paper, we propose a dynamic pricing strategy which
is used for a market-based resource allocation mechanism in a local Grid.
We implement an agent based Grid economy in which the decision-
making process regarding task and resource allocation is distributed
across all users and resource owners. A Continuous Double Auction is
used as the platform for matchmaking where consumers and producers
meet. In this paper, we analyze the parameter regime of this pricing
mechanism considering different network conditions. Our experiments
described in the paper show that using the pricing parameters, the con-
sumers and producers agents can decide the price to influence the way
they contribute resources to the Grid or complete the jobs for which
they need resources. These agents are individually capable of changing
the degree of their task usage and resource contribution to the Grid.

1 Introduction

In recent years, intensive computational applications are becoming more and
more popular. In case of a lack of computational resources in such applications,
instead of consuming an extra budget to buy centralized resources, one solution
is to use existing computing resources over the network that otherwise lie idle.
These networks of distributed and shared resources are known as Grids.

The problem we are looking at is resource allocation and task distribution in a
Grid-based environments, where the resources are heterogeneous in nature, they
are owned by various individuals or organizations with different objectives and
they have dynamically varying loads and availability. Such a system could be
deployed to any organization having a LAN with any number of computers, in
which the tasks can be processed on any node that has idle resources. Managing
resources and allocating them to requested tasks in such dynamic and hetero-
geneous environment is a challenging task and needs to be smart, adaptable to
changes in the environment and user requirements.

Conventional resource allocation schemes are based on relatively static models
where a centralized controller manages jobs and resources. In fact, they focus on
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efficient allocation schedules which can optimize given performance metrics such
as allocation time, resource utilization or system throughput. These resource
allocation mechanisms may work well where resources are known in advance.
However, they may fail to work in dynamic networks where jobs need to be exe-
cuted by computing resources whose availability is difficult to predict. Due to the
dynamic nature of such networks, mechanisms that are based on a system-wide
performance metric to allocate resources, are not suitable. Therefore, resource
allocation mechanisms are required that take into account both system and user
performances and can adapt to variations in supply and demand of resources.
Market-based mechanisms provide promising directions for building such a re-
source allocation mechanism. One of the promises, taken from economic theory,
is that the fulfillment of individual self-interest automatically or through an un-
specified mechanism called the Invisible Hand (proposed by Adam Smith [I]),
leads to maximal generation of utility for the entire community. When trans-
posed to the Grid environment, this implies that as long as individual nodes
look after themselves, by buying or selling resources, the overall goal, namely to
execute tasks, is also satisfied. Moreover, market-based mechanisms can provide
adaptability in such dynamic networks by distributing decision making among
the individual self-interested nodes. The self-interested nodes in a network can
be presented by autonomous agents. The autonomous agents make their own de-
cisions according to their capabilities, goals, and local knowledge without consid-
ering the global good of the entire Grid. Individual decision making is achieved
through a large amount of decentralized information which is condensed into a
single, simple entity, namely the price.

In this paper, we look at a particular pricing strategy and study its parame-
ter’s regime given different Grid conditions. We consider a Continuous Double
Auction (CDA) mechanism for matchmaking between consumers and produc-
ers of resources. In this model, the consumers and producers of resources put
their requests or offers attached with a price into the market as bids/asks. Buy
orders (requests) and sell orders (offers) may be submitted at anytime during
the trading period. No global and single equilibrium price is computed in this
strategy; rather at any time when there are open requests and offers that match
or are compatible in terms of price and requirements (e.g. quantity of resources),
a trade is executed immediately.

The main contribution of this paper is to identify how an individual agent can
take into account its own task loads and available resources as well as the Grid’s
overall condition. Using our pricing strategy, we show how the agents can adapt
to a dynamic network condition where the distribution of tasks and availability
of resources may change at any time. In addition, based on this strategy each
agent can decide on the contribution of its resources or demanding for its tasks
at any time as its available resources or its workload changes. In our pricing
strategy, the price proposed by consumer and producer agents changes based on
the perceived supply and demand in the network. Consumers generate aggressive
bids by raising the price when supply is low and conservative bids by lowering
the price when supply is high. On the other hand, producers with a conservative
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or aggressive strategy respectively raise the price when demand is high and lower
the price when demand is low.

The paper is structured as follows: In Section 2, we discuss market-based
resources allocation based on peer-to-peer architectures. We give an overview
of related works on market-based resource allocation in Section 3. Section 4
discusses the system architecture. Pricing model is presented in Section 5. The
experiments are discussed in Section 6 considering different network and node
conditions. Finally, conclusion and future work are discussed in Section 7.

2 Market-Based Resource Allocation and Peer-to-Peer
Architectures

The limitations of client/server mechanisms for resource allocation have become
evident in large scale distributed environments. In such systems, individual re-
sources are concentrated on one or a small number of nodes. In order to provide
access to resources with an acceptable response time, sophisticated load bal-
ancing and fault-tolerant algorithms have to be applied. These limitations have
motivated researchers to suggest approaches to distribute processing loads and
network bandwidth among all nodes participating in a distributed system. Peer-
to-peer systems offer an alternative to traditional client/server systems that solve
bottleneck problems and improve the Grid scalability. Different resource alloca-
tion mechanisms can be employed based on peer-to-peer architectures ranging
from fully centralized (centralized indexing) to fully decentralized (blind flood-
ing) [2]. Fully centralized mechanisms can be efficient for small scale systems and
may take less time in finding a required resource. However, these mechanisms
are not scalable and the centralized resource broker becomes a performance bot-
tleneck. In contrast, fully decentralized mechanisms do not have a single point of
failure and may have better scalability. The drawback is that fully decentralized
mechanisms are computationally expensive and may take more time to find a re-
source. Fully decentralized mechanisms do not also guarantee finding a resource.
Fully centralized and fully decentralized mechanisms can be considered to be
part of a continuum where the system should be capable of restructuring itself
in either of these states or any intermediate state between the two extremes.
To understand appropriate mechanisms for self-organization in the range from
fully decentralized to fully centralized, system wide information on the basis
of the individual states of the participating nodes, is needed. Economics may
provide one way of doing so. It is an accepted axiom in economic markets that
all the available information which may reside at the level of the individual nodes
and which is not necessarily shared among them, is consolidated into a simple
global metric, named the price. In this paper, we do not address such a self-
organizing system but rather the results of this paper can be used for building
such a system. This work is part of the research that will address such scalable
system that can organize itself according the system status [3]. For instance, a
mechanism can be designed to organize the system structure in the continuum
between fully centralized to fully decentralized by introducing more/less central
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servers whenever it is required. This can be done based on the global state of
the network which is presented by the price of resources. This paper studies the
price in a market-based resource allocation mechanism which is built based on
a centralized peer-to-peer architecture.

3 Related Work

Economic models have been used widely in resource allocation algorithms [4]
[5]. Price-based economic models are classified into two main categories: auc-
tions and Commodity Markets. In Commodity Markets, allocations are done
based on reaching an equilibrium price where demand equals the supply. For in-
stance, Wolski et al [6] have used the commodity market mechanism to allocate
two types of resources (CPU and disk storage) in Grid. The auction protocols
are either one-to-many or many-to-many. The strategy in auctions is to grant
the resources to the buyers that bid the highest prices. In one-to-many auctions
one agent initiates an auction and a number of other agents can make a bid.
The English auction, Dutch auction, First-price auction, Second-price (Vickrey
auction) belong to this category. Popcorn [7] and Spawn [§] are examples that
use these types of auctions. In many-to-many auctions, several agents initiate
an auction and several other agents can bid in the auction. The double auction
is the most widely used auction protocol for many-to-many auctions. In these
auctions, buyers and sellers are treated symmetrically with buyers submitting
requests and sellers submitting offers. In the literature, we find several studies
on double auction based resource allocation. The works presented in [9], [10],
and [I1] are examples which use the double auction model. There are two types
of double auctions: Continuous Double Auction (CDA) and periodic double auc-
tion. CDA matches buyers and sellers immediately on detection of compatible
bids. In this type of auction, the transaction prices are set individually for each
matched buyer-seller as a function of corresponding seller and buyer prices. Go-
moluch et al [I2] investigate a market-based resource allocation using CDA and
compare it with Proportional Share Protocol and Round-robin mechanism. A
periodic version of the double auction instead collects bids over a specified inter-
val of time, then clears the market at the expiration of the bidding interval [I3].
Weng et al. [T4] present a periodic double auction mechanism with a uniform
price for resource allocation in Grids. In this work, auction takes place in rounds
and all exchanges are performed with the same price. The Proportional Share
Protocol (PSP) is a similar protocol to CDA, as both use a centralized schedul-
ing algorithm. In this mechanism, the amount of resources allocated to a task
depends on its price bid in relation to the sum of price bids of all tasks execut-
ing on that server. Proportional Share Protocol is proposed for the scheduling
of tasks in computational clusters [15].

What distinguishes our work from the others is using a dynamic pricing strat-
egy in which consumer and producer agents are able to use aggressive or con-
servative bids and adapt to the current condition of the network. The economic
mechanism used in this work is not novel but the main novelty is applying
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the dynamic pricing algorithm to the Grid environment. Our experiments are
performed in a local Grid (a LAN) with different network conditions regard-
ing distribution of tasks and resources. We investigate the pricing behavior of
the consumer and producer agents and study the influence of this behavior on
the system efficiency in terms of task/resource utilization and average matching
time. Eagerness of the agents for contribution to the Grid has been also applied
in this strategy by adopting different levels of agent’s activity.

4 System Architecture

The system is composed of three entities: Consumer (buyer), Producer (seller)
and Auctioneer. The system is modeled as a market and works in the following
simple manner: the buyers and sellers announce their desire to buy or sell pro-
cessing power to the market. The auctioneer finds the matches between buyers
and sellers by matching offers (starting with the lowest price and moving up)
with requests (starting with the highest price and moving down). When a task
query arrives at the market place, the protocol searches all available resource
offers and returns the best match which satisfies the task’s constraints (such as
resource quantity, time frame and price). If no match is found, the task query
object is stored in a queue. The queries are kept in the queue until their Time To
Live (TTL) expire or matching resources are found. When a resource becomes
available and several tasks are waiting, the one with the highest bid price is
processed first.

Auctioneer Agent

7
Matchmaking
Unit
l 7
Producer Consumer
Depository Depository
Manager Manager
z 7
Communication
Unit
Producer Agent Consumer Agent
Communication| Communication
Unit Unit
Job Job
Control Control

Fig. 1. System components
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The system components can be summarized as follows (see Figure [Il):

— Consumer(Buyer) /Producer(Seller) Agent: Every node in the network
can play two different roles either as a consumer or as a producer of resources.
A node is a consumer whenever it requests some resources from the Grid, and
it is a producer whenever it offers some resources to the Grid. There is one
consumer/ producer agent per node. A consumer/producer agent controls
the process of buying/selling resources by estimating the execution time of
tasks or availability of resources (Resource Manager), calculating the price
(Job/Resource Trader) and generating and submitting a request/offer for the
corresponding task/resource (Communication Unit). Transferring tasks and
results between matched consumer and producer agents (Job Controller) is
also performed by these agents.

— Matchmaker(Auctioneer) Agent: The matchmaker agent is a middle
agent between consumer and producer agents. It controls assigning resources
to tasks in the network using a matchmaking mechanism. In our model, the
matchmaker agent controls the market as an auctioneer using a continuous
double auction protocol. Based on this protocol, every consumer and pro-
ducer sends its request and offer to the auctioneer. Auctioneer inserts each
received request or offer in its depositories (Consumer/Producer Depository
Manager). The requests are sorted from high price to low price and the offers
are sorted from low price to high price. A request is matched with an offer
if the resource offered by the producer meets the consumer requirements
regarding the quantity, time and price (Matchmaking unit).

5 Pricing Algorithm

In a price based system, the resources are priced based on the demand, supply,
and the wealth in the economic system. In each market, the objective of a seller
is to maximize its earning as much as possible and the objective of a buyer is
to spend as little money as possible. Based on these objectives, the strategy of
resource producers is to raise the price when the demand for associated resource
is high and lower the price when the demand is low. On the other hand, the
strategy of resource consumers is to lower the price when supply is high and raise
the price when the supply is low. Based on these strategies, we define consumer
and producer pricing functions through which the consumers and producers
perceive the supply and demand in the system and act accordingly. Consumer
and producer prices are called respectively bid and asks prices. Consumers and
producers start in the market with an initial bid/ask price and update it over
the time based on their local knowledge. Each consumer or producer agent keeps
a history of its previous experiences in buying or selling resources and defines a
bid/ask price as follows:

p(t) = plt — 1) + Ap (1)

Where p(t) is the new price and p(t — 1) is the previous bid/ask price offered by
the consumer /producer agent. The value of Ap determines whether the price is
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increasing or decreasing. To change the price according to the supply or demand
in the system, Ap is defined based on the past resource or task utilization for
this particular producer/consumer agent. Ap is calculated for a producer and a
consumer respectively in Equations [2] and [3] as below:

Ap = afu(t) — ugmr)p(t — 1) (2)

Ap = Blunr — u(t))p(t — 1) 3)

where o and 3 are the coefficients that control the rate of changing the price.
u(t) is resource or task utilization, respectively, at the corresponding producer
or consumer agent. u(t) is defined as:

u(t) =Y a(i)/ Y N(i) (4)

i=tg i=tg

Where Z:T:to x(4) is the total numbers of sold /purchased resources in the time

period [to, t] and Zz:to N(t) is the total numbers of offered /requested resources
in the time period [tg, t] where ¢ is the current time. Based on these definitions,
u(t) has always a value between 0 and 1. wipr/ur are the threshold values
below which, the task/resource utilization (u(t)) should not go. These values are
constant and set by the consumer and producer agents. u;pr and u, g could be
interpreted as the degree of agent activity. If activity is low, it implies that the
agent is satisfied with a low usage of its resources or a low completion rate of
its tasks. If it is high, the agent is being more demanding of itself by imposing
higher satisfaction thresholds.

Consumers and producers submit their bid/ask prices along with the quantity
of requested or offered resources to the auctioneer. The auctioneer finds matched
pairs and the trade between each pair is made at the average of the corresponding
consumer and producer prices. This price is called transaction price.

6 Experiments in a Local Grid

We evaluate the pricing mechanism by simulation. In compared to real-world
experiments, simulation models provide control over different system settings,
and they can compress time and allow faster execution of experiments. However,
they can not resemble the real-world completely and some assumptions have to
be made. We constructed a simulation platform in which a Grid like environment
is set up based on a local LAN. Our application test-bed is developed using J2EE
and Enterprise Java Beans. A JBOSS application server is used to implement the
auctioneer. We consider Java Message Service (JMS) for communication between
clients and auctioneer. MySQL server is used as a database server to store the
results.

Each request or offer submitted by consumers or producers has the following
specifications:
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— Request={ resource type, resource quantity, TTL (time to live for request
validity), bid price}

— Offer={ resource type, resource quantity, TTL (time to live for offer validity),
ask price }

CPU time is considered as the resource in our experiments. For simplicity, we
consider a reference 1.4GHz CPU based on that consumer agents indicate the
quantity of their required resources. For a request, resource quantity is indicated
in terms of CPU time required to execute a task on the reference CPU. T'TL in
a request is the time by which the task has to be executed after submitting a
request. For an offer, resource quantity and TTL are the same and they represent
the time during which the CPU is available. Resource type determines the type of
requested/offered resource. In our case that CPU time is the resource, resource
type determines the CPU speed since experiments are performed in an environ-
ment with nodes having various CPU speeds. Bid/ask prices are defined using
the presented pricing mechanism in Section Bl Consumer and producer agents
start in the market with a random bid/ask price between 10 and 30 Grid$ and
update their price using the pricing mechanism. The values of resource quan-
tity, speed, and TTL are generated by a uniform random distribution function
between a maximum value and a minimum value. We have considered the CPU
speed in the range [T00MHz, 4GHz], resource quantity for a request in the range
[5000, 20000], and TTL for requests or offers in the range [50000, 100000].

The simulation is performed in an environment with 50 nodes each having
one consumer agent and one producer agent. Therefore, there exist 50 consumer
and 50 producer agents in the network. Some of these agents, called consumers,
have tasks to perform for which they are looking for additional resources while
others called producers have resources to sell. During a simulation time, every
node creates a number of requests and offers in a random order in different time
intervals. A node either creates a task request and activates a consumer agent or
creates a resource offer and activates a producer agent depending on its workload
or its idle resources. An imbalance between number of tasks and resources in the
network leads to a task or a resource intensive condition. The experiments are
performed under three different network conditions. These network conditions
are namely the balanced network which is a type of network where there are
more or less an equal number of tasks and resources, the task intensive net-
work where there are more tasks than resources and the resource intensive
network where there are more resources than tasks. The tasks and resources
are generated with the probability 50%-50% in a balanced condition, 80%-20%
in a task intensive condition, and 20%-80% in a resource intensive condition. For
instance, a node may creates 20 requests and 80 offers in a random order during
the simulation time in a resource intensive condition.

6.1 Adapting to Different Network Conditions

In this section, we want to show how the agents decide on price changes when
updating their prices in each network condition. The behavior of the price is
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Fig. 2. Average transaction price with various values for a and ( in different network
conditions (Logarithmic Y-scale)

discussed in these networks and the efficiency of the system is measured in the
terms of task and resource utilization and the average time of finding matches.
In this set of experiments, we study the impact of a and 3 parameters in dif-
ferent network conditions. These parameters, as already discussed in Section
Bl determine the rate at which the price is changing. We consider the value of
upr = ugpr = 0.9 for all consumers and producer agents, which means the
agents who have tasks or resources are contributing with the same degree of
activity in the grid(these parameters are studied in Section [G.2]).

Transaction Price. The average transaction price is studied in three network
conditions with various values of o and (3. The producers increase or decrease
the price with the rate of a and consumers increase or decrease the price with
the rate of 3. As seen from figure 2 the lowest prices are observed in a resource
intensive network. This type of network is similar to what is called a buyer
market. In a buyer market, there are more sellers than buyers and low prices
result from the exceedance of supply over demand. The average transaction
price has the highest values in a task intensive network comparing to the other
networks. In the task intensive network which has more buyers than sellers (a
seller market), high prices are the result of exceedance of demand over supply. In
such networks, buyers enter into competition with each other in order to obtain
scarce resources. In a balanced network as the supply equals the demand, no
very high or low prices are expected.

As seen from figure[2 the average transaction price in a task intensive network
increases to very high values when the value of 3 is high. This is expected, as in
task intensive networks, resources are scarce and consumers increase their prices
in a competitive way with the rate of 5. Therefore, high values of § speeds up
the rate of increasing bid prices and leads to the high transaction prices. The
high prices can be prevented by applying a budget constraint.
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Fig. 3. Transaction price evolution in a Task Intensive Network (TIN), a Resource
Intensive Network (RIN), and a Balanced Network (BN) with the values of & = 0.8
and 8 = 0.8 (Logarithmic Y-scale)

To see how the prices evolve over time under each network condition, trans-
action price evolution is shown in figure Bl in the three networks with the values
of « = 0.8 and = 0.8. The upward, downward and stable trends of trans-
action price curve in task intensive, resource intensive and balanced networks
respectively is a consequence of what we have already discussed about these
markets.

System Efficiency. In this set of experiments, system efficiency is measured
in three network conditions with varying the values of a and (.

— Task/Resource Utilization. Task/resource utilization is defined as the
ratio of allocated tasks/resources to all sent resource requests/offers. As fig-
ures [ and [l show, task and resource utilization in a balanced network for
all values of o and f is around 90%, except when « and 3 are very low.
In case of @ = 0.01 and § = 0.01, task and resource utilization are around
75% (in the balanced condition). As with low values of « and (3, producer
and consumer update their prices in a slower rate that leads to a lower
utilization of tasks and resources. In a resource intensive network, a global
observation is apparent from the figures as the task completion is close to
100% in most of the cases and only around 25% of the available resources
are used. This is expected as we are now looking at a Grid condition where
there are abundant resources. In such a network, as figures @] and [ show,
the highest task/resource utilization is obtained when o« = 0.8 ( 8 = 0.01
or = 0.8). As in case of high competition between producers, if producers
update their prices at a higher rate, they will be more successful in selling
their resources. A global view on the task/resource utilization in a task in-
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tensive network determines a usage of almost 100% for resources and 25% for
allocated tasks. These results are a consequence of higher number of tasks
than resources. The highest task/resource utilization in this type of network
is obtained when 8 = 0.8 (o« = 0.01 or a = 0.8). A higher rate in updating
the consumer price helps competitive consumers to find more matches which
leads to more task/resource utilization.

— Average Time of Finding Matches. Figures [l and [[ show the average
time that it takes for consumers and producers to find their required matches.
In a resource intensive network, a global observation is that the average time
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for producers to find a task for their available resources is at least 4 times
higher than for consumers. This is a consequence of the fact that there are
more resources available than tasks to perform. In a task intensive network,
the average time of finding a match for consumers is at least 6 times higher
than for producers. As in this kind of network there are more tasks than re-
sources. However, the lowest consumer matching time in a resource intensive
network is obtained when a = 0.8 and the lowest producer matching time in
a task intensive network is obtained when § = 0.8, which are corresponding
to the highest task/resource utilization in the respective networks.

In a balanced network, we do not see much difference in the average
matching time of consumers and producers. However the matching time is
higher for both consumers and producers when o = 0.01 and g = 0.01. This
is because of a slower rate of updating producer and consumer price that
concludes with a longer time for finding proper matches.

An overall study of system efficiency shows that the highest task/resource uti-
lization and lowest matching time in different network conditions is provided
when « and § have bigger values. The question is how can agents recognize the
current network condition? The answer is that agents can sense the condition
through the way their price is evolving. For instance, when the price is increas-
ing, a consumer agent knows that resources become scarce. Therefore it has to
adapt its bidding strategy to become more aggressive by increasing the value of
(. On the other hand when the price is decreasing, it shows the demand for the
resources is low then a producer agent bidding strategy should be converted to a
aggressive strategy by increasing the value of o. Lower values of o and (3 implies
a conservative bidding strategy for consumers and producers respectively where
they decrease or increase the price in a low rate.
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6.2 Adaptation at the Node Level

In the experiments presented in Section 6.1l we studied the behavior of the price
and efficiency of the system in different network conditions. We showed how the
agents adapt to the current condition of the network. In the current experiments,
we want to show how the agents can adapt based on the current condition of
their own tasks and resources. For instance, if a node has more resources than
tasks, it should generate an active producer agent and a lazy consumer agent. We
need a way to represent this information and to incorporate it into the agent’s
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behavior. As already discussed (Section Bl), w¢pr/uinr could be interpreted as
the degree of agent activity in the Grid. If it is low, it implies that the agent is
contributing with a low usage of its resources or is demanding a low completion
rate of its tasks. If it is high, the agent is contributing to the Grid by offering
more resources or is demanding more resources from the Grid. To study the
impact of us,7 and ugn g, we consider the fixed value of 0.8 for both « and 3.

Impact of upr/uthr on system efficiency. In the first set of experiments,
we study the impact of varying us,r and usp g on system efficiency. We consider
the same value of utilization threshold for the consumers and producers (ugr =
uthr = wp) and perform the experiment in a balanced network.

— Task/Resource Utilization: We measure the task and resource utilization in
the network considering different values for wuy,. The result of these experi-
ments shows that task and resource utilization is linearly proportional to this
threshold value (see figure [§]). Agents with low value of uy, represent lazy
agents and agent with high value of u;, show the agents which are active in
Grid. Seen from the figure B, as uy), increases, the Grid utilizes more from
the agent’s tasks or agent’s resources.

— Average Time of Finding Matches: In the same experiment, the average time
that it takes to find a match is measured for both producers and consumers.
With increasing degree of the activeness (u¢y, ), the agents become more active
in the Grid, so the time to find a match for them is decreasing. As Figure [l
shows, with increasing the value of uy,, producers and consumers spend less
time to find their required matches.

Lazy/active agents. To show in a Grid how consumer and producer agents can
become lazy or active by modifying w7 and us, g parameters, we undertake one
other experiment. Assume that in a Grid some nodes have heavy workloads and



A Dynamic Pricing and Bidding Strategy for Autonomous Agents in Grids 69

\D Task utilization B Resource UtiIization\

100% ~
80% -
60% -
40% -

20% ~

0%
Node A Node B

Fig. 10. Task/resources utilization for lazy/active agents. Node type A: uspr = 0.9
and uipr = 0.25; Node type B: uipr = 0.25 and uppr = 0.9.

need extra resources. These kinds of nodes prefer to complete their tasks rather
than offering their resources, so these nodes can be regarded as lazy producers
but active consumers. Other nodes are more willing to contribute their resources
as they have idle resources or low workloads. That means that these nodes are
active producers but lazy consumers. In this experiment, we consider 40 nodes
in the network. The values of u;,r = 0.9 and uy,r = 0.25 are set for 20 nodes
which are assumed to be active producers and lazy consumers. Other half of
the nodes have values that are set to u;,gr = 0.25 and uyr = 0.9 to create
active consumers and lazy producers. We consider a balanced condition where
each node generates more or less the same number of tasks and resources during
the experiment. We study the task and resource utilizations of the individual
nodes from these two categories. Figure shows the average of resource and
task utilizations of two typical nodes from each category. Node A is an instance
of the first category with low workloads which has more idle resources, and Node
B is an instance of the nodes with high workloads. As seen in Figure [I0, nodes
of type A contribute more as producers than as consumers and Grid utilizes
more resources (93%) from this group compared to the tasks (56%). On the
other hand, more tasks are utilized from the nodes of type B compared to the
resources, which is 96% for the tasks and 59% for the resources. These nodes
contribute to Grid more as consumers than as producers. Therefore, consumer
and producer agents can decide on their task usage and resource contribution to
Grid individually by setting the parameters us,r and upg-

7 Conclusion and Future Work

In this paper, a dynamic pricing and bidding strategy is introduced where the
consumer and producer agents determine the price of the tasks/resources that
they contribute to the Grid. In this strategy, the pricing function is adaptive to
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changing supply and demand of resources. Adaptation is achieved by increasing
or decreasing the price when the supply or demand is low. For instance, if the
demand for resources are high, prices start to increase so as to discourage users
from demanding resources thus maintaining equilibrium of supply and demand
of resources. We study the parameter regime of the pricing equations in three
network conditions. There are four parameters that can be manipulated by the
consumer and producer agents: «, 3, uspr and ugpr. The parameters a and (§
are used to define the rate of changing ask and bid prices. The parameters w7
and ugpr determine the degree of activity of agents in the Grid.

Our experiments show that a resource intensive network is more influenced
by « while a task intensive network is more influenced by (. In a resource
intensive network, agents can decrease their asking prices using a aggressive
bidding strategy by increasing the a-value. In a task intensive network, agents
can speed up their bidding prices by increasing the -value using an aggressive
bidding strategy to make more use of the Grid. In a balanced network both «
and (§ parameters have the same affect. Furthermore, producers and consumers
can change their degree of activity in the Grid using us,r and w7 parameters.
The producers and consumers can decide how much they are contributing to the
Grid considering their capabilities and their workloads. They become less/more
active in the Grid by decreasing/increasing these values.

As the results show, in all conditions higher values of o or 3 provide higher
resource/task utilization and lower matching time. On the other hand, high val-
ues of § causes transaction prices to grow infinitely in a task intensive condition.
Infinite prices do not exist in real markets since buyers can not bid beyond their
limited budget. To avoid unlimited prices and to be consistent with real mar-
kets, in future work we aim to implement our model considering a given budget
for each node which provides an upper boundary for prices. Different auction
models with different pricing strategies are to be studied in the future work.
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