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Abstract. The automatic detection of semantic concepts is a key technology for
enabling efficient and effective video content management. Conventional tech-
niques for semantic concept detection in video content still suffer from several
interrelated issues: the semantic gap, the imbalanced data set problem, and a
limited concept vocabulary size. In this paper, we propose to perform semantic
concept detection for user-created video content using an image folksonomy in
order to overcome the aforementioned problems. First, an image folksonomy
contains a vast amount of user-contributed images. Second, a significant portion
of these images has been manually annotated by users using a wide variety of
tags. However, user-supplied annotations in an image folksonomy are often
characterized by a high level of noise. Therefore, we also discuss a method that
allows reducing the number of noisy tags in an image folksonomy. This tag re-
finement method makes use of tag co-occurrence statistics. To verify the effec-
tiveness of the proposed video content annotation system, experiments were
performed with user-created image and video content available on a number of
social media applications. For the datasets used, video annotation with tag re-
finement has an average recall rate of 84% and an average precision of 75%,
while video annotation without tag refinement shows an average recall rate of
78% and an average precision of 62%.
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1 Introduction

Nowadays, end-users can be considered both consumers and producers of multimedia
content. This is for instance reflected by the significant growth in the amount of user-
generated image and video content available on social media applications. An exam-
ple of a highly popular website for the consumption of user-created video content is
“YouTube’ [1], an online video sharing service that has nine million visitors every
day, with 50,000 videos being uploaded on a daily basis [2]. Online user-created
video content is currently estimated to have a size of approximately 500,000 tera-
bytes, while it is predicted that the amount of user-created video content will continue
to increase to 48 million terabytes by the end of 2011 [3]. Similar observations can be
made for Flickr, a highly popular website for image sharing.
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The availability of vast amounts of user-created image and video content requires
the use of efficient and effective techniques for indexing and retrieval. However,
users typically do not describe image and video content in detail [4]. This makes it
difficult to bring structure in the image and video collections of users. Therefore, the
automatic detection and annotation of semantic concepts can be seen as a key tech-
nology for enabling efficient and effective video content management [5-7]. Although
tremendous research efforts have already been dedicated to advancing the field of
automatic semantic concept detection, robust methods are not available yet.

Semantic concept detection still suffers from several major problems: the semantic
gap, the imbalanced data set problem, and the use of a constrained concept vocabulary
[8] [9]. Traditional approaches typically use a training database and classifiers in
order to detect a limited number of semantic concepts [8-12]. These approaches make
use of low-level features that are extracted from the video content and that are subse-
quently mapped to semantic concepts. However, people typically perceive a gap be-
tween the meaning of low-level features and the meaning of semantic concepts. As
such, it is hard to model a high number of semantic concepts using a training database
and classifiers [13]. The imbalanced data set problem refers to concepts that may
occur infrequently. Consequently, the detection performance for rarely occurring
concepts may be low due to the unavailability of a high number of training samples.

Current social media applications such as Flickr and YouTube provide users with
tools to manually tag image and video content using their own vocabulary. The result
of personal free tagging of image and video content for the purpose of retrieval and
organization is called a folksonomy [14] [15]. The term ‘folksonomy’ is a blend of the
words ‘taxonomy’ and ‘folk’, essentially referring to sets of user-created metadata.

A folksonomy typically contains a high number of images that have been manually
annotated by users with a wide variety of tags. Therefore, a folksonomy may provide
enough training data to learn any concept. However, tags in an image folksonomy are
frequently characterized by a significant amount of noise. The presence of tag noise
can be attributed to the fact that users may describe images from different perspec-
tives (imagination, knowledge, experience) and to the fact that manual tagging is a
time-consuming and cumbersome task. For example, batch tagging may cause users
to annotate images with concepts not present in the image content.

This paper discusses semantic concept detection for user-created video content us-
ing an image folksonomy. Relying on the collective knowledge available in an image
folksonomy is a promising approach to overcome the interrelated issues that still taunt
conventional semantic concept detection. In addition, we discuss a method that allows
reducing the number of noisy tags in an image folksonomy. This tag refinement
method essentially uses tag co-occurrence statistics. Preliminary results show that our
method is able to reduce the level of noise in an image folksonomy. Further, we dem-
onstrate that the use of an image folksonomy allows for the effective detection of an
unlimited number of concepts in user-generated video content.

The remainder of this paper is organized as follows. Section 2 presents an overall
overview of the proposed system for semantic concept detection, while Section 3
describes how to refine tags in an image folksonomy. In addition, a method for com-
puting the similarity between a video shot and images in a refined folksonomy is
outlined in Section 4. Experimental results are subsequently provided in Section 5.
Finally, conclusions are drawn in Section 6.
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2 System Overview

Fig. 1 shows the proposed system for annotating user-created video content. Our
method mainly consists of two modules: a module responsible for image folksonomy
refinement and a module responsible for semantic concept detection. Given a target
concept w, the folksonomy refinement module collects images that are representative
for concept w. The functioning of this module will be explained in more detail in
Section 3. To determine whether a concept w is present in a video segment, we meas-
ure the similarity between the video segment and the folksonomy images that are
representative for concept w.

. e —
Folksonomy refinement

Concent Folksonomy A
onceptw > refinement Refined folksonomy

Calculation of Semantic concept
relatedness detection

Input video »  Video analysis

Semantic concept detection

Fig. 1. Proposed system for annotating user-created video content by means of a folksonomy

3 Image Folksonomy Refinement

3.1 Definition of Correct and Incorrect Tags

It is well-known that manual tagging of image content is a time consuming and cum-
bersome task. The use of batch tagging may reduce the effort required by manual
image tagging. However, this often results in image content annotated with incorrect
tags [4]. Moreover, user-driven image tagging also introduces a personal perspective.

Image

village, valley, grass, horses,
User-defined tags flowers, hills, water, lake, pond,
waterfalls

church, valley, temple, tower, light,
street, night, palm, tree, star

Fig. 2. Example images with user-defined tags (retrieved from Flickr). Underlined tags repre-
sent tags that are regarded as correct by human visual perception.
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In our research, we assume that users assign two types of tags to image content:
correct and incorrect tags. Correct tags are tags that are representative for the visual
semantics of the image content, while so-called incorrect or noisy tags are not visually
related to the image content. Fig. 2 shows a number of example images retrieved from
Flickr, annotated with user-provided tags. Correct tags are underlined, differentiating
these tags from the incorrect tags.

3.2 Measuring Confidence between a Concept and Folksonomy Images

Techniques for reducing the number of noisy tags in an image folksonomy are impor-
tant in order to allow for precise search and tag-based data mining techniques [17]. To
mitigate the amount of noise in an image folksonomy, we explore the relationship
between different tags. In particular, the co-occurrence of several tags is taken into
account. For example, the presence of the tag ‘valley’ typically implies that the pres-
ence of the tag ‘hills’ is also relevant (as shown in Fig. 2).

In general, user-generated images are created in regular situations. In other words,
user-generated images rarely contain artificially organized scenes. For example, an
image depicting the concepts ‘sphinx’ and ‘water’ is rare compared to an image con-
taining the concepts ‘beach’ and ‘water’. Consequently, we assume that the semantic
concepts depicted in an image are correlated. As such, if noisy tags are present in the
set of tags for a particular image, it ought to be possible to differentiate the noisy tags
from the correct tags by analyzing the tag co-occurrence statistics.

We define the notion of concept confidence to represent the degree of cohesiveness
between an image I and an associated semantic concept w. In this work, the confi-
dence value is obtained by making use of the tags assigned to images. The concept
confidence value is normalized, thus varying between O and 1. If an image / is not
related to the concept w, then its confidence value will be close to 0. Likewise, if a
confidence value is close to 1, then we assume that image / is highly related to con-
cept w. The confidence value for an image / and a concept w is measured as follows:

Z relation(w,t)

Confidence(w,T) = ’ET|T|—1, QY

where T represents the set of user-supplied tags for image I, where |T| represents the
number of tags in T, and where relation() denotes a function that maps tags on rela-
tion information. In this paper, we measure relation information between tags using
tag co-occurrence statistics. In particular, the proposed method measures how often a
particular tag co-occurs with another tag. This can be expressed as follows:

I[wmt}

relation(w,t) = , (2)
I{l]

where 1™ denotes the set of images annotated with both concept w and tag ¢, where 1"
represents the set of images annotated with tag ¢, and where || counts the number of elements in
a set.
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3.3 Refinement of Folksonomy Images

Let I be an image in the folksonomy F and let T be the set of user-defined tags asso-
ciated with image /. Given the target concept w, images need to be found that are
related to concept w. To find related images, the proposed refinement method uses the
concept confidence computed using Eq. (1). This process can be described using the
following equation:

F,, sefinea =11 1Confidence (w,T) 2 threshold }, (3)

where w represents a concept to be detected, where T denotes the set of tags for image
I, where confidence() is a function that measures concept confidence (as defined in
Eq. (1)), and where threshold is a value that determines whether an image is related to
the given target concept w or not.

4 Semantic Concept Detection

In our research, concept detection is based on measuring the similarity between a
video shot and refined folksonomy images. In this section, we first describe how to
extract visual features from a video shot. Next, we explain how to measure visual
similarity between a video shot and a single folksonomy image. We then proceed with
a discussion of how to measure the relatedness between a video shot and a set of folk-
sonomy images all related to the same concept, enabling semantic concept detection.

4.1 Shot-Based Extraction of Visual Features

A shot in a video sequence is composed of visually similar frames. In addition, a shot
is typically used as the basic unit of video content retrieval. Therefore, semantic con-
cept detection is carried out at the level of a shot. In order to extract visual features, a
video sequence S is first segmented into N shots such that S = {51, s», ..., sy}, Where s;
stands for the i shot of video sequence S [18]. Next, low-level visual features such as
color and texture information are extracted from several representative key frames.
The extracted low-level visual features are described using the following MPEG-7
color and texture descriptors [20][21]: the Color Structure Descriptor (CSD), the
Color Layout Descriptor (CLD), the Scalable Color Descriptor (SCD), the Homoge-
neous Texture Descriptor (HTD), and the Edge Histogram Descriptor (EHD). Besides
color and texture information, we also extract spatial information from the key
frames. This is done using the rectangle division technique described in [19]. Finally,
we denote the set of visual features for shot s; as X; = {x;, x;2, ..., x;.}, where x;;
represents the /™ low-level feature extracted from shot s; and where L is the total num-
ber of low-level features.

4.2 Similarity Measurement between a Video Shot and a Folksonomy Image

The proposed method uses a refined image folksonomy for the purpose of detecting
semantic concepts in user-created video content. Specifically, the presence of a con-
cept w in a particular video shot is estimated by making use of the visual similarity
between the video shot and a set of folksonomy images that contain concept w.
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Let I be an image in the refined folksonomy F,, /s Similar to a shot in a video
sequence, a set of low-level visual features is extracted for image /. This set of low-
level features is represented by X The visual similarity between a video shot and the
/™ image in the image folksonomy can be measured as follows:

L

s 5,1 33,5, . \
I=1

where x;; denotes the ™ Jow-level visual feature of shot s; and where x;; denotes the M

low-level visual feature of the /" image in the refined image folksonomy.

4.3 Semantic Concept Classification

Given a target concept w, a refined image folksonomy can be denoted as a finite set of
images F,, yefinea = {11, Lo, ..., Ir}. The refined image folksonomy only contains images
related to the concept w. To estimate the presence of concept w in a particular video
shot, we measure the visual similarity between the video shot and all of the refined
folksonomy images. The visual similarity or relatedness between a video shot s; and
the complete set of folksonomy images related to concept w is measured as follows:

F
Relatedness(X;,F,, ,ofinea) = L. z Sim(X;,X ), (5)
e F = ’

where X; denotes the visual feature set of video shot s;, where X, denotes the low-level
visual feature set of folksonomy image /,, and where Sim() is defined in Eq. (4). If the
relatedness value is higher than a pre-determined threshold, then the shot contains
concept w.

5 Experiments

In this section, we first describe our experimental setup, including the construction of
the image and video datasets used. We then present our experimental results.

5.1 Experimental Setup

A number of experiments were performed in order to verify the effectiveness of the
proposed method for semantic concept detection in user-created video content. Our
image folksonomy is constructed using the MIRFLICKR-25000 image collection
[22]. This dataset consists of 25,000 images downloaded from ‘Flickr’ using its public
API. Each image in the data set is annotated with tags provided by anonymous users.
The average number of tags per image is 8.94. Also, the data set contains 1386 tags
that have been assigned to at least 20 images.

The video annotation performance was tested for 6 target concepts: ‘street’, ‘tree’,
‘architecture’, ‘water’, ‘terrain’, and ‘sky’. Further, 70 different user-generated video
sequences were retrieved from ‘YouTube’, resulting in a set of 1,015 video shots that
need to be annotated. In order to evaluate the performance of the proposed semantic
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concept detection technique, the ground truth for all video shots was created in a
manual way. In particular, three participants independently selected ground truth
concepts by relying on their visual perception. Fig. 3 shows a number of extracted key
frames and the corresponding ground truth concepts.

Key frames
Ground truth architecture, tree, sky terrain, sky, architecture
—-.I’ L
: " Wl
Key frames gLy Y |
IR
o .-P - o
Ground truth street, water, sky water, sky

Fig. 3. Extracted key frames and corresponding ground truth concepts

5.2 Experimental Results

We compare the accuracy of our semantic concept detection method with a technique
that does not make use of a refined image folksonomy. The performance of the differ-
ent concept detection methods is measured using the traditional ‘recall’ and ‘preci-
sion’ metrics. The corresponding definitions can be found below:

N
recall = —12— (6)
True
N
precision = — @)
Nopp +Npp

In the equations above, Np denotes the number of true positives, Ngp represents the
number of false positives, and Ny, is the number of positive samples (i.e., the total
number of samples in the ground truth annotated with a particular target concept).

Given a target concept w, the annotation technique that does not make use of re-
finement uses all images in the image folksonomy that have been tagged with concept
w. Consequently, the annotation performance is affected by folksonomy images with
visual semantics that do not contain concept w. Fig. 4 summarizes our experimental
results. Specifically, video annotation with refinement has an average recall rate of
84% and an average precision of 75%, while video annotation without refinement has
an average recall rate of 78% and an average precision of 62%.
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Fig. 4. Performance of semantic concept detection

Fig. 5 shows two example images that have been filtered by the proposed method.
Although the user-defined tags contain the target concepts (street and tree), the con-
tent of the images does not contain these target concepts. Due to the presence of im-
ages with incorrect tags, the performance of the folksonomy-based annotation method
degrades when tag refinement is not used. However, the proposed method is able to
detect and remove folksonomy images with incorrect tags by making use of concept
confidence values.

street

buh, brescia, colori, fdsancorastorta,
ben, muibien, street

Concept

Folksonomy

amanda, tattoo, cherries, harrypotter,

User-defined tags tree, shamrock, girls, explored

Conceptconfidence

0.1301
value

0.1713

Fig. 5. Example images (street and tree) filtered by the proposed method

Refined
folksonomy

User-defined tags

hollywood, florida, beach, resort,
roadtrip, sea, clouds

grand canyon, sunset, sun, clouds, hill,
landscape, blue, peaceful

Conceptconfidence
value

0.4339

0.4756

Fig. 6. Example images that are recommended for the sky by the proposed method
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Further, even if the user-defined tags do not contain the target concept, the actual
content of the images may still include a particular target concept. The proposed folk-
sonomy refinement process is able to find such images by exploring the tag relations.
Fig. 6 shows two example images that are recommended for the concept ‘sky’. While
the corresponding tag sets of the two images do not include the concept ‘sky’, tags
that are highly related to the concept ‘sky’ were used to annotate the images. Highly
related tags include ‘clouds’ and ‘beach’ for the image to the left, and ‘blue’ and ‘sun-
set’ for the image to the right.

However, while the video annotation method with refinement mitigates the impact
of noise in an image folksonomy, we have observed that the performance of our
method is low for concepts such as ‘tree’ and ‘street’. Indeed, although the images in
the refined image folksonomy are all related to the target concepts ‘tree’ and ‘street’,
the diversity of the respective image sets is high in terms of visual similarity and tags
used. This observation is for instance illustrated in Fig. 7 for the concept ‘tree’.

Refined
folksonomy

tree, cliff, windswept,
wales

Snow, albero, foglie,

User-defined tags
tree

tree, pine, spiral

Concept

0.5108 0.5000 0.5410
confidence value

Fig. 7. Example images and corresponding confidence values for the concept ‘tree’

6 Conclusions and Future Work

This paper discussed a new method for semantic concept detection in user-created
video content, making use of a refined image folksonomy. Tag refinement mitigates
the impact of tag noise on the annotation performance thanks to the use of tag co-
occurrence statistics. That way, the proposed annotation method can make use of
folksonomy images that are better related to the concept to be detected. Our experi-
mental results show that the proposed method is able to successfully detect various
semantic concepts in user-created video content using folksonomy images.

Despite the use of tag refinement for the purpose of tag noise reduction, the refined
image folksonomy may still contain a diverse set of images that are all related to the
same target concept. Future research will conduct more extensive experiments in
order to study the aforementioned observation in more detail. In addition, future re-
search will focus on improving the concept detection accuracy by also making use of
a video folksonomy.
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