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Abstract. Visibility estimation is one of the most difficult problems
in multi-view reconstruction using volumetric approaches. In this pa-
per, we present a novel approach called layer-constraint-based visibility
(LCBV) to estimating visibility. Based on the layered state of a scene
and photo-consistency constraint, this method can determine the more
accurate visibility for every point in a scene. We use LCBV in multi-
view reconstruction using volumetric graph cuts and obtain satisfactory
results on both synthetic and real datasets. We also discuss quantitative
error analysis to judge visibility techniques.

1 Introduction

The basic principle in volumetric multi-view reconstruction is to find a classi-
fication for all the voxels within a discrete volume whether they belong to the
surface of the 3D object or not. There are many volumetric techniques like Space
Carving [1], level set [2] and volumetric graph cuts [3,4,5,6]. These methods ob-
tain a uniform 3D representation; in particular, graph cuts are able to find a
global optimization [7].

Volumetric approaches usually use the photo-consistency measure of the voxel
within the volume to evaluate how consistent would be the reconstructed sur-
face at the voxel. The only requirement to compute the photo-consistency is that
visibility is available. However, accurate visibility estimation is very difficult for
reconstruction. To estimate the true visibility of some surface point, one needs
to know the true scene geometry and vice versa. To solve this chicken-and-egg
problem, previous methods compute approximation of visibility. Some papers
[8,9] develop probabilistic formulations with the visibility reasoning to evaluate
visibility. Hernandez et al. [8] present probabilistic visibility in which the visibil-
ity of a point depends only on the probabilistic depth measurements of sensors
along optical rays that go through the point. This approach is both computation-
ally and memory efficient, but it is not computed independently. There are also
some simple and independent visibility techniques, such as state-based visibility
[10] and oriented visibility [11] as shown in Fig. 1a and 1b respectively. State-
based visibility uses the current estimate of the geometry to predict visibility
for every point on that surface globally. In detail, a point is considered visible
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Fig. 1. Three approaches to visibility reasoning. (a) state-based visibility: the visibility
for X on its surface is estimated globally. (b) oriented visibility: a local patch (X, N)
is considered visible from the viewpoints within a predefined angle from the normal di-
rection N . (c) layer-constraint-based visibility: the layered state and photo-consistency
constraint are used to estimate the visibility information for all the voxels within the
volume globally. Signs 0, -1, -2 denote layer 0, layer -1, and layer -2 respectively.

to a viewpoint if it is not occluded with current scene configuration. This global
technique is often used in the approaches based on iterative process [1,2], which
is not guaranteed to converge to the global minimum. Oriented visibility is a
local algorithm which infers the visibility of a patch by using the patch position
and the normal direction. Concretely, the patch is considered visible to a view-
point if and only if it locates in front of this viewpoint according to a predefined
angle from the normal direction. This method is simple and independent from
initialization but, because of unknown the normal directions of the inner points,
the accurate visibility for every point inside the volume is not determined. In
many papers [4,5,6,12] with this technique, the visibility for the inner point is
approximated with the visibility of the closest surface point to it.

In this paper, we propose a novel visibility approach called layer-constraint-
based visibility (LCBV) as shown in Fig. 1c. Based on the layered state of the
scene and photo-consistency constraint, LCBV can determine the more accurate
visibility information for every voxel in the volume in volumetric multi-view
reconstruction. Moreover, a quantitative error analysis is presented to compare
the visibility methods in detail.

Our solution is inspired by the work of Zhang et al. [10] and Jonathan et al.
[13]. Zhang et al. [10] used state-based visibility on the iterated surface which is
regarded as the zero of level set. Jonathan et al. [13] divided the scene space into
a set of depth layers and the visibility is derived by testing for occluders both
on the depth layer and base surface, however, they did not reason visibility in
detail. We combine both methods and divide visual hull [14] into several virtual
layers like zero level sets. Then state-based visibility is extended to the virtual
layers with photo-consistency constraint.
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Contrast to the traditional visibility methods such as state-based visibility
and oriented visibility, the main benefit of layer-constraint-based visibility is that
the visibility information of the points within the volume can be determined ac-
curately. Theoretically, we propose a quantitatively analysis on computing the
visibility information for the points within the base surface, while the traditional
methods only give a qualitative analysis on the visibility for the points within
the base surface. For example, in the traditional visibility techniques, the visi-
bility information for the inner points is approximated with the visibility of the
closest surface point to it. In terms of application, the key advantage of LCBV
is its ability to produce the better intermediate result to be used in multi-view
reconstruction.

Intuitively, the accurate computation of the photo-consistency of the right
point (the point is on the true surface) is more important than the computation
of the photo-consistency of the wrong point (the point is not on the true surface)
in reconstruction. LCBV can infer the more accurate visibility information for
these right points to benefit producing a better intermediate result in multi-view
reconstruction. According to LCBV, we also give an energy functional which is
minimized by graph cuts.

The rest of the paper is organized as follows. Section 2 introduces our layer-
constraint-based visibility approach. In Section 3, we describe an energy function
which is minimized by graph cuts in multi-view reconstruction. Section 4 presents
a significant error analysis and experimental results on synthetic dataset and
produces several significant reconstruction results on both synthetic and real
datasets. We discuss the paper’s main contributions and the future work in
Section 5.

2 Layer-Constraint-Based Visibility

In this section, we describe the layer-constraint-based visibility (LCBV) for eval-
uating the more accurate visibility information for the points within the volume
in volumetric multi-view reconstruction. This algorithm is divided into two steps:
one step is to develop a method called layered visibility (LV) for computing vis-
ibility roughly. The next is to use photo-consistency constraint to obtain the
accurate visibility.

2.1 Layered Visibility for Volumetric Reconstruction

We assume that the whole scene is located within a bounding volume Ω ∈ �3.
Let I1, . . . , IN denote the sequence of input calibrated images and S1, . . . , SN

denote the foreground silhouettes obtained from these input images. The visual
hull V H , the maximal shape consistent with S1, . . . , SN , is considered as the
initial space. Similar to the work [13], we divide visual hull V H space into a
set of virtual layers V = {l0, . . . , lD}. Each voxel in the virtual layers forms a
node in an undirected graph and edges are defined in the graph to link adjacent
voxels with a capacity corresponding to the energy function for minimization.
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The first layer l0 corresponds to an external set of voxels and the final layer lD
an internal set, each connected to a source s and sink t node respectively with
infinite edge capacity as illustrated in Fig. 2a [13]. We compute LV on multiple
layers and modify the function φ in [10] to define a new function ϕ : �3 → � in
Ω, which represents the scene layers as [−D, 0] (−D represents the D-th layer
in visual hull V H space)of ϕ, with the following properties:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

ϕ(X) > 0 for X outside V
ϕ(X) < −D for X inside V
ϕ(X) = 0 for X ∈ l0 ⊂ V
...

...
...

ϕ(X) = −D for X ∈ lD ⊂ V

where ϕ is similar to a level set function; the layers in V are similar to zeros of
level set function; X denotes a voxel in the bounding volume. The values of ϕ
are easy to derive from layered state.

We use ray tracing [10] to multiple layers and determine in which layer the
point in the volume is visible. Let V0 denote a viewpoint in Ω, then a point
X1(X1 �= V0,X1 ∈ Ω) is considered invisible to the viewpoint V0 for layer
li(i = 0, 1, . . . , D) if it lies inside the layer li or if it is occluded by another point
X2(X2 ∈ lj , j ∈ [i, . . . , D]) in the radial direction

−−−−→
X1V0 (Fig. 2b). Under this

condition, we shoot a ray towards the viewpoint, and check whether there is a
point being inside the layer in this ray. We can determine visibility for a point
simply by looking at the value of function ϕ. That is, X is inside the layers
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Fig. 2. 3D reconstruction via volumetric graph cuts, ray tracing and photo-consistency
constraint. (a) A discrete graph is constructed for volumetric reconstruction via graph
cuts, and outer (blue line) and inner (red line) layers are connected to source S and
sink T respectively. (b) A point is considered visible for some layer when it is not
occluded by the same or inner layer, e.g. X1 is visible for layer 0; X2 is invisible for
layer 0 but visible for layer -1; X3 is invisible for layer 0, -1 but visible for layer -2; X4

and X5 are invisible for three layers. (c) Red line denotes the true surface. According
to layered visibility, point X is considered visible for v1, v2, v3, v4 and v5, but in fact, X
is invisible for v1 and v5. After imposing photo-consistency constraint, the last result
is that X is visible for v2, v3 and v4 (v1 and v5 are excluded).
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when ϕ(X) < −D, outside the layers when ϕ(X) > 0, and on some layer when
ϕ(X) = −i, i ∈ {0, . . . , D}.

2.2 Photo-Consistency Constraint

As discussed in Section 2.1, we approximately evaluate from which views the
voxel on some layer is visible. In this part, we obtain the final accurate visibil-
ity by imposing photo-consistency constraint as shown in Fig. 2c. The photo-
consistency criteria is not used in the traditional visibility techniques, but usually
used in the optimization in multi-view reconstruction after computing the visi-
bility. In this paper, we impose photo-consistency constraint on computing the
visibility to improve the results. Basically, if a point is on the true surface, it
has high photo-consistency. In contrast, if a point has high photo-consistency,
it is not always on the true surface. For example, under weak texture, even
points very far from the surface may have a strong photo-consistency. However,
we mainly consider that accurately computing the visibility information of the
right points (see Section 1), since the visibility information of the wrong points
(see Section 1) has little influence on multi-view reconstruction.

In this paper, the normalized cross-correlation (NCC) is used as a photo-
consistency metric. Let V C denotes the set of all views, V B denotes the set of
the views for which the voxel is visible after computing layered visibility and
V E denotes the set of the views for which the voxel is visible after using photo-
consistency constraint. Obviously, we have V B ⊂ V C, V E ⊂ V C. Assume, to
begin with, after computing layered visibility (see Section 2.1) we obtain the
rough visibility information for the voxels and we have V B = {v1, v2, v3, v4, v5},
v1,v2,v3,v4,v5 ∈ V C,V E = Φ. Views v1, v2, v3, v4, v5 array in order, and the
middle view is chosen as reference view so that its retinal plane is close to
parallel to the tangent surface through the voxel with little distortion. Then the
closer to the reference the other views are, the more accurate they are.

We first choose the middle value v3 in the set V B as reference view and turn
left or right from v3 to search a value, e.g. the first value v2, each time alter-
nately. If such the NCC computed by views v2 and v3 is above some threshold W ,
that means the voxel is invisible for view v2 and the program is end (V E = Φ).
Otherwise, we put v2 into the set V E(V E = {v3, v2}). Next, v4 is searched out
and the mean NCC computed by views v2, v3, v4 is obtained again to determine
whether v4 is put into the set V E or not. Until all the values in the set V B are
searched, we acquire a final accurate visibility set V E. The algorithm excludes
inexact views in V B through imposing photo-consistency constraint and pro-
duces the more accurate set of views. The results of the synthetic experiment
prove that layered visibility with photo-consistency constraint, namely layer-
constraint-based visibility (LCBV), is more accurate than oriented visibility.

3 Volumetric Multi-view Reconstruction

Most of multi-view reconstruction methods relying on the traditional visibility
techniques need a good initial scene surface to evaluate the visibility information
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for the points on or in the initial surface [4,5,6]. If the current scene state is
far from the true state, e.g. concavity, the traditional visibility methods will
approximate the true visibility with significant errors. Therefore, the traditional
visibility algorithms are not thought to be good choice in the situation when no
good initialization is given. In this section, we deduce an energy functional for
multi-view reconstruction based on layer-constraint-based visibility. Compared
with other methods, the main benefit of our reconstruction is that concavity can
be better recovered.

3.1 Volumetric Graph Cuts

The energy functional is generally defined in terms of a data term Edata that
imposes photo-consistency and a regularization term Esmooth introducing spatial
smoothness [13]. Following Section 2.1, we obtain a layered configuration (see
Section 2.1). In contrast with the photo-consistency constraint used in visibility
(see Section 2.2), here a new photo-consistency metric ρ(u) used in optimization
is computed for each node u and edges are constructed between nodes (u, v)
using capacities corresponding either to the data term or smoothness term of
the cost function.

E = Edata + Esmooth. (1)

Data edges are introduced between nodes in adjacent layers (li, li+1) using photo-
consistency score at layer −i. Smoothing edges are introduced between adjacent
nodes within each layer li using an average of the photo-consistency. Edge ca-
pacities are normalized by edge length and a relative weight o < k < 1 controls
the degree of smoothing in reconstruction (similar to [13]),

Edata(u, v) = 1 − k
ρ(u)

‖x(u) − x(v)‖ , u ∈ li, v ∈ li+1, 0 < k < 1, (2)

Esmooth(u, v) = 1 − k
ρ(u) + ρ(v)

2‖x(u) − x(v)‖ , u, v ∈ li, 0 < k < 1, (3)

where x(u), x(v) are the coordinates of node u and v respectively; the photo-
consistency score for node u, ρ(u) is the normalized cross correlation (NCC)
between the pairs of local image patches that node u projects to in the different
views:

ρ(u) =
∑

Ci,Cj∈V is(u)

NCC(p(Ci, u), p(Cj , u)), (4)

where V is(u) notes the visibility for node u, and V is(u) is evaluated with layer-
constraint-based visibility; Ci, Cj note two camera centers; p(Ci, u) is the local
image patch around the images of u in the i -th image Ii.

The global minimization of the energy functional corresponding to an optimal
surface is derived from computing the max flow/min cut method [15].
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4 Experimental Results

Because visibility results are just intermediate results in multi-view reconstruc-
tion and are difficult to be represented by graphic or image, to judge whether
a visibility method is better or not is rather difficult. Most of the papers judge
the visibility in the indirect way that the final reconstruction results determine
whether the visibility technique is better or not. We propose a direct quantita-
tive analysis on the visibility methods by the data form. We demonstrate the
performance of our approaches on synthetic dataset, and give a significant error
analysis (Table 1). We define two types of errors:

(1)Er1 which denotes the wrong rate of set V E (Section 2) relative to set V T
(real visibility set). If there exists a camera X(X ∈ V E, X /∈ V T ), the set V E
is considered wrong, namely the visibility for the point is wrong.

Er1 =
MV E

NV E
× 100%, (5)

where MV E denotes the number of the points which have the wrong visibility
in V , and NV E denotes the number of all the points in V . Note that there is a
problem about Er1 , that is, if V E ⊂ V T, V E �= V T , then V E is considered right,
because of little influence on the photo-consistency, but not exact. Therefore
another type of error is presented.

Table 1. Error analysis for the visibility. Er1 denotes wrong rate of set V E(section 2)
relative to V T . Er2 denotes the similar degree of V E and V T . Theshold W is 0.3.

Error Er1 Er2(viewpoint)

Oriented visibility 36.56% 4.177

Our method 26.76% 1.237

(a) (b) (c)

Fig. 3. A synthetic scene contains a non-closed surface with a large cubic concavity.
(a) the true surface. (b) the reconstruction result using oriented visibility. (c) the
reconstruction result using layer-constraint based visibility.
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Table 2. Quantitative analysis on the accuracies for reconstructions using oriented
visibility and our method. Accuracy and completeness are similar to the work in [16].

Reconstruction Accuracy (mm) Completeness

Oriented visibility 0.209996 70.29%

Our method 0.169690 78.84%

(a) (b) (c) (d) (e) (f)

Fig. 4. Reconstruction for temple in Middlebury datasets. (a,d) the true temple images
(16 views). (b,e) visual hull. (c,f) the reconstruction result using our method.

(2)Er2 which denotes the similar degree of V E and V T , then

Er2 =
∑ |V T − V E|

N
, whenV E ⊂ V T, (6)

where N denotes the number of investigated voxels. Viewpoint is used as unit
of measure, e.g. Er2=1.900viewpoint, that means when V E ⊂ V T , the average
number of the viewpoints which can see the point but not be computed right
is 1.9.

Note that the synthetic scene is a non-closed surface with a large cubic con-
cavity which makes it a challenging test (Fig. 3a). 21 viewpoints in line face to
the concave surface. We compare the results of our method and oriented visi-
bility to the true visibility (we can get it) respectively on the synthetic image.
Table 1 quantitatively analyses the two types of errors on the visibility methods.
Fig. 3b,3c show the 3D reconstruction results on the synthetic images using both
the methods. Table 2 quantitatively analyses the accuracy and completeness of
reconstructions on the synthetic image. The results present that our method is
better than oriented visibility in multi-view reconstruction. Similar to the work
in [16], we use an accuracy threshold of 80% and a completeness threshold of
0.1mm.

In Fig. 4, we apply our visibility algorithm to reconstruct to the temple (16
images) in Middlebury datasets [17] and acquire a promising result.
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5 Conclusion and Future Work

In this paper, a novel visibility method called layer-constraint-based visibility
(LCBV) for volumetric multi-view reconstruction has been proposed to deter-
mine the accurate visibility for every voxel within the volume. Using this method,
an energy functional which can be minimized by graph cuts is presented. More-
over, quantitative error analysis between visibility approaches is first developed.
Above are our main contributions. In the future work, we will modify the photo-
consistency constraint and improve the results on real datasets. Our results in
real datasets will be improved and submitted to Middlebury. Because we put
emphasis on the study of the visibility, the reconstruction results via volumetric
graph cuts are not perfect. We will also improve graph cuts optimization.
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