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Abstract. Recently, bag of spatio-temporal local features based methods have 
received significant attention in human action recognition. However, it remains 
a big challenge to overcome intra-class variations in cases of viewpoint,  
geometric and illumination variance. In this paper we present Bag of Spatio-
temporal Synonym Sets (ST-SynSets) to represent human actions, which can 
partially bridge the semantic gap between visual appearances and category se-
mantics. Firstly, it re-clusters the original visual words into a higher level  
ST-SynSet based on the distribution consistency among different action catego-
ries using Information Bottleneck clustering method. Secondly, it adaptively 
learns a distance metric with both the visual and semantic constraints for ST-
SynSets projection. Experiments and comparison with state-of-art methods 
show the effectiveness and robustness of the proposed method for human action 
recognition, especially in multiple viewpoints and illumination conditions. 

Keywords: Action Recognition, Spatio-temporal Synonym Sets, Metric  
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1   Introduction 

Human action recognition is an important technique for multiple real-world applica-
tions, such as video surveillance, human-computer interaction, and event-based video 
retrieval. However, it still remains a challenging task due to the cluttered background, 
camera motion, occlusion and viewpoint variance, etc. 

There are two kinds of traditional methods for action recognition. One is global 
model based method. For example, Bobick et al. in [1] use motion history images to 
recognize actions and Blank et al. in [2] represent actions by describing the spatio-
temporal shape of silhouettes. However, these methods rely on the restriction of con-
tour tracking and background subtraction. Without prior foreground segmentation, 
Efros et al. in [3] correlate flow templates with videos and Shechtman et al. in [4] 
recognize actions by spatial-temporal volume correlation, but these methods are quite 
sensitive to scale, pose and illumination changes. The other is the local feature based 
method. Recently, the spatio-temporal local feature based method has been widely 
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used for human behavior analysis in [5, 6, 7, 8, 9, 10]. By using a Bag-of-Words  
representation combined with machine learning techniques like Support Vector Ma-
chine [5, 7] and graphical models [6], it performs better than the global model based 
method, especially in the situation with cluttered background and severe occlusion.  

In the above spatio-temporal local feature based method, quantizing the local fea-
tures into visual words is one of the key problem. Among the majority works to date, 
the visual words are usually obtained by unsupervised clustering methods such as K-
means. Niebles et al. in [6] learn the latent topics of the visual words using generative 
graphical models such as the probabilistic Latent Semantic Analysis (pLSA) model 
and Latent Dirichlet Allocation (LDA). To get a compact representation, Liu et al. in 
[10] propose an unsupervised method with Maximization Mutual Information princi-
ple to group visual words into video-words-clusters (VWC). Essentially, these clus-
ters of visual words obtained in the unsupervised manner only capture the common 
visual patterns in the whole training set, thus may not have the most discriminative 
power in accordance with action category semantics. However, one of the most sig-
nificant challenges in human action recognition is the different visual appearances of 
local features within the same action category in cases of viewpoint changes as well 
as geometric and illumination variance. Meanwhile, actions of different categories 
may share similar local appearances. An example of intra-class variation and inter-
class similarity is shown in Fig.1. It is clear to see that local cuboids a and b with 
relatively different visual appearances caused by viewpoint change are from the same 
action category “Running”, while cuboids b and c with higher visual similarity are 
from different action categories. Therefore, spatial-temporal visual vocabularies con-
structed only by unsupervised visual appearance similarity clustering are limited to 
handle this gap between visual appearances and category semantics, and the ambigu-
ous vocabularies projection in the visual feature space may hurt the overall classifica-
tion performance. 

 

Fig. 1. Intra-class variation and Inter-class similarity of local cuboids in action recognition. 
Cuboids a and b are from two samples of “Running” with different viewpoints, and cuboid c is 
from sample of “Jogging”. 
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To address the above issue, motivated by the research in object recognition [11, 12], 
we propose bag of Spatio-temporal Synonym Sets (ST-SynSets) for representation of 
actions to partially bridge the gap between visual appearances and category semantics, 
where ST-SynSet is a higher level cluster of semantic consistent visual words. The 
main idea is that though it is hard to measure the semantics of visual words directly, 
visual words from the same action category with variant visual appearances in cases of 
scale, viewpoint and illustration change could still keep the similar probability distribu-
tions among different categories, which in a way means the semantic similarity. In 
addition, since the topological proximity of visual words in the visual feature space 
can’t ensure the semantic relevance, vocabulary projection just by visual nearest 
neighbor mapping lacks the concordance with category semantics. Thus we need to 
learn a new distance metric for visual vocabulary by integrating the visual and seman-
tic similarity and transfer the visual words to the ST-SynSet space to suppress the er-
rors caused by uncertainty of vocabulary projection. The ST-Synset is different from 
latent topic in pLSA and LDA in[6] for that it is not a result of a generative model. 
Without prior assumption of the distribution, the ST-SynSet is the result of a super-
vised data-mining process of compressing visual words via distributional clustering 
following the joint distribution of visual words and action categories.  

The main contribution lies in two aspects: 
First, we propose to cluster visual words which share similar category probability 

distributions to be ST-Synsets by the Information Bottleneck clustering method, and 
produce a compact and discriminative representation for actions.  

Second, we propose to learn a new distance metric for visual vocabularies based on 
the synonymy constraints to get a more accurate ST-SynSet projection.  

The remainder of the paper is organized as follows. Section 2 presents the pro-
posed method in detail. Experimental results are shown in Section 3, and Section 4 
concludes this paper. 

2   Spatio-temporal Synonym Sets Based Action Recognition 

Fig. 2 shows the flowchart of the proposed action recognition algorithm. First, we 
adopt the spatio-temporal interest points detector proposed by Dollar et al. in [5] for  
local feature extraction. This detector produces dense feature points and performs 
well on the action recognition task [6]. For each cuboid we compute gradient-based 
descriptor and apply PCA to reduce dimensionality. Then, initial visual vocabularies 
are constructed by clustering the extracted spatio-temporal local features with  
K-means algorithm. Second, Sequential Information Bottleneck (SIB) method is im-
plemented to re-cluster the visual words into Spatio-temporal Synonym Sets and in-
formative ST-SynSets are selected by the information score. Third, in order to get a 
reasonable ST-SynSet projection, we learn a new distance metric for visual vocabu-
lary with the synonym constraints. Finally, we use “Bag of ST-SynSets”, the histo-
gram of Spatio-temporal Synonym Sets to represent each action instance, and use 
Support Vector Machine (SVM) for human action recognition. 
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Fig. 2. Flowchart of the proposed action recognition algorithm 

2.1   Spatio-temporal Synonym Sets Construction  

In the state-of-art method of Bag-of-Words, an action instance is encoded as a histo-
gram of visual words by unsupervised vector quantization of local features. However, 
action instances usually have significant intra-class variations because of the different 
attributes of performers (age, gender, clothes, and velocity) and especially different 
external conditions, such as viewpoints, scales, illuminations and so on .Therefore, 
the visual words with only the similarity of visual appearances become too primitive 
to effectively represent the characteristic of each category.   

 

Fig. 3. Category probability distributions of three cuboids with different appearances extracted 
from “Running “actions in three different scenarios 

Motivated by the object recognition method in [12], we find that local features 
highly correlated with the same human action category may vary in visual appear-
ances under different circumstances but they keep the discriminative ability among 
different categories. Thus, we define P (ci | w) to measure the semantic inference 
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ability of visual word w attributed to particular category ci. Due to the motion pattern 
heterogeneity of actions, a number of local features are intrinsic and highly indicative 
to certain action categories. For example in Fig. 3, three visually different cuboids 
from “Running “ in three different scenarios with large viewpoint variances have 
similar category probability distributions P (c | w) which peak around its belonging 
classes and denote the semantic similarity of the local cuboids.  

Therefore, we define Spatio-temporal Synonym Set to be the cluster of semantic- 
consistent visual words which share the similar probabilistic distributions P (c | w) 
among different categories. This higher level representation groups visual words with 
different visual appearances but similar discriminative power together and thus can 
partially handle the significant intra-class variations of local features and have more 
discriminative power to distinguish between action categories. 

2.1.1   Distributional Clustering by Information Bottleneck Method 
Based on the definition of ST-SynSet, we use the Information Bottleneck (IB) princi-
ple [13] which provides a reasonable solution for distributional clustering to cluster 
the initial visual words to a compact representation for the construction of ST-
SynSets. In [10], Liu et al. use the Maximization Mutual Information principle to 
group visual words into video-words-clusters (VWC). In essence, the visual word 
clusters obtained in this unsupervised manner mean to capture the common visual 
patterns with similar distributions among all the video samples in the training set, thus 
may lack the discriminative power to distinguish different action categories. In our 
method, we get the most compact representation of visual words and meanwhile 
maintain as much discriminative information of the categories as possible by cluster-
ing the visual words with similar probabilistic distributions P (c | w) among different 
categories using the IB principle.  

Given the joint distribution P(w, c) of each visual word w and action category c, 
the goal of IB principle is to construct the optimal compact representation of visual 
words set W, namely the ST-SynSets S, such that S preserves as much information of 
category set C as possible. The IB principle is formulated as the following Lagrangian 
optimization problem in Equation (1). 

             ( ) ( ; ) ( ; )
S

Max F S I S C I W Sβ= −                                            (1) 

where I(S;C) and I(W;S) are the mutual information between S and C and between W 
and S respectively. And the mutual information I(X; Y) is defined as   

,

( , )
( ; ) ( , ) log

( ) ( )x X y Y

p x y
I X Y p x y

p x p y∈ ∈

= ∑                                    (2) 

Equation (1) means to cluster the visual words into the most compact representation S 
with the least mutual information with visual words W through a compact bottleneck 
under the constraint that this compression maintains as much information of the cate-
gory set C as possible.  

In [13], Noam et al. propose a sequential IB clustering algorithm to solve the opti-
mization problem in Equation (1) with the β→∞ limit to generate the hard partitions.  
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The algorithm starts from an initial random partition S0  of W, and at each step we  
draw each w out of its current cluster S(w) and choose for its new cluster by minimiz-
ing the score loss caused by merging w to every cluster si which is stated in Equa-
tion(3). Repeat this process until convergence. To avoid the algorithm being trapped 
in local optima, we repeat the above procedure for random initializations of S0 to 
obtain n different solutions, from which we choose the one that maximize F(s) in 
Equation(1).                                  

                 ( , ) ( ( ) ( )) ( ( ), ( ))F i i id w s P w P s JS P c w P c s= + ×                      (3) 

where c is the variable of category, si is the i-th cluster in the current partition S, and 
JS(p,q) is the Jensen-Shannon divergence [14] which essentially measures the likeli-
hood that the two sample distributions p and q originate from the most likely common 
source. 

2.1.2   Informative ST-SynSet Selection 
After distribution clustering, some of the ST-SynSets which have flat and non-salient 
category probability distributions are not discriminative and have more uncertainty in 
semantics. Therefore an effective ST-SynSet selection is necessary. We define the 
maximal mutual information between the ST-SynSet s and each category label c to 
measure the information score of s, which is formulated in Equation (4).  

       
,

( , )
( ) max ( ( , )) max ( , ) log

( ) ( )c c
w s c C

p w c
I s I s c p w c

p w p c∈ ∈

= = ∑                      (4) 

We select the most significant ST-SynSets with the highest I(s) and remove the others 
with lower I(s). The local appearance samples of cuboids from the three most infor-
mative ST-SynSets and their corresponding category probability distributions are 
shown in Fig 4. From the spatio-temporal patches we can see that they are all signa-
ture motion parts of the corresponding action categories.  

 

Fig. 4. Local appearance samples of cuboids from the top three informative ST-SynSets and 
their corresponding category probability distributions 
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2.2   Distance Metric Learning with Semantic Constraints  

The basic mechanism of Bag-of-Words approach involves a step of mapping the local 
features to visual words according to the distances between the local features and the 
visual words. In the proposed approach, we need to map the local features to ST-
SynSets. It is known that the visual words in the same ST-SynSet may have different 
visual appearances, while those with similar appearances may represent different 
category semantics. The inconsistency between semantic space and visual feature 
space causes the ambiguity and uncertainty of ST-SynSet projection using standard 
distance metric such as Euclid distance. Therefore, we propose to learn a new distance 
metric for the visual words by integrating semantic constraints. We use the ST-
SynSets structure to get the semantic constraints where we maintain that the visual 
words of the same ST-SynSet get closer in the new feature space than those in differ-
ent ST-SynSets. 

Given n visual words {x1. . . xn}, with all xi ∈Rd, we need to compute a positive-
definite  d × d matrix A to parameterize the squared Mahalanobis distance: 

( , ) ( ) ( )     , 1.....T
A i j i j i jd x x x x A x x i j n= − − =                      (5) 

Till now, many methods have been proposed for Mahalanobis metric learning [15, 16, 
17], and we utilize the information-theoretic metric learning method in [17] because it 
is fast and effective for the similarity constraints. Given an initial d × d matrix A0 
specifying the standard metric about inter-point distances, the learning task is posed 
as an optimization problem that minimizes the LogDet divergence between matrices A 
and A0, subject to a set of constraints specifying pairs of examples that are similar or 
dissimilar.  

Here we define the rule of the constraints to preserve small distances for visual 
words in the same ST-SynSet and large distances for those in different ST-SynSets. 
The problem is formalized as follows:  

         

1 1
0 0 00

min ( , ) ( ) log det( )

( , ) ( , )

( , ) ( , )

ldA

A i j

A i j

D A A trace AA AA d

s.t.    d x x u    i j same  ST-SynSet

         d x x l     i j different ST-SynSets 

− −

≥
= − −

≤ ∈

≥ ∈
                     

 (6) 

A0 is unit matrix for a standard squared Euclidean distance, and l and u are respec-
tively large and small values, which are given empirically according to the sampled 
distances of visual words. This problem can be optimized using an iterative optimiza-
tion procedure by projecting the current solution onto a single constraint per iteration. 

With the learned metric matrix A, the distance between local feature and visual 
word is computed as Equation (5). Then, we use the K-nearest neighbor algorithm to 
do ST-SynSet projection. The mapping to the ST-SynSet is measured by the majority 
vote of the feature’s K nearest visual words. Here, K is empirically set to be 5.  

2.3   Bag of ST-SynSets Action Classification Using SVM 

Once the ST-SynSets and the new metric for visual words are obtained, we can de-
scribe a given action video using the histogram of ST-SynSets, in the way of “Bag of 
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ST-SynSets”. We use SVM classifier to model each action category. Here, histogram 
intersection kernel in Equation (7) is used as the kernel. 

              
1 2 1 2

1

( , ) m in( ( ), ( ))
n

H I
i

k h h h i h i
=

= ∑                            (7) 

where h1, h2 are the histogram of two videos, and h(i) is the frequency of the ith bin. 

3   Experiments 

We test the proposed method on the KTH human motion dataset [7]. This dataset 
contains 598 short videos of six types of human actions (walking, jogging, running, 
boxing, hand waving and hand clapping) performed by 25 persons. The dataset is 
challenging because there are four different scenarios with variable backgrounds, 
moving camera and changed scales. 

We extract spatio-temporal interest points using the detector proposed by Dollar  
et al. in [5] and get the corresponding gradient-based descriptors. The detector’s scale 
parameters are empirically set with σ = 2 and τ = 3 and PCA is applied to get a lower 
dimension of 100. We build visual vocabulary with the videos of randomly selected 3 
persons for each action, and the initial number of visual words is set to 1000. Then we 
construct ST-SynSets using the SIB algorithm in Section 2.1.1, with a variable num-
ber of {20, 50, 100,200, 400} clusters, and after ST-SynSets selection we retain 80 
percent of ST-SynSets with higher scores. We adopt the Leave One Out Cross Valida-
tion (LOOCV) as [6]. More specifically, at each run of the LOOCV, we use videos of 
24 persons to train SVM and the rest for testing, and the average accuracy of 25 runs 
is reported as the results. The results of the algorithm with different ST-SynSets num-
bers are shown in Fig 5(a). We can see the optimal accuracy is obtained when the 
number of ST-SynSets is set to be 100, and after informative ST-SynSets refinement, 
the total number of ST-SynSets used to represent actions is 80.  

         

                                                (a)                                                                   (b) 

Fig. 5. (a)  Average accuracy of the algorithm with different ST-SynSets numbers; (b) Confu-
sion matrix of the method with the best ST-SynSets which are set to be 100 clusters and have 
an effective ST-Synsets of 80 
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Confusion matrix of the proposed method with the best ST-SynSets number is 
shown in Fig 5 (b). We can see most actions are recognized correctly, and the largest 
confusion is “jogging” vs. “running”, which share similar local features and are easily 
confused.   

 

Fig. 6. Performance comparison with other methods 

Fig. 6 shows the comparison of accuracies of the popular methods in recent years 
based on spatio-temporal local features. Although almost all the methods achieve high 
maximal accuracies for the “walking” action which has slight geometric and view-
point changes in different scenarios, the proposed method shows superior perform-
ance in the minimal accuracy especially for the easily confused actions such as  
“running”. From Fig 6, we can see the proposed method with the ST-SynSet represen-
tation and the learned metric achieves the relatively most reliable and stable perform-
ance for all types of actions, with the average accuracy of 91.16% and the standard 
deviation of only 3.13%. The main reason is that this approach fully considers the 
category semantic information and gets the most discriminative representation visual 
words clusters to handle the intra-class local variations caused by different viewpoints 
as well as geometric and anthropometry variances. By clustering the visual words to a 
semantic meaningful unit with similar discriminative power and by learning the new 
metric for visual words using synonym constraints, it can learn a category semantic 
consistent feature space for the visual vocabulary and thus partially bridge the seman-
tic gap in terms of significant intra-class variations and inter-class confusion.  

In Fig.7, we show example videos in the four different scenarios from  four con-
fusable action categories with their corresponding ST-SynSets histograms when ST-
SynSets number is set to be 20. We can see that actions from the same category share 
the similar ST-SynSets distributions. It is also clear to see from the peaks of these 
histograms that some ST-SynSets are dominating in particular actions and have the 
discriminative power among different actions. 
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Fig. 7. Examples of ST-SynSets histograms for 4 confusable actions performed in the different 
scenarios 

4   Conclusion and Future Work 

In this paper, we propose a higher level representation for action recognition, namely 
Bag of Spatio-temporal Synonym Sets to bridge the gap between visual appearances 
and category semantics of human actions. By grouping the semantic-consistent visual 
words to be ST-SynSet and learning a new distance metric for visual words with both 
visual and semantic constraints, this approach can partially handle the intra-class 
variations and inter-class similarities. Experimental results on the KTH dataset show 
the effectiveness of the proposed method for human action recognition in the scenar-
ios of different viewpoints and illumination conditions. 

Because of the good results shown by other methods using the same constrained 
action database, further comparisons in some more challenging realistic databases 
with huge variations of anthropometry ,viewpoint, illumination, occlusions and so on 
are required to highlight the advantage of our method, namely, the robustness and 
discriminative power to handle the significant intra-class variations. In addition, since 
the ST-Synset is more compact than visual word, it has relatively stronger extension 
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ability for integrating global geometry and context information. All these will be 
addressed as our future work. 
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