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Abstract. The graph-based reranking methods have been proven effec-
tive in image and video search. The basic assumption behind them is
the ranking score consistency, i.e., neighboring nodes (visually similar
images or video shots) in a graph having close ranking scores, which
is modeled through a regularizer term. The existing reranking meth-
ods utilise pair-wise regularizers, e.g., the Laplacian regularizer and the
normalized Laplacian regularizer, to estimate the consistency over the
graph from the pair-wise perspective by requiring the scores to be close
for pairs of samples. However, since the consistency is a term defined
over the whole set of neighboring samples, it is characterized by the lo-
cal structure of the neighboring samples, i.e., the multiple-wise relations
among the neighbors. The pair-wise regularizers fail to capture the de-
sired property of consistency since they treat the neighboring samples
independently. To tackle this problem, in this paper, we propose to use
local learning regularizer to model the multiple-wise consistency, by for-
mulating the consistent score estimation over a local area into a learning
problem. Experiments on the TRECVID benchmark dataset and a real
Web image dataset demonstrate the superiority of the local learning reg-
ularizer in visual reranking.

Keywords: Image/video search, visual reranking, regularizer, local
learning.

1 Introduction

Most of the frequently-used image/video search engines build on text-based
search by using the associated textual information, such as URL, surrounding
text from the Web pages, speech transcript, etc. However, it is commonly ob-
served that the text-based search results are not satisfying enough. Irrelevant
or little-relevant images are often returned as top results, which is caused by
the mismatching between images and its surrounding texts, the low ability to
discriminate images’ relevance levels with only textual information and so on.
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To tackle these difficulties, visual reranking is proposed to improve the
text-based search result by incorporating visual information. Up to now, many
rerankingmethods have been proposed, e.g., classification-based [8,13], clustering-
based [3] and graph-based [4,6,7,10]. Among them, the graph-based methods have
drawn increasing attention recently and have already shown promising results on
image and video search [6,10]. In such methods, a graph is constructed with the
samples, i.e., images or video shots, as the nodes and the edges between them be-
ingweighted by their visual similarity. In [4,6,7], reranking is formulated as random
walk over the graph and the ranking scores are propagated through the edges. The
stationary probability of the random walk process is used as the reranked score
directly.

The basic assumption behind the graph-based reranking methods is that:
neighboring nodes in the graph should have similar ranking scores, i.e., the
ranking score consistency (or smoothness) over the graph topology. By mod-
eling this assumption explicitly, a general reranking framework, i.e., Bayesian
reranking, is proposed in [10]. Bayesian reranking maximizes the ranking score
consistency while minimizes the ranking distance, which represents the disagree-
ment between the reranked result and the initial text-based ranking result. As
illustrated in [10], the other graph-based reranking methods [4,6,7] can also be
unified into this framework.

The ranking score consistency over the graph is represented through a regu-
larizer term, which plays a crucial role in the graph-based reranking methods.
In [10], the widely used regularizers in graph-based classification and video an-
notation, i.e., Laplacian regularizer and the normalized Laplacian regularizer,
are directly adopted. In [4,6,7], a variant of normalized Laplacian regularizer is
utilised, as discussed in [10].

However, all the regularizers mentioned above model the ranking score con-
sistency by approximating from the pair-wise perspective. Specifically, for each
sample, a set of pairs is formed between it and each of its neighbors, and then,
the overall consistency is measured by aggregating the individual consistency
over each pair. In fact, a sample’s consistency on a local area of the graph is
multiple-wise instead of pair-wise, since the consistency is a term defined over
the whole neighboring samples instead of over each pair of them. In other words,
the consistency is characterized by the structure of the neighboring set of data.
The pair-wise regularizers treats each neighbors independently with the multiple-
wise relationship among them unconsidered. From this point of view, the con-
sistency approximated with pair-wise regularizers is not satisfactory enough.

In this paper, we propose to use a local learning regularizer to model the
desired multiple-wise consistency. Specifically, for each sample, instead of calcu-
lating the consistency with each of its neighboring samples individually, the local
learning based regularizer considers the consistency with all of its neighboring
samples simultaneously. In this regularizer, a local model is firstly trained for
each sample with its neighbors and then this model is used to predict this sam-
ple’s consistent ranking score. Finally, by minimizing the difference between the
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objective ranking score and this locally predicted one, the desired multiple-wise
consistency over the graph is guaranteed.

The rest of this paper is organized as follows. In Section 2, we will briefly in-
troduce the graph-based visual reranking method. The proposed local learning
regularized reranking method and its solution are detailed in Section 3. Experi-
mental results are presented and analysed in Section 4. The parameter sensitivity
analyses are presented in Section 5, followed by the conclusion in Section 6.

2 Graph-Based Visual Reranking

Given N samples (images or video shots) {x1,x2, · · · ,xN} and their initial text
search result represented by a ranking score vector r̄ = [r̄1, r̄2, · · · , r̄N ]T where
r̄i is the ranking score of xi. A larger ranking score indicates the sample is more
relevant and thus should be ranked higher.

Bayesian reranking [10], a general graph-based visual reranking framework is
proposed recently. In this framework, a graph G is constructed with nodes being
the samples while weights on edges being the similarity between the correspond-
ing samples. Specifically, the weight wij on the edge between nodes xi and xj is
computed using Gaussian kernel wij = exp(− ‖xi−xj‖2

2σ2 ), where σ is the scaling
parameter. Then, the reranking is formulated into an optimization problem and
the optimal reranking score vector r = [r1, r2, · · · , rN ]T is derived by minimizing
the following energy function,

E(r) = Reg(G, r) + c × Dist(r, r̄). (1)

Here, the first term, termed regularizer term, penalizes the ranking score incon-
sistency over the graph topology while the second term, termed ranking distance
term, penalizes the derivation of the reranked result from the initial ranking. c
is a trade-off parameter which balances the influence of the two terms. We will
briefly introduce the two terms respectively in the following.

2.1 Ranking Distance

The ranking distance term is measured by the disagreement between the two
ranking score vectors r and r̄. The preference strength distance is proposed
in [10]:

Dist(r, r̄) =
1
2

∑
i,j

distij =
1
2

∑
i,j,i�=j

(1 − ri − rj

r̄i − r̄j
)2, (2)

where distij denotes pair (xi,xj)’s distance which is measured by the two sam-
ples’ preference strength difference before and after reranking. The preference
strength which means the score difference of two samples, i.e. ri − rj for pair
(xi,xj), reflects the degree of xi being ranked before xj . The preference strength
distance has been proven to be effective [10], and will be directly utilised in this
paper.
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2.2 Regularizer

The regularizer term aims to model the ranking score consistency over the graph
topology. The widely used regularizers in semi-supervised classification and video
annotation, i.e., Laplacian regularizer [15] and normalized Laplacian regularizer
[14], are directly adopted in [10].

When Laplacian regularizer is adopted,

RegLap(G, r) = rTLr =
1
2

∑
i,j

wij(ri − rj)2, (3)

where L = D − W is the Laplacian matrix. D = Diag(d) is a degree matrix
with d = [d1, d2, · · · , dN ]T and di =

∑
j wij .

When normalized Laplacian regularizer is adopted:

RegNLap(G, r) = rTLnr =
1
2

∑
i,j

wij(
ri√
di

− rj√
dj

)2, (4)

where Ln = I−D− 1
2 WD− 1

2 . I is the unit matrix, W and D are the same as in
Laplacian matrix.

However, both regularizers model the ranking score consistency pair-wisely
and have less ability to capture the multiple-wise property of the ranking score
consistency. As will be discussed in the next section, local learning based regu-
larizer models the multiple-wise consistency by formulating the score estimation
into a learning problem without any heuristic assumptions.

3 Visual Reranking with Local Learning Regularizer

3.1 Local Learning Regularizer

With the ranking score consistency assumption, the desired property of r is that:
for each sample xi, its ranking score ri should be consistent with its neighbor-
ing samples’ scores simultaneously. In Eq. (3) and Eq. (4), this multiple-wise
consistency is approximated by accumulating xi’s consistency with each of its
neighboring samples individually.

To reveal the intrinsic multiple-wise consistency, we tackle this problem from
the local learning perspective. If a sample’s ranking score can be estimated from
its neighbors, this sample’s multiple-wise consistency with its neighbors is guar-
anteed. From this point of view, we can model the ranking score consistency
from the machine learning perspective. Specifically, for sample xi, we first learn
the desirably consistent score r̂i from its neighboring samples. By requiring the
objective ri be close to this predicted value r̂i, the multiple-wise consistency is
guaranteed. The details will be discussed in the following.

For each sample xi, a local model oi(·) is trained locally with the data
{(xj , rj)}xj∈N (xi), where N (xi) denotes the set of xi’s neighboring samples.
xi’s ranking score can be predicted by this learned model. Then the regularizer
term is derived by aggregating the local model’s prediction loss on each sample:

RegLocal(G, r) =
∑

i
(ri − oi(xi))2. (5)
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The task of the local model oi(·) is to predict sample xi’s ranking score ri from
its neighboring samples accurately. Many approaches can be used as the local
model. A linear one is adopted in [12]. However, due to the complexity of the
real-world images, it is hard to predict the scores accurately by using simple
linear model. To handle this difficulty, we propose to use a local kernel model.
Since it is apparently a regression problem, the kernel ridge regression statistical
model [2], which is well-known and simple to implement, is adopted in this paper.

In kernel ridge regression, by using a kernel mapping φ(·) operating from input
space X to a kernel space F , φ : x ∈ X �→ Φ(x) ∈ F , the dependencies between
N (xi) and its score vector ri = [rj ]Txj∈N (xi)

is modeled as:

oi(x) = wT φ(x). (6)

Its cost function is:
∑

j,xj∈N (xi)
(rj − wT φ(xj))2 + λ ‖w‖2 , (7)

λ is a coefficient to balance the capacity and complexity of this model.
Differentiating Eq. (7) w.r.t. w and then equating it to zero, we obtain:

w = Φi(ΦT
i Φi + λI)−1ri,

where Φi denotes matrix [φ(xj)]T for xj ∈ N (xi). Then, for xi, the score pre-
dicted by its local model oi(·) is:

oi(xi) = wT φ(xi) = kT (λI + K)−1ri = βT
i ri, (8)

where k is a vector with kj = φ(xi)T φ(xtj ) = k(xi,xtj ), and K is a ma-
trix with kmn = φ(xtm )T φ(xtn) = k(xtm ,xtn), j, m, n = 1, 2, · · · , |N (xi)| and
xtj ,xtm ,xtn ∈ N (xi) with tp is the subscript of the pth sample in N (xi). As
for kernel based methods, we only need to define the kernel function k without
defining φ(·) explicitly. The Gaussian kernel is adopted as the kernel function in
this paper.

The local learning regularizer is formulated as:

RegLocal(G, r) =
∑

i
(ri − oi(xi))2

=
∑

i
(ri − βT

i ri)2 = rT RLocalr (9)

βT
i = kT (λI+K)−1. RLocal = (I−B)T (I−B) is the local learning regularization

matrix and B = [bij ]N×N where bij equals the corresponding element of βi if
xj ∈ N (xi), otherwise bij = 0.

3.2 Solution

With the local learning regularizer in Eq. (9) as the regularizer term and the
preference strength distance in Eq. (2) as the distance term respectively, the ob-
jective function of the local learning regularized Bayesian reranking is formulated
as:
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E(r) = RegLocal(G, r) + c × Dist(r, r̄)

= rT RLocalr + c × 1
2

∑
i,j,i�=j

(1 − ri − rj

r̄i − r̄j
)2. (10)

The optimal solution r∗ is obtained by minimizing Eq. (10). Denote αij = 1/(r̄i−
r̄j), then we can get

r∗ =arg min
r

rT RLocalr + c × 1
2

∑
i,j,i�=j

(1 − αij(ri − rj))2

=arg min
r

rT RLocalr + c × 1
2

∑
i,j,i�=j

α2
ij(ri − rj)2

− c
∑

i,j,i�=j
αij(ri − rj)

=arg min
r

rT RLocalr + c × rT LAr − c
∑

i,j,i�=j
αij(ri − rj)

=arg min
r

rT (RLocal + cLA)r − c̃T r (11)

where c̃ = 2c(Ae) with e is a vector with all elements equal 1 and A = [αij ]N×N

is an anti-symmetric matrix. LA is a Laplacian regularization matrix defined over
the graph GA. GA has the same structure with G but the weight between nodes
xi and xj is |αij | instead of wij .

Differentiating (11) w.r.t r and then equating it to zero, it gives:

2(RLocal + cLA)r∗ = c̃

r∗ =
1
2
(RLocal + cLA)−1c̃ (12)

Then a closed-form solution for local learning regularized reranking is obtained.
The solutions for Bayesian reranking with Laplacian regularizer and normalized
Laplacian regularizer have the same form with Eq. (12) only by replacing the
RLocal with L and Ln respectively.

4 Experiments

4.1 Experimental Setting

To evaluate the effectiveness of the proposed local learning regularizer for rerank-
ing, we conducted experiments on two datasets. One is the widely used video
search benchmark, i.e., TRECVID 2005-2007 test set [11], which consists of 508
videos and 143,392 shots totally. Its text search baseline is obtained based on
the Okapi BM-25 formula [9] using ASR/MT transcripts at shot level. For each
of the 72 queries, 24 for each year, the top 1400 shots returned by the search
system are used as the initial text search result.

The other dataset is a real-world Web image dataset collected from Google1.
We selected 29 queries from a commercial image search query log as well as
1 http://images.google.com/
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popular tags of Flickr2. For each query, at most top 1000 images returned by
Google image search are collected. Thus, there are 24,676 images in total. The
initial search result given by Google is regarded as the text search baseline.

For both datasets, the visual feature used is 225-dimentional block-wise colour
moments extracted over 5*5 fixed grid partitions. The K-Nearest Neighbor is
adopted to find the neighboring samples.

For TRECVID 2005-2007, the video shot’s relevance is provided by NIST [11]
on two levels, i.e., “Relevant” or “Irrelevant”. The most often used performance
measure for this dataset is the non-interpolated Average Precision (AP) [1],
which is also adopted in this paper. We average the APs over all the 24 queries
in each year to get the Mean Average Precision (MAP) to measure the overall
performance.

For the Web image dataset, each image’s relevance degree is judged by three
participants on four levels, i.e., “Excellent”, “Good”, “Fair” and “Irrelevant”,
and its final relevance degree is set as the middle one among the scores given by
the three judges. The performance on this dataset is measured by the Normalized
Discounted Cumulated Gain(NDCG) [5], which is a measure commonly used in
information retrieval when there are more than two relevance levels.

4.2 Experimental Results and Analysis

We compare the local learning regularizer with the other two popular ones,
i.e., Laplacian regularizer and normalized Laplacian regularizer, in the Bayesian
reranking framework. Bayesian reranking with the three different regularizers
are denoted as LocalReg, LapReg and NLapReg respectively. We also compare
LocalReg with another well-known graph-based method - VisualRank [6], which
also measures the consistency pair-wisely, as discussed in [10]. The parameters
are globally set for each method respectively.

The overall performance on the two datasets are summarized in Table 1 and
Fig. 1 respectively. We can see that LocalReg outperforms LapReg, NLapReg
as well as VisualRank over the two datasets consistently and stably. This result

Table 1. MAP comparison for different reranking methods on TRECVID 2005-2007

Method
TRECVID 2005 TRECVID 2006 TRECVID 2007

MAP Gain MAP Gain MAP Gain

Baseline 0.0441 - 0.0381 - 0.0306 -

VisualRank 0.0506 14.74% 0.0401 5.25% 0.0333 8.82%

LapReg 0.0487 10.43% 0.0461 21.00% 0.0465 51.96%

NLapReg 0.0534 21.09% 0.0434 13.91% 0.0471 53.92%

LocalReg 0.0583 32.20% 0.0497 30.45% 0.0485 58.50%

2 http://www.flickr.com/
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Fig. 1. NDCG comparison for different reranking methods on Web image dataset

demonstrates that pair-wise approximation of the consistency over the graph is
not precise enough. The local learning based regularizer captures the multiple-
wise consistency and thus provides more satisfactory results.

Besides the overall performance, we also investigate the effectiveness of Lo-
calReg over each query, as shown in Fig. 2. Here, due to the space limitation,
we only take TRECVID 2005 for illustration. From Fig. 2, we can see that most
of the queries benefit from LocalReg after reranking and some queries show
significant gains, such as query 1523, 1564, 1695 and 1716. By further compar-
ing LocalReg with other three reranking methods, we find that although the
other ones achieve high improvements on certain queries, e.g., query 1547 for

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

Baseline VisualRank LapReg NLapReg LocalRegAP

Fig. 2. Performance comparison over each query on TRECVID 2005

3 Find shots of Hu Jintao.
4 Find shots of tennis players on the court.
5 Find shots of George Bush entering or leaving a vehicle.
6 Find shots of a goal being made in a soccer match.
7 Find shots of Mahmoud Abbas.
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VisualRank, query 171 for LapReg and NLapReg, they show dramatic perfor-
mance decrease on other queries, e.g., query156 for VisualRank and query 154
for LapReg. In contrast, LocalReg presents stable performance improvements on
most of queries with slight performance decrease on few ones. This phenomenon
further demonstrates the superiority of the multiple-wise consistency derived
from local learning regularizer.

5 Parameter Sensitivity

In the local learning regularizer, there are two important parameters, i.e., the
number of nearest neighbors K for local model learning and the trade-off pa-
rameter λ in Eq. (7) of kernel ridge regression. In this section, we will analyse
the sensitivity of LocalReg to them, by taking experiments conducted on the
TRECVID dataset as illustration.

5.1 The Number of Nearest Neighbors K

The number of nearest neighbors K plays an important role in local learning
regularizer. With too few neighbors, over-fitting is likely to occur and thus the
learned model gives poor prediction for the centroid sample. A larger K can
ensure more samples are involved for local model training. However, the samples
which are far away from the centroid sample have less to do with it and thus gives
little contribution to the local model. Besides, more noises will be introduced
at the same time when enlarging the training size. A proper K is required to
achieve a good performance.

The MAP-K curves are presented in Fig. 3. As illustrated, larger Ks are
preferred on both TRECVID 2005 and 2007, while on TRECVID 2007 a small
K gives better performance. As analysed from the data, the average numbers
of relevant samples across queries are 41, 55 and 24 for TRECVID 2005 - 2007
respectively. We can observe that the optimal K is roughly proportional to the
average number of relevant samples. TRECVID 2007 has the fewest relevant
samples, thus, a smaller training set is preferred to prevent too many noises are
involved. This observation can provide a rough guideline in setting K in the
future practical application.

5.2 The Trade-Off Parameter λ

We also investigated the influence of the trade-off parameter λ in kernel ridge
regression. Figure 4 shows the performance of LocalReg with different λ in terms
of MAP on TRECVID 2005-2007.

From the figures, we can see that, compared with the text search baseline, the
performance is improved with variant λs consistently. For further observation,
we can find that moderate, larger and smaller λs are preferred on the three years
respectively. The reason is that, on TRECVID 2007, the local learning problem
is the hardest (with the lowest baseline and the fewest relevant samples) thus a
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Fig. 3. The performance of LocalReg with different K on TRECVID dataset

 

0.025

0.030

0.035

0.040

0.045

0.050

0.055

0.060

Baseline 0.01 0.1 1 10 100

TRECVID05 TRECVID06 TRECVID07

λ

MAP

Fig. 4. The performance of LocalReg with different λ on TRECVID dataset

complex model is required with small λ. For TRECVID 2006, it has the most
relevant samples and the local learning problem is the easiest. A simple model
is effective enough and there for a larger λ is preferred. On TRECVID 2005,
although it has the highest baseline, its relevant samples are fewer than that of
TRECVID 2006. As a consequence, a moderate λ is optimal for it.

6 Conclusion

By investigating the effect of the regularizer term in graph-based visual rerank-
ing, an effective regularization approach, i.e., local learning regularizer, is adopted
in this paper from the local learning perspective. The local learning regularizer
models the multiple-wise consistency by formulating the score estimation into a
learning problem without any heuristic assumptions. Extensive experiments con-
ducted on both TRECVID dataset and real Web image dataset demonstrate the
superiority of the local learning regularizer.
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