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Preface

The 16th international conference on Multimedia Modeling (MMM2010) was
held in the famous mountain city Chongqing, China, January 6–8, 2010, and
hosted by Southwest University. MMM is a leading international conference for
researchers and industry practitioners to share their new ideas, original research
results and practical development experiences from all multimedia related areas.

MMM2010 attracted more than 160 regular, special session, and demo session
submissions from 21 countries/regions around the world. All submitted papers
were reviewed by at least two PC members or external reviewers, and most of
them were reviewed by three reviewers. The review process was very selective.
From the total of 133 submissions to the main track, 43 (32.3%) were accepted
as regular papers, 22 (16.5%) as short papers. In all, 15 papers were received
for three special sessions, which is by invitation only, and 14 submissions were
received for a demo session, with 9 being selected. Authors of accepted papers
come from 16 countries/regions. This volume of the proceedings contains the
abstracts of three invited talks and all the regular, short, special session and
demo papers. The regular papers were categorized into nine sections: 3D model-
ing; advanced video coding and adaptation; face, gesture and applications; image
processing; image retrieval; learning semantic concepts; media analysis and mod-
eling; semantic video concepts; and tracking and motion analysis. Three special
sessions were video analysis and event recognition, cross-X multimedia mining
in large scale, and mobile computing and applications.

The technical program featured three invited talks, parallel oral presentation
of all the accepted regular and special session papers, and poster sessions for
short and demo papers. The three distinguished keynote speakers were: Shi-Kuo
Chang from Pittsburgh University, Shipeng Li from Microsoft Research Asia,
and Hartmut Neven from Google, Inc.

The success of MMM2010 was assured by team efforts from the sponsors,
organizers, reviewers, and participants. We would like to thank the special ses-
sion Co-chairs, Nicu Sebe and Tao Mei, as well as the demo Co-chairs, Berna
Erol and Meng Wang. The special and demo sessions at MMM2010 enriched the
technical program. We would like to acknowledge the contribution of the indi-
vidual Program Committee members and thank the external reviewers. Thanks
to the Publicity Co-chairs, Liang-Tien Chia, Benoit Huet, and Li Tao, Local Or-
ganizing Chair, Boahua Qiang, Publication Chair, Guoqiang Xiao, US Liaison,
Jiebo Luo, Asian Liaison, Tat-Seng Chua, and Webmaster, Ming Tang, for their
great efforts. Our sincere gratitude goes to the participants and all authors of
the submitted papers.

We are grateful to our sponsors: Chongqing Science and Technology Commit-
tee and Southwest University. The in-kind support from the Faculty of Computer
and Information Science at Southwest University is also much appreciated.
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We wish to express our gratitude to the Springer team directed by Alfred
Hofmann for their help and cooperation.

January 2010 Susanne Boll
Qi Tian

Lei Zhang
Zili Zhang

Yi-Ping Phoebe Chen
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Slow Intelligence Systems
(Extended Abstract)

Shi-Kuo Chang

Department of Computer Science
University of Pittsburgh, Pittsburgh, PA 15260 USA

chang@cs.pitt.edu

Abstract. In this talk I will introduce the concept of slow intelligence.
Not all intelligent systems have fast intelligence. There are a surpris-
ingly large number of intelligent systems, quasi-intelligent systems and
semi-intelligent systems that have slow intelligence. Such slow intelli-
gence systems are often neglected in mainstream research on intelligent
systems, but they are really worthy of our attention and emulation. I will
discuss the general characteristics of slow intelligence systems and then
concentrate on evolutionary query processing for distributed multimedia
systems as an example of artificial slow intelligence systems.

S. Boll et al. (Eds.): MMM 2010, LNCS 5916, p. 1, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



Media 2.0 – The New Media Revolution?
(Extended Abstract)

Shipeng Li

Media Computing Group
Microsoft Research Asia

Shipeng.Li@microsoft.com

Abstract. With the rapid development of Web 2.0 and cloud comput-
ing concept and applications, there are many unprecedented web-based
multimedia applications are emerging today and they pose many new
challenges in multimedia research. In this talk, I first summarize the
common features of the new wave of multimedia applications which I call
Media 2.0. I use 5 D’s to describe Media 2.0 principles, namely, Democra-
tized media life cycle; Data-driven media value chain; Decoupled media
system; Decomposed media contents; and Decentralized media business
model. Then I explain what the implications of Media 2.0 to multimedia
research are and how we should choose our research topics that could
make big impacts. Finally, I use example research projects ranging from
media codecs, media systems, media search and media related advertise-
ment from MSRA to demonstrate the ideas I have talked about. I hope
these ideas and principles could inspire the audience to come up with
new media 2.0 research topics and applications in the future.

S. Boll et al. (Eds.): MMM 2010, LNCS 5916, p. 2, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



Designing a Comprehensive Visual Recognition
System

(Extended Abstract)

Hartmut Neven

Google Inc.
neven@google.com

Abstract. Computer vision has made significant advances during the
last decade. Many capabilities such as the detection of faces or the recog-
nition of rigid textured objects such as landmarks are now working to
very satisfying levels. Across the various products and services offered
by Google we are interested in analyzing an image crawled on the web in
all its aspects. When designing such a comprehensive system it becomes
obvious however that important abilities are still lacking. One exam-
ple is object class recognition that scales to thousands or even millions
of classes. Another area where we are still facing obstacles is the reli-
able recognition of objects that have little surface texture and which are
largely contour defined. Even a seemingly simple task such as reading
text in a photo is still lacking the accuracy we need. The talk describes
our efforts in designing a large scale image recognition system that can
analyze any given image on the web with respect to many dimensions.
We report on the recognition disciplines in which we made good progress
but we also call out areas which still require additional work to reach pro-
duction ready solutions.

S. Boll et al. (Eds.): MMM 2010, LNCS 5916, p. 3, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



Surface Reconstruction from Images Using a
Variational Formulation

Liuxin Zhang and Yunde Jia

Beijing Laboratory of Intelligent Information Technology,
School of Computer Science, Beijing Institute of Technology,

Beijing 100081 P.R. China
{zhangliuxin,jiayunde}@bit.edu.cn

Abstract. In this paper, we present a new approach to recovering the
surface of a 3D object from multiple calibrated images. The method is
based on a variational formulation which defines an energy functional
where both silhouette and texture consistency constraints are included.
We cast the surface reconstruction problem as an optimization of the
energy functional amenable for minimization with an Euler-Lagrange
driven evolution. Starting from an initial surface, the reconstruction re-
sult can be obtained at the end of the evolution. Compared to the tradi-
tional reconstruction methods using a variational framework, our method
can be easily implemented by simple finite difference scheme and is com-
putationally more efficient. The final result of our method is not sensitive
to where the initial surface has started its evolution.

1 Introduction

This paper considers the problem of reconstructing the highly realistic 3D model
of a real-world object from multi-view images in which the camera intrinsic
and extrinsic parameters have been previously obtained. It is one of the most
fundamental and extensively studied problems in computer vision. According
to the geometrical representation of the 3D object, the state-of-art solutions for
this long-studied problem can be roughly classified into two categories: (1) dense
stereo methods that recover depth maps with respect to an image plane, and (2)
volumetric methods that represent the volume directly, without any reference to
an image plane.

A review of the dense stereo methods can be found in [1]. The 3D object is
represented as a set of depth maps, one for each input view. The advantage of
this 2D representation is its convenience because it avoids resampling the geom-
etry on a 3D domain. But these solutions can only represent depth maps with
a unique disparity per pixel, i.e., depth is a function of image point. Recon-
structing complete objects requires further processing to merge multiple depth
maps [2,3,4,5], which makes the final models suffer from a large number of holes
in area of uncertainty. Another drawback of these methods is that the surface
smoothness is defined on image disparities or depths and, hence, is viewpoint
dependent. So, if a different view is chosen as the reference image the results
may be different.

S. Boll et al. (Eds.): MMM 2010, LNCS 5916, pp. 4–14, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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The volumetric methods work on discretized 3D space directly and repre-
sent the object as a set of voxels. The space carving methods [6,7] and their
variants [8,9] progressively remove inconsistent voxels from an initial volume.
The graph cut methods [10,11,12,13,14,15] recover the surface based on exact
global optimization of surface photo-consistency. The surface evolution meth-
ods [16,17,18,19,20] obtain the optimal surface via gradient descent evolution.
We refer readers to [21] for a more thorough discussion of the other volumetric
techniques. In these methods, multiple viewpoints can be easily integrated and
surface smoothness is free from the viewpoints.

Our work is inspired by Faugeras and Keriven [16], which introduced a varia-
tional framework implemented by level set methods [22] for surface reconstruc-
tion. The basic idea is to represent surface as the zero level set of an implicit
function defined in a higher dimension, usually referred as the level set function,
and to evolve the level set function according to a partial differential equation
(PDE). This evolution PDE is derived from the problem of minimizing a cer-
tain energy functional defined as the integral of a data fidelity criterion on the
unknown surface. However, the numerical implementation of the PDE in [16]
is complicated and requires simplification by dropping some terms. The final
result of [16] tends to be sensitive to where the level set function has started its
evolution. In contrast, we formulate the energy functional directly in the level
set domain as the integral of the data fidelity criterion on the whole 3D space.
The minimization of our energy functional leads naturally to the evolution PDE
of the level set function and we can use all the terms in the PDE to implement
the evolution without dropping any of them. The final result of our method is
independence from the initialization. Besides, our variational energy functional
also consists of a penalizing term [23] which keeps the evolving level set func-
tion close to a signed distance function. As a result, the costly re-initialization
procedure of the level set function, which is necessary in the numerical imple-
mentation of [16], can be completely eliminated. We can use very simple finite
difference scheme rather than the complex upwind scheme to implement the
evolution PDE. Compared with Faugeras et al. [16], our method allows more
efficient numerical schemes.

The rest of the paper is organized as follows: Section 2 gives the background
on the camera model and the level set method. Section 3 describes how surface
reconstruction can be formulated as an optimization of a variational energy
functional. We introduce the numerical implementation of the proposed method
in Section 4. The experimental results and conclusions are discussed in Section
5 and Section 6 respectively.

2 Background

2.1 Camera Model

The perspective (or pinhole) camera is used throughout this paper. A point in
3D space with a coordinate vector x ∈ �3 is projected to the image point with
a coordinate vector m ∈ �2 according to
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λ

[
m
1

]
= A[R t]

[
x
1

]
(1)

where λ is an arbitrary scale factor; [R t], called the extrinsic parameters, is the
rotation and translation which relates the world coordinate system to the camera
coordinate system; A is a 3×3 matrix called the camera intrinsic matrix. Giving
corresponding image points in several views, it is possible to calculate both the
intrinsic and extrinsic parameters of multiple cameras using the multi-camera
calibration techniques [24,25,26]. In our work, we assume that all the views have
already been well calibrated within the global world coordinate system, i.e., for
each point in the world space, it is possible to determine the coordinates of its
projection onto each view.

2.2 Level Set Representation

The level set method for evolving implicit surfaces was introduced by Osher and
Sethian [22]. Let x be a point in the open set Ω ⊂ �3. The time dependent
surface S(t) is implicitly represented as the zero level set of a Lipschitz smooth
function φ(x, t): Ω ×�+ → � as

S(t) = {x|φ(x, t) = 0,x ∈ Ω}, (2)

where φ is commonly referred to as the level set function. The sets {x|φ(x) <
0,x ∈ Ω} and {x|φ(x) > 0,x ∈ Ω} are called the interior and the exterior of
S respectively. Using the definition above, the outward unit normal n and the
mean curvature κ are given by

n =
∇φ

|∇φ| and κ = ∇ · ∇φ

|∇φ| . (3)

One example frequently used to construct a level set function φ is the signed
distance function, where the additional requirement |∇φ| = 1 is imposed. Dif-
ferentiating φ(x, t) = 0 with respect to t gives

∂φ

∂t
+ v · ∇φ = 0 ⇔ ∂φ

∂t
+ vn|∇φ| = 0, (4)

where v = dx/dt and vn = v ·n is the velocity normal to the surface. This PDE
is solved for evolving the surface S according to some derived velocity v.

3 Variational Energy Functional

3.1 Photo-Consistency Energy Term

As do most other approaches, we assume that the surface of a 3D object is nearly
Lambertian, i.e., elements belonging to this surface should have a consistent
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appearance in the viewpoints observing them (be photo-consistent). Under this
assumption, the photo-consistency energy cost of an element can be defined as

A(x,n) =
1
T

m∑
i,j=1

Aij(x,n), (5)

where (x,n) is an infinitesimal element located at point x and having unit out-
ward normal n, T is the number of items in the summation, m is the number
of visible views to the current element, and Aij between visible views i and j is
based on the normalized cross correlation (NCC):

Aij(x,n) = 1−NCC(x,n, i, j). (6)

Aij(x,n) ranges between 0 (best correlation) and +2 (worst). The term NCC(x,
n, i, j) is the normalized cross correlation of the projections of the element (x,n)
in views i and j. We direct readers to [27] for more details on how to compute
this term. The overall surface photo-consistency energy cost is then calculated
by integrating the elements’ costs over the surface S:

EP (S) =
∫∫
S

A(x,n)dS. (7)

Faugeras and Keriven [16] choose the surface S that minimizes Eq. (7) as the
final reconstruction result. They use a gradient descent evolution to solve this
problem. However, the integral in Eq. (7) is only calculated on surface S, and
therefore during the evolution, the velocity v is derived from the unknown surface
S. For this reason, the final result of [16] tends to be rather sensitive to where
the surface S has started its evolution. Here we propose the photo-consistency
energy term using a variational level set formulation:

EP (φ) =
∫∫∫

Ω

A(x,n)δ(φ)|∇φ|dxdydz, (8)

where δ is the univariate Dirac function and the surface S is the zero level set of
φ. By introducing the term δ(φ)|∇φ| [28] in the integrand, the integral in Eq. (8)
can be done on the whole 3D space Ω. Since Eq. (8) is directly formulated in
the level set domain, the minimization of it leads naturally to the evolution of
φ. We use the Euler-Lagrange equation to solve this problem.

3.2 Computing Visibility

Summation in Eq. (5) is only computed for those elements which are visible to the
two concerned views. Thus, estimating A(x,n) requires the step of computing
the visibility status of the elements for all views. We use an implicit ray tracing
technique [29] to solve the visibility problem, and then Eq. (5) can be rewritten
as

A(x,n) =
1
T

n∑
i,j=1

χ(i,x)χ(j,x)Aij(x,n), (9)
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where n is the number of all views and χ(v,x) is a characteristic function that
denotes the visibility status of the element x from the viewpoint v:

χ(v,x) =
{

1 if x is visible to the viewpoint v,
0 if x is invisible to the viewpoint v.

(10)

3.3 Regularization Energy Term

It has been demonstrated in [6] that in the absence of texture, different scenes can
be consistent with the same set of color images. Therefore, surface reconstruction
based solely on photo-consistency is an ill-posed problem. To regularize it, we
augment the energy functional with a regularization term:

ER(φ) =
∫∫∫

Ω

B(x)δ(φ)|∇φ|dxdydz, (11)

where B(x) is some volume potential corresponding to the prior tendency for
point x to belong or not to the reconstruction. Here we construct B(x) based
on the silhouette consistency constraint:

B(x) =
{

ρ if x projects to the foreground point for all images,
+∞ others, (12)

where ρ is some small value which is kept constant throughout our experiments.

3.4 Penalizing Energy Term

The level set function can develop shocks, very sharp and/or flat shape during the
evolution [28]. In order to maintain stable evolution and ensure usable results,
it is crucial to keep the evolving level set function close to a signed distance
function. Re-initialization, a technique for periodically re-initializing the level set
function to a signed distance function, has been extensively used in traditional
level set methods. However, from the practical viewpoints, the re-initialization
process can be quite complicated, expensive, and have subtle side effects. Here,
we use the integral [23]

P (φ) =
∫∫∫

Ω

1
2
(|∇φ| − 1)2dxdydz (13)

as a metric to characterize how close a function φ is to a signed distance function
in Ω. This metric plays a key role in our variational energy functional as a penal-
izing term. It will force the level set function φ to be close to a signed distance
function in the evolution process, and the costly re-initialization procedure can
be completely eliminated.
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3.5 The Total Energy Functional

Combining all the energy terms Eqs. (8), (11) and (13) leads to the total energy
functional for the surface reconstruction:

E(φ) =αP (φ) + βEP (φ) + ER(φ)

=α

∫∫∫
Ω

1
2
(|∇φ| − 1)2dxdydz + β

∫∫∫
Ω

A(x,n)δ(φ)|∇φ|dxdydz

+
∫∫∫

Ω

B(x)δ(φ)|∇φ|dxdydz.

(14)

The second and third energy term drive the zero level set toward the object
surface, while the first energy term penalizes the deviation of φ from a signed
distance function during its evolution. All the terms in the final energy functional
are weighted by constants α, β and 1.

3.6 Energy Minimization Framework

The first variation of the functional E(φ) in Eq. (14) can be given by

∂E

∂φ
= −α(Δφ− κ)− βδ(φ)(∇A · n + A · κ)− δ(φ)(∇B · n + B · κ), (15)

where Δ is the Laplacian operator, κ and n are the mean curvature and unit nor-
mal of the object surface respectively, which is calculated by Eq. (3). Therefore,
the function φ that minimizes this functional satisfies the Euler-Lagrange equa-
tion ∂E/∂φ = 0. The steepest descent process for minimization of the functional
E(φ) is the following gradient flow:

∂φ

∂t
= α(Δφ− κ) + βδ(φ)(∇A · n + A · κ) + δ(φ)(∇B · n + B · κ). (16)

According to Eq. (12), B(x) can be considered as a constant and satisfies ∇B =
0. Then Eq. (16) is rewritten as

∂φ

∂t
= α(Δφ − κ) + βδ(φ)(∇A · n + A · κ) + δ(φ) ·B · κ. (17)

This gradient flow is the evolution equation of the level set function φ and ∂φ/∂t
denotes derivative with respect to the evolution time t. The reconstruction result
can be obtained from the zero level set of φ when this evolution is over.

4 Numerical Implementation

In order to implement Eq. (17) numerically, a uniform Cartesian grid described
as {(xi , yj , zk )|1 ≤ i ≤ m, 1 ≤ j ≤ n, 1 ≤ k ≤ l} in a rectangular domain Ωd

in 3D space is used to discretize the computational domain Ω, and all of the
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functions and quantities are defined on this grid. Practically, a slightly smooth
approximation of the Dirac function δ(φ) in Eq. (17), rather than the traditional
step form, is used [30]:

δε(φ) =
1
π
· ε

ε2 + φ2 , (18)

where ε > 0 is a small constant. It gives a globally positive approximation
to δ(φ). Using this approximation, Eq. (17) will have the tendency to obtain a
global minimum of E(φ). One of the reasons is that, the Euler-Lagrange equation
acts only locally, on a few level surfaces around φ = 0 using the original Dirac
function [23,28]. While by Eq. (18), the evolution equation can act on all level
sets, especially stronger on the zero level set, but not locally. In this way, our
final evolution result is not sensitive to the initial value of φ.

Because of the penalizing term introduced by Eq. (14), we no longer need
the upwind scheme [28] as in the traditional level set methods to implement the
level set evolution. Instead, all the spatial partial derivatives ∂φ/∂x, ∂φ/∂y and
∂φ/∂z in Eq. (17) are approximated by the central difference, and the temporal
partial derivative ∂φ/∂t is approximated by the forward difference. Thus, the
approximation of Eq. (17) can be simply rewritten as

φn+1
i,j,k − φn

i,j,k

Δt
= f(φn

i,j,k), (19)

where Δt is the time step, φn
i,j,k is the value of φ on the grid node (xi, yj , zk) at

the time n and f(φn
i,j,k) is the approximation of the right hand side in Eq. (17).

Then, the evolution equation of φ can be expressed as

φn+1
i,j,k = φn

i,j,k + Δt · f(φn
i,j,k). (20)

Once the initial level set function φ0 has been given, we can constantly update
φ through Eq. (20) until the evolution is over.

5 Experimental Results

In this section we discuss some surface reconstruction results obtained by our
technique. The system used for all the experiments was a Windows-based Intel
Core2 Duo with 2GB of RAM and running at 2.20GHz. We use the Middlebury
datasets [21,31] as a calibrated sequence of input images. The data consists of
two objects, a dinosaur and a temple (see Fig. 1a), and three different sets of
input images for each one, with viewpoints forming a sparse ring, a full ring,
and a full hemisphere around the object. Our experiments are performed on the
DinoSparseRing and TempleSparseRing inputs. A list of parameters used in the
experiments is shown in Table 1 and the initial zero level set function is taken as
a sphere. Fig. 1(b), (c), and (d) illustrate some of the initial zero level sets (shown
in blue) along with the reconstructed surfaces (shown in red). Our approach can
successfully build the surfaces regardless of the initial level set function.
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(a) (b) (c) (d)

(a) (b) (c) (d)

Fig. 1. Dino and temple reconstructions from 16 viewpoints. (a) One of the input
images of the dino and temple model (640×480 resolution). (b,c,d) The reconstruction
results of dino and temple (shown in red) with several different initializations (shown
in blue).

Table 1. Summary of parameters used in the experiments

Dataset Images α β ρ ε Δt Grid accuracy

DinoSparseRing 16 0.04 3.0 0.1 0.05 5.0 0.0005m

TempleSparseRing 16 0.01 5.0 0.1 0.03 3.0 0.0005m

Table 2. Numerical evaluation of the proposed method for the Middlebury Datasets

Dataset Grid resolution Vertices Triangles Iterations Total time

DinoSparseRing 151 × 180 × 152 58737 117345 4 20mins

TempleSparseRing 211 × 326 × 156 164793 330977 6 35mins

In our experiments, the most time-consuming part is the photo-consistency
cost calculation based on the NCC score. We use an NCC window size of 5×5 and
it takes between 5 and 20 minutes to compute this cost for every time evolution
depending on numbers of images used and grid resolution. Using a significant
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larger time step Δt, the final surface can be achieved only in 4 to 6 times evolu-
tion for a total time of 20 to 40 minutes. Table 2 shows the quantitative results
of the reconstructed models.

6 Conclusions and Future Work

In this paper, we have presented a new variational formulation for reconstruct-
ing the 3D surface of an object from a sequence of calibrated images. In our
method, the costly re-initialization procedure of the level set function is com-
pletely eliminated, and the evolution process of the level set function is easily
and efficiently implemented by using very simple finite difference scheme. Our
main advantage over other reconstruction methods relying on variational scheme
is the insensitiveness to the initialization. Experiments have demonstrated the
effectiveness of our approach. Future work will consist of improving the efficiency
of the photo-consistency measure and the reconstruction results. Note that level
set methods are used only for representing closed curves and surfaces. Therefore,
our approach is not yet equipped to treat open surfaces. This limitation will also
be dealt with in our future work.
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Abstract. Visibility estimation is one of the most difficult problems
in multi-view reconstruction using volumetric approaches. In this pa-
per, we present a novel approach called layer-constraint-based visibility
(LCBV) to estimating visibility. Based on the layered state of a scene
and photo-consistency constraint, this method can determine the more
accurate visibility for every point in a scene. We use LCBV in multi-
view reconstruction using volumetric graph cuts and obtain satisfactory
results on both synthetic and real datasets. We also discuss quantitative
error analysis to judge visibility techniques.

1 Introduction

The basic principle in volumetric multi-view reconstruction is to find a classi-
fication for all the voxels within a discrete volume whether they belong to the
surface of the 3D object or not. There are many volumetric techniques like Space
Carving [1], level set [2] and volumetric graph cuts [3,4,5,6]. These methods ob-
tain a uniform 3D representation; in particular, graph cuts are able to find a
global optimization [7].

Volumetric approaches usually use the photo-consistency measure of the voxel
within the volume to evaluate how consistent would be the reconstructed sur-
face at the voxel. The only requirement to compute the photo-consistency is that
visibility is available. However, accurate visibility estimation is very difficult for
reconstruction. To estimate the true visibility of some surface point, one needs
to know the true scene geometry and vice versa. To solve this chicken-and-egg
problem, previous methods compute approximation of visibility. Some papers
[8,9] develop probabilistic formulations with the visibility reasoning to evaluate
visibility. Hernandez et al. [8] present probabilistic visibility in which the visibil-
ity of a point depends only on the probabilistic depth measurements of sensors
along optical rays that go through the point. This approach is both computation-
ally and memory efficient, but it is not computed independently. There are also
some simple and independent visibility techniques, such as state-based visibility
[10] and oriented visibility [11] as shown in Fig. 1a and 1b respectively. State-
based visibility uses the current estimate of the geometry to predict visibility
for every point on that surface globally. In detail, a point is considered visible
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Fig. 1. Three approaches to visibility reasoning. (a) state-based visibility: the visibility
for X on its surface is estimated globally. (b) oriented visibility: a local patch (X, N)
is considered visible from the viewpoints within a predefined angle from the normal di-
rection N . (c) layer-constraint-based visibility: the layered state and photo-consistency
constraint are used to estimate the visibility information for all the voxels within the
volume globally. Signs 0, -1, -2 denote layer 0, layer -1, and layer -2 respectively.

to a viewpoint if it is not occluded with current scene configuration. This global
technique is often used in the approaches based on iterative process [1,2], which
is not guaranteed to converge to the global minimum. Oriented visibility is a
local algorithm which infers the visibility of a patch by using the patch position
and the normal direction. Concretely, the patch is considered visible to a view-
point if and only if it locates in front of this viewpoint according to a predefined
angle from the normal direction. This method is simple and independent from
initialization but, because of unknown the normal directions of the inner points,
the accurate visibility for every point inside the volume is not determined. In
many papers [4,5,6,12] with this technique, the visibility for the inner point is
approximated with the visibility of the closest surface point to it.

In this paper, we propose a novel visibility approach called layer-constraint-
based visibility (LCBV) as shown in Fig. 1c. Based on the layered state of the
scene and photo-consistency constraint, LCBV can determine the more accurate
visibility information for every voxel in the volume in volumetric multi-view
reconstruction. Moreover, a quantitative error analysis is presented to compare
the visibility methods in detail.

Our solution is inspired by the work of Zhang et al. [10] and Jonathan et al.
[13]. Zhang et al. [10] used state-based visibility on the iterated surface which is
regarded as the zero of level set. Jonathan et al. [13] divided the scene space into
a set of depth layers and the visibility is derived by testing for occluders both
on the depth layer and base surface, however, they did not reason visibility in
detail. We combine both methods and divide visual hull [14] into several virtual
layers like zero level sets. Then state-based visibility is extended to the virtual
layers with photo-consistency constraint.
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Contrast to the traditional visibility methods such as state-based visibility
and oriented visibility, the main benefit of layer-constraint-based visibility is that
the visibility information of the points within the volume can be determined ac-
curately. Theoretically, we propose a quantitatively analysis on computing the
visibility information for the points within the base surface, while the traditional
methods only give a qualitative analysis on the visibility for the points within
the base surface. For example, in the traditional visibility techniques, the visi-
bility information for the inner points is approximated with the visibility of the
closest surface point to it. In terms of application, the key advantage of LCBV
is its ability to produce the better intermediate result to be used in multi-view
reconstruction.

Intuitively, the accurate computation of the photo-consistency of the right
point (the point is on the true surface) is more important than the computation
of the photo-consistency of the wrong point (the point is not on the true surface)
in reconstruction. LCBV can infer the more accurate visibility information for
these right points to benefit producing a better intermediate result in multi-view
reconstruction. According to LCBV, we also give an energy functional which is
minimized by graph cuts.

The rest of the paper is organized as follows. Section 2 introduces our layer-
constraint-based visibility approach. In Section 3, we describe an energy function
which is minimized by graph cuts in multi-view reconstruction. Section 4 presents
a significant error analysis and experimental results on synthetic dataset and
produces several significant reconstruction results on both synthetic and real
datasets. We discuss the paper’s main contributions and the future work in
Section 5.

2 Layer-Constraint-Based Visibility

In this section, we describe the layer-constraint-based visibility (LCBV) for eval-
uating the more accurate visibility information for the points within the volume
in volumetric multi-view reconstruction. This algorithm is divided into two steps:
one step is to develop a method called layered visibility (LV) for computing vis-
ibility roughly. The next is to use photo-consistency constraint to obtain the
accurate visibility.

2.1 Layered Visibility for Volumetric Reconstruction

We assume that the whole scene is located within a bounding volume Ω ∈ �3.
Let I1, . . . , IN denote the sequence of input calibrated images and S1, . . . , SN

denote the foreground silhouettes obtained from these input images. The visual
hull V H , the maximal shape consistent with S1, . . . , SN , is considered as the
initial space. Similar to the work [13], we divide visual hull V H space into a
set of virtual layers V = {l0, . . . , lD}. Each voxel in the virtual layers forms a
node in an undirected graph and edges are defined in the graph to link adjacent
voxels with a capacity corresponding to the energy function for minimization.
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The first layer l0 corresponds to an external set of voxels and the final layer lD
an internal set, each connected to a source s and sink t node respectively with
infinite edge capacity as illustrated in Fig. 2a [13]. We compute LV on multiple
layers and modify the function φ in [10] to define a new function ϕ : �3 → � in
Ω, which represents the scene layers as [−D, 0] (−D represents the D-th layer
in visual hull V H space)of ϕ, with the following properties:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

ϕ(X) > 0 for X outside V
ϕ(X) < −D for X inside V
ϕ(X) = 0 for X ∈ l0 ⊂ V
...

...
...

ϕ(X) = −D for X ∈ lD ⊂ V

where ϕ is similar to a level set function; the layers in V are similar to zeros of
level set function; X denotes a voxel in the bounding volume. The values of ϕ
are easy to derive from layered state.

We use ray tracing [10] to multiple layers and determine in which layer the
point in the volume is visible. Let V0 denote a viewpoint in Ω, then a point
X1(X1 
= V0,X1 ∈ Ω) is considered invisible to the viewpoint V0 for layer
li(i = 0, 1, . . . , D) if it lies inside the layer li or if it is occluded by another point
X2(X2 ∈ lj , j ∈ [i, . . . , D]) in the radial direction

−−−−→
X1V0 (Fig. 2b). Under this

condition, we shoot a ray towards the viewpoint, and check whether there is a
point being inside the layer in this ray. We can determine visibility for a point
simply by looking at the value of function ϕ. That is, X is inside the layers

X1 X5

0V

(b) Ray Tracing for multiple layers

X2 X4X3

Layer 0
Layer -1
Layer -2

1V

3V
2V 4V

5V

Layer 0
Layer -1
Layer -2

(c) Layer visibility with photo-
consistency constraint

X

T

(a) Discrete graph for volumetric 
reconstruction via graph cuts

S

Fig. 2. 3D reconstruction via volumetric graph cuts, ray tracing and photo-consistency
constraint. (a) A discrete graph is constructed for volumetric reconstruction via graph
cuts, and outer (blue line) and inner (red line) layers are connected to source S and
sink T respectively. (b) A point is considered visible for some layer when it is not
occluded by the same or inner layer, e.g. X1 is visible for layer 0; X2 is invisible for
layer 0 but visible for layer -1; X3 is invisible for layer 0, -1 but visible for layer -2; X4

and X5 are invisible for three layers. (c) Red line denotes the true surface. According
to layered visibility, point X is considered visible for v1, v2, v3, v4 and v5, but in fact, X
is invisible for v1 and v5. After imposing photo-consistency constraint, the last result
is that X is visible for v2, v3 and v4 (v1 and v5 are excluded).
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when ϕ(X) < −D, outside the layers when ϕ(X) > 0, and on some layer when
ϕ(X) = −i, i ∈ {0, . . . , D}.

2.2 Photo-Consistency Constraint

As discussed in Section 2.1, we approximately evaluate from which views the
voxel on some layer is visible. In this part, we obtain the final accurate visibil-
ity by imposing photo-consistency constraint as shown in Fig. 2c. The photo-
consistency criteria is not used in the traditional visibility techniques, but usually
used in the optimization in multi-view reconstruction after computing the visi-
bility. In this paper, we impose photo-consistency constraint on computing the
visibility to improve the results. Basically, if a point is on the true surface, it
has high photo-consistency. In contrast, if a point has high photo-consistency,
it is not always on the true surface. For example, under weak texture, even
points very far from the surface may have a strong photo-consistency. However,
we mainly consider that accurately computing the visibility information of the
right points (see Section 1), since the visibility information of the wrong points
(see Section 1) has little influence on multi-view reconstruction.

In this paper, the normalized cross-correlation (NCC) is used as a photo-
consistency metric. Let V C denotes the set of all views, V B denotes the set of
the views for which the voxel is visible after computing layered visibility and
V E denotes the set of the views for which the voxel is visible after using photo-
consistency constraint. Obviously, we have V B ⊂ V C, V E ⊂ V C. Assume, to
begin with, after computing layered visibility (see Section 2.1) we obtain the
rough visibility information for the voxels and we have V B = {v1, v2, v3, v4, v5},
v1,v2,v3,v4,v5 ∈ V C,V E = Φ. Views v1, v2, v3, v4, v5 array in order, and the
middle view is chosen as reference view so that its retinal plane is close to
parallel to the tangent surface through the voxel with little distortion. Then the
closer to the reference the other views are, the more accurate they are.

We first choose the middle value v3 in the set V B as reference view and turn
left or right from v3 to search a value, e.g. the first value v2, each time alter-
nately. If such the NCC computed by views v2 and v3 is above some threshold W ,
that means the voxel is invisible for view v2 and the program is end (V E = Φ).
Otherwise, we put v2 into the set V E(V E = {v3, v2}). Next, v4 is searched out
and the mean NCC computed by views v2, v3, v4 is obtained again to determine
whether v4 is put into the set V E or not. Until all the values in the set V B are
searched, we acquire a final accurate visibility set V E. The algorithm excludes
inexact views in V B through imposing photo-consistency constraint and pro-
duces the more accurate set of views. The results of the synthetic experiment
prove that layered visibility with photo-consistency constraint, namely layer-
constraint-based visibility (LCBV), is more accurate than oriented visibility.

3 Volumetric Multi-view Reconstruction

Most of multi-view reconstruction methods relying on the traditional visibility
techniques need a good initial scene surface to evaluate the visibility information
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for the points on or in the initial surface [4,5,6]. If the current scene state is
far from the true state, e.g. concavity, the traditional visibility methods will
approximate the true visibility with significant errors. Therefore, the traditional
visibility algorithms are not thought to be good choice in the situation when no
good initialization is given. In this section, we deduce an energy functional for
multi-view reconstruction based on layer-constraint-based visibility. Compared
with other methods, the main benefit of our reconstruction is that concavity can
be better recovered.

3.1 Volumetric Graph Cuts

The energy functional is generally defined in terms of a data term Edata that
imposes photo-consistency and a regularization term Esmooth introducing spatial
smoothness [13]. Following Section 2.1, we obtain a layered configuration (see
Section 2.1). In contrast with the photo-consistency constraint used in visibility
(see Section 2.2), here a new photo-consistency metric ρ(u) used in optimization
is computed for each node u and edges are constructed between nodes (u, v)
using capacities corresponding either to the data term or smoothness term of
the cost function.

E = Edata + Esmooth. (1)

Data edges are introduced between nodes in adjacent layers (li, li+1) using photo-
consistency score at layer −i. Smoothing edges are introduced between adjacent
nodes within each layer li using an average of the photo-consistency. Edge ca-
pacities are normalized by edge length and a relative weight o < k < 1 controls
the degree of smoothing in reconstruction (similar to [13]),

Edata(u, v) = 1− k
ρ(u)

‖x(u)− x(v)‖ , u ∈ li, v ∈ li+1, 0 < k < 1, (2)

Esmooth(u, v) = 1− k
ρ(u) + ρ(v)

2‖x(u)− x(v)‖ , u, v ∈ li, 0 < k < 1, (3)

where x(u), x(v) are the coordinates of node u and v respectively; the photo-
consistency score for node u, ρ(u) is the normalized cross correlation (NCC)
between the pairs of local image patches that node u projects to in the different
views:

ρ(u) =
∑

Ci,Cj∈V is(u)

NCC(p(Ci, u), p(Cj , u)), (4)

where V is(u) notes the visibility for node u, and V is(u) is evaluated with layer-
constraint-based visibility; Ci, Cj note two camera centers; p(Ci, u) is the local
image patch around the images of u in the i -th image Ii.

The global minimization of the energy functional corresponding to an optimal
surface is derived from computing the max flow/min cut method [15].
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4 Experimental Results

Because visibility results are just intermediate results in multi-view reconstruc-
tion and are difficult to be represented by graphic or image, to judge whether
a visibility method is better or not is rather difficult. Most of the papers judge
the visibility in the indirect way that the final reconstruction results determine
whether the visibility technique is better or not. We propose a direct quantita-
tive analysis on the visibility methods by the data form. We demonstrate the
performance of our approaches on synthetic dataset, and give a significant error
analysis (Table 1). We define two types of errors:

(1)Er1 which denotes the wrong rate of set V E (Section 2) relative to set V T
(real visibility set). If there exists a camera X(X ∈ V E, X /∈ V T ), the set V E
is considered wrong, namely the visibility for the point is wrong.

Er1 =
MV E

NV E
× 100%, (5)

where MV E denotes the number of the points which have the wrong visibility
in V , and NV E denotes the number of all the points in V . Note that there is a
problem about Er1 , that is, if V E ⊂ V T, V E 
= V T , then V E is considered right,
because of little influence on the photo-consistency, but not exact. Therefore
another type of error is presented.

Table 1. Error analysis for the visibility. Er1 denotes wrong rate of set V E(section 2)
relative to V T . Er2 denotes the similar degree of V E and V T . Theshold W is 0.3.

Error Er1 Er2(viewpoint)

Oriented visibility 36.56% 4.177

Our method 26.76% 1.237

(a) (b) (c)

Fig. 3. A synthetic scene contains a non-closed surface with a large cubic concavity.
(a) the true surface. (b) the reconstruction result using oriented visibility. (c) the
reconstruction result using layer-constraint based visibility.
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Table 2. Quantitative analysis on the accuracies for reconstructions using oriented
visibility and our method. Accuracy and completeness are similar to the work in [16].

Reconstruction Accuracy (mm) Completeness

Oriented visibility 0.209996 70.29%

Our method 0.169690 78.84%

(a) (b) (c) (d) (e) (f)

Fig. 4. Reconstruction for temple in Middlebury datasets. (a,d) the true temple images
(16 views). (b,e) visual hull. (c,f) the reconstruction result using our method.

(2)Er2 which denotes the similar degree of V E and V T , then

Er2 =
∑
|V T − V E|

N
, whenV E ⊂ V T, (6)

where N denotes the number of investigated voxels. Viewpoint is used as unit
of measure, e.g. Er2=1.900viewpoint, that means when V E ⊂ V T , the average
number of the viewpoints which can see the point but not be computed right
is 1.9.

Note that the synthetic scene is a non-closed surface with a large cubic con-
cavity which makes it a challenging test (Fig. 3a). 21 viewpoints in line face to
the concave surface. We compare the results of our method and oriented visi-
bility to the true visibility (we can get it) respectively on the synthetic image.
Table 1 quantitatively analyses the two types of errors on the visibility methods.
Fig. 3b,3c show the 3D reconstruction results on the synthetic images using both
the methods. Table 2 quantitatively analyses the accuracy and completeness of
reconstructions on the synthetic image. The results present that our method is
better than oriented visibility in multi-view reconstruction. Similar to the work
in [16], we use an accuracy threshold of 80% and a completeness threshold of
0.1mm.

In Fig. 4, we apply our visibility algorithm to reconstruct to the temple (16
images) in Middlebury datasets [17] and acquire a promising result.
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5 Conclusion and Future Work

In this paper, a novel visibility method called layer-constraint-based visibility
(LCBV) for volumetric multi-view reconstruction has been proposed to deter-
mine the accurate visibility for every voxel within the volume. Using this method,
an energy functional which can be minimized by graph cuts is presented. More-
over, quantitative error analysis between visibility approaches is first developed.
Above are our main contributions. In the future work, we will modify the photo-
consistency constraint and improve the results on real datasets. Our results in
real datasets will be improved and submitted to Middlebury. Because we put
emphasis on the study of the visibility, the reconstruction results via volumetric
graph cuts are not perfect. We will also improve graph cuts optimization.
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Abstract. As usual, laser scanning and structured light projection represent  
the optical measurement technologies mostly employed for 3D digitizing of the 
human body surface. The disadvantage is higher costs of producing hardware 
components with more precision. This paper presents a solution to the problem 
of in vivo human skin micro-surface reconstruction based on stereo matching. 
Skin images are taken by camera with 90mm lens. Micro skin images show tex-
ture-full wrinkle and vein for feature detection, while they are lack of color and 
texture contrast for dense matching. To obtain accurate disparity map of skin 
image, the two stages stereo matching algorithm is proposed, which combines 
feature-based and region-based matching algorithm together. First stage a trian-
gular mesh structure is defined as prior knowledge through feature-based sparse 
matching. Region-based dense matching is done in corresponding triangle pairs 
in second stage. We demonstrate our algorithm with active skin image data and 
evaluate the performance with pixel error of test images. 

Keywords: Stereo vision, Dense matching, Feature-based, Region-based, Skin 
reconstruction. 

1   Introduction 

In medical analysis both image-based and modeling-based skin analysis, 3D skin 
model is very popular and flexible involving computer assisted diagnosis for derma-
tology, topical drug efficacy testing for the pharmaceutical industry, and quantitative 
product comparison for cosmetics. Quantitative features of skin surface are the sig-
nificant but difficult task. In current methods, information has been limited to the 
visual data such as images, video, etc. The 3D features of skin can make the com-
puter-based visual inspection more accurate and vivid. Our research focuses on hu-
man skin micro-surface reconstruction. 

As we know, skin surface is a complex landscape influenced by view direction and 
illumination direction [1]. That means we can take skin surface as a type of texture, 
but this texture is strongly affected by the light and view direction, and even the same 
skin surface looks totally different. Some special hardware and techniques (e.g., 
photometric stereo, reflectance measurement setup) are required to support research. 
To reduce the impact of these characteristics and also to improve skin data accuracy, 
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micro skin images are considered in our 3D skin reconstruction. When we observe the 
skin surface from microcosmic point of view, light projected onto skin surface be-
comes on part of the skin color with tiny difference from narrow baseline stereo. We 
will analyze these influences in the paper.  

Stereo dense matching between skin image pairs is another difficulty, when we re-
cover skin shape through binocular stereo vision. Corner detection is feasible for fea-
ture selection in micro skin images with texture-full wrinkle and vein. It is possible to 
extract the basic skin structure called as grid texture which is generated by wrinkle and 
pores. In sparse matching, RANSAC algorithm [2] is a good tool to refine matched 
points. If we take these sparse matched points as correspondence seeds and find a 
semi-dense or dense map through seed-growing algorithm, there are many wrong 
matching because of absence of color and texture contrast in skin images. Even we set 
the tight constraints to seed-growing and only 2~3 times the number of seed data were 
matched. We couldn’t find the dense map. In region based matching algorithm, en-
ergy function was designed and comparison window size was chosen to complete a 
dense matching through energy function minimization. Graph-cut optimization [3], 
dynamic programming [4], and region growing [5] are the famous algorithms in this 
filed. But these methods all rely on a disparity-based formulation. The max disparity 
will be known as a prerequisite. In our research, we combined the feature based and 
region based algorithm together to design a two stages matching algorithm to find a 
dense map. First stage a triangular mesh structure is defined as prior knowledge 
through feature-based sparse matching. Region-based dense matching is done in cor-
responding triangle pairs in second stage. It works better than only relying on feature 
based algorithm and only region based algorithm. 

The remainder of this paper is organized as follows. After reviewing related work 
in Section 2, our matching algorithm is detailed in Section 3, and also the theoretical 
basis is explained in this section. Experiment results with vivo skin images and the 
evaluation are shown in Section 4. We conclude our research in Section 5. 

2   Related Works 

There are several 3D data acquisition techniques with satisfied performance for micro-
scopic objects, small, medium and large objects. These techniques include laser  
scanning techniques, shape from stereo, and shape from video [6] or shading [7], and so 
on. Laser scanning techniques are based on a system with a laser source and an optical 
detector. The laser source emits light in the form of a line or a pattern on the objects 
surface and the optical detector detects this line or pattern on the objects. Through  
well-known triangulation algorithm the system is able to extract the geometry of the 
objects. The most important advantage of laser scanners is high accuracy in geometry 
measurement. Also it has some disadvantages. First geometry can be extracted without 
any texture information. Second the high cost of hardware components includes laser, 
the light sensor and the optical system. Third it is practically impossible to stay immo-
bile for some seconds scanning, such as breath and wink. The technique shape from 
stereo is the extrapolation of as much geometry information as possible from only a pair 
of photographs taken from known angles and relative positions, which is the simulation 
of human visual system. Calibration is critical in terms of achieving accurate  
measurements. The method can either be fully automated or manually operated.  
Advantages of this method are the ability to capture both geometry and texture, the low 
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cost and portability. A disadvantage of the method is its low resolution [8]. In our case, 
the image resolution of region of interest on the skin is 516*468, while on the same 
region there are only about 800 data obtained by VIVID 9i laser scanner. Even with 
high precision sparse stereo matching and camera calibration, we can deduce the differ-
ence significantly. In our research, we want to obtain more 3d data by dense matching. 

3D reconstruction method based on multi-view stereo matching is widely applied 
for culture heritage, building and other scene reconstruction [9] [10] [11]. The user 
acquires the images by moving one camera or two cameras together around an object 
or scene. Many researchers have been interested in this problem and have proposed 
different processing pipeline, such as space carving [12], level sets [13], and a dis-
crete labeling formulation through global optimization using graph-cut, belief propa-
gation, dynamic programming, and so on. Fan [14] proposed a mesh-based coding 
method for surface modeling. They obtain a discrete disparity map using block-based 
hierarchical disparity estimation and then model the obtained disparity map using the 
Delaunay triangulation on a set of nodes. If the disparity map is not smooth enough, 
or if some disparity discontinuities exist, a large number of triangulation nodes must 
be placed very densely around the noise area to reduce the error. Quan [15] proposed 
a 3D surface reconstruction algorithm both with and without the epipolar constraint in 
which images play a symmetric role. The idea is based on seed grow contiguous com-
ponent in disparity space. The greediness algorithm may cause a complete failure in 
the repetitive texture in the scene, such as our case, the skin texture images. Later, Jac 
ech [1ech [16] proposed a fast and accurate matching algorithm to find a semi-dense dis-

parity map. Our motivation is from their researches to yield a dense matching. We 
construct sparse matching nodes for triangulation, and region based global optimiza-
tion is applied for dense matching within each segmented region.  

3   Matching Algorithm  

3.1   Overview of Proposed Algorithm 

We outline our stereo matching processing in figure 1 shown as follows. Our match-
ing algorithm is suit for rectified image pairs. The rectification algorithm is referred to 
paper [17]. There are two stages included in our pipeline: 

 

 

Fig. 1. Overview of the proposed stereo matching algorithm 
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First stage, triangle constraint is constructed through feature-based sparse match-
ing. We take corners on the skin textures as feature, combined with image gradient, 
and epipolar constrains for sparse matching. After Delaunay triangulations, we found 
triangle constraint which is the preparation for dense matching.  

Second stage, region-based dense matching is done after disparity formulation. In 
order to speed up matching process, we use a mask for each triangle region. 

3.2   Theoretical Basis 

This part refers to paper [18]. Suppose we have a continuous non self-occluding sur-
face. To preserves the topology, each image must have the same topology as the sur-

face does. The disparity gradient is defined as
RL
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and its corresponding vector rR is in right image. In the paper, there is a poof that a 
disparity gradient limits of less than 2 implies that the matches between the two im-
ages preserve the topology of the surface.  

Suppose pi, pj are matched points, and qi, qj are another matched points. dp and dq 
are disparity of p and q respectively. 

jjqpdis is the distance between p and q in the 

second image. Illustration is shown in figure 2.  

 

Fig. 2. Illustration of disparity gradient limits in which pixels p and q are in left image and right 
image 
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Then, formulation (2) can be simplified 

jjqpqp dis
k
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2  (3)

So the disparity difference between two pixels in the image that taken from a non-
occluding surface has the relationship with the distance of the two corresponding 
points. That means we can estimate the neighboring pixel’s disparity through the 
known-disparity.  

3.3   First Stage: Feature-Based Sparse Matching for Triangulation 

The inputs to corner detection consist of a pair of rectified stereo images. In skin 
image, objects are pores and wrinkles which cross each other and form the basic skin 
structure called grid texture. The feature between two different view images is the 
basic skin grid. In the matching part, our algorithm for matching point is based on the 
corner detection. Harris detector was used in the corner detection step and RANSAC 
algorithm to compute correspondence set to estimate the 2D homography and the 
(inlier) correspondences. We summarize the processing as follows: 

 

1. Corner detection. 
2. Choose window size w for correlation matching.  
3. Look for the candidate matching points along the corresponding epipolar line. 
4. Calculate the similarity [19] between the candidate matching points. Select the 

matched points. 
 

With this strategy, only prominent corners in texture-rich areas are extracted. By 
parameter setting for Harris detector, we can control the density of triangulation. In 
order to improve the matching accuracy, we can change the searching area size. Pa-
rameter w is closer maximum disparity in global images, and accuracy is higher.  

A Delaunay triangulation helps us to build the triangular map. It is similar to image 
segmentation as a prior for stereo matching algorithm. In our work, skin images  
are taken under narrow base line system considering light influence. Compared with 
the three triangle vertices’ disparities in each region, disparity range belongs 
to{ }),,max(,0 321 VVV  for each to be matched triangle reasonably.  

3.4   Second Stage: Region-Based Dense Matching  

Along corresponding epipolar line, regional correlation stereo matching will be de-
veloped. We define an error energy function for region correlation criterion. 
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Where, d is the disparity which is in disparity range from 0 to Max, c means the RGB 
color format and its value taken of {1, 2, 3}, and l, r represent the left image and right 
image. We have known the disparity of three vertexes in each matching area. Set the 
matched points as the seed. If the error is less than the threshold, associate the point 
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into the region, and then choose the next points. If none points was selected, then give 
it up for next matching region. 

4   Experiments 

4.1   Skin Images Acquisition 

The taken distance of test images is controlled in 15~20cm for clear skin pictures with 
surface texture details. In the close distance, long focus lens is necessary. For control-
ling two cameras to take photos at the same time, computer is necessary with camera 
SDK improvement. Our system is constituted by two Cannon 30D cameras with Tam-
ron long focus lens 90mm. It performs on the personal computer with Intel Core 2Duo 
2.66GHz CPU and 2G memory.  

4.2   Experiment Results and Evaluation 

The skin image pairs from human calf skin are shown in figure 3 with resolution 
509*386. The real skin area is about 4mm*3mm. The biggest disparity value of pixel 
is 72. After sparse matching, triangulation is done in first stage. The result is shown in 
figure 4 with rectified images, in which red little circles on the two images represent 
the corresponding points after sparse matching, and number of matched points is 276. 
After we do triangulation, the triangle number is 201. Then disparity map is shown in 
figure 5. Image 5.a is result with our proposed algorithm, and image 5.b is the result 
with region based algorithm. Both of them are original data without filtering. There 
are many noises in 5.b, and disparity 5.a is the smoothing of 5.b. Total running time 
of matching is 102.70 second. The total number of matched points is 108,287. Sup-
pose camera intrinsic matrix is 3×3 identity matrix, and we obtain 3D data points by 
self-calibration processing shown in figure 6 with a box corner and texture mapping 
effect.  

Sparse matching result is related the system’s precision. Table 1 lists the sparse 
matching results with the increase of detected corners. The accuracy of dense match-
ing compared with manual measurement result is shown in table 2. We select sparse 
matching points according to figure 4.a manually. For dense matching, we select 
points in each triangle region randomly and find their matching points manually. Here 
number of 500 and 1000 points are considered respectively. 

   

3.a                                     3.b 

Fig. 3. Calf skin. Image 3.a is from left camera and image 3.b is from right camera. 
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4.a                      4.b 

Fig. 4. Feature-based matching and triangulation result 

 

5.a                                   5.b 

Fig. 5. Disparity map of calf skin images with proposed algorithm and region based algorithm 
respectively 

     

Fig. 6. 3D calf skin data and its visual effect after texture mapping 

Table 1. The accuracy comparison of sparse matching in terms of pixel 

Numberof corners Number of  
matching points 

Number of wrong 
matching points 

Accuracy 

886 171 0 100% 
1340 276 0 100% 
2476 480 5 98.96% 

 



32 Q. Zhang and T.K. Whangbo 

Table 2. The evaluation of the proposed algorithm in terms of pixel 

Our algorithm Region growing 
algorithm Matching stage 

Mean 
error 

Max error Mean 
error 

Max error 

Sparse matching: 276 
matching points 

0.48 1.25   

500 matching 
points 

0.74 4.30 2.23 20.75 
Dense 

matching 1000 matching 
points 

0.83 6.20 2.46 25.50 

 
We show another stereo matching result in figure 7, in which pairs of image are 

taken from human thumb back skin. Image resolution is 516*468. The number of 
sparse matched points is 28. After we do triangulation, the triangle number is 43. 
Limited by the camera lens performance, some part of the thumb image is blurred. 
Our algorithm works in the clear region to keep the high accuracy. 

 

Fig. 7. Thumb skin Image. A, B on the left are original images. C, D in the middle are feature-
based matching and triangulation result respectively. E is the finial disparity map. 

5   Conclusion and Future Works 

The human skin has the own specification properties, such as non-rigid object, micro 
skin texture structure. In the paper, we proposed a solution for micro skin surface 
reconstruction without 3D scanner. The solution for 3D reconstruction comes from 
the computer vision camera model and projective model. In order to reduce the light 
influence, we take images under narrow base line system. The two stages matching 
algorithm combined feature-based and region-based matching method has proposed 
for dense matching with higher accuracy. Considering disparity gradient limitation, 
we add the disparity constraints to each matching triangle region reasonably.  
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There are still some problems in our research. Skin wrinkle and texture with non-
rigid property, we couldn’t obtain the same skin state by time changing. For texture 
not well distributed skin, the triangular segmentation can be refined and output more 
matched points. Next step, to improve the performance, we will add more skin images 
for multi-view reconstruction. 
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Abstract. The visual hull is used to 3D object modeling in real-time. In this pa-
per, we propose a novel method to remove phantom volumes produced in the 
polyhedral visual hull (PVH) construction. This method calculates the visual 
hull by using polygon intersection. By making full use of the information PVH 
supplied for image planes, we finally obtain the safe polyhedral visual hull 
(SPVH). Unlike the method based image method, according to the construction 
process of the PVH, this paper presents a fast ray-volume intersection based on 
geometry method. Experiment results show that, without adding more cameras, 
this method can provide view-independent SPVH model with phantom volumes 
removed, which can be used in the 3D modeling and interactive system. 

Keywords: Polyhedral visual hulls, safe zones, polyhedral division, Shape-
From-Silhouette. 

1   Introduction 

Recovering shapes of three dimension object from acquired real images with geomet-
ric topology and texture information in complicate scene has long been an important 
research subject in computer vision, virtual reality and computer simulation. Several 
methods have been proposed to solve this problem, among which the method of Vis-
ual Hull (VH) or Shape-From-Silhouette (SFS) shows the best approximate shape of 
an object according to the silhouettes of images acquired with multi cameras in  
interactive rate. Silhouette was first considered by Baumgart [1] who computed the 
polyhedral shape approximations by intersecting the silhouette cones. The geometric 
concept of visual hull was later defined by Laurentini [2], and has been widely used in 
some modeling and interactive systems during recent years. 

There are many algorithms to compute the visual hull, which can be generally 
separated into two categories: volume based approaches and surfaced based ap-
proaches. The former was based on space discrete voxel cells to compute the ap-
proximation of visual hull, but with a poor precision to complexity trade-off. The 
latter was then proposed to solve the problem. The image-based visual hull (IBVH) 
was presented to render view-dependent image, but with no intact model [3]. The 
exact view-dependent visual hull (EVDVH) improved the precision of model but with 
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the same problem [4]. The polyhedral visual hull produced a polygon surface model 
of visual hull, a view-independent approximation, with good quality and speed [5]. 
Later Franco proposed a method with more precision and robustness but less stability 
and more complexity [6]. 

Almost all the visual hull construction algorithms used volume intersection tech-
niques to construct objects by silhouettes which reflected shape information of ob-
jects. Nevertheless, when there are complicated objects with self-occlusion, or multi 
objects with inter-occlusion, the silhouettes only contain part of information of ob-
jects in some scenes, the reconstructed visual hull may exhibit phantom volumes, 
which are part of intersection of visual cones but do not represent objects in the scene. 
In this paper, we propose a new method to solve the inaccuracy problem above. 

Adding more cameras was one of the simplest methods to remove phantom volumes; 
however, in virtue of the restricted placement of cameras, this is not a guaranteed solu-
tion [7], [8]. A method with temporal filtering was proposed to remove phantom vol-
umes by a threshold on size, however, the small real objects would be wrongly removed 
by the lower threshold value, furthermore, this method does not work well when it is in 
the self-occlusion situation [9]. In most of the free viewpoints video synthesize based on 
visual hull method, consistent color or texture information were used in the removal of 
phantom volumes by color interpretation, however, it is useless for the scene that con-
tains repetitive texture or similar color across a region [10].  

The algorithms above could not completely remove phantom volumes in visual hull. 
The method in this paper follows the recent work which can remove all phantom vol-
umes but cannot produce explicit model based on the EVDVH method [11], [12]. Our 
approach solves the problem on the basis of the PVH method, produces an accurate 
model called safe polyhedral visual hull (SPVH), with phantom volumes be removed. 

This paper is organized as follows. Section 2 outlines the PVH. Section 3 describes 
the SPVH, followed by the implementation and experiment results in Section 4. Finally, 
Section 5 gives the conclusion and future work. 

2   Polyhedral Visual Hull 

2.1   Visual Hull 

Visual hull is the maximal approximation of the surface shape of objects by the inter-
section of visual cones technology using infinite cameras. In fact, we can only compute 
visual hull with the limited numbers of images captured from a definite amount of 
cameras.  

Suppose that there are N cameras positioned around the object O in the scene. They 
are calibrated with Ci being the center of camera i respectively, ∏i:R

3→R2 represents 
the perspective projection used to map 3D coordinates to image coordinates and the 
inverse projection ∏i

-1:R2→R3 is used to map image coordinates to 3D coordinates 
(here result of inverse projection is on the specified plane). Let Ii and Si denote the 
image and corresponding silhouette of the object O obtained from camera i. For Ci, 
the volume VHi is defined as all the rays starting at Ci and passing through interior 
points on Si, thus the visual hull of the object O is expressed as equation (1). 
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that is, the intersection of visual cones. Fig. 1 shows the 2D situation of the visual hull 
with three cameras. 

 

Fig. 1. Visual Hull (bold lines) 

2.2   PVH 

In fact, the boundary points of silhouettes define the shape of VH absolutely. Thus, 
we can describe the boundary of silhouettes Bi as approximate polygon which con-
tains M vertices and edges Eij. Each edge is  defined by two neighborhood points of Bi 
from camera i, then the viewing cone VHi is expressed as generalized cone whose 
viewpoint is Ci and whose faces Fij is defined by Ci and Eij. Accordingly, a simple 
algorithm to compute the visual hull is based on computing the intersection of Fij with 
all the other N-1 cones. Then the PVH is a surface model being made up of multiple 
polygons. Fig. 2(a) shows the cube and (b) shows the PVH. 

The processing of Fij is as follows:  
First, project Fij to the image plane Ik and intersect the project result with Bk from 

camera k to obtain pk
2.  

Second, back-project pk
2 to Fij, denote the result as pk

3, then perform the similar in-
tersection with other cones. 

Third, compute the intersection FPij of polygons which are back-projected from 
image plane to Fij.  

Now, we get one face of PVH. The entire process is formulated as equation (2). 
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(a) (b) 

Fig. 2. (a) shows the cube, (b) shows the PVH 

3   Safe Polyhedral Visual Hull 

This section presents a novel method to remove phantom volumes in PVH, only using 
geometric information. 

The algorithm contains two main steps: First, according to the information the PVH 
supplied for image planes, we divide silhouettes into two types of zones, safe zone 
and unsafe zone, correspondingly, we divide the viewing cone into two parts, one 
only contains real object, called safe cone, the other may contain phantom volumes. 
Second, SPVH is constructed, only by reserving the part of PVH lying in safe cone 
from at least one camera. Fig. 3 shows the processing.  

 

   
(a) (b) (c) 

Fig. 3. There are multiple objects in the scene (the purple circles). Modeling result is shown in 
(a) with blue shapes, real objects don’t contain phantom volumes (the blue regions where do 
not contain real objects). The partition result is the yellow regions in (b). (c) shows the SPVH 
reconstruction with phantom volumes removed. 

3.1   Divide Silhouettes 

To partition the silhouettes into two parts, we project the polygons of the PVH model 
to the image plane, since PVH is a closed solid, the region in silhouette contains at 
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least two polygons. Thus we define the safe zone SZonei from camera i as the regions 
which contain only two polygons, and the remainder regions in silhouette are consid-
ered as unsafe zone NSZonei. 

In fact, all the regions are made of pixels in silhouette, so we can intersect the ray 
starting viewpoint and passing through every pixel with every polygon of the PVH 
model, then calculate the number of corresponding polygons to judge whether it be-
longs to the safe zone. To simplify the computation, we proposed a novel method to 
calculate ray-volume intersection with the process of the PVH construction taken into 
account. 

Take the silhouette Si for example. First, obtain every pixel pij in Si; Second, pro-
ject the ray starting Ci and passing through pij to the other image plane k and store the 
edges crossed in Ok ; Third, intersect the ray with corresponding faces to the stored 
edges, calculate the intersection polygons. Therefore, only minorities of polygons are 
used to intersect with every ray, and the majority was eliminated. Fig. 4 describes the 
process. 

According to plane division, the viewing cone of camera i was divided into safe 
cone SConei and unsafe cone NSConei. Fig. 5(a) shows two cubes in the scene; and (b) 
shows the PVH model with phantom volumes (the small blocks); then with the infor-
mation the PVH provides, we divide the silhouettes into safe zone and unsafe zone 
respectively, shown in (c), the green region is safe, and the pink is unsafe; relevant 
division in cone is shown in (d), the blue cones are the unsafe cones, their intersection 
is the phantom volumes. 

 

Fig. 4. Fast ray-volume casting. Project r into I2, intersect it with O2, the result is only e1 and 
e3 (green bold lines), then only test the faces which contains e1 and e3. 

3.2   Construct SPVH 

After dividing the viewing cone, the PVH model is divided into two parts respec-
tively. One is in the safe cone which only contains real object; the other is the unsafe 
cone which may contain real object and phantom volumes. Our disposal to the PVH is 
as follows: if the part lies in the safe cone from at least one camera, reserve it; other-
wise, remove it. 

In fact, we can not remove the part in one unsafe cone, because it may lie in the 
safe cone of other cameras, or the real object may be remove by mistake. 
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(a) (b) 

 
 
 
 
 
 
 
 

(c) 

  
(d) (e) 

Fig. 5. Safe Polyhedral Visual Hull 

Fig. 5(e) shows the SPVH reconstruction with phantom volumes removal. 

Polyhedral Division. Suppose the PVH is divided into SBlocki lying in the safe cone 
and NSBlocki lying in the unsafe cone from camera i, described as equation(3). 

        
ii

ii

NSConePVHNSBlock

SConePVHSBlock

∩
∩

=
=

 . (3)

The method to calculate 3D volume division is complex, since PVH is made up of 
multiple polygons; we consider reducing the calculation to 2D conditions. For one 
polygon poly of PVH, take SConei for example to describe the process as follows: 
First, project poly to image plane Si expressed as equation (4). 

)( polyppoly i∏=  . (4)

Second, calculate safe polygon and unsafe polygon which satisfy the expression as 
equation (5). 
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Fig. 6. Views of Safe Polyhedral Visual Hull 

 



42 G. Chen et al. 
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Third, back-project pspolyi and pnspolyi to poly, using the equation (6). 
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1

1

iii
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−

∏=
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Then, the poly is the union of wspolyi and wnspolyi. 
We can obtain every division of one polygon from all cameras. Thus, the PVH is 

divided into different blocks by all cameras. 

Polyhedral Division. Given the division of PVH for each camera, the SPVH is 
illustrated as equation (7). 

        )(
1

i

N

i
BlockSPVH

=
= ∪  . (7)

Likewise, we calculate it in 2D space. For poly, we have obtained its division with 
respect to all cameras, thus we merge the safe polygons of poly into SPoly, and the 
equation is as (8). 

        )(
1

i

N

i
wspolySPoly

=
= ∪  . (8)

Suppose the PVH contains count polygons, the SPVH is expressed as equation (9). 

        )(
1

t

count

t
SPolySPVH

=
= ∪  . (9)

That is, the union of all the safe polygons. 
Obviously, the calculation of the SPVH is similar to that of the PVH. Typically, 

they both need a great deal of operations in projection, back-projection, and intersec-
tion. However, there are two main differences. One is the input data, the PVH only 
uses the images from cameras, the SPVH, and however, needs the PVH result to be 
the reference data. The other distinction is that the PVH intersects the back-projected 
polygons, but the SPVH uses the union. 

4   Results and Discussions 

This section presents the experiment results of the SPVH reconstruction which im-
proves the quality and accuracy of scene modeling. 

The experiment was shown in the reality environment with five cameras which cap-
ture the images with 640*480 resolutions at a peak of 15 frames per second. The hard-
ware is an Intel(R) Core(TM)2 Duo CPU E6750 @2.66GHz, ATI Radeon HD 2400 
XT with 2GB RAM, and the software platform is Windows XP, Visual C++ 6.0 and 
OpenGL.  
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Fig. 6 shows the result of SPVH. (a) shows five human body reference images and 
(b) shows the five segmented silhouette images with background in pure green color; 
the PVH with phantom volumes which are apparent between the two legs is shown in 
(e) on the top row, and on the bottom the three pictures show the SPVH without phan-
tom volumes; the division of safe zones and unsafe zones in silhouettes is shown in 
(c), with pink zones is unsafe, and the phantom volumes is constructed by unsafe 
zones in the silhouette images are shown in (d). The results images demonstrate the 
higher quality of the rendered views using safe polyhedral hull construction rather 
than polyhedral visual hull. 

5   Conclusion and Future Work 

This paper presents an efficient geometric method to completely remove phantom 
volumes from the PVH reconstruction. This method makes full use of the information 
that the PVH supplied for image plane and takes the construction of the PVH into 
account to speed up the calculation of the SPVH. Finally, the method produces an 
intact explicit model, which could be used in many modeling and interaction systems 
or some rapid acquisition fields. 

Nevertheless, there are some limitations, if there are many occlusions in the scene, 
the number of safe zones will be reduced, then the safe cone doesn’t contain all real 
objects, and the part of the real objects may be removed by mistake. Therefore, this 
method should guarantee that the whole object is captured at least one camera. The 
future work is to consider using the hardware for speeding up the calculation to satisfy 
the need for real-time modeling system. 

Acknowledgments. This work is supported by The National Fundamental Research 
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Enhanced Temporal Error Concealment for 1Seg Video 
Broadcasting 

Jun Wang, Yichun Tang, and Satoshi Goto 

Graduate School of Information, Production and Systems, Waseda University, Japan 

Abstract. Transmission of compressed video over error prone channels may re-
sult in packet losses or errors, which can significantly degrade the image qual-
ity. Such degradation even becomes worse in 1Seg video broadcasting, which is 
widely used in Japan and Brazil for mobile phone TV service recently, where 
errors are drastically increased and lost areas are contiguous. Therefore the er-
rors in earlier concealed MBs (macro blocks) may propagate to the MBs later to 
be concealed inside the same frame (spatial domain). The error concealment 
(EC) is used to recover the lost data by the redundancy in videos. Aiming at 
spatial error propagation (SEP) reduction, this paper proposes a SEP reduction 
based EC (SEP-EC). In SEP-EC, besides the mismatch distortion in current 
MB, the potential propagated mismatch distortion in the following to be con-
cealed MBs is also minimized. Compared with previous work, the experiments 
show SEP-EC achieves much better performance of video recovery in 1Seg 
broadcasting.  

Keywords: Error Concealment, Spatial Error Propagation, 1Seg. 

1   Introduction 

Transmission of compressed video over error prone channels such as wireless net-
work may result in packet losses or errors in a received video stream. Such errors or 
losses do not only corrupt the current frame, but also propagate to the subsequent 
frames [1]. Several error control technologies, such as forward error correction (FEC), 
automatic retransmission request (ARQ) and error concealment (EC), have been pro-
posed to solve this problem. Compared with FEC and ARQ, EC wins the favor since 
it doesn’t need extra bandwidth and can avoid transmission delays [2]. 

The EC scheme attempts to recover the lost MBs by utilizing correlation from spa-
tially or temporally adjacent macro blocks (MBs), i.e., spatial error concealment 
(SEC) or temporal error concealment (TEC) [2]. For TEC, which is focused on by this 
paper, several related works have been published to estimate the missing motion vec-
tor (MV) by using the correctly received MVs around the corrupted MB. In [3], the 
well-known boundary matching algorithm (BMA) is proposed to recover the MV 
from the candidate MVs by minimizing a match criterion, the side match distortion 
(Dsm), between the internal and external boundary of the reconstructed MB (see detail 
in section 3). This algorithm is adopted in H.264 reference software JM [4] and de-
scribed in detail in [5, 6]. The main improvement of BMA is OBMA (Outer BMA) 
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[7] also known as decoder motion vector estimation (DMVE) in [8], where the Dsm is 
calculated by the difference of 2 outer boundaries of reconstructed MB instead of 
internal and external boundary in BMA. Although BMA and OBMA have similar 
design principle that to minimize mismatch distortion, it is empirically observed that 
OBMA has better performance in video recovery [7, 8]. 2 variations of OBMA can be 
found in [7], that multiple boundary layers match, and more candidate MVs search 
(called refined search). According to evaluations of [7], 1 layer match gives better 
performance than multiple layers, while refined search gives better performance than 
original OBMA. 

To our knowledge, most of the published works are based on minimization of 
mismatch for the current lost MB. However, there is no published work considering 
such observation, that the mismatch error in current lost MB could also propagate to 
the succeeding MBs in the succeeding EC process. Therefore such kind of propagated 
mismatch error should also be included in Dsm formulation. On the other hand, the lost 
MBs in 1Seg video broadcasting (see detail in section 2), which is the latest mobile 
phone TV service widely used in Japan and Brazil, are usually contiguous inside the 
corrupted frame (spatial domain), therefore in such case the spatial error propagation 
(SEP) is becoming critical. 

Aiming at SEP reduction, this paper proposes a SEP reduction based EC (SEP-
EC), where the mismatch not only in current concealed MB but also in the following 
to be concealed MBs are both minimized. 

The rest of this paper is organized as follows. Section 2 presents our work’s moti-
vation, which is for 1Seg application. Section 3 gives an overview of well-known 
BMA and OBMA. Based on OBMA, we present proposed SEP-EC in section 4.  
Finally section 5 and 6 show our experiments and conclusion. 

2   1Seg Application Based Motivation 

Our work is targeted to 1seg application [9]. 1Seg is a recently widely used mobile TV 
service, which is one of services of ISDB-T (Integrated Services of Digital Broadcast-
ing- terrestrial) in Japan and Brazil. Due to errors drastically increased in wireless 
mobile terminal, EC is critical for 1Seg.  

In 1Seg, H.264 format is specified for video compression. Table I shows the specifi-
cation [9] for video compression and transmission in 1Seg related to this work. 

According to Table I, even 1 broken TS packet may cause huge connected area loss 
(from the start of broken packet to the end of the frame) inside a frame. This is because 
1) slice mode and FMO mode [10] are prohibited; 2) for QVGA sized video, each 
picture/slice usually consists of at least more than 1 TS packet (normally more than 3); 
and 3) variable length coding (VLC) based entropy coding is included in H.264. Fig. 1 
shows a comparison of a typical loss picture (Stefan sequence) in FMO enabled sce-
nario and 1Seg scenario, where green parts are the destroyed area.  

Traditional JM [4] can only handle the slice (equivalent to picture in 1Seg) loss 
problem, whereas can not handle TS packet loss, whose size is much less than slice. In 
our experiments in section 5, we modified JM to support 1Seg. 
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Table 1. Specification for Video Part in 1Seg Related to EC 

Picture size 320x240(QVGA) 
Compression method H.264, baseline profile, level 1.2 
Error resilient tools  

restriction 
No slice mode 
No FMO (flexible MB ordering) mode 

Transmission unit 
TS (Transmission Stream) packet (188 
Byte) 

 

 

Fig. 1. A typical broken frame in FMO enable case (left) and 1Seg case (right) 

As shown in Fig. 1, the lost MBs are independent in left picture, which means the 
errors in current concealed MB could not propagate to other corrupted MBs. However, 
1Seg case should suffer such situation that the errors in current concealed MB may 
propagate to other corrupted MBs inside the same picture, this is so called spatial error 
propagation (SEP). In section 4, we will propose our solution toward this problem. 

3   Boundary Matching Algorithm (BMA) and Outer BMA 
(OBMA) for TEC 

For each lost MB, BMA [4, 5, 6] is utilized to recover the lost mv (motion vector) from 
candidate mvs (mvcans) by the criterion of minimizing the side match distortion (Dsm) 
between the IN-MB and OUT-MB, see Fig. 2. The IN-MB is projected by mvcan, which 
is the candidate mv belongs to one of 4 available neighbors1 in current frame, either 
correctly received (OK MB) or concealed MB. To save the space, Fig. 2 only shows 
left (concealed MB) and top (OK MB) neighbors. 

The Dsm is determined by the sum of absolute differences between the predicted MB 
and the neighboring MBs at the boundary, shown in Eq. (1)2.  

                                                           
1  For simplification, all 4 neighbors are not divided into sub-blocks, meaning each neighbor 

only has 1 mv. 
2  There is a notation rule needs explanation. In Fig. 2, ( )IN can

iY mv  is the i-th pixel in the IN-
MB, which is projected by mvcan in the reference frame.  Such rule can be similarly applied in 
Eq.(3), and (6) in the rest parts. 
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N is the total number of the available boundary pixels, B is the number of available 
boundaries. In Fig. 2, N=32, B=2. The winning prediction mv mvwin is the one which 
minimizes the side match distortion Dsm: 
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Fig. 2. BMA and OBMA based TEC in H.264 

The main improvement of BMA is OBMA, where the main difference is the Dsm calcu-
lation. The Dsm calculation is shown in Eq. (3): 
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where mv mv mv mv mv

=
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∈

∑

                                     

(3) 

where the Dsm is calculated by the difference of 2 outer boundaries ( ( )OUT can
iY mv  and 

OUT
iY ) of reconstructed MB (see Fig. 2), instead of internal and external boundary in 

BMA. 
According to the evaluation of [7], OBMA provides better image recovery com-

pared with BMA. Also, the reason of it is explained in [7]. Since OBMA has better 
performance, in this paper, we implement the proposed algorithm with OBMA. 

4   Proposed SEP-EC 

4.1   Spatial Error Propagation (SEP) Reduction Based Dsm Calculation 

It is inevitable that the current concealed MB may cause mismatch distortion com-
pared with the original current MB. As discussed in section 2, in 1Seg, this kind of 
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distortion may propagate to spatial domain, ie., the succeeding MBs inside the cor-
rupted picture, since the current concealed MB might be used to conceal the neighbor-
ing corrupted MBs. Therefore, considering the potential propagated distortion, the 
total side match distortion can be expressed as follows: 

_ _ _ (   ) 2sm total sm cur sm pgtD D D= +                                       (4) 

where, Dsm_cur and Dsm_pgt are side match distortion for current MB itself, and the po-
tential propagated side match distortion for neighboring corrupted MBs, respectively. 
Division by 2 is because the distortion should be normalized by boundary. 

As for current side match distortion Dsm_cur calculation, traditional OBMA can 
be used without any change. Dsm_cur is the minimal Dsm for current MB which 
calculated by mvwin . Similar to Eq. (2) and (3), Dsm_cur can be easily formulated as 
follows:  

_
{ , , , }

Min
can top bot lft rtsm cur sm

mv mv mv mv mv
D D

∈
=                                       (5) 

where, Dsm is calculated with OBMA, see Eq. (3). 
The key point is how to formulate Dsm__pgt. An accurate expression of potential 

propagated distortion is hard to figure out, yet it has some way to estimate by 
looking at how current errors propagate to its neighbors. Fig. 3 shows the scenario 
that the mismatch distortion in current MB propagates to its corrupted neighbor-
hoods.  

Let’s think about concealment of MBj which is the j-th corrupted MB next to cur-
rent concealed MB. Like the EC process of current MB, EC of MBj should also select 

a wining mv (
_win nbr

jmv
) from candidate mv set (mvlft and mv top, in Fig. 3) by the 

minimal Dsm. Note that, mvlft is actually 
_win curmv , which is the wining mv of current 

concealed MB.  

Suppose 
_win curmv  is chosen as winning mv (

_win nbr
jmv

) for the neighbor MBj, then 
the distortion of current MB should propagate to MBj. Therefore the propagated dis-
tortion can be formulated by calculating Dsm in MBj, shown as Eq. (6): 
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_ _
, ( )OUT nbr win nbr

i j jY mv
 and 

_
,
OUT nbr

i jY
 are shown in Fig. 3. i is the index of pixel in 

outer boundary of MBj, j is the index of neighboring corrupted MB. N is the  
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number of calculated pixels in outer boundary of MBj, B is the number of avail-
able boundaries. For MBj in Fig. 3, N=32, B=2. M is the number of all neighbor-
ing MBs which are not concealed yet. Taking Fig. 3 as an example, M is 2, the 
number of blue MBs.  

Given Eq. (5) and (6), the Dsm_total in Eq. (4) can be finally calculated. 

_ _
, ( )OUT nbr win nbr

i jY mv

_
,
OUT nbr

i jY

_win nbr
jmv_win curmv

_win curmv=

 

Fig. 3. Illustration of Dsm_pgt calculation 
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As mentioned in section 1, [7] reported that there are 2 variations of OBMA, that 
multiple boundary layers match, and more candidate MVs search (called selective 
search (SS)). According to evaluations of [7], 1 layer match gives better performance 
than multiple layers, while selective search gives better performance than original 
OBMA. Therefore in this paper, we combined SS with our proposal. In this combina-
tion, the mv candidate set is enlarged by SS, while the criterion is our proposed Dsm_total 
in Eq. (4). For more details of SS, please refer to [7]. 

4.2   Discussion of How Far the Errors May Potentially Propagate 

As discussed before, it is difficult to give an accurate expression of potential propa-
gated distortion. Actually the Dsm _pgt in Eq. (6) is not an accurate one, since the error 
may also propagate to a little farer neighbors which are not adjacent to current MB as 
well as the adjacent neighbors. Fig. 4 shows a scenario that the mismatch distortion 
propagates to '

jMB , which is next to neighboring MBj. It is easy to find much more 

such kind of farer neighbors. Therefore, how far the errors in current corrupted MB 
may potentially propagate deserves discussion. Let L be an integer to show the distance 
of it. L=1 means errors propagate to the adjacent neighbors, L=2 means errors propa-
gate to the second closest neighbors, etc..  

Current 
corrupted but 
concealed MB

Neighboring
corrupted MBj

mvwin_cur

=mvwin_cur

Neighboring
OUT-MB (OK)

Current OUT-
MB (OK)

Current Frame

Distortion 
propagates to
farer 
neighboring
MB'j

_win nbr
jmv

Neighboring
corrupted MB'j

=mvwin_cur

Neighboring
OUT-MB (OK)

_ 1win nbr
jmv −

_win nbr
jmv=

 

Fig. 4. Illustration of error propagates farer when L=2 

We did experiments of SEP-EC to show how L will affect the recovered image 
quality. In these experiments, we set different Ls in advance, to observe the recovered 
image quality with PSNR. Fig. 5 shows the result of it. It can be seen L=1 is enough for 
Dsm _pgt formulation, since large L may bring huge computation cost, while almost could 
not improve image quality any more. Not that all sequences are tested by SEP-EC, 
without SS. 
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Fig. 5. Discussion of L by SEP-EC 

5   Experiments 

The proposed algorithm is evaluated based on the H.264 codec under the specification 
of 1Seg application. The JM9.1 reference software is used in the experiment, which is 
modified to support the packet loss in 1Seg application, while traditional JM can only 
support slice loss. Note that here a frame normally is divided into several TS packets. 
50 frames for stefan, tempete, bus, foreman, table, and vectra sequences in QVGA 
format are encoded. Slice mode and FMO mode are disabled. “IPP…” GOP pattern is 
used, and frame rate is set on 30fps. No transmission errors occur in I frames. For each 
P frame, a number of packets are randomly destroyed to simulate the transmission 
under the bit error rate of 2%. 

As for the objective comparison , the average PSNR of all decoded frames using 5 
different methods are presented in Table 2, ie., BMA, OBMA, OBMA with SS 
(OBMA-SS), proposed SEP-EC, and proposed SEP-EC with SS (SEP-EC-SS). Ex-
periments show our algorithm can provide higher PSNR performance compared with 
BMA and OBMA. 

Table 2. Average PSNR Comparison 

 stefan tempete bus foreman table vectra 

BMA 24.56 27.16 24.22 32.74 29.58 31.51 

OBMA 25.15 27.65 24.63 32.95 29.88 32.02 

OBMA-SS 25.46 27.78 24.88 33.21 30.16 32.4 

SEP-EC 25.61 27.86 24.75 33.13 30.21 32.53 

SEP-EC-SS 25.79 28.23 25.15 33.32 30.36 32.8 

An example of vision comparison is shown in Fig. 6. Sequence for Stefan is pre-
sented. There are some noticeable mismatches in the areas of player, and the adver-
tisement panel, denoted with red circle. However, proposed SEP-EC and SEP-EC-SS 
can avoid this mismatch efficiently. 
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(a) damaged frame       (b) recovered by BMA 

 

(c) recovered by OBMA   (d) recovered by OBMA-SS 

 

(e) recovered by SEP-EC     (f) recovered by SEP-EC-SS 

Fig. 6. Vision comprarison 

6   Conclusion and Discussion 

This paper proposed an enhanced EC, where an spatial error propagation reduction 
is taken as consideration of temporal error concealment in 1Seg broadcasting. In 
this method, besides the mismatched distortion in current MB, the mismatched 
distortion in the following MBs, which will be concealed in the succeeding process 



54 J. Wang, Y. Tang, and S. Goto 

is also minimized. Compared with BMA and OBMA, the experiments under 1Seg 
application show our proposal achieves much better performance of video recovery. 

It is easy to know that the mismatch errors may not only propagate to following 
MBs inside the current lost frame, but also to the succeeding frames, this is so called 
temporal error propagation (TEP). In the future, the Dsm calculation should also involve 
such TEP reduction consideration. 
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Abstract. Scalable video coding of H.264/AVC standard enables adap-
tive and flexible delivery for multiple devices and various network condi-
tions. Only a few works have addressed the influence of different scalabil-
ity parameters (frame rate, spatial resolution, and SNR) on the user per-
ceived quality within a limited scope. In this paper, we have conducted
an experiment of subjective quality assessment for video sequences en-
coded with H.264/SVC to gain a better understanding of the correlation
between video content and UPQ at all scalable layers and the impact
of rate-distortion method and different scalabilities on bitrate and UPQ.
Findings from this experiment will contribute to a user-centered design
of adaptive delivery of scalable video stream.

Keywords: User perceived quality, scalable video coding, subjective
quality evaluation.

1 Introduction

Resource limitation and the diversity of network and user terminals make it
hard to adaptively deliver videos in multiple applications. Scalable Video Coding
Extension of H.264/AVC Standard (H.264/SVC)[1] supports flexible bitstream
scaling by using multiple dimension scalable modes, such as temporal, spatial,
and quality scalability, thus, providing a number of benefits to heterogeneous
delivery applications. These scalabilities of H.264/SVC can be ascribed to a lot
of employed advance techniques, such as inter-layer prediction, hierarchical B
frames, coarse-grain scalability (CGS) or medium-grain scalability (MGS), and
so on [1]. However, SVC faces one main problem: how to guarantee user perceived
quality (UPQ). Given that user’s satisfaction with video quality is very important
for video services, many delivery schemes aim to maximize the UPQ. Previous
studies have proved that there is a strong correlation between video content,
bitrate and UPQ [2] and [3]. Therefore, it is expected that the correlation can
be applied to reduce the bitrate of encoded video without losing the perceptual
quality. However, most content-related studies were conducted for single-layer
video coding. Wang et al. addressed scalability based on content classification,

S. Boll et al. (Eds.): MMM 2010, LNCS 5916, pp. 55–65, 2010.
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but only two scalabilities were considered [4]. Some scalability-related subjective
video quality assessment have been done for videos encoded with H.263+ stan-
dard [5] and [6]. However, different encoder types will exert different impacts on
UPQ [7]. Moreover, most subjective video quality assessments were carried out
particularly for small spatial resolutions (e.g., QCIF and CIF) [5],[6], and [7].

Focusing on these limitations, we conducted a subjective video quality assess-
ment for a hierarchical coding standard H.264/SVC at three spatial resolutions
(QCIF176×144, CIF 352×288, and 4CIF 704×576). Differing from the recent
study on quality assessment of MPEG-4 SVC, which focused on the impact of
encoding setting on codec’s performance [8], this study aims to find out how video
content, bitrate and scalabilities of H.264/SVC influence user perceived quality
and what particular factors in a scalable coding structure influence perceptual
quality. We obtained some interesting findings in five aspects: content correla-
tions to UPQ, important content features, bitrate saving, scalability strategy,
and other user perceived quality loss.

This study will contribute to H.264/SVC-based video streaming, such as
video-on-demand (VOD), where it is demanded to guarantee a good user per-
ceived quality under heterogeneous user requirements and network bandwidth.
In addition, although the experiment was conducted on a desktop setting, the
findings could be valuable for improving video delivery on various platforms,
such as mobile TV, whereby bitrate and device limitations need to be tackled
for optimal viewing.

The paper is organized as follows: The details of the subjective quality as-
sessment for videos encoded by H.264/SVC are described in Section 2, followed
by the experimental results and discussion in Section 3; conclusions and future
work are presented in Section 4.

2 Experiments

Our subjective quality evaluation experiment consists of two studies. In Study 1,
we collected quality assessment data of all scalable layers to investigate the rela-
tionships between: 1) scalable layers and UPQ, and 2) video content, bitrate and
UPQ. Based on the results of Study 1, we launched the second study, in which
we studied the impact of encoding parameters on bitrate and UPQ for specific
video content and compared the perceptual quality loss under different scalabili-
ties. In our experiment, we employed JSVM (Joint Scalable Video Model) v9.16
as the codec tool, which is an open-source software for H.264/SVC made by
JVT (Joint Video Team). A detailed description of experimental environment,
materials, participants and each of these studies follows.

2.1 Experimental Conditions

The experiment was carried out in a quiet computer room with a comfortable flu-
orescent light illumination. All test sequences were displayed on a Dell PC with
21inch LCD with a high display resolution of 1600×1200. The background color
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was set as 50% grey. A total of 26 subjects were enrolled, wherein 20 participated
in the first study, and 15 participated in the second study (9 took part in both). The
subjects rangeddifferent ages (20˜40), gender (12 females and 14males), education
(undergraduate, graduate, and postgraduate), and experience with image process-
ing (3people claimed theywere goodat photography; and others arenaive).During
the test, we allowedparticipants to freely adjust the viewing distance andangle to a
comfortable position because we considered that userswould spontaneously adjust
the distance between eyes and screens in practical applications.

We adopted the following eight short video clips (each is 10 sec) as the testing
materials: “city”, “crew”, “football”, “foreman”, “harbour”, “mobile”, “news”,
and “soccer”, which were used as the standard test set by JVT for testing scal-
able video coding (ftp://ftp.tnt.uni-hannover.de/pub/svc/testsequences). These
clips cover various contents, such as sports, panoramic, news, and people; and
have completely different characteristics, shown in Table 1. In our experiment, a
demonstration was given at the beginning of each test to acquaint participants
with the test procedure, but the test clips were not shown in the demonstration.

Table 1. Content characteristics of test clips

Name Content Description Characteristics
City(C) A panorama scene Global motion; monotonous colour

Crew(CR) Many walking astronauts More details; media motion;
large motion area

Football(FB)
An American football match Large motion area; fast motion
with fast moving players with both objects and background

Foreman(FM)
One person’s head and a Limited motion; facial details;
building site a scene change

Harbour(H) A harbour with many masts, Local slow motion;
several passing ships & flying birds monotonous colour

Mobile(M) A slowly moving toy train, a rolling Medium objects movement;
ball and a scrolling calendar more colourful detail

News(N)
One person, mainly head Limited detail; local fast motion;
and shoulder small motion area

Soccer(S) Several people playing a football
Small moving regions; slow
horizontal background motion

2.2 Study 1: User Perceived Quality on Scalable Video Layers

We adopted Absolute Category Rating (ACR) method [9] recommended by ITU-
T to evaluate video qualities. Participants were asked to view video sequences
and judge the quality using one of the five scales: 1-bad, 2-poor, 3-fair, 4-good,
and 5-excellent. The eight video clips were encoded with three spatial layers
(QCIF, CIF, and 4CIF of spatial resolution (SR)), five temporal layers (we set
the size of group of pictures (GOP) 16 frames, and thus five temporal layers are
gained at 1.875, 3.75, 7.5, 15 and 30 fps of frame rate (FR) respectively), and
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three medium-grain scalable (MGS) quality layers (MGS-1, MGS-2, and MGS-
3). Other encoding configurations are: intra period of 16 frames; Quantization
Parameters (QPs) of 36 and 32 for base layers (BL) and enhancement layer
(EL) respectively; MGSVector0=3, MGSVector1=3 and MGSVector2=10 corre-
sponding to the three MGS layers; and Inter-layer Prediction is adaptive. Each
clip was extracted and decoded into 36 test sequences at combination points of
spatial, temporal and quality layers: {QCIF; CIF; 4CIF}, {7.5fps; 15fps; 30fps},
and {BL, MGS-1; MGS-2; MGS-3}. Since the FR of less 5fps is unacceptable
for viewing quality [6]and[10], only three temporal layers were involved into the
Study 1. Totally, 288 (8×3×3×4) test sequences were used and the evaluation
took around 1.3 hour, including 48min of displaying time, 24min of voting time
(5sec each sequence) and 5min of break time. To avoid residual impact of the
different layers on perception, the displaying order of testing sequences were gen-
erated randomly, but the same viewing order was applied to all participants for
preventing the order effect. The results of the ACR follow a normal distribution
verified by Kolmogorov-Smirnov (K-S) Test1. In the light of 95% of confidence
interval, we discarded 1.1% of scores and then computed Mean Opinion Scores
(MOSs) of all test sequences as the basis of the follow-up data analysis.

2.3 Study 2: Comparative Evaluation on Scalabilities

In study 2 of the experiment, two comparative evaluation methods, Degradation
Category Rating(DCR) and Pair Comparison (PC)[9], were employed to com-
pare the quality of two sequences with the same content, which were simultane-
ously displayed on the screen. In the DCR method, subjects were asked to rate
the impairment of an impaired sequence in relation to an original sequence us-
ing a five-level scale: 5-imperceptible, 4-perceptible but not annoying, 3-slightly
annoying, 2-annoying and 1-very annoying. The evaluation is for studying the
degree of impact of quantization distortion on UPQ. In the PC method, subjects
only needed to choose which of the pair had better quality, aiming to contrast
the effect of spatial, temporal and quality scalabilities on UPQ. We refer to the
DCR-based evaluation as study 2.1 and the PC-based evaluation as study 2.2,
which lasted 5min and 20min respectively.

The study 2.1 only used three test clips,“football”,“harbour”, and “mobile”,
as they represent the content with high bitrate traffic. Each clip was encoded
into three SVC format files with three QP pairs, which are 40 and 36, 36 and 32,
32 and 26 for BL and EL respectively. We compared their impairment quality
at CIF and 4CIF layers.

The study 2.2 was conducted for all eight encoded clips. Two sequences in a pair
were obtained at the same or approximate bitrate. To compare the effect of the tem-
poral and SNR scalability on UPQ, We extracted one sequence with low FR and
high quality (at 15/7.5fps and MGS-3), and the other with high FR and low quality

1 One-sample Kolmogorov-Smirnov test is a test of goodness of fit to compare a sample
with a reference probability distribution. Asymp.Sig. (the significance level based on
the asymptotic distribution of a test statistic) > α = 0.05 means that the samples
follow normal distribution.
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(at 30fps). When comparing the influence of the spatial scalability with the tem-
poral scalability on UPQ, we scaled one sequence at the layers of QCIF/CIF, 30fps
and MGS-3 and the other from the next higher spatial layer (CIF/4CIF) but low
FR for maintaining the same bitrate. Before evaluation, we converted the sequence
with lower resolution in a pair into the same resolution of the other by normative
upsampling (SVC integer-based 6-tap filter) for spatial resolution or frame repeat-
ing for temporal resolution.We counted the chosen times of each sequence in a pair,
computed their chosen percentages, and then determined the users preference to
different scalabilities according to the percentages.

3 Results and Discussions

This section describes the experiment results. Quantitative analysis is given from
three aspects: 1) the correlation between video content and UPQ; 2) the effects
of bitrate on UPQ; and 3) the effects of three scalabilities of H.264/SVC on
UPQ. Additionally, we provide some interview results which are associated with
coding performance of H.264/SVC.

3.1 Content Correlation

In single-layer coding such as, MPEG-4 and H.264/AVC the UPQ is closely re-
lated to video content [3], [4] and [7]. Similar conclusion was found for multi-layer
coding videos (see Fig. 1, which data derived from the study 1 of the experiment).
For example, “football” and “mobile” achieved higher MOSs than others under
the same encoding configuration. This proves that content characteristics can be
used effectively not only in single-layer coding but also in scalable coding with
hierarchical layer structure. However, we also observed some unique features.
Comparing Fig. 1a with 1b and 1c, it can be seen that at the given frame rate
30fps, when spatial resolution (SR) is QCIF the UPQ is greatly influenced by
content; on the contrary, when SR is 4CIF and quality is high (MGS-3 layer)
the UPQ is hardly affected by content (The MOS only varies in the range of
3.5˜4). At 15fps and 7.5fps, similar tendency was observed but not as obvious as
that at 30fps. That means that the correlation between UPQ and video content
decreases with the increase of the SR, quality and FR. In addition, it can also be
seen that participant’s sensitivity to the degradation of MGS quality layers de-
creases as the spatial resolution reduces, and at the QCIF layer, the distinction
between quality layers is hardly perceived.

Our experimental results also showed that an obvious inconsistency between
subjective video quality and Peak Signal-to-Noise Ratio(PSNR) existed at all
scalable layers of H.264/SVC (Fig. 1c illustrates a comparison between MOS
and PSNR at 4CIF spatial layer). A recent study also demonstrated that the
video quality mark of the objective quality metric based on PSNR and framerate
was quite different from that of subjective quality assessment [8]. As there are
joint impacts of various scalabilities and content on UPQ, an effective object
quality metric should consider all these factors and their correlations to video
content in order to achieve the best user satisfaction.
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Fig. 1. Correlation between MOS and video content, scalable layers and bitrate at
30fps

3.2 Effects of Bitrate

From the perspective of bitrate, shown in Fig. 1d, it can be observed that reduc-
ing spatial resolution can bring a great drop in the bitrate. Comparing bitrate
curves with UPQ curves in Fig. 1a- 1c, we can see that for the same video con-
tent the difference of bitrate between three quality layers is proportional to the
difference of their UPQs; whereas for different video contents bitrate presents
significant variations [6]. The high birate can be observed for video sequences
with fast motion or large motion region (e.g., “football” and “mobile”), while the
low bitrate is for video sequences with slow motion or small motion regions (e.g.,
“city”, “foreman” and “news”). Surprisingly, we noticed that “harbour” with lo-
cal slow motion reached the highest bitrate at the 4CIF spatial layer but nearly
the lowest MOS. Why has “harbour” such a low encoding efficiency at 4CIF
layer? Analyzing its content characteristics, we found that slight camera jitter
resulted in a small but global and multidirectional motion, and the variation of
motion direction was sensitive to coding efficiency in a big spatial resolution.
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It is clear that a high bitrate is not conducive to data storage and a great
bitrate difference among video contents means a great variability in video traffic,
which makes smooth network delivery difficult [11]. In the case of “habour” that
a high bitrate does not contribute to a high UPQ, we naturally want to reduce its
bitrate. A rate-distortion method is commonly used to adjust bitrate. Therefore,
we used three pairs of QPs (32&26, 36&32 and 40&36 for BL&EL) to encode
video contents with high bitrate (“football”,“mobile” and “habour”). Fig. 2a
shows bitrate curves of “harbour” under three pairs of QPs for all spatial and
temporal layers. An average 47% and 66%of bitrate saving can be observed
when QPs are changed from 32&26 to 36&32 and from 32&26 to 40&36. Similar
bitrate curves can be obtained for “football” and “mobile”. However, does the
great saving in bitrate mean a large drop in UPQ? The results of impairment
evaluation (study 2.1) are illustrated in Fig. 2b. We noticed that there is no
obvious distinction among MOS values under different QP parameters. Thus
increasing QP can bring great bitrate saving with a little decrease in UPQ.
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3.3 Effect of Scalabilities

The influence of frame-rate on UPQ has been studied in many literatures [4], [5],
[6], and [7]. It is well known that at small spatial resolutions (QCIF or CIF), the
sequences with fast motion (e.g., “football”) were more sensitive to the change of
the frame-rate [5] and [7]. However, the size of motion region also influences the
perceptual quality. The decrease of frame-rate in the sequence with fast motion
and large motion region (e.g., “city”) is more annoying for viewers than that in
the sequence with slow motion and small motion region. At the same time, at the
big spatial resolution (4CIF), people’s sensitive to frame rate descends but the
sensitive to detail distinctly ascends. Next, we will discuss how the scalabilities
of H.264/SVC influence user perceived quality.

Temporal scalability vs. quality scalability. In study 2.2, we contrasted the
user’s preference for temporal scalability and quality scalability under the same
bitrate. Fig. 3a shows the results of temporal scaling (at 15fps) versus quality
scaling (at 30fps). It can be seen that most choices are given to the sequence
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with quality loss. This preference is much clearer when the temporal layer is at
7.5fps. That reveals that in this case people prefer high frame rate over high
quality. Therefore, considering the effect of scalability on UPQ, under the same
bitrate and a given spatial resolution condition the quality scaling should be
prior to temporal scaling for streaming videos of H.264/SVC format.

Temporal scalability vs. spatial scalability. While constrasting spatial scal-
ability and temporal scalability (in study 2.2), we found that the bitrate of the
layer at QCIF and 30fps is equivalent to that of the layer at CIF and 1.875fps,
and the bitrate of the layer at CIF and 30fps approximately equals to that of the
layer at 4CIF and 3.75fps. That means that for the H.264/SVC bitstream the
bitrate saving achieved by scaling spatial layer is great (in accordance with the
conclusion in section 3.2) and equals to the bitrate saving achieved by scaling
more than 3 temporal layers. Although as mentioned in section 2.1, a frame rate
of below 5fps is inadequate for the perceptual quality, the quality loss caused by
four times spatial upsampling is also severe, so we want to know which factor is
more negative on UPQ because a large bitrate scaling is sometimes required in
an unstable network. The result of subjective evaluation shows that about 90%
of participants prefer the blur sequence caused by upsampling rather than the
clear but frame-jumping sequence (see Fig. 3b). Thus, to meet the limitation of
bandwidth, spatial scalability achieves a better subjective quality than temporal
scalability when frame-rate drops below 7.5fps.
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Fig. 3. Percentages of participants’ preference for scalabilities
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3.4 Other Effects on UPQ

In order to understand in depth what factors influence people’s evaluation be-
haviors, we designed pre and post questionnaire and we also asked some specific
questions during the two experiments. Statistical analysis (ANOVA, Levene’s
test, and T test)2 were then carried out to analyse the influencing factors.

Personal preference for content type. There is no evidence that personal
preference for content type (e.g., sport, landscape, and figures) is related to the
perceptual quality. Even if some respondents believed they gave a higher score to
their favorite content, we observed that their scores did not represent any pref-
erence. One-way ANOVA analysis on personal preference for “football” shows
that there is no different between two groups of “like” and “dislike” (Levene
statistic (1,18) = 0.325, p = 0.584; F(1,18) = 0.002, p = 0.969). In other words,
the personal preference (like or dislike) does not influence the rating of video
quality.

User profile. According to the results of ANOVA analysis, gender has no
impact on UPQ (p>0.4 for all the eight contents). However, people’s experience
with image processing to the extent impacts on UPQ. And it is interesting that
the impact is dependent on content. The results of independent samples t-test
reveal that only for “soccer”, “harbour” and “news”, there are some evidence
that UPQ is influenced by viewer’s experience in image (p<0.1). Here, we must
point out that the above analysis may be affected by the limited number of
samples. That is why we did not analyse other factors of user profile.

Double image/shadows & green blocks. Under our encoding parameters,
double image/shadows and green blocks were observed at the base layer of CIF
and 4CIF spatial resolution (see Fig. 4a and 4b). The phenomena are caused by
adaptive inter-layer prediction and missing reference blocks when loopfilter is run
at the decoder. Shadows have a badly influence on user perceived quality. Most
respondents complained that double image made them dizzy. Shadows are more
serious in the motion areas and easily perceived under a big spatial resolution.
People’s complaints about green blocks are far less than shadows, but the green
blocks are irritating when they happen frequently (especially in fast motion
sequences) or appear in important regions (such as face).

Blur and blockiness. The influence of blur and blockiness on UPQ depends
on the degree of blur and blockiness. In our experiment, most participants re-
garded the two phenomena as just one, that is unclearness, and they considered
unclearness was worse than the green blocks.
2 Analysis of variance (ANOVA) is used to test hypotheses about differences

between two or more means. Refer to http://davidmlane.com/hyperstat/

intro_ANOVA.htmlforthedetailsofANOVA/F-test. Levene’s test is for equality of
variances, in which p > 0.05 tells there is enough evidence that the variances are
equal. The Independent Samples T Test is used to compare the means of two inde-
pendent groups.

http://davidmlane.com/hyperstat/
intro_ANOVA.html for the details of ANOVA/F-test
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(a) double image/shadow (b) green blocks

Fig. 4. Coding distortions

4 Conclusion and Future Work

In this paper, we present results from a study on the correlation of video con-
tent, scalabilities (spatial, temporal and quality scalability) and bitrate with user
perceived quality through two parts of subjective quality assessment. There are
five important findings from this study. First, the correlation between video con-
tent and user perceived quality exists at all hierarchical layers but is affected by
spatial resolution, quantization quality and frame rate. Second, as the most im-
portant characteristic of video content, motion exerts a great impact on UPQ.
Generally, most research focuses on motion intensity (fast or slow). However,
more features of motion should be noticed, such as, the proportion of motion
area (used in [3]) and varying frequency of motion direction. Third, content
features can contribute to smooth high bitrate and improve the encoding effi-
ciency. For a long video, if different segments and different layers are encoded
with proper quantization parameters in terms of content characteristics, bitrate
saving and traffic smoothness can be achieved without decreasing perceptual
quality greatly. Fourth, during H.264/SVC video delivery, there are some im-
portant scalability strategies to adapt bandwidth requirements and at the same
time to maintain a good perceptual quality: 1) given a fixed spatial layer, if both
quality and temporal scalability can meet the bandwidth limitation, quality scal-
ability should be prioritized; whereas 2) if the frame rate has to be lower than
7.5fps for meeting the bandwidth limitation, spatial scalability should be prior
to temporal scalability. Finally, user profile has a slight impact on UPQ, which
is relevant to the content; and some quality losses caused by codec negatively
affect viewer’s perception and should be improved.

Currently, based on this study, content-related bitrate modeling has been de-
veloped for scalable videos. Our next work will focus on optimal video adaptive
delivery combining the bitrate models with user perceived video quality. More-
over, we are planning to conduct extensive experiments for gaining more user data
on different display devices (e.g., mobile devices) and testing various encoding
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parameters and long video clips which might lead to different influence on UPQ
[12]. We would also like to improve coding performance of H.264/SVC.
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Abstract. The design of image-based soft-biometrics systems highly depends 
on the human factor analysis. How well can human do in gender/ethnicity rec-
ognition by looking at faces in different representations? How does human rec-
ognize gender/ethnicity? What factors affect the accuracy of gender/ethnicity 
recognition? The answers of these questions may inspire our design of com-
puter-based automatic gender/ethnicity recognition algorithms. In this work, 
several subjective experiments are conducted to test the capability of human in 
gender/ethnicity recognition on different face representations, including 1D face 
silhouette, 2D face images and 3D face models. Our experimental results pro-
vide baselines and interesting inspirations for designing computer-based face 
gender/ethnicity recognition algorithms.  

Keywords: Face analysis, gender recognition, ethnicity recognition, subjective 
experiment. 

1   Introduction 

Humans are quite accurate when deciding the gender of a face even when cues from 
makeup, hairstyle and facial hair are minimized [1]. Bruce et al. showed that cues 
from features such as eyebrows and skin texture play an important role in decision 
making as the subjects were less accurate when asked to judge a face based solely 
upon its 3D shape representation compared to when 2D face images (with hair con-
cealed and eyes closed) were present.  According to [1], the average male face differs 
from an average female face in 3D shape by having a more protuberant nose/brow 
and more prominent chin/jaw.  

The results from [2] shows that both color and shape are vital for humans in decid-
ing the gender and ethnicity from a 2D face image. Color was more important factor 
in gender decisions while shape was more important in deciding ethnicity. However, 
when the both sources of information were combined, the dominant source depended 
on viewpoint. Shape features proved to be more important in angled views while the 
color in full-face view. 
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Males, females and different ethnicities also differ in silhouetted face profile, 
which can be represented in 1D stimulate. For instance, the ridge of the bone above 
the eye is more pronounced in males [3]. Also the forehead in case of males is back-
ward sloping while that of the females tends to be more vertical. The female nose 
tends to be more concave and straighter. The distance between top lip and base of the 
nose is usually longer in males. The chins of males are much taller than in females.  

Overall, humans are able to determine the facial categorization by 3D, 2D and 1D 
cues or their combination. Different to the case of humans, gender and ethnicity rec-
ognition present two of the major challenges of human face analysis in human com-
puter interface researches. Gender recognition is useful in face recognition as it can 
reduce the problem to matching the face with almost half of the database (if both the 
genders have equal probability of occurrence in the database). Ethnicity identification 
will reduce the problem even further. Gender and Ethnicity recognition can also be 
useful in Human Computer Interface (HCI). The computer shall adapt to the person’s 
gender and ethnic group in terms of speech recognition or offering the person options 
which is more specific and useful to a particular gender or ethnicity. 

The earliest technique for gender classification was based upon neural networks 
[4]. SEXNET, a fully connected two-layer network, was incorporated in [5] to iden-
tify gender from face. A PCA based representation along with radial basis functions 
was employed by Abdi et al. [6]. A mixed approach based upon collection of neural 
networks and decision trees was employed by Gutta et al. [7].  In [8], a multi-layered 
neural network is used to identify gender from multi-resolution face images. Better 
performance has also been claimed by O’ Toole et al. [9] using PCA and neural net-
works. In [10], Jain et al. used Independent Component Analysis (ICA) to represent 
each frontal face image as a low-dimensional feature vector for gender identification. 
They reported superior performance of their approach using support vector machine 
in ICA space with a 96% accuracy rate. In [11], a skin-color based approach has been 
employed for gender identification. 

2   Setup of Subjective Experiments 

2.1   Test Face Samples 

The face data used in the subjective experiments were collected by our group with Cy-
berware 3D laser scanner [12]. We randomly selected 100 3D face data samples with 
balanced ethnicities. Some examples of the face representations are shown in Fig. 1.  
The gender and ethnic groups’ distribution of the face data are shown in Fig. 2. 

 

Fig. 1. Different face representations of different faces: silhouette, 2D image, and 3D model 
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Fig. 2. Gender and ethnics group distribution of the test face 

These 100 face data were randomly divided to 3 groups and each group was shown 
either in silhouette, 2D Face Images or 3D face models representation to each subject. 
The partition of the data is shown in Table 1. 

Table 1. The partition of the test face data 

Sample Groups Number of Samples 

SaG#1 33 (#1~#33) 
SaG#2 33 (#34~#66) 

SaG#3 34 (#67~#100) 
Total: 100 

2.2   Subjects 

Twenty-one graduate students attended the experiments as subjects. They belonged to 
either “East and South East Asian” or “Indian” or “White” ethnic category. We ran-
domly divided these subjects to 3 groups as shown in Table 2. 

Table 2. The partition of the subjects 

Subject Groups Number of Subjects 
SuG#1 8 
SuG#2 6 
SuG#3 7 
Total: 21 

2.3   Experiments 

In the subjective experiments, each subject group was shown three different sample 
groups in different face representations as shown in Table 3. In this manner, each sub-
ject labeled 100 faces, which were grouped into three groups and shown in profile sil-
houette, 2D Frontal Image or 3D respectively. Each face was shown in three different 
representations to different subjects, but different representations of a face did not ap-
pear in the same test set for a subject. Each face representation was labeled by at least 
six subjects. 
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Table 3. The task assignment of different subject groups 

Subject Groups Silhouette 2D texture 3D 
SuG#1 SaG#3 SaG#2 SaG#1 
SuG#2 SaG#1 SaG#3 SaG#2 
SuG#3 SaG#2 SaG#1 SaG#3 

Each subject was requested to provide his/her gender and ethnic group information 
before the experiment. For each face shown on the screen, every subject was asked to 
judge its gender and ethnicity and specify his/her confidence level of the answer. For 
gender, the answers could be male or female. For ethnicity, the answers could be one 
of the following: Black (African or African American), East and Southeast Asian 
(Chinese, Japanese, Korean, Vietnamese, Filipino, Singaporean ... American Indian), 
South Asian (Indian, Pakistani ...), White (Caucasian, Hispanic/Latino, Middle East-
ern). And the confidence level of above answers could be “Purely guess”, “Not sure”, 
“Kind of sure” or “Pretty sure”.  A screen shot of the experiment program interface is 
show in Fig. 3, where a profile face is shown. 

 

Fig. 3. The experiment program interface 

Table 4. Overall accuracy of gender/ethnicity recognition 

Gender Ethnicity Accuracy(%) 
Mean StdDev Mean StdDev 

Silhouette 57.63% 9.43% 45.08% 18.75% 
2D Image 89.41% 6.14% 80.40% 13.52% 

3D 92.29% 4.93% 86.00% 12.85% 
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3   Experimental Results 

3.1   Performance Comparison on Different Face Representations 

Most of the subjects finished labeling the 100 face samples in 20 minutes. The median 
time they spent was 896 seconds. Here we didn’t use average time because average 
number is sensitive to outliers. The accuracy of gender and ethnicity recognition was 
calculated as the ratio between the number of correctly recognized face samples and 
the total sample number. The overall accuracies of gender recognition on different 
face representations are shown in Table 4. 

It can be seen from these experimental results that gender recognition by human 
based on silhouette is only a little bit better than chance, which is lower than the accu-
racy claimed in [13]. On the other hand, ethnicity recognition based on silhouette is 
significantly above chance. Based upon 2D Image and 3D information, both gender 
and ethnicity recognitions are pretty accurate. The confusion matrices on gender rec-
ognition of different face representation are shown in Table 5. We can see that male 
faces are better recognized than female faces. As [13] suggested, the reason is that 
male faces have larger variances on shape and appearances.  

The confusion matrices on ethnicity recognition are shown in Table 6. From the 
confusion matrices on ethnicity, we can see that: Based on silhouette (1D shape), 
Indians are similar to White and East Asian people; Based on 2D image (texture), 
Black and Indian are not well separated; Based on 3D information (shape and tex-
ture), Black and Indian are better recognized.  

Table 5. Confusion matrices on gender recognition based on different face representations 

 Recognized As 
Profile Silhouette Male Female 

Male 63.73% 36.27% GroundTruth 
Female 52.03% 47.97% 

2D Frontal Face Image Male Female 
Male 94.78% 5.22% GroundTruth 

Female 18.77% 81.23% 
3DFace(Shape+Texture) Male Female 

Male 95.33% 4.67% GroundTruth 
Female 12.55% 87.45% 

The confusion matrices of the ethnicity recognition accuracy with respect to the 
subjects from different ethnic group are compared in Table 7. It can be clearly seen 
that subjects from different ethnic groups recognize the faces of their own ethnic 
group more accurately. 
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Table 6. Confusion Matrices on ethnicity recognition based on different face representations 

 Recognized As 
Profile Silhouette White EastAsian Indian Black 

White 64.31% 17.56% 13.47% 4.67% 
EastAsian 25.13% 48.55% 11.71% 14.61% 

Indian 47.97% 26.26% 17.67% 8.09% 

Ground 
Truth 

Black 8.75% 14.39% 21.87% 54.99% 
2D Frontal Face Image 

White 83.14% 8.70% 8.17% 0.00% 
EastAsian 5.04% 92.74% 1.68% 0.55% 

Indian 13.24% 5.97% 60.28% 20.51% 

Ground 
Truth 

Black 1.10% 2.72% 14.05% 82.14% 
3D Shape + Texture 

White 90.58% 7.07% 2.34% 0.00% 
EastAsian 3.45% 95.38% 1.16% 0.00% 

Indian 14.86% 2.28% 75.43% 7.43% 

Ground 
Truth 

Black 1.13% 2.21% 13.32% 83.34% 

Table 7. Confusion Matrix of different subject ethnic group based on 3D face representation 

 Recognized As 

Indian subjects: White EastAsian Indian Black 

White 100.00% 0.00% 0.00% 0.00% 

EastAsian 5.57% 94.43% 0.00% 0.00% 

Indian 0.00% 0.00% 100.00% 0.00% 

Groud 
Truth 

Black 0.00% 0.00% 3.34% 96.66% 
Chinese subjects: 

White 89.31% 8.03% 2.66% 0.00% 

EastAsian 1.74% 97.41% 0.85% 0.00% 

Indian 15.33% 2.41% 72.57% 9.70% 

Groud 
Truth 

Black 0.85% 2.59% 18.28% 78.27% 

Western subjects: 
White 90.46% 7.16% 2.39% 0.00% 

EastAsian 7.33% 90.23% 2.44% 0.00% 

Indian 14.28% 2.04% 81.63% 2.04% 

Groud 
Truth 

Black 2.86% 2.86% 5.73% 88.55% 

3.2   Performance Comparison of Different Subjects 

Among the 21 subjects, the best overall performance of gender and ethnicity recogni-
tion is 84%. And the average recognition accuracies of gender and ethnicity recogni-
tion are 79.76% and 70.48%. More detailed information about the performance of 
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different subjects is shown in Table 8, Fig. 4, Fig. 5 and Fig. 6; from which we can 
see that there is no strong correlation between the ethnic group of the subjects and 
their overall recognition performances.  

Table 8. Top ranked subjects on gender and ethnicity recognition accuracy 

Accuracy Rank Subject No. 
Gender Ethnicity Overall 

1 #7, East Asia 85.00% 83.00% 84.00% 
2 #9, White 83.00% 78.00% 80.50% 
3 #21, Chinese 79.00% 80.00% 79.50% 
4 #15, White 83.00% 75.00% 79.00% 
5 #6, Indian 86.00% 71.00% 78.50% 

Mean Accuracy of All Subjects 79.76% 70.48% 75.12% 
Std. Dev. of All Subjects 3.95% 8.45% 4.72% 

Max Accuracy of All the 21Subjects 86.00% 83.00% 84.00% 
Min Accuracy of All the 21Subjects 73.00% 47.00% 63.00% 
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Fig. 4. Performance of gender and ethnicity recognition of different subjects 

Gender Recognition Accuracy of Different Subjects

0

0.2

0.4

0.6

0.8

1

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
Subjects

No.

A
c
c
u
r
a
c
y

Sil. 2D 3D

 

Fig. 5. Gender recognition accuracy of different subjects on different face representations 

3.3   Improving the Performance by Combining Multiple Results  

In the end, we tried to combine the recognition results of all the subjects by majority 
vote to see whether this would improve the accuracy of gender and ethnicity recogni-
tion. Here each face sample had at least 6 votes in one representation. If there is a tie, 
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Ethnicity Recognition Accuracy of Different Subjects
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Fig. 6. Ethnicity recognition accuracy of different subjects on different face representations 

we would randomly select a result as the decision. We could either vote on the same 
representation or vote across different representations. The results of voting on same 
representation are shown in Table 9. The results of voting across different representa-
tions are shown in Table 10. 

Table 9. Combining the recognition results 

Gender Ethnicity Accuracy(%) 
Average Vote Average Vote 

Silhouette 57.63% 58% 45.08% 55% 
2D Image 89.41% 96% 80.40% 83% 

3D 92.29% 97% 86.00% 93% 

Table 10. Combining the recognition results across different representations 

Accuracy(%) Gender Ethnicity 
sil+2D+3D 94% 90% 

sil+2D 91% 83% 
sil+3D 91% 89% 
2D+3D 95% 91% 

From above results, we can observe that, 1) Voting on gender based on silhouette 
doesn’t help much. 2) Voting on ethnicity based on silhouette increases the accuracy 
about 10%; 3) Voting on gender/ethnicity based on 2D/3D also improves the accu-
racy; 4) Combining Silhouette, 2D or 3D does not improve the accuracy. These ob-
servations inspire us that if we design multiple classifiers based on different facial 
feature/representations, their result combination will be better than single classifier on 
single type of feature. 

4   Conclusions 

In this work, several subjective experiments were conducted to test the capability of 
human in gender/ethnicity recognition on different face representations. Based on 
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these results, following conclusions can be made: 1) Gender recognition based on 
silhouette is slightly better than chance, which indicates the difficulty of silhouette 
based gender recognition algorithms; 2) Ethnicity recognition based on silhouette is 
well above chance; 3) Gender/Ethnicity recognition base on 2D/3D information are 
very accurate. The more information we have, the better the accuracy is; 4) Male 
faces are better recognized than female faces; 5) Indian faces are better recognized 
based on 3D information (in balanced ethnic distribution); 6) Subjects from different 
ethnic groups recognize the faces more accurately from their own ethnic group. 

Although above conclusions are drawn from subjective experiments, i.e., the gen-
der/ethnicity recognition is performed by human subjects; computer-based automatic 
gender/ethnicity recognition algorithms can benefit from these conclusions to infer 
the effective face representations and discriminant features. That is, computers can 
“learn from human”.  Some very encouraging results have already been achieved by 
our group on silhouetted face profiles. The features used in these experiments were 
primarily shape context features [14]. In the near future, our plan is to do experiments 
on other views and come up with an improved classifier for automatic gender and 
ethnicity identification. 
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Abstract. In this paper, we investigate the influence of facial parame-
ters on the subjective impression that is created when looking at pho-
tographs containing people in the context of keyframe extraction from
home video. Hypotheses about the influence of investigated parameters
on the impression are experimentally validated with respect to a given
viewing perspective. Based on the findings from a conducted user exper-
iment, we propose a novel human-centric image scoring method based
on weighted face parameters. As a novelty to the field of keyframe ex-
traction, the proposed method considers facial expressions besides other
parameters. We evaluate its effectiveness in terms of correlation between
the image score and a ground truth user impression score. The results
show that the consideration of facial expressions in the proposed method
improves the correlation compared to image scores that rely on com-
monly used face parameters such as size and location.

Keywords: Keyframe extraction, home video contents, image ranking,
facial expressions.

1 Introduction

Due to the increasing popularity of consumer video equipment the amount of
user generated contents (UGC) is growing constantly in recent years. Besides
taking photographs also filming at family events or during travel became a com-
mon habit for preserving valuable moments of one’s life. Whereas taking a good
picture of a person with a photo camera requires a decent skill and good timing,
a video can easily capture ’good shots’ due to its nature. Thus extracting images
from video contents is an interesting complement to the task.

In recent years the problem of automatically extracting representative
keyframes from video contents attracts the attention of many researchers and
various approaches have been proposed to tackle this sub-problem of video ab-
straction. Existing keyframe extraction techniques can be categorized based on
various aspects such as underlying mechanisms, size of keyframe set and repre-
sentation scope [1]. From the viewpoint of analyzed base units, there exist two
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categories: shot based extraction methods and clip based methods. Whereas shot
based approaches involve always a shot detection step and thus are limited in
their application to structured (i.e. edited) video contents, clip based methods
can be applied to unstructured video material such as user generated contents.
Despite the fact that there exists a huge variety of proposed keyframe extraction
approaches, little attention has been paid to the fact that extracted keyframes
should also be visually attractive to the viewer.

In this paper, we address this issue for the home video content which is one
specific domain of UGC. Home video contents contain often imagery of people,
relatives and friends taken at various occasions and therefore human faces are in-
tuitively important. In addition, the human faces do attract a viewer’s attention
[2,3]. Provided an application context where the objective is to extract frames
from videos with respect to the evoked impression, such as creating a family’s
photo album and sending picture e-mails, a fully automatic keyframe extraction
approach will ideally select images that are considered as ’good shot of the per-
son(s)’. The central problem is how to automatically determine such ’good shots’
inside video sequences. An important point is that selected video frames should
suffice a certain image quality. This can be achieved by standard techniques such
as image de-noising, contrast and color enhancement [4], advanced methods for
increasing the image resolution [5], and image de-blurring [6]. In contrast, we
focus in this paper on intrinsic image properties that can not be easily changed
without altering the image semantics.

More specifically, main contributions of this work are:

– To investigate the influence of facial parameters present in images on the
viewer’s impression in the context of keyframe extraction from home video
contents

– To present results of a conducted subjective user experiment
– To propose an image scoring method based on a weighted combination of

extracted face parameters

As a novelty to the field of keyframe extraction, the proposed image score con-
siders facial expressions besides other parameters. We discuss different face pa-
rameter combinations and their influence on the performance of a general linear
weighting model used for image score estimation. We show results that confirm
the effectiveness of included facial expression parameters.

2 Related Work

We focus in this section on the conventional methods that aim on keyframe
extraction from unstructured video such as UGC.

In [7] a keyframe extraction approach suitable for short video clips is intro-
duced in the context of a video print system. Keyframes are determined by
employing face detection, object tracking and audio event detection. Location of
visual objects is taken into account by predefining regions of importance inside
the video frame and deriving an appropriate region based frame score. Although
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the parameters of visual objects (and especially faces) are rather intuitively con-
sidered for frame score calculation in the above approach, the example illustrates
the awareness of visual object importance in the context of automatic keyframe
extraction.

An interesting study focusing on unstructured user generated contents was
recently presented in [8]. The authors conducted a psycho-visual experiment in
order to derive common criteria for human keyframe selection shared amongst
two user groups with different viewing perspectives i.e. first-party users (pho-
tographers) and third-party users (external observers). A rule-based keyframe
extraction framework is proposed that uses inference of the camera operator’s
intend from motion cues derived from estimated camera and object motion pat-
terns rather than recognizing the semantic content directly. The authors compare
their method with a histogram based and uniform sampling keyframe extraction
approach and showed the effectiveness of the algorithm by improved accuracy
with respect to the ground truth selected by a human judge. The authors suggest
that the accuracy can be further improved by inclusion of semantic information
such as facial expressions and gaze at camera. In contrast to the system proposed
in [8], this paper focuses on such highly subjective parameters that influence
the user’s keyframe choice wrt. the attractiveness rather than approaching the
keyframe extraction problem with the goal to extract interesting images from
the video.

In [9], a user-centric weighting model for image objects is proposed that de-
fines an importance measure for images based on users’ perception. The authors
investigated the relationship between parameters of visual objects such as size,
location and the user’s perception of ’image aboutness’ with respect to one given,
object specific query term. It was shown that object size and object location are
directly related to the image concept recognized by a user and that their pro-
posed weighting model is efficient for image ranking in the context of concept
based image retrieval.

In this paper we view the task of keyframe extraction as a conceptual image
ranking problem within a given video sequence. We focus on home video contents
since there is a wide range of potential applications for human-centric video
indexing technology in this domain. The goal of this study is to provide some
insight in how the presence of faces in images influences the viewers’ impression
in terms of ’a good photograph of a person’.

3 Impression Concept and Investigated Face Parameters

In this work, we define the impression evoked at viewers when looking at a
photograph as based on the concept of ’a good picture of a person’. It is assumed
that various face parameters contribute to the impression with respect to this
conceptual viewpoint. We assess two different face parameter types with regard
to their contribution:

1. Image structure related parameters
2. Emotion related parameters
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Image structure related face parameter considered in this work are number of
faces, face coverage and face location. As a novelty to the task of keyframe
extraction, we consider also emotional face parameters. We model emotional
face parameters by a prototypic facial expression class label assigned to each
detected face region according to Ekman’s six basic emotions [10]. In particular
we focus on two prototypic facial expressions joy and neutral in this study.
Joyful faces are commonly considered to be attractive to viewers. The neutral
expression is important, since it reflects the ’normal’ state of human faces. In the
following, we present our assumptions regarding the relationship between each
facial parameter and the impression evoked at viewers where the impression is
quantified by means of a user provided impression score.

Face Number Nf : As suggested by related work we assume that images contain-
ing more faces are considered to create a better impression at the viewer and
thus the face number is positively correlated with a user provided impression
score.

Face Coverage S: We define face coverage (hereafter: coverage) as the ratio be-
tween the image area covered by faces and the overall image area as:

Simage =
1

Aimage

∑
i

Aface
i (1)

where Aimage denotes the image area and Aface
i is the image area covered by

i-th face. We assume that larger faces evoke a stronger impression at viewers and
thus coverage has a positive correlation with a user provided impression score.

Face Location PR: We use a region of interest (ROI) approach for describing the
face location. PR is defined with respect to three predefined ROI based on a
bary center of a face’s rectangular bounding box. Fig. 1 depicts the predefined
regions. Our assumption is that there exist preferred ROIs that will lead to a
better impression if a face lies inside such a region.

Fig. 1. Three predefined ROI (w: image width, h: image height)

We model the face location PR by the probabilities that a face lies inside a
region R as given in the formula:

PR =
NR

f

Nf
(2)
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where R ∈ {top/bottom, center, left/right} and NR
f refers to the number of

faces inside the region R. We define PR = 0 if Nf = 0.

Facial Expressions PE : Our hypothesis is that facial expressions present in im-
ages are important for the overall impression. We assume that the presence of
joyful faces will influence the impression positively whereas a present neutral
facial expression will have little or no correlation with the user score. We param-
eterize facial expressions by their occurrence probability PE in a frame as given
in the fomula:

PE =
NE

f

Nf
(3)

where E ∈ {neutral, joy} and NE
f equals the number of faces displaying the

expression E. This general formulation allows for future extension by adding
other prototypic facial expressions. We define PE = 0 if Nf = 0.

4 Subjective User Experiment

Goal of the user experiment was to acquire ground truth data in form of a score
that quantifies the subjective impression evoked at the participants when looking
at the extracted images. We prepared two facial parameter sets based on the
images used for the experiment. The first set was manually labeled and provides
ground truth data for parameter assessment under the assumption of an ideal
system. In order to be able to draw conclusions about the impression-parameter
relationship under practical conditions, the second parameter set was generated
during the fully automatic keyframe extraction process used for preparing the
test images. In the following subsections, we first describe the data preparation,
and next provide a description of the experimental conditions.

4.1 Selection of Video Clips

Video clips of three different categories were selected from private home video
collections and a video sharing website [12]. We consider creating photo albums
from home video as one of the main applications for keyframe extraction tech-
niques and choose therefore two popular categories which roughly relate to the
’home photo’ taxonomy proposed in [13], i.e. travel and family Events. Inves-
tigating the thumbnail previews in the family category of [12], we found that
nearly 80% of the uploaded video clips are about children and decided therefore
to add a special kids category to our test set. We selected two typical clips from
each of three categories resulting in overall six video clips. The clip properties
are listed in Table 1. The number of extracted images per clip used for the ex-
periment is also listed. Fig. 2 illustrates the video contents by providing one
example for each category.

4.2 Automatic Keyframe Extraction Approach

Fig. 3 shows the block diagram of the keyframe extraction method. In order to
avoid quality degradation by motion blur, the video is first analyzed to detect
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Table 1. Video Clip Properties

Category Title Length Num. of Resolution / FPS Num. Extracted
(min) Frames Frames

Travel seaside 12:17 11000 320x240 / 15 23
disney land 02:40 4800 320x240 / 30 7

Family Events birthday 04:50 8600 320x240 / 30 21
exhibition 02:40 4800 320x240 / 30 4

Kids baby 02:00 3700 320x240 / 30 4
stairs 00:50 1400 320x240 / 30 5

Fig. 2. Example images (left to right: travel, family event, kids)

Fig. 3. Keyframe Extraction Process

strong global motion patterns by estimating a segment based motion activity,
which is calculated for non-overlapping consecutive groups of N video frames
by evaluating the structural similarity between neighboring frames. As for the
structural description, we employ a feature vector constructed from Gabor-Jets
extracted at equidistant grid positions. We employ the similarity measure intro-
duced in [14] for calculating the similarity between adjacent video frames Ik and
Ik+1. As for the Jet-configuration, we use five frequencies and eight orientations,
the same parameters given in [14].

Video segments that contain high motion activity show usually a low similarity
between adjacent frames. We calculate the average similarity for each segment
of N video frames and apply a threshold th. Segments holding an average sim-
ilarity < th are discarded. In our implementation N = 10 and th = 0.9 lead
to good blur suppression results. Only video segments with low motion activity
are preselected for further processing and subjected to frame-wise face detection
based on the approach introduced in [15]. The number of candidate frames is fur-
ther reduced by removing video frames with unstable face detection result. We
apply a sliding window function of length K(K = 3) and remove frames where
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the face count in range divided by K is less than 1.0. A redundancy removal
step finally removes visually similar frames in sequential order by calculating
the inter-frame similarity of adjacent frames as described above and applying a
threshold (th2 = 0.7). Frames with a similarity higher than th2 are removed and
the remaining set of keyframes was used for the subjective experiment. Over-
all 64 images were automatically extracted from the six video clips. Based on
the approach given in [11], we have implemented an automatic facial expression
detection module for the detection of neutral and joyful facial expressions. It uti-
lizes a neural network for classifying facial expressions based on Gabor-Wavelet
feature vectors extracted from detected face image regions. Facial expression de-
tection was applied on the extracted images in order to create the automatically
extracted face parameter set mentioned above.

4.3 Experimental Condition

In our experiment, we asked subjects to watch the extracted video frames and
provide their opinion with respect to a given question about the images. The
experiment was performed at an university amongst students and staff mem-
bers. Participants were unrelated to the people included in the imagery thus
the judgment was given from a ’third-party’ viewpoint. The overall number of
participants was 22 (19 males, 3 females) in the age between 21 to 49 years.
Images were displayed in the center of the computer screen in original size and
in random order. Participants were asked to give their feedback with respect to
the question

“Do you think this picture is a ’good photograph’ of the person?”
The feedback was given directly after watching each single image by selecting

a score on a 7-level ordinal scale ranging from -3 for ’not at all’ to +3 for ’I fully
agree’.

5 Experimental Results and Discussion

In this section, we first investigate the relationship between each single face pa-
rameter and the subjective user score and draw conclusions regarding the validity
of the assumptions made in section 3. This investigation is performed under the
assumption of an ideal system, i.e. we use the ground truth face data. Based on
the results, we introduce next a general weighting model which uses the validated
face parameters for calculating an image score that considers the subjective im-
pression of viewers and is useful for human-centric image ranking with respect to
the viewing perspective previously defined. We show the performance of different
score predictor combinations in terms of rank-correlation between the predicted
image score and the impression score acquired during the user experiment from
section 4. Finally we select the best parameter combination and compare the
performance of the weighting model for ideally labeled face parameters and the
practical case where face parameters are automatically estimated.
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5.1 Single Feature Correlation

We use the Spearman rank-correlation measure because the user score acquired
during the experiment is ordinal-scaled. In order to remove a possible bias that
may have been introduced due to individual differences of the participants, we
calculate the normalized average score. Since the original user score is an ordinal
scaled value, we decided to calculate the correlation for the median score as
well. Table 2 shows the correlation between user score and ground truth face
parameters for both score types. In addition the one-side p-value for each feature
is calculated for assessing the statistical significance of the correlation value. As
can be seen the correlation does not differ much between normalized average
score and median score. Thus using either score type is valid. The following
discussion refers to the ground truth median user score (hereafter ’user score’).
As for the investigated image structure related face parameters only the coverage
feature shows statistically significant correlation. The other features, i.e. number
of faces and face location show no or little correlation, but more important the
correlation is statistically not significant. Thus our hypotheses regarding these
face parameters is not validated. A similar result was presented by the authors
in [9] and we conclude that our assumption is validated that bigger faces are
not only more important to the user, but also contribute to a better overall
impression of a photograph, whereas face location and number of faces are not
valid features for deriving an image score which relates to the viewers’ impression
of ’a good photograph of a person’.

Table 2. Correlation of Face Parameters and Median User Score (valid features bold)

Category Feature Norm. Avg. Score Median Score
rho p-one rho p-one

Structure Num Faces -0.1283 0.156 -0.0876 0.246
Center -0.0061 0.480 0.0785 0.269
Top/Bottom 0.1029 0.211 0.0164 0.449
Left/Right -0.1140 0.186 -0.0779 0.269
Coverage 0.2410 0.027 0.2270 0.035

Emotion Neutral -0.4183 <0.001 -0.4497 <0.001
Joy 0.4183 <0.001 0.4497 <0.001

Facial expressions seem to have a quite strong influence on the viewers’ opin-
ion. Our assumption that a joyful facial expression contributes positively to the
impression was confirmed by the statistically significant positive correlation. Even
more interesting we found that neutral facial expressions create a negative impres-
sion when looking at a photograph of a person. We conclude that facial expres-
sions are an important factor of the impression created when looking at human
photographs. We explain the relatively small correlation values by the influence
of other image properties not discussed in this paper. Participants stated after the
experiment that they considered also the gaze direction and overall image quality
for giving their score. We will investigate these parameters in future work.
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5.2 Linear Model for Image Scoring Based on Face Parameter
Weighting

We propose a novel image scoring method that takes into account the subjective
impression of a viewer evoked by the presence of faces in images by utilizing our
findings from previous experiment. The score is calculated as a linear combina-
tion of the validated parameters introduced in section 3 based on the general
and extendable linear weighting scheme given in the following equation:

S(I) =
N∑

i=1

wiXi = wcoverageSimage +
K∑

E∈{neutral,joy}
wEPE (4)

where S(I) refers to the image score and wiXi are the weighted face parame-
ters. N is the number of face parameters and K refers to the number of facial
expressions respectively. We estimate the weights wi based on the user score by
standard multiple linear regression.

Fig. 4 shows the correlation and the related p-values calculated from ground
truth face parameters. Results for single feature predictors and the 99% confi-
dence limit are also shown for convenience. The correlation value for the facial
expression features is as twice as high as the result for the face coverage feature.
Moreover, the correlation between user score and predicted image score is sta-
tistically highly significant which confirms our conclusions from 5.1 and we state
that facial expressions are an important feature for calculating an impression
related image score.

Combining joy and neutral expression predictors does not improve the cor-
relation. We explain this by the fact that we use only two expression detectors
and therefore these two features are 100% negatively correlated. Thus we gain
no additional information by including both predictors. This will change, when
more facial expressions are added. A calculated cross-correlation between joy
and neutral expression features of rjn = −1.0 justifies this statement. A per-
formance improvement is achieved by combining coverage and facial expression
based predictors. The cross-correlation between coverage and either of the facial
expression parameters was calculated as rcj = −0.012 and rcn = 0.012 respec-
tively. Thus we can expect an improvement by combining these predictors in our
model.

Fig. 4. Rank-Correlation and p-Values for Parameter Combinations
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Based on these findings for the ground truth data, we conclude that the com-
bination of the structural image features of coverage and the emotional image
feature facial expressions leads to the best score prediction result. Therefore,
we use this combination in our weighting model for assessing the practical case
where all facial parameters are estimated fully automatically. The comparison
result is given below:

– Ground Truth : rank-correlation rho=0.5, p=0.00001 (one-sided)
– Automatic : rank-correlation rho=0.34, p=0.003 (one-sided)

The correlation between the image score estimated from automatically esti-
mated face parameters drops by 0.16 compared to the result calculated from
ground truth. Analyzing the reason for this, we calculated the cross-correlation
rxy (Pearson) between ground-truth labeled and automatically detected face
parameters. The results are:

– coverage rxy = 0.75
– joy/ neutral rxy = 0.65.

We conclude that the facial expression detection result contributes most to the
performance degradation in our automatic system. We will address this issue in
our future work.

6 Conclusion and Future Work

We investigated the influence of facial parameters on the subjective impression
evoked at viewers when looking at photographs containing people from a ‘third-
party‘ viewing perspective. In the present study we focused on images extracted
from home video contents in the application context of automatic keyframe ex-
traction. Image structure related parameters such as face number, face coverage
and face location were considered. We also investigated the contribution of facial
expressions to the viewer’s impression. As the results of conducted user experi-
ments, we validated our hypotheses regarding the positive influence of coverage
and joyful facial expression at the impression with respect to the predefined view-
ing concept of ‘a good picture of a person‘. Moreover, we found that the presence
of neutral facial expression influences the impression negatively. The hypotheses
about the existence of preferred locations for faces as well as the contribution of
the face number were not confirmed, thus we conclude that these parameters do
not contribute to the evoked impression. Then, we proposed an extendible linear
weighting model that exploits present facial properties for calculating an image
score that is correlated to the viewers’ impression, and validated its effectiveness
for image retrieval tasks.

An open issue to be addressed in the future is the combination of our ap-
proach with traditional keyframe extraction methods in order to determine the
degree of improvement that can be achieved when emotional cues are taken into
account. The relationship with persons depicted in the imagery also influences
the keyframe selection and therefore we would like to address the ‘first-party‘
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viewing perspective in the future in order to determine how a personal relation-
ship could be possible modeled by using face parameters. Furthermore we are
interested in the validation of our model for other facial expressions and image
parameters in order to extend our proposed weighting scheme for image score
calculation by including these parameters which we expect to increase the cor-
relation between the predicted image score and the subjective impression with
respect to the viewing perspective given in this paper.
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Abstract. Understanding player distributions, sessions, and movements in a
Massively Multiplayer Online Role-Playing Game (MMORPG) is essential for
research in scalable architectures for these systems. We present the first detailed
measurement study and the first models of the virtual populations in two popular
MMORPGs, World of WarcraftTM and Warhammer OnlineTM. Our results show
that while these two types of MMORPGs are significantly different in play style,
the features of their virtual populations can be modeled similarly, allowing future
researchers to accurately simulate these types of games.

1 Introduction

Measuring and modeling player distributions, session lengths, and player movements in
a virtual world are essential to research in architectures for massively multiplayer online
games (MMOs). Accurate models based on empirical evidence significantly strengthens
researchers’ arguements that one particular architecture is better than another. While
prior measurement research has been done on MMOs, it has primarily focused on traffic
modeling and characterization. Though traffic measurement is important and useful for
research in MMOs, an understanding of how players move around and populate the
virtual world allows one to explore architectures that take advantage of this information
and analyze those that do not.

Our research addresses this issue. We provide the first set of measurement-based
models for population distributions and movements within two different massively mul-
tiplayer online role-playing games (MMORPGs) that can be used for simulation and
analysis of new architectures. MMORPGs are a subset of all possible MMOs, and while
other types of MMOs are possible (for example, one based on real-time strategy rules),
to date MMORPGs have been the most commercially successful.

The ultimate goal of our research is to design a realistic and empirically-based
simulation model from measurements taken from current, commercial MMORPGs.
To achieve this, we have measured overall populations, session lengths, player dis-
tributions, and player movements over several months on two MMORPGs: World of
WarcraftTMand Warhammer OnlineTM, both which are classified as MMORPGs but have
significantly different play styles. We measured these two games in order to test our
hypothesis that regardless of the style of play in the game, players’ behavior could be
modeled using a unified set of functions. We find our hypothesis to be correct. While

S. Boll et al. (Eds.): MMM 2010, LNCS 5916, pp. 87–97, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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both games have significantly different play styles, the resulting models are quite sim-
ilar and would allow a researcher or game designer to simply change a few parameters
in order to simulate various scenarios. While the models we generated may not translate
to all types of MMOs, these two representative games have provided excellent models
for future research and simulations.

2 Related Work

Over the last several years, a significant number of measurement studies have been per-
formed on MMOs, though most of these have focused on traffic patterns and network
characteristcs. Chambers et al. studied network patterns related to players and the server
of small networked multiplayer games [1]. Similar to our data, their measurements also
show diurnal patterns of game populations. Kim et al. measured network patterns on
Lineage II, a popular MMO in Korea [2]. Their work focused on network packet sizes,
RTTs, session times and inter-session arrival times. The data they recorded shows a sim-
ilar power-law distribution for session times as the times that we have observed. Ye et al.
devised a set of performance models for MMORPG servers and networks based on con-
current player population [3]. Chen et al. profiled packet interarrival times, packet load
distribution, and bandwidth utilization of ShenZhou Online, a popular MMORPG [4].
Svoboda et al. modeled traffic patterns and sessions lengths for players of WoW using
both wireless and wired Internet connections [5].

Beyond network traffic measurement, some research has looked at traffic patterns,
session lengths, and latency when measured with respect to players and user behaviors.
Tarng et al. performed a long term study of WoW in order to see if it was possible to
model subscription lengths of players based on how much a user plays an MMO [6].
They showed that while it is possible to predict short term behavior, long term predic-
tion is much more difficult. Claypool and Claypool characterized latency requirements
of various online games in terms of the deadline in which a user command must be
processed and the precision of the commands the user is issuing [7]. Traffic patterns
and session lengths of WoW were profiled with respect to different player action cate-
gories by Suznjevic et al. [8]. They hypothesized that mobile devices could be used for
some of the less traffic intensive player activities. Fernandes et al. characterized traffic
patterns in Second Life during different player activities in the world [9]. Kinicki et al.
expanded on the work of Fernandes et al. by considering object and avatar interactions
of the player in the virtual world when modeling traffic characteristics [10]. Finally,
Szabó et al. provided a model from which you can detect the activity of a user within a
MMORPG by correlating the traffic patterns observed through passive monitoring and
packet level introspection.

While all of the related work provides important contributions towards modeling
MMOs, especially in terms of traffic behavior, our work is the first to provide details
of the virtual world, its population distributions, and player movements. Note that our
preliminary results were published in [11], but these results only show initial measure-
ments of World of Warcraft over a smaller data set without any modeling. In this paper,
we examine a much larger and complete data set of two MMORPGS, we create models
for simulation and analysis, and we show the similarity between both MMORPGs even
though their play style differs significantly.
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3 Methodology

Two methods can be used for measuring virtual populations and behaviors of players
in MMORPGs. The first method is to analyze logs generated directly from an MMO-
RPG or from customized clients which log the behavior for you. This method has the
advantage of being accurate, though few companies are willing to share logs from their
games or allow you to modify their clients and further the logs may not contain the
needed information. The second method is to use probing-based measurements to try to
infer properties of the system. We use the second method for our research.

In order to measure population information, we designed a set of scripts that run
from the game clients using the Lua1 scripting interface provided by both WoW and
WAR2. For WoW, we modified the Census+ add-on to collect broad information about
all players currently online3. WAR’s add-on was custom written, but was based on func-
tionality of Census+. We also wrote an additional add-on for both MMORPGs to record
continuous detailed information about a randomly selected subset of players.

To measure the games, we performed server queries from the clients using the who
service, which allows a player to search for another player in the game, and the friends
list, which is updated by the server whenever the client queries the friends list. Us-
ing the who service, we performed back-to-back snapshots of the server population.
However, since an entire snapshot takes several minutes, we populated our friends
list with a random set of players which were not seen in the previous snapshot. The
friends list allows us to track a small subset of players including when they log on and
off and where they are at during each query. Using our techniques, we observed over
115, 000 individual players and tracked player movements on over 75, 000 sessions.
Note that while all MMOs do not use Lua as a scripting interface, the who service and
friends list tends to be universal and therefore similar techniques could be applied to
other MMOs.

From both games we measured the total populations over time, the lengths of each
session observed, the zones each player visited (including the order visited), and the
time spent in each zone. WoW was measured over a 4 month period on the Aerie Peak
server while WAR was measured over 2 weeks on the Volkmar server. We examined
data from other servers and it was similar to the results presented here, thus these two
servers are sufficiently general for both games.

4 Measurements and Models

When analyzing the data we recorded, our goal is two-fold. First, we want to verify
previous work regarding arrival rates and session lengths. Prior research has done this
through traffic and log analysis; our measurements were taken from within the games
themselves. Second, and more importantly, we provide measurements and models for
player distributions and movements within the virtual space of both games.

1 http://www.lua.org
2 Source code available from http://www.cs.du.edu/˜chrisg/measurements
3 http://www.warcraftrealms.com/censusplus.php

http://www.lua.org
http://www.cs.du.edu/~chrisg/measurements
http://www.warcraftrealms.com/censusplus.php
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4.1 Daily Populations and Arrival/Departure Rates

In our first set of measurements, we examined population fluctuations over time and
arrival and departure rates. Due to space limitations, we only show the measurements
on WoW, however we observed similar measurements in WAR. Note that WoW mea-
surements include both factions within the game.

Population Over Time. We measured the total number of players in the game every 15
minutes during our measurement period and averaged the results by hour each day of the
week. Our hypothesis was that more players were online during evening and weekend
hours, due to weekly obligations such as work and school and therefore architectures
would need to address these cycles. Figure 1 shows the 24 hour daily cycle with each
line representing one of the days of the week.
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Fig. 1. Average daily population: This figure shows the average daily population of the WoW
server we measured. Players typically play more in the evenings and both earlier and later on the
weekdays. Tuesdays are “patch days”, when server maintenance occurs, explaining the empty
server at that time.

We note three important aspects of our graphs. First, populations have an aver-
age peak at almost 3600 players. Given the imprecision incurred by the measurement
method, we estimate that a typical World of Warcraft server will support up to 4000
players. Second, we see that weekend play stands out from weekday play in that the
realm experiences a significantly higher average population earlier in the day. This im-
plies that servers must be provisioned for weekend play. Last, we see an almost 5-fold
increase in the number of players from the lowest point (at 4AM) to the highest point
(7PM) of the realm population. This implies that servers must also be over-provisioned
to handle peak loads during the evenings and are only partially loaded during the early
mornings.

Arrival and Departure Rates. To further understand the population fluctuations and
to help understand the amount of churn that occurs in an MMORPG, we measured the
number of arrivals and number of departures per hour and averaged this again on each
day of the week. Figures 2 show these results.

In these two figures, we see that the amount of churn, or the number of players join-
ing and leaving the game, is high during peak playing times. Figure 2 (a) shows similar
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(b) Departures

Fig. 2. Arrival and Departure Rates: Figure (a) shows the arrival rate in terms of the number of
new players seen this hour. Figure (b) shows the departure rate in terms of the number of players
seen in the prior hour that are no longer online.

trends of arrivals during the weekdays, but has an increased arrival rate on the week-
ends during earlier hours of the day. Figure 2 (b) shows that the number of departures
increases towards the end of the day. Together, we see that during peak playing times,
over 1,000 players join and leave the game per hour.

In terms of the magnitude of the difference between minimum and maximum arrival
and departure rates, these results show that arrival rates and departure rates differ by a
factor of 10 while. In terms of MMO architectures, 1,000 players joining and leaving per
hour may not appear to be a huge burden. However, given that WoW claims to have over
10 million subscriptions, a theoretical maximum of 4,000 players per realm indicates
that approximately 1 million players log on and off per hour of the WoW servers. This
is a significant amount of churn that an MMORPG architecture would need to handle.

4.2 Session Lengths

Session lengths were measured by adding a random subset of players seen in the most
recent snapshot to the friends list, allowing us to track how long a character is played in
the game. Our measurements in Figure 3 show that contrary to anecdotal stories, most
sessions were short lived.

Figure 3 (a) shows the CDF calculated from all observed session times in WoW.
From this figure, we see that only a small percentage of players we observed played for
longer than 400 minutes (8 hours), while most players played for less than 200 minutes
(3 hours). We calculated the mean session time to be 80 minutes, with a maximum
observed session time of 1440 minutes (24 hours) and a minimum session time of 1
second. Note that we did not track players for longer than 24 hours, though for future
work we will consider how many players were online for extensive periods of time.

Figure 3 (b) shows the CDF calculated from all sessions observed in WAR. In WAR,
almost 90% of all sessions were less than 200 minutes with a mean session time of 89
minutes, a maximum time of 882 minutes (14 hours), and a minimum session time of 1
second.
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(a) WoW Session Lengths

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  200  400  600  800  1000  1200  1400

P
ro

ba
bi

lit
y

Play Time (minutes)

Measured Session Time CDF
Modeled Session Time CDF

(b) WAR Session Lengths

Fig. 3. Session Times Observed: Figure (a) shows the CDF of all the sessions we recorded in
WoW. In addition, the data was fit to a Weibull distribution, and plotted on the same graph.
Figure (b) shows the CDF of all the sessions recorded in WAR along with the model created by
fitting the data to a Weibull distribution. Both lines in both figures are barely distinguishable due
to the close fit of the models.

For both models, we used the least-squares method to find a fit for a model of the
measured data. Given the trend of the data, we determined that a Weibull distribution
would fit well. The models are plotted in Figure 3 (a) and (b). Next, we validated our
models by plotting the residuals between the predicted and measured values (not shown
due to space limitations), and found that the residuals for both models had a standard
deviation of 0.004, indicating an extremely close fit. Thus, given a uniformly distributed
random variable 0 ≤ x ≤ 1, the session lengths for WoW and WAR can be modeled as
follows:

SessionWoW [x] = 1− e−(x/69.75)0.7522
, SessionWAR[x] = 1− e−(x/59.81)0.8322

This result verifies that MMORPGs experience considerable churn. A large fraction of
sessions are short lived while only a small fraction are stable. We believe that what
may be happening here is that players may be logging on to check to see if friends or
guild members are currently online, checking in-game mail, or checking auctions at the
auction house. If this is true, then the implication is that load on an architecture could
be reduced by providing an external interface to these services that does not require
logging into the game. Given the predictability of player session time, one may conclude
that game developers should target playing experiences for session times that reach the
majority of players. Researchers, on the other hand, can use session times to predict
how long players will connect to a given architecture.

4.3 Player Distributions

We next measured the distribution of players in the virtual world of both games.
Throughout the world regions are statically divided into zones. We measure how many
players are in each zone over the measurement period. After examining the data, we
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Fig. 4. Distribution of players per zone: Figure (a) shows the distribution of players per zone in
WoW while Figure(b) shows the distribution of players per zone in WAR. Note that both CDFs
do not include the zones without any players: WoW had 36% of the zones empty while WAR had
78% of the zones empty.

realized that a large percentage of the zones had 0 players in them. To model this cor-
rectly, we calculated the quantity of 0 population zones we examined (36.44% in WoW
and 78.56% in WAR) and removed these from the data set for the purpose of modeling
the remaining data. We then stretched the remaining points to cover the probability from
0 to 1. Using the least-squared method, we fit the data using a Weibull distribution.

Figure 4 (a) and (b) show the measured data and the fitted Weibull distributions of
the zone populations. Note that in both games, only a few zones have more than 50
players, while the majority of zones have fewer than 10 players. For WoW, we saw an
average of 121 players in a zone, with a minimum of 0 and a maximum of 293 players.
On WAR, we saw an average of of 74 players in a zone with a maximum of 156 players
and a minimum of 0.

As with session times, player distributions were modeled very closely using a Wei-
bull distribution with a standard deviation of 0.007 for WoW and 0.008 for WAR of
the residuals from the measured data and models. Thus, given a uniformly distributed
random number 0 ≤ p ≤ 1, we can model WoW and WAR population distributions as
follows:

PopulationWoW [p] =
{

0 if p ≤ .3644
�1− e−(((p−.3644)/.6356)/12.744)0.7822 otherwise

PopulationWAR[p] =
{

0 if p ≤ .7856
�1− e−(((p−.7856)/.2144)/3.256)0.6417 otherwise

The measurements of player distributions are important because they show that players
are not uniformly distributed in the virtual world as much of the prior research in scal-
able game architectures has assumed. Clearly, given a uniform distribution of players,
almost any architecture can be reasonably well-balanced so that it scales well. How-
ever, a Weibull distribution indicates that players tend to group in large numbers in only
a few zones, causing stress on any architecture as it has to handle the increased number
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of interactions between players. Therefore, game designers and researchers must con-
sider this Weibull distribution of players in which a few zones contain a large number
of players while many zones only have a few (or no) players when characterizing the
potential load on a MMO architecture.

4.4 Player Movements

To model player movements, we measured the number of zones visited in a session,
how long they remained in a zone, and what zones they chose to travel to from their
current zone.

Number of Zones Visited. We hypothesized that a linear relationship exists between
the number of zones visited during a session and the session length. To test this hypoth-
esis, we measured how many zones the players travelled to each session in both WoW
and WAR and plotted the results in Figure 5 (a) and (b). The number of zones visited
are not unique zones, but the total number of times a player moved from one zone to an-
other. From these figures, we see that our hypothesis held for the 80% of session times
in both games, i.e., those 200 minutes and below in WoW and those 100 minutes and
below in WAR. On both graphs, the hypothesis no longer seemed to hold for the highest
20% of the sessions. One explanation may be that players who are on for long periods
of time behave differently in the game than those on for shorter periods. Note that the
game will disconnect players who remain idle for longer than 10 minutes. Thus, even
these long sessions consist of active players or bots.

In both cases, we model this behavior using a simple linear equation. For WoW, we
found that the equation y = 0.070x + 0.831 works well while for WAR we found that
the line at y = 0.014x + 1.20 works well. For future work, we plan on exploring how
the longer sessions can be modeled more accurately.

Time in Zones. We then observed the distribution of time that players spend in any
given zone. This information is important because it helps us understand whether play-
ers spend an even amount of time in each zone or perhaps spend only a small amount of
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Fig. 5. Zones Visited vs. Session Lengths: These figure shows the number of zones visited plotted
against the session time in minutes. (a) shows the results from WoW while (b) shows the results
from WAR. Simple linear equations are used in both figures to model the data.
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Fig. 6. Time Spent in a Zone: Figure (a) shows the measured and modeled CDFs of the time spent
in a zone in WoW. Figure(b) shows the measured and modeled CDF time spent per zone in WAR.

time in a majority of zones but a large amount of time in one or two zones. Figure 6 (a)
and (b) shows the measured and modeled CDFs of the time players spend in a zone
in both WoW and WAR. As with session times, the time in each zone also followed
a Weibull distribution, indicating that players did in fact spend most of there time in
a few zones, and a small amount of time in the rest of the zones they visited. These
distributions are as follows:

ZoneT imeWoW [p] = 1−e−(x/8.189)0.5674
, ZoneT imeWAR[p] = 1−e−(x/24.42)0.6669

As with the previous models, we measured the residuals between the measured and
modeled data and found that the standard deviation of the WoW function was 0.009 and
for WAR it was 0.002.

Player Movement. The final aspect we measured with regards to player movement
was how players moved between zones. Our hypothesis was that the random waypoint
model of player movement is not accurate for MMORPGs. Our results indicate that
instead a log-normal distribution of waypoint choices is more accurate.

To model this type of player movement, we examined the zone locations of all of
the players we tracked and recorded where they were from one measurement to the
next. We created a Markov chain of zone to zone player movement from this data. A
Markov chain is represented by a two dimensional matrix where each row represents the
probability of a transition from the row header (or zone in this case) to a given column
header (a destination zone). To visualize the matrix, we created a square image where
each pixel represents a cell in the matrix and is colored gray according to its probability
in the table, with black being a probability of 1 and white a probability of 0. Figure 7 (a)
and (b) shows the result of this visualization.

In order to create a player movement model, we also wanted to be able to randomly
generate Markov chains that had the same properties as the measured Markov chains.
We found that a log-normal CDF worked well in modeling these probabilities. The
results are seen in Figure 7 (c) and (d). The modeled CDFs are defined as follows,
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Fig. 7. Visualization and CDF of Markov Chain Probabilities: Figures (a) and (b) are visualiza-
tions of the Markov chains generated from the measured player movements between zones in
WoW and WAR. Figures (c) and (d) shows the modeled log-normal CDFs of the probabilities
from the measured Markov chains.

where given a uniformly distributed number 0 ≤ p ≤ 1 and where erf is the Gauss error
function:

ChoiceWoW [p] =
1
2
(1 + erf(

15.45 + log(p)
6.399

√
2

))

ChoiceWAR[p] =
1
2
(1 + erf(

12.23 + log(p)
5.235

√
2

))

Note that in using this function to create the Markov table would require each line to be
adjusted so that it summed to 1, though this should be trivial in practice.

5 Conclusion and Future Work

In this paper we have provided measurement results from and empirically-based models
for two popular MMORPGs. Further, by measuring two MMORPGs with significantly
different play styles, we show that the models are not unique to a single game, but can
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be modified slightly to apply to MMORPGs even with different play styles. Given that
each distribution used has one or more parameters, these parameters can be altered to
create a variety of scenarios to test an MMORPG architecture under. For example, by
changing the parameters of the Weibull distributions, one can stretch the function to
cover more values or cause its initial rise to cover a larger percentage of the probability
space. However, the values provided here are excellent starting points as they model two
of the most popular MMORPGs today. As future work, we plan to continue measuring
other MMOs to compare the results with our models.
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Abstract. As personal digital archives of multimedia data become more ubiqui-
tous, the challenge of supporting multimodal access to such archives becomes an 
important research topic. In this paper we present and positively evaluate a ges-
ture-based interface to a personal media archive which operates on a living room 
TV using a Wiimote. We illustrate that Wiimote interaction can outperform a 
point-and-click interaction as reported in a user study. In addition, a set of guide-
lines is presented for organising and interacting with large personal media ar-
chives in the enjoyment oriented (lean-back) environment of the living room. 

Keywords: Personal Digital Archives, Browsing Technologies, Lean-back  
Environment. 

1   Introduction 

Driven by the increasing penetration of data capture and storage technologies such as 
digital video cameras and digital photo cameras devices, we note the increasing trend 
people becoming content creators and not just consumers. At the same time, there can 
be seen a notable trend recently towards the integration of content management tech-
nologies into the lean-back (enjoyment-oriented) environment of the living-room. To 
take one example, multimedia content analysis technologies are beginning to be inte-
grated into the living room TV, such as the recent incorporation of DVR functionality 
and internet access into TVs. Such creeping functionality points to the fact that TV 
manufacturers have identified the living-room TV as an environment in which view-
ers are relaxed and willing to interact with their own created and downloaded or 
online media. The next step in this technology convergence process is the integration 
of personal content organisation facilities into the TV itself, which poses a number of 
challenges because this needs to be performed by non-expert users, sitting in front of 
a TV with a remote control in a distractive environment, and not at a desktop com-
puter with use of a keyboard and mouse. 

Therefore, in this paper we are concerned with examining how we can support a user 
in organising and interacting with large personal multimedia archives in the lean-back 
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environment of the living room TV. We can concerned with large multimedia archives 
due to the fact that we are all becoming content creators and are gathering much larger 
digital archives than heretofore. The archive we chose to work with is a (HDM) Human 
Digital Memory archive, chosen because it represents an extreme challenge in the man-
agement of personal archives. To represent the lean-back environment we employ a 
large-screen TV and utilise the Nintendo Wiimote as an interface tool. Note that we are 
not focusing on the ideal implementation of a gesture recognition technology, this work 
is ongoing elsewhere, such as the work of Schlömer et al.[1], rather we focus on an 
exploration of how useful gesture-based interaction can be for managing personal ar-
chives in the lean-back environment. 

2   Personal Media Archives and the Lean-Back Environment 

Users have been gathering personal digital media archives since the advent of the 
digital home computer. Whether photos or emails, audio files or video content, or-
ganization of, and access to, these personal archives has been the subject of ongoing 
research. Naaman [2] and O’Hare [3] have shown clearly how it is possible to develop 
highly effective digital photo search and organization tools as a means of managing 
ever growing personal digital photo archives. In addition the TRECVid [4] series of 
workshops has presented many techniques for managing archives of video content, 
many of the outputs of which can be applied to personal and broadcast content. How-
ever, most such techniques are designed for the desktop computer, or in some cases 
mobile devices, will not necessarily transfer into the lean-back living room environ-
ment, for reasons such as user interaction support, ease of querying and even Con-
sumer Electronics (CE) device processor speed. It is our conjecture, however, that 
since a living-room TV acts as a natural focal point for accessing personal media 
archives, that taking into account the significant limitations and challenges of devel-
oping for such an environment is essential to successfully deploy multimedia content 
organisation technologies. Indeed initial work in the area by Lee et al. [5] suggests 
that simplicity of interaction is more crucial for the lean-back environment than in any 
other digital media domain and that ultimately, this simplicity of interaction deter-
mines the success or otherwise of any new applications. The challenge therefore is to 
marry the competing requirements of supporting complex organization technologies 
with the simplicity of interaction required for successfully developing content organi-
zation technologies for the lean-back environment. 

2.1   Human Digital Memory Archives 

Human memory is fallible; we find our own limitations every day, for example, the 
names of people, the dates of events or episodes from our past. Humans have found 
ways to circumvent these limitations by employing tools and technologies such as 
diaries, notebooks, digital archives, etc.  In recent years, we have noted a new form of 
extreme personal data capture in the maintenance of HDM (Human Digital Memory 
archives), which attempt to digitally capture many of a person’s life experiences, 
including continuous image or video capture. The MyLifeBits [6] project at Microsoft 
Research is perhaps the most famous effort at gathering and organizing life  
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experiences into a HDM. In the MyLifeBits project, Gordon Bell (inspired by Van-
nevar Bush’s MEMEX) is capturing a lifetime of Bell’s experiences digitally, every-
thing from books read, photos captured, home movies, emails, and other personal 
digital sources. Other related research [7] has focused on the contextual gathering and 
organizing of HDMs with an emphasis on visual capture of user’s experiences and the 
employment of information retrieval techniques to automatically organize the HDM 
using content and context data. To enable the capture of everyday activities visually, 
Microsoft Research have developed a device known as the SenseCam, which is a 
small wearable device that passively captures a person’s day-to-day activities as a 
series of photographs[8]. It is typically worn around the neck and, and so is oriented 
towards the majority of activities which the user is engaged in. In a typical day, a 
SenseCam will capture up to 5,000 photos, which are sequential in nature and suitable 
for summarization to remove inherent duplication. For example photos from a Sense-
Cam, see Figure 1. In a typical year, well over one million SenseCam photos will be 
gathered, and like conventional digital photos, one of the key automatic organisation 
methodologies is event segmentation, to segment a continuous stream of visual HDM 
data into a sequence of meaningful events. Doherty et al. [9], has worked extensively 
on automatically organising streams of SenseCam photos into events and representing 
each event with a suitable keyframe. It is a HDM archive that we utilize for this  
research, as an example of a very large and challenging personal archive. 

 

       

Fig. 1. Example images captured by a Microsoft SenseCam 

2.2   Related Gesture-Based Input Research with the Wiimote 

The Wiimote is an input device for the Nintendo Wii games console which incorpo-
rates a tri-axial accelerometer to recognize user gestures and utilizes Bluetooth to 
send gesture data to a host device (typically the games console). There have been a 
number of uses of the Wiimote as a non-gaming user interaction device, for example 
work by Gallo and DePietro [11] on using the Wiimote as an interaction mechanism 
for 3D interaction with medical data. Schlomer et al. [12] have carried out an explora-
tion of how to use the Wiimote to recognise a set of (and arbitrary new) gestures and 
positively evaluated the average recognition rate of these gestures.  Lapping-Carr et 
al.[13] have utilised the Wiimote as an intuitive robot remote control interface while 
Shiratori & Hodgins [14] have utilized Wiimotes to dynamically control a simulated 
animated character. This research suggests that the Wiimote is a capable gesture-
based user interaction device with a number of uses beyond gaming and we have 
chosen it as our input device of choice for this research. 
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3   Designing for Lean-Back Environments 

In this work we employ the lean-back/lean-forward terminology to separate the en-
joyment oriented (lean-back) living room environment from the task oriented (lean 
forward) environment of the office computer or laptop. Lean-back interaction has 
been the subject of research in the interactive TV community for quite some time.  
While a number of surveys and ethnographic studies at home have been done to better 
understand how people interact with TV, the work on translating these understanding 
of the special characteristics of TV interaction into actionable, prescriptive design 
guidelines has not been done extensively. With the lack of such transferrable knowl-
edge base and difficulty in leveraging more well-known design guidelines for conven-
tional desktop Graphical User Interface and for the Web, very few interactive TV 
applications have been commercially successful, and heuristics on some aspects of 
interactive TV such as social interaction is only appearing now [10].  

When developing organization technologies for a certain device, cognissance must 
be taken of the inherent device limitations. For example, screen size, processor speed, 
ease of interaction, etc. Studies on interactive TV highlight the special characteristics 
of lean-back environment and they show design implications and guidelines for a 
technology operating in such a context. In this section, we summarise the characteris-
tics of lean-back interaction from the perspective of interactive TV literature, serving 
as a base rationale for our design for Wiimote operated HDM interface on the living 
room TV. 

3.1   Use of Remote Control as an Input Device 

The main input device for the TV in the living room is a remote control. Due to the 
different affordances which a remote control of a TV and keyboard/mouse of a PC 
exhibit, suitable interaction mechanisms and widget behaviour of the two platforms 
are inevitably very different. A straightforward menu hierarchy with scroll bar, radio 
buttons and icons which are all very usable on a PC or Web environment (using a 
mouse and keyboard) becomes completely unusable when ported to, for example, a 
TV with remote control.  The remote control has very coarse interaction continuity 
(few buttons for input) therefore the ideal interaction for the remote control should be 
based on discrete jumping from one area on the TV screen to another, avoiding com-
plex hierarchical navigation but supporting a flat or shallow menu where a few remote 
control buttons can directly select frequently-used features. The design implication 
from ethnographic studies (such as [15]) suggests that a small number of frequently-
used features should be identified and mapped directly to remote control buttons thus 
reducing menu navigation burden on the user.  

Entering text using a remote control has been a major problem and has been ad-
dressed in a number of previous works. Having a virtual keyboard on the TV screen 
or an SMS text messaging style input have been suggested but currently the research 
community seems to agree that cumbersome text input with a remote control should 
be avoided if possible. Allowing each viewer's own mobile device (such as a mobile 
phone or PDA) as a text input device has been suggested as possible solution [16], 
[17] but the real utility and experience of such methods is still to be experimented 
with real users. We envisage that future remote controls will be equipped with motion 
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sensor and operated with a few buttons in conjunction with motion gesture, thus be-
coming a more similar to Wiimote. 

3.2   Viewing Distance 

Unlike desktop PC or mobile interaction, lean-back interaction with TV occurs in the 
user typically sitting 2-2.5m away from the display screen. Due to this distance, the 
interactive elements on the TV screen need to be large enough to be noticed and read 
albeit the exact size of these will depend on the size of TV screen itself. Most of the 
currently available design guidelines for interactive TV suggest a minimum font size 
of 18pt [18] [19] and the maximum amount of text on the screen of 90 words [18] 
suggesting a requirement to focus on visual interactive elements, although the  
ever-increasing consumer TV screen size and resolution today will continue to make 
relatively smaller font size and more number of words more acceptable over time. 
Although much more investigation is required to set a standard widget and text sizes 
for TV interaction, having less details and small amount of comfortably large-size 
widgets and text is an important implication for designing for lean-back interaction. 

3.3   Enjoyment-Oriented Design  

The design for lean-back interaction cannot assume a highly-attentive user like tradi-
tional usability engineering methods do [20], because a more enjoyable interaction is 
not necessarily a more efficient one [21]. There is growing evidence that traditional 
desktop usability principles do not account for the pleasure of the user experience 
[22], focusing rather on the task-oriented nature of desktop interaction. Therefore an 
enjoyment-focused service such as interactive TV requires different designer focus, 
mindset and priorities from the start. Usability evaluation issues for interactive TV 
interfaces have been drawn and explored in [23, 24], and a structured evaluation 
framework for interactive TV has been suggested [9], but these are still based on the 
theoretical assumptions and past experiences from other media devices and need to 
mature further. The aesthetic quality of a TV interface is closely related to user en-
joyment, therefore priorities for interactive TV design include designing for quick 
decisions, short attention spans and instant gratification [25]. 

3.4   Derived Lean-Back Interaction Guidelines 

After examining the characteristics of CE devices in lean-back environments, and 
based on previous research and our own experiences of developing information re-
trieval systems for lean-back devices [5], we have compiled a set of guidelines for 
developing interactive multimedia applications for lean-back environments: 

• Minimise user input where possible. Remove the need for a user to engage 
with complex query input mechanisms, such as textual querying and rather 
rely on remote control style browsing interaction. This requires that the system 
must be able to proactively seek and recommend content to the user or support 
information seeking via a small number of frequently used interactive features. 
This will likely require the deployment of hidden back-end technologies that 
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make the user experience better, such as summarizing recorded video content 
in a DVR [5] or content recommendation technologies. 

• Engage the user with simple, low-overhead and low-learning time interac-
tion methodologies, that are enjoyable to use. Given the enjoyment oriented 
scenario of the lean-back environments and the disruptive nature of such envi-
ronments, it is important that the interaction mechanisms employed must be 
both intuitive and easy to learn (for example the TV remote control or the 
Wiimote). 

• Represent complex digital multimedia objects visually. Complex multime-
dia objects, such as photo collections, video archives or HDM archives need to 
be visually represented and manipulatable on screen, with few textual elements 
so as to maximize user attention in the distractive lean-back environment.  

 

Where the lean-back environment in question includes information presentation on a 
TV screen, the existing guidelines for conventional or interactive TV [18, 26] can also 
complement the above suggested assuming the conventional viewing distance. For 
example, use of  a standard iTV font,  minimum text size, maximum words/screen, 
chunking text into small groups, clear menu exit point always visible, correctly sized 
interactive elements (e.g. thumbnails, icons), etc. should be employed. 

4   The HDM Browser, an Experimental Prototype 

By taking into account the three guidelines just described, along with the existing 
conventional interactive TV guidelines, we developed a Wiimote based browsing 
interface to a HDM archive. While it would be tempting to simply integrate as many 
interface technologies as possible to organise a HDM (e.g. many axes of search such 
as location/people/colour, keyframe browsing, textual querying, etc.), this would only 
serve to complicate the prototype and break our guidleines. In this prototype, the user 
is presented with a HDM archive segmented temporally into a sequence of days. The 
daily stream of photos is segmented into a sequence of events using the approach of 
Doherty et al. [9] and these events are presented in a temporally arranged storyboard 
at the bottom of the screen, with a keyframe selected for each event [9]. As the user 
browses a given day, the storyboard moves with the browsing, to give the user context 
of the temporal surrounding events that took place on that day. No attempt is made to 
identify the importance of an event on a given day, as this would require a query 
mechanism to generate a ranked listing of events, which was not the focus of this 
experiment.  

Selecting an event begins playback of that event, which occurs in the large central 
area of the screen. Playback cycles through images in that event, fast or slow depend-
ing on user input. The horizontal arrows support next/previous event switch and the 
vertical arrows signify next/previous day switch. Jumping to the next day, will begin 
with the first event of the next day, regardless of what time of day the jump is made. 
In addition, the small slider control illustrates the speed of playback or rewind and 
there is minimal textual data on screen (event sequence, date, time and location only). 
The day-by-day browsing and playback interface as shown in Figure 2. 
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Fig. 2. The Prototype browsing interface showing playback (paused) from the fourth event of 
the day, which took place in early afternoon in Dublin, Ireland 

Exactly how the three guidelines impacted on the prototype is now illustrated: 

• The prototype minimized user input by organising the HDM with a calendar 
as the key access mechanism. A user could select next/previous days (via a 
simple Wiimote gesture) and then select next/previous event (another simple 
Wiimote gesture).  Upon selecting an event, the event playback began which 
cycled through the images comprising that event at a fixed speed. The speed 
of this playback (from pause to fast-forward/fast-rewind) was user controlled 
by twisting the Wiimote as if one is twisting a dial or a knob.  

• The prototype engages the user with low overhead and low learning time in-
teraction methodologies that users found enjoyable to use. The Wiimote ges-
tured employed were limited in number and as a result were very intuitive to 
a user. Simple button presses and gestures controlled all interaction with the 
HDM archive browser. 

• Represent complex digital multimedia objects visually. A HDM archive is an 
enormous repository of data and as such it needs to be summarised and visu-
ally easy to browse and interpret. Therefore, the many thousands of images 
captured daily are treated as a continuous steam (as one would digital video) 
and undergo an event segmentation process [9], thereby representing a days' 
images as a set of about thirty individual events that the user can browse 
through. A keyframe was automatically selected for each event on the basis 
of its visual significance within that event [9]. These events were then easily 
played back at varying speed in the interface, allowing the user to quickly 
and easily view an event. 

The HDM browser just described provided one half (gesture-based interface) of our 
user experiment. In order to do a comparative analysis with a more conventional lean-
forward interaction scenario, we provided a baseline system for user evaluation. This 
baseline system was functionally and visually identical to the gesture-based HDM 
browser, however it operated via conventional (lean-forward) mouse click interaction, 
and therefore required lean-forward interaction. 
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4.1   Experimental Setup 

Two weeks of HDM data gathered by one SenseCam wearer was employed for this 
experiment. This data was chosen from a three year HDM archive and was three years 
old at the point this experiment was carried out. This data consisted of about 50,000 
individual SenseCam photos, each of which was indexed by date/time of capture and 
textual location (from an accompanying GPS log). For this experiment, we employed 
seven participants; six users who had no prior experience of HDM archives and one 
user who was the data owner (i.e. the actual SenseCam wearer from three years be-
fore). Since the experiment included the actual sensecam wearer, it was important that 
the data was not recent, so as to avoid any short-term memory bias from this user. It is 
our conjecture that including the SenseCam wearer in the experimentation process is 
important because a HDM is likely to be a private archive (of a person’s life experi-
ence) and most data access is likely to come from this particular user. We are espe-
cially fortunate to have the three-year gap between data capture and this subsequent 
experiment. We validated that the sensecam wearer did not review the images prior to 
this experiment. 

5   Evaluation and Findings 

We focus first on the six novice users. They were each allocated an identical set of six 
information finding tasks, though organised in such a way as to avoid any bias as a 
result of learning. Therefore alternate modes of interaction were employed; the Wii-
mote and the baseline system alternating, which resulted in each topic being evaluated 
three times by different users on each interface and never at the same point in the task 
sequence for any user. After completing the experiment (which lasted about 17 min-
utes), participants completed a post-study system usability questionnaire (adapted 
from [27]) for both Wiimote and baseline systems. All participants were allowed up 
to 5 minutes to learn how to use both systems. During these five minutes the partici-
pants were encouraged to ask questions. The participants were then given the six 
search and retrieval tasks to complete. Four of these tasks (task 1, 2, 3, and 6) were 
single-item (known-to-exist) searches, meaning that the participants were asked to 
find a described event in the collection as quickly as possible. An example would be, 
‘find the time the HDM owner was giving his lecture’. The remaining tasks (task 4 
and 5) were multi-item searches, meaning that the participants were asked to locate as 
many events with a particular characteristic as possible in a given time frame (two 
minutes). For example, ‘find as many instances of meal eating as you can’. Each sys-
tem utilised an identical event segmentation approach [9], therefore offsetting any 
impact of the event segmentation on the experimental results. No attempt was made to 
interrupt the user using the gesture-based interface, beyond the interruptions of a 
research lab environment and the co-ordinator keeping a record of user performance.  

Table 1 illustrates the time taken (in seconds) to complete the four single-item re-
trieval tasks, with the max time allowed. Lower times are considered to be more suc-
cessful. For the six participant users, there is no significant difference in the findings 
between the Wiimote interface and the baseline (mouse/desktop) prototypes. This is 
encouraging because we note that the (less familiar) gesture-based interface did not  
 



106 C. Gurrin et al. 

 

Table 1. Participant and HDM Owner performance for single-item retrieval 

  Participant Users HDM Owner 
Task Wii (mean time) Baseline (mean time) Wii (time) Baseline (time) 

1 88 (seconds) 54 - 76 
2 33 40 08 - 
3 97 Not Completed - 90 
6 91 79 03 - 

 
hamper the overall user performance in any way. Indeed, one notable finding is that 
using the baseline system no user managed to complete the third task at all, while it 
was completed with the gesture-based interface.  

For the HDM owner, the Wiimote prototype significantly outperforms the baseline 
system, which suggests that when the user has some knowledge of their own archives 
(e.g. likely time of day of an event taking place), that a gesture based interface may 
help in locating desired content. For all but one of the four tasks in Table 1, the HDM 
owner was significantly the fastest user. Note that the HDM owner only evaluated 
each query on a single interface, hence there is not a score for each query on each 
system for both tables 1 and 2. 

Table 2. Participant and HDM Owner performance for multi-item retrieval 

  Participant Users HDM User 
Task Wii (mean score) Baseline (mean score) Wii (score) Baseline (score) 

4 12 7 19 - 
5 8 6 - 17 

 
Table 2 shows the average number of relevant items located by the within the allo-

cated time for multi-item retrieval tasks. Participants performed the score based tasks 
more effectively using the Wiimote interface for both queries, with users of the base-
line system only finding 58% of the items that the users of the Wiimote system found 
for task 4. The HDM owner significantly outperforms the other six participants, pos-
sibly because it would be easier and quicker for the HDM owner to identify relevant 
images, thereby reducing the requirement to pause or rewind playback; however there 
was no significant difference between the performance of the Wiimote and baseline 
systems for the HDM owner. There was no requirement to actually stop and mark the 
relevant items when located; a simple identification was sufficient and the count of 
successful identifications was kept by the experiment coordinator. 

As expected, the owner of the HDM archive performed overall more successfully on 
the majority of the tasks compared to the other participants. Immediately post study, a 
questionnaire (for each of the two systems) was given to the six participant users (but 
not the HDM owner). This was an 11 item questionnaire using a 7-point likert scale 
which asks participants to agree or disagree to statements concerning their satisfaction 
using the both prototype systems. The results of this questionnaire are displayed in 
Figure 3. It can be seen that participants rated the Wiimote higher for satisfaction, 
efficiency, productivity, recovery from error and functionality. The baseline (labelled 
‘mouse’ in Figure 3) was rated higher for comfort and ease of learning and there was 
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no difference in the user rating for effectiveness and interface/interaction pleasantness. 
Overall though, there was no significant difference between the two prototypes in the 
questionnaire. How much the demanding nature of time-limited topics affected the user 
questionnaire answers is not known. It would have been anticipated that the Wiimote 
system would have been rated higher for comfort and pleasantness, which was not the 
case. Figure 3 shows the mean of the six participant ratings for nine aspects of the 
interface (two aspects incorporated two merged similar topics). 
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Fig. 3. The averaged user feedback (Likert scale) for the post-experiment questionnaire 

Finally, informal feedback from the six participants suggested that although they 
were all more familiar with a computer mouse, they felt that the Wiimote gesture 
interface was easy to learn and that it allowed them to complete their tasks more effi-
ciently than the mouse. Overall participants declared themselves to be more satisfied 
with the Wiimote than baseline, even though some did comment that the gestures 
were slightly too sensitive as implemented in this prototype. 

6   Conclusions 

In this paper a prototype HDM browser that implemented a gesture-based interface 
for a lean-back environment was described and evaluated. The prototype was influ-
enced by a set of guidelines for lean-back environment information systems that were 
proposed. The findings of a user experiment suggested that the gesture-based proto-
type was as effective (and sometimes more so) than a functionally and visually similar 
lean-forward (mouse interaction) desktop prototype. It was found that users were very 
comfortable with the gesture-based interface and that they found it easy to learn, ef-
fective and more satisfying to use than a point-and-click mouse equivalent. It should 
be noted that to achieve this result, event segmentation technologies and keyframe 
extraction techniques [9] were employed (behind the interface) to maximize ease to 
use, which is the key point from all three guidelines presented in section 3.   

Future work includes a larger user study, as well as identifying what other axes of 
organisation are possible in the lean-back environment.  For example, implementing a 
mapping interface (geostamped HDM) would better suit a desktop device than a ges-
ture-based device, but how it could be employed in a gesture-based interface is not 
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known. In addition, it is important to identify how effective is a lean-back, gesture-
based interface to other personal archives, such as digital photos or an archive of 
home movies. Finally, for a HDM owner knowledgeable about their own data, the 
gesture interface showed significant performance improvements, and needs to be the 
subject of a larger study, though locating sufficient HDM owners will be a challenge. 
 
Acknowledgments. The authors wish to thank Science Foundation Ireland for the 
main author’s Stokes award, Microsoft Research for providing sustained access  
to SenseCams and the NDRC (National Digital Research Centre) for providing  
resources for this work as part of the InsideOut project. 

References 

1. Schlömer, T., Poppinga, B., Henze, N., Boll, S.: Gesture recognition with a Wii controller. 
In: Proceedings of the 2nd international Conference on Tangible and Embedded interac-
tion, TEI 2008, Bonn, Germany, February 18-20, ACM, New York (2008) 

2. Naaman, M., Harada, S., Wang, Q., Garcia-Molina, H., Paepcke, A.: Context Data in Geo-
Referenced Digital Photo Collections. In: proceedings of Twelfth ACM International Con-
ference on Multimedia (ACM MM 2004) (October 2004) 

3. O’Hare, N., Lee, H., Cooray, S., Gurrin, C., Jones, G., Malobabic, J., O’Connor, N., Smea-
ton, A.F., Uscilowski, B.: MediAssist: Using Content-Based Analysis and Context to 
Manage Personal Photo Collections. In: Sundaram, H., Naphade, M., Smith, J.R., Rui, Y. 
(eds.) CIVR 2006. LNCS, vol. 4071, pp. 529–532. Springer, Heidelberg (2006) 

4. TRECVid, http://www-nlpir.nist.gov/projects/trecvid/ (Last Visited 
July 16, 2009)  

5. Lee, H., Ferguson, P., Gurrin, C., Smeaton, A.F., O’Connor, N., Park, H.S.: Balancing the 
Power of Multimedia Information Retrieval and Usability in Designing Interactive TV. In: 
Proceedings of uxTV 2008 - International Conference on Designing Interactive User Ex-
periences for TV and Video, Mountain View, CA, October 22-24 (2008) 

6. Gemmell, F.J., Aris, A., Lueder, R.: Telling Stories with MyLifeBits. In: Proceeding of 
IEEE International Conference on Multimedia and Expo (ICME 2005), Amsterdam, Neth-
erlands (July 2005) 

7. Gurrin, C., Byrne, D., O’Connor, N., Jones, G., Smeaton, A.F.: Architecture and Chal-
lenges of Maintaining a Large-scale, Context-aware Human Digital Memory. In: Proceed-
ings of VIE 2008 - The 5th IET Visual Information Engineering 2008 Conference, Xi’An, 
China, 29 July - 1 August (2008) 

8. Hodges, S., Williams, L., Berry, E., Izadi, S., Srinivasan, J., Butler, A., Smyth, G., Kapur, 
N., Wood, K.: SenseCam: A Retrospective Memory Aid. In: Dourish, P., Friday, A. (eds.) 
UbiComp 2006. LNCS, vol. 4206, pp. 177–193. Springer, Heidelberg (2006) 

9. Doherty, A.R., Smeaton, A.F.: Automatically Segmenting Lifelog Data into Events. In: 
WIAMIS 2008 - 9th International Workshop on Image Analysis for Multimedia Interactive 
Services, Klagenfurt, Austria (May 2008) 

10. Geerts, D., De Grooff, D.: Supporting the social uses of television: sociability heuristics 
for social TV. In: Proceedings of ACM CHI 2009, pp. 595–604 (2009) 

11. Gallo, L., De Pietro, G., Marra, I.: 3D Interaction with Volumetric Medical Data: experi-
encing the Wiimote. In: Proceedings of Ambi-sys 2008, Quebec, Canada, February 11-14 
(2008) 



 Browsing Large Personal Multimedia Archives in a Lean-Back Environment 109 

 

12. Schlomer, T., Poppinga, B., Henze, N., Boll, S.: Gesture Recognition with a Wii Control-
ler. In: Proceedings of the Second International Conference on Tangible and Embedded In-
teraction (TEI 2008), Bonn, Germany, February 18-20 (2008) 

13. Lapping-Carr, M., Jenkins, O., Grollman, D., Schwertfeger, J., Hinkle, T.: Wiimote inter-
faces for lifelong robot learning. In: AAAI Symposium on Using AI to Motivate Greater 
Participation in Computer Science, Palo Alto, CA, USA (March 2008) 

14. Shiratori, T., Hodgins, J.K.: Accelerometer-based User Interfaces for the Control of a 
Physically Simulated Character. ACM Transactions on Graphics (Proc. SIGGRAPH Asia 
2008) (December 2008) 

15. Darnell, M.: How do people really interact with TV? Naturalistic observations of digital 
TV and Digital Video Recorder users. Computers in Entertainment 5(2) (2007) 

16. Roibas, A.C., Sala, R.: Main HCI issues for the design of interfaces for ubiquitous interac-
tive multimedia broadcast. Interactions 11(2), 51–53 (2004) 

17. Park, J., Blythe, M., Monk, A., Grayson, D.: Sharable digital TV: relating ethnography to 
design through un-useless product suggestions. In: ACM CHI 2006 extended abstracts, 
New York (2006) 

18. Designing for Interactive Television v1.0, BBCi and Interactive TV Programmes. British 
Broadcasting Corporation (2005) 

19. Bonnici, S.: Which channel is that on? A design model for electronic programme guides. 
In: Proc. 1st European Interactive Television Conference (EuroITV 2003) (April 2003) 

20. Chorianopoulos, K.: User interface design and evaluation in interactive TV. The HERMES 
Newsletter by ELTRUN 32 (May-June 2005) 

21. Drucker, S.M., Glatzer, A., Mar, S.D., Wong, C.: SmartSkip: consumer level browsing and 
skipping of digital video content. In: Proceedings of (CHI 2002) SIGCHI Conference on 
Human Factors in Computing Systems, New York (2002) 

22. Hassenzahl, M., Platz, A., Burmester, M., Lehner, K.: Hedonic and ergonomic quality as-
pects determine a software’s appeal. In: Proceedings of SIGCHI Conference on Human 
Factors in Computing Systems, New York (2000) 

23. Pemberton, L., Griffiths, R.: Usability evaluation techniques for interactive television. In: 
Proceedings of the Tenth HCI International Conference (June 2003) 

24. Chorianopoulos, K., Spilnellis, D.: Affective usability evaluation for an interactive music 
television channel. Computers in Entertainment 2(3) (2004) 

25. Jensen, J.: Interactive television: new genres, new format, new content. In: Proceedings of 
the Second Australasian Conference on Interactive Entertainment, November 2005, pp. 
89–96 (2005) 

26. Ahonen, A.: Guidelines for designing easy-to-use interactive television services: experi-
ences from the ArviD. In: Interactive Digital Television - Technologies and Applications. 
IGI Global (2008) 

27. Lewis, J.R.: IBM Computer Usability Satisfaction Questionnaires: Psychometric Evalua-
tion and Instructions for Use. International Journal of Human-Computer Interaction 7(1), 
57–78 (1995) 



Automatic Image Inpainting by Heuristic
Texture and Structure Completion

Xiaowu Chen� and Fang Xu

State Key Laboratory of Virtual Reality Technology and Systems,
School of Computer Science and Engineering, Beihang University, Beijing, P.R. China

chen@buaa.edu.cn, xufang@vrlab.buaa.edu.cn

Abstract. This paper studies an image inpainting solution based on
a primal sketch representation model [1], which divides an image into
structure (sketchable) and texture (non-sketchable) components. This
solution first predicts the missing structures, such as curves and corners,
using a tensor voting algorithm [2]. Then the texture parts along struc-
tural sketches are synthesized with the patches sampled from the known
regions, and the remaining texture parts are defused using a graph cuts
algorithm [3]. Compared to the state-of-art image inpainting approaches,
the characteristics of this solution include: 1) using the primal sketch rep-
resentation model to guide completion for visual consistency; 2) achiev-
ing fully automatic completion. Finally, the experiments on the public
datasets show above characteristics.

1 Introduction

The objective of image inpainting is to fill the missing or unknown components
of an input image, which is a well-studied topic in computer vision and graphics
research. To achieve visually pleasing results, this paper presents an integrated
framework to inpaint images based on a primal sketch representation model [1].
This framework includes automatic structure propagation and texture synthesis
for completion process, as illustrated in Fig. 1.

In the literature, Image inpainting was first introduced by Bertalmio et al [4],
which uses partial differential equations (PDE) that propagate the information
from the boundary of missing region to its interior. These PDE-based methods
often result in oversmooth synthesis when the filling pixels are full texture. To
solve this problem, the exemplar-based approaches are proposed to propagate
missing regions by copy-and-paste from a single image [5] [6], or from a large
dataset [7]. Recently, Sun et al. presents an interactive system to achieve the
state-of-art results by completing the missing structures with user guidance [8].

This paper studies an image inpainting solution, which automatically com-
pletes salient structures and texture of the missing regions. Given an input image,
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Fig. 1. (a) the input image and marked unknown region. (b) sketch graph computed by
primal sketch algorithm. (c) structure part of the input image. (d)structure completion
result. (e)texture part of the input image. (f)texture completion process. (g)the final
completion result.

its primal sketch graph is firstly computed using the primal sketch representa-
tion model [1]. Afterwards, 3-degree-junctions such as T-junctions, Y-junctions
around the missing regions are detected by Wu’s algorithm [9]. The sketch
completion is based on testing the compatibility between any two terminators
according to Elastica [10]. The texture along structural sketches are filled by
optimal patches set computed by a Belief Propagation algorithm [11]. The filled
texture along structural sketches can guide the texture synthesis process of the
remaining unknown regions. After structure completion, the remaining missing
regions are filled in using exemplar-based texture synthesis. Instead of copying
the whole selected patch [5], the proposed solution only pastes an optimal por-
tion of a patch to the unknown region, and the optimal seam is determined by
graph cuts algorithm for texture synthesis [3].

2 Problem Formulation of Image Inpainting

We start with a brief review of the primal sketch representation model on which
our image inpainting is based. Proposed in Marr’s book [12], primal sketch is
supposed to be a symbolic and perceptually lossless representation of the input
image. A mathematical model for primal sketch was proposed in [1]. As Fig. 1
shows, given an input image I, we compute a sketch graph G whose vertices are
image primitives shown in Fig. 1.(b). This sketch graph divides the image lattice
into a sketchable parts in Fig. 1.(c) and the nonsketchable parts in Fig. 1.(e).
The non-sketchable parts are stochastic texture modeled by Markov random field
models. The pixels on the sketchable part are reconstructed by the primitives
under some transformations, while the pixels on the non-sketchable part are
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synthesized from the markov random field models using the sketchable part as
boundary condition.

Given an image defined on lattice Λ with unknown region Λu,the goal of image
inpainting is to infer an idea image I based on the partial observation Io|Λ\Λu

.
In the Bayesian framework, image inpainting is defined as maximize the pos-

terior probability of p(I|Io, Λ):

p(I|Io, Λ) =
p(Io|I, Λ)p(Io|Λ)

p(Io|Λ)
∝ p(Io|I, Λ)p(Io|Λ) (1)

Essentially, the key to the image inpainting problem is to employ a suitable
image prior model p(Io|Λ) or to define a set of energy functions which are the
logarithm likelihood functions of the posterior probability p(I|Io, Λ). We adopt
the primal sketch model [1] as image prior, which is defined as follows:

p(I, S) =
1
Z

exp{−
n∑

i=1

∑
(x,y)∈Λstr,i

1
2σ2 (I(x, y)

−Bi(x, y|θi))2 − γstr(Sstr)

−
m∑

j=1

∑
(x,y)∈Λtex,j

K∑
k=1

φj,k(Fk ∗ I(x, y)))

− γtex(Stex)}.

(2)

where S is a set of pixels of discontinuity regions which contain Sstr and Stex,
Bi(x, y|θi), i = 1, ..., n are a set of coding functions representing edge and ridge
segments in the image,θi are geometric and photometric parameters of these
coding functions,Fk are filters applied on the pixels in Λtex.

The computed primal sketch graph divides the image lattice into structure
domain Sstr and texture domain Stex respectively. Image intensities on the struc-
ture domain are represented by coding functions with explicit geometric param-
eters(such as normal directions) and photometric parameters. These parameters
provide prior information for structure completion of the image inpainting pro-
cess. The Markov random field model is assumed to model image intensities on
the texture domain Stex, and the texture completion can be achieved by finding
similar neighborhoods and synthesizing the missing pixels.

Our solution searches for optimal image patches from known regions to fill the
structure and texture components of the unknown region. The optimal sample
labels X = {xi}Li=1 are obtained by minimizing the energy E(X):

E(X) = Estructure + Etexture (3)

Estructure = Eelastic +
∑

i∈Λu,sk

E1(xi) + E2(xi) (4)

Eelastic =
∫

Γ

(ν + ακ2)ds (5)
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where Eelastic constrained the curve connection process, ν and α are constant,
Γ is the curve, κ is the curvature funciton κ (s),s ∈ [0,L] and L is the arc-length.

E1(xi) = d(ci, cxi) + d(cxi , ci) (6)

where Λu,sk is the structure part of unknown region Λu, d(ci, cxi) is the sum of
shortest distance between all points in segment ci and cxi , ci is on the connected
curves of the unknown region,and cxi is on the detected curvesof the known region.

E2(xi) constrained the synthesized patches on the boundary of unknown re-
gion to match well with the known pixels. E2(xi) is the normalized squared
differences of the overlap region between image patches and known region.

Etexture =
∑

(i,j)∈Λu,nsk

E3(xi + xj) (7)

where Λu,nsk is the texture component of the unknown region Λu, E3(xi + xj)
encodes the texture consistence constraint between two adjacent pixels i and j.

3 Framework Implementation

3.1 Structure Completion

Structure Sketch Completion. With the result of edge detection using pri-
mal sketch algorithm, our algorithm automatically finds long continuous sketches
around the unknown regions. 3-degree-junctions such as T-junctions, Y-junctions
on the boundary of the unknown regions are detected by Wu’s algorithm [9], as
illustrated in Fig. 2(a) 3-degree-junctions will be broken into a set of terminators
as open bonds, illustrated in Fig. 2(b). These open bonds need to find a match by
testing compatibilities on appearance cues and geometric properties. Given tow
terminators ai and aj ,the contour to be completed between them , denoted by
Γ ∗,is decided by minimizing the Elastica cost function in a contour space ΩΓ [10].

Γ ∗ = arg min
Γ∈ΩΓ

∫
Γ

[(v1 + α1κ
2
1) + (v2 + α2κ

2
2)]ds (8)

where κ1 is the curvature of a1, κ2 is the curvature of a2, v1 and v2 are constants,
and α1 and α2 are scalable coefficients.

First, normal directions of every existing curve points are calculated, these
points with normal directions are then represented by 2D stick tensors.

Each point in hole region (blue point in Fig. 3) obtains a curve saliency value
λ1 − λ2 after receiving and accumulating the collected votes from the existing
curve points. For each position xi, only the point with the highest curve saliency
is selected as the curve point Pxi :

Pxi = max{Pxi,yj(λ1 − λ2), 1 ≤ j ≤ S} (9)

where xi, yi is the image coordinates, S is the sample density(in pixels).

Structure Texture Completion. To synthesize texture along structural
sketches, we employ a Belief propagation algorithm similar to Sun [8], which
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Fig. 2. 3-degree-junctions, terminators and curve connection

Fig. 3. Curve connection by tensor voting

finds the optimal sample labels for each sample point on the connected curves
by minimizing the energy Estructure(Equation 4).

3.2 Texture Completion

After structure completion, there still exist large unknown regions to be filled. The
equivalence of the Julesz ensemble and FRAME models [13] states that texture
synthesis can be done without necessarily learning Markov random field models.
We adopt this strategy and sample from a subset of the Julesz ensemble by pasting
texture patches from the sample texture. To achieve more visual pleasing result,
the texture of the remaining unknown regions are filled by the graph cuts texture
synthesis algorithm [3]. Before applying the graph cuts based texture synthesis to
image inpainting problem we firstly compute a filling order using confidence map,
similar to Criminisi [5]. To reduce the time complexity of best patches searching,
our approach runs a segmentation algorithm to find adjacent known regions which
may have homogenous textures around the unknown regions.

Oversegmentation and Region Adjacent Graph. First we adopt the graph
cuts segmentation algorithm of Felzenszwalb [14] with the parameters sigma =
0.5, k = 500, min = 20. This can often group homogenous regions of a im-
age together, and produces reasonable oversegmentations with fewer superpixels
(typically less than 100 for an 800x600 image). Unknown regions are always
adjacent to some known regions, and these adjacent regions form a region adja-
cent graph. The proposed solution only need to search in these adjacent regions
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for best image patches to synthesis the texture of the remaining unknown re-
gions. This search strategy can improve the reliability and efficiency of texture
synthesis of the remaining unknown regions.

Completion Priority. The texture completion order is computed by using a
confidence map [5]. For a point p on the boundary of unknown region Ω, Ψp is
the patch centered at point p, and priority P (p) is the product of confidence
term C(p) and data term D(p), np is a unit vector orthogonal to the boundary
at point p:

P (p) = C(p)D(p) (10)

C(p) =
Σq∈Ψp∩(I−Ω)C(q)

|Ψp|
, D(p) =

|∇I⊥p · np|
α

(11)

Graph cuts Texture Synthesis. To synthesis image texture in the remain-
ing unknown regions, we sample optimal patch for each highest priority pixel
in known regions. The similarity of tow image patches is measured by the nor-
malized Sum of Squared Differences (SSD). Unlike Criminisi [5], we only copy
an optimal portion of a patch to the missing regions instead of copying a whole
patch. The portion of the patch to copy is determined by using graph cuts tex-
ture synthesis algorithm of Kwatra [3]. Let s and t be two adjacent pixels in the
overlap regions between two image patches A and B. Let A(s) and B(s) be the
pixel color at the position s in the patch A and patch B. The consistent match-
ing cost M between the two adjacent pixels s and t that copy from patches A
and B respectively is:

M(s, t, A, B) = (A(s) −B(s))2 + (A(t) −B(t))2 (12)

We use CIE Lab color space to compute pixel color difference. As Fig. 4 shows,
the nodes of the graph are the overlap pixels B and remaining pixels, and the arcs
connecting the adjacent pixel nodes are labeled with matching cost M(s, t, A, B).
The blue line shows the minimum cut, and this means that pixels 1, 4, 5, 7, 8
must come from patch A, and pixels 2, 3, 6, 9 come from patch B. This usually
produces more visually pleasing results than directly copying and pasting.

Fig. 4. Graph cuts algorithm for computing optimal patch portion
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4 Experiment Results and Conclusion

We apply our algorithm to a number of natural images where the unknown
regions are covered by masks. Fig. 5 shows a few representative results by the

Fig. 5. Some typical results of automatic image inpainting

Fig. 6. Comparison of our image completion results and Criminisi’s. The first column
shows the original images, the second column is the results of Criminisi’s algorithm,
the third column shows the results of our algorithm.
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Fig. 7. The first column shows the original image, the second column is the results of
our algorithm
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proposed method, due to the space limitation. The first two columns show the
input images and marked unknown regions. The third column shows the results
of automatic structure completion. The forth column shows the final results.

In addition, we compare our method to Criminisi’s algorithm. Results are
shown in Fig. 6. The first column shows the original image. The second column
shows results using Criminisi’s method. The right most column results are ours.
These results demonstrate the advantage of this method. Fig. 7 lists more image
inpainting results.

This paper has presented a novel image inpainting solution that automatically
fills structure and texture components based on primal sketch model. However,
this method is still in the preliminary research stage. Currently, we want to
extend our method to video inpainting, which promise to impose a new set of
challenges.

Acknowledgement

This work was partially supported by National Natural Science Foundation of
China (90818003 & 60933006), National High Technology R&D 863 Program of
China (2009AA01Z331), National Grand Fundamental Research 973 Program of
China (2006CB303007), and Independent Foundation of State Key Lab of VR
T&S. And we would like to thank Dr. Liang Lin for helpful suggestions, and Kai
Jiang for data processing.

References

1. Guo, C.E., Zhu, S.C., Wu, Y.N.: Primal sketch: Integrating texture and structure.
Computer Vision and Image Understanding 106, 5–19 (2006)

2. Medioni, G., Lee, M., Tang, C.: A computational framework for segmentation and
grouping. In: USC Computer Vision (2000)

3. Kwatra, V., Schodl, A., Essa, I., Turk, G., Bobick, A.: Graphcut textures: image
and video synthesis using graph cuts. ACM Trans. Graph. 22, 277–286 (2003)

4. Bertalmio, M., Sapiro, G.: Image inpainting, pp. 417–424 (2000)
5. Toyama, C.E., Criminisi, A., Prez, P., Toyama, K.: Object removal by exemplar-

based inpainting, pp. 721–728 (2003)
6. Efros, A., Leung, T.: Texture synthesis by non-parametric sampling. In: Interna-

tional Conference on Computer Vision, pp. 1033–1038 (1999)
7. Hays, J.H., Efros, A.A.: Scene completion using millions of photographs. ACM

Transactions on Graphics (SIGGRAPH 2007) 26(3) (August 2007)
8. Sun, J., Yuan, L., Jia, J., yeung Shum, H.: Image completion with structure prop-

agation. ACM Transactions on Graphics, 861–868 (2005)
9. Wu, T.F., Xia, G.S.: Compositional boosting for computing hierarchical image

structures. In: Proc. IEEE. Conf. on Computer Vision and Pattern Recognition
(2007)

10. Mumford, D., Shah, J.: Optimal approximations by piecewise smooth functions
and associated variational problems. Communications on Pure and Applied Math-
ematics 42 (1989)



Automatic Image Inpainting by Heuristic Texture and Structure Completion 119

11. Broadway, J.Y., Yedidia, J.S., Freeman, W.T., Weiss, Y.: Generalized belief prop-
agation. In: NIPS, vol. 13, pp. 689–695. MIT Press, Cambridge (2000)

12. Marr, D.: Vision: A Computational Investigation into the Human Representation
and Processing of Visual Information. Henry Holt and Co., Inc., New York (1982)

13. Wu, Y.N., Zhu, S.C., Liu, X.: Equivalence of julesz ensembles and frame models.
International Journal of Computer Vision 38, 245–261 (2000)

14. Felzenszwalb, P.F., Huttenlocher, D.P.: Efficient graph-based image segmentation
(2004)



S. Boll et al. (Eds.): MMM 2010, LNCS 5916, pp. 120–129, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

Multispectral and Panchromatic Images 
Fusion by Adaptive PCNN 

Yong Li1,2, Ke Wang1, and Da-ke Chen1 

1 College of Communication Engineering, Jilin University, Changchun, 130025 China 
liyong8113@sina.com, wangke@jlu.edu.cn, chendake_fm365@yahoo.cn  

2 College of Information Engineering, Jilin Teachers’ Institute of engineering&Technology, 
Changchun, 130052 China 

Abstract. As for low resolution of remote sensing images, a novel image fusion 
algorithm by adaptive PCNN was proposed. The multi-spectral image is firstly 
converted from RGB to lαβ color space. Then, the input images are adaptively 
decomposed by simplifying traditional PCNN model and defining image defini-
tion as the coupled joint coefficient. The largest entropy ignition time series are 
finally sent to decision factor to achieve the ultimate fusion image. The experi-
mental results show that the proposed method can not only solve the difficult 
problem about how to set traditional PCNN parameters adaptively, but also on 
subjective and objective evaluation, its fusion effect on subjective and objective 
performance evaluation is better than that of other multi-resolution fusion algo-
rithms such as wavelet transform. 

Keywords: Image fusion, pulse-coupled neural network (PCNN), color space 
conversation, adaptive parameter setting. 

1   Introduction 

Multispectral and panchromatic image fusion technology has been widely used in 
environmental observation and surface plants classification [1]. At present, the pixel-
level image fusion algorithms can be divided into IHS color space transform method, 
pyramid decomposition method and wavelet transform method [2]. Among them, IHS 
method can retain high resolution of panchromatic image, but lead to very serious 
spectral distortion. Multi-scale analysis methods easily separate the inter-linkages 
between pixels and bring about high algorithmic complexity [3]. 

As the single-layer network, pulse coupled neural network (PCNN) is well suited 
to deal with real-time image fusion, because it can carry out pattern recognition and 
target classification without training [4]. For example, multi-source image fusion 
algorithm based on local contrast PCNN model is proposed, which is combined with 
FPF filters to achieve the best option [5]. The multi-channel PCNN model is used to 
image fusion, which is combined with Laplace transform based on image block [6]. 

In the paper, a novel image fusion algorithm based on adaptive PCNN is proposed, 
which is combined with human visual feature according to PCNN model principle. 
On one hand, this algorithm not only can achieve adaptive processing by defining 
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image clarity as the coupling coefficient β, but also avoid the mutual influence of 
multi-parameter adjustments by simplifying traditional PCNN model. On the other 
hand, the use of master-slave parallel dual-channel adaptive PCNN structure can 
solve the problem of high algorithm complexity caused by combination of PCNN 
model and other multi-resolution algorithms. Experimental results show that com-
pared with other algorithms, it can effectively retain spectral information of multi-
spectral images, and improve spatial resolution. 

2   Adaptive PCNN Fusion Principle and Model 

2.1   PCNN Model Theory  

PCNN is evolved from the mathematical model according to pulse synchronous vibra-
tion phenomenon of cat visual cortex, which is put forward by Eckhorn [7]. Every 
neuron is composed of the reception, modulation and pulse generator. The reception 
mainly has two functions including feedback input domain and connection input do-
main, which are respectively connected with the adjacent neuron through weighted 
synapsis functions M and W . In addition, the external stimulus S is add into the 
feedback input field. So the mathematical formulae are as follows: 

[ ] [ 1] [ 1]F n
ij ij ij F ijkl kl

kl

F n e F n S V M Y nα δ= − + + −∑                     (1) 

[ ] [ 1] [ 1]L n
ij ij L ijkl kl

kl

L n e L n V W Y nα δ= − + −∑                      (2) 

Where ijF is defined as the neuron feedback of point ( , )i j , ijL is coupled connective 

function, klY is neuron output of ( 1)n −  time iteration, FV and LV are respectively the 

inherent potential of ijF and ijL . Weighted connective matrix M and W as informa-

tion transfer degree between adjacent neuron and central neuron require iterative 
computing according to exponential decay rule.  
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Fig. 1. PCNN neuron model 
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Internal neuron activity is formed of the two above-mentioned functions by non-
linear multiplication, where β is defined as connective coefficient among synapsis. 
When the neuron is stimulated by external inspiration and influenced by the adjacent 
feedback input domain and coupling connection domain, internal neuron activity isn’t 
gradually increasing until it is greater than dynamic threshold Θ . Then neurons 

stimulate excitement and bring timing pulse timing sequence. At the same time, Θ is 
suddenly increasing and then gradually reduced by means of exponential rule. So this 
process can be described as: 

[ ] [ ](1 [ ])ij ij ijU n F n L nβ= +                                          (3) 

1 [ ] [ ]
[ ]

0
ij ij

ij

U n n
Y n

others

> Θ⎧
= ⎨
⎩

                                         (4) 

[ ] [ 1] [ ]n
ij ij ijn e n V Y nα δΘ

ΘΘ = Θ − +                                    (5) 

From the above analysis, we can see that PCNN is a multi-parameter neural network 
model and its application depends largely on parameters setting, so there is a problem 
of finding the optimal parameters. But so far the connection factor, threshold amplifi-
cation factor and the number of iterations have been set through repeated experiments. 
Thus, this situation isn’t suited for PCNN further application. 

2.2   Improved PCNN Model 

In order to solve the problem of poor adaption in image fusion, the traditional PCNN 
model is improved and a novel adaptive PCNN expansion model in master-slave 
parallel mode is proposed in this paper. 

1 LY
L

EV

E

F

E

U

Weighted

YReceiver

Modulator Pulse generator  

Fig. 2. Simplified PCNN neuron structure 

From the above figure, we can see that the simplified PCNN model not only re-
duces parameters setting, but also maintains several important features of the original 
model to some extent.  Firstly, it retains connective characteristics and the neurons in 
similar situation have the synchronize output pulse. Secondly, internal activities are 
formed by the output and connection domain according to the non-linear way. 
Thirdly, the dynamic threshold is still declined by means of exponential rule. When 
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the neurons output the pulse, the threshold will be reset as EV . The mathematical 

expressions of whole process are as 

[ ] ( [ 1])k k k
ij ijH n f Y n S= − +                                          (6) 

[ ] (1 [ ])k k k k
ij ij ij ijU n I H nβ σ= + +                                       (7) 

1 [ ] [ 1]
[ ]

0
ij ij

ij

U n E n
Y n

others

> −⎧
= ⎨
⎩

                                       (8) 

[ ] exp( ) [ 1] [ ]ij E ij E ijE n E n V Y nα= − − +                               (9) 

Where k
ijI is defined as external incentive input of k ( 1,2)k = channel, where 

point ( , )i j is pixel gray value of input image. Function ( )f i is the impact of adjacent 

on neurons on its own. σ is the internal balance factor of neurons. ijU , ijY and ijE  are 

respectively the internal activity, pulse output and dynamic threshold of each neuron.  
Connective coefficient is directly related to the weighted value of fusion image 

shared by input source image. In this model, each neuron ( , )i j has its own connec-

tion coefficient k
ijβ , which reflects different coupling differences among neurons and 

adaptively adjusts according to different stimulus. Therefore, can enter the incentive 

to adjust the different adaptive. It is assumed that 1I and 2I are defined as the source 

input images, 1
ijβ and 2

ijβ are connection coefficients of the corresponding channels, 

so the mathematical expressions are as follows: 

1 2
( , ) ( , )

1 1
,

1 1ij ijD i j D i je eη ηβ β−= =
+ +

                                (10) 

In above formulae, ( , )D i j  is defined as mean filter for input ( , )d i j to remove the 

wrong definition value, namely
/ 2 / 2

/ 2 / 2

( , ) ( , )
r r

m r n r

D i j d i m j n
=− =−

= + +∑ ∑ . The input 

( , )d i j  is represented as 1 2( , ) ( ( , )) ( ( , ))d i j g I i j g I i j= − and ( ( , ))g I i j is 

neighborhood clarity of image ( , )I i j by means of gradient method. 

2 2

2 2

[ ( , ) ( 1, ) ( , ) ( 1, )
( ( , ))

( , ) ( , 1) ( , ) ( , 1) ]

I i j I i j I i j I i j
g I i j

I i j I i j I i j I i j

− + + − − +
=

− + + − −
                      (11) 

From above formula, we come to conclusion that 1
ijβ is a increasing function, while 

2
ijβ  is a declined function. It means that the point is more clearly, thus the connective 
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coefficient of corresponding neuron is greater, which lead to higher weighted value in 

fusion image. So the adaptive setting of 1
ijβ and 2

ijβ is completed. 

3   The Process of Fusion Algorithm 

3.1   Algorithm Steps 

There is the processing of image fusion algorithm based on adaptive PCNN model in 
figure 3. The whole process is described in detail as follows:  
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Fig. 3. Adaptive PCNN image fusion 

(1) Color space conversion  
Registered multi-spectral image is transformed from RGB to lαβ color space, 

which is proposed by Welsh [8]. In this color space, l is defined as the achromatic 

channel, α is defined as the yellow - blue channel and β  is defined as the red-

green) channel. These three channels are orthogonal relationship. 
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                         (13) 

(2) PCNN parameters setting 
In this algorithm, the gray pixel of l  channel is selected as the input of main 
PCNN neurons, and each neuron is linked with other neurons in its neighboring 

3 3× domain. The connective coefficient 1
ijβ is calculated according to formula 
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(10)-(11).The output of each neuron has only two situations: firing or not firing. 
The main parameter settings are as follows: the balance factor 0.1σ = − , the de-

cay time of threshold 0.5Eα = , the threshold magnification factor 220EV = , 

the internal activityU , pulse outputY and coupling output H are set as zero.  
The gray pixel of panchromatic image is selected as the input of slaved PCNN 

neuron. The connective coefficient 2
ijβ  is calculated according to formula (10)-

(11), too. The difference between main and slaved PCNN channel is that the  
external stimulus S is removed in slaved PCNN. The main parameters are as fol-
lows: threshold decay time and magnification factor of slaved PCNN are less 
than that of main PCNN, and other parameter settings are the same. 

(3) Adaptive fusion processing 
According to the above parameters setting, the pixel value of l  channel and pan-
chromatic image is input into PCNN, then the received signals of each neuron are 
integrated based on formula (6) - (9). In this algorithm, the connective weighting 
function of adjacent neurons ( )f i in main and slaved PCNN is the reciprocal of 

Euclidean distance square [9], namely weighted matrix of neuron ij and kl is as 

follows: 

2 2

1

( ) ( )ijkl ijklM W
i k j l

= =
− + −

                                 (14) 

The acts of main PCNN neurons are as follows: neurons with larger pixel value are 
first ignited and carried out pulse, which neurons with similar pixel and adjacent 
location are ignited one after the other based on pulse coupling characteristics. So 
the neurons clusters of synchronous pulse are formed and image decomposition 
will be completed. The acts of slaved PCNN neurons are as follows: all neurons are 
naturally ignited, and then the connection between neurons depends on their own 
coupling intensity. Each region has ignition phenomenon by controlling the number 
of iterations, and then feature points are selected. On determining the number of it-
erations, the maximum entropy principle [10] is used and then ignition time maps 

1
ijY and 2

ijY with the largest entropy are obtained after dual-channel PCNN decom-

position. Then they are input into verdict factor according to ignition situation of 
neurons to determine whether the target is in l channel image or in panchromatic 
image. 
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                              (15) 

(4) Color space inversed conversion  
The l  channel image that is obtained by lαβ  space conversion on original 

multispectral image is replaced by gray fusion image ( , )F i j  that is input 
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from verdict factor. Then the final fusion image of RGB space is obtained by 
means of lαβ  inversed conversion on the new component l ,α and β . 
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4   Simulation and Analysis 

To verify the algorithm performance, the simulation makes use of two groups of re-
mote sensing images to simulate and contrast with the common methods such as IHS, 
discrete wavelet transform(DWT), Contourlet algorithm [11]. The multispectral and 
panchromatic image photographed by IKONOS satellite in Fredericton of Canada is 
adopted in the first experiment, while the Nanking zone images photographed by 
Quick Bird satellite is adopted in the second experiment. In the first experiment,  
 

          

     (a) Multi-spectral image   (b) Panchromatic image      (c) IHS method 

         

    (d) DWT+IHS              (e) Contourlet+IHS          (f) proposed method 

Fig. 4. Fusion results of different methods in IKONOS 
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DWT algorithm uses the biorthogonal wavelet “bior4.4” and decomposition is 4 lev-
els, while the decomposition of Contourlet algorithm is 5 levels. The above fusion 
methods use the low-frequent coefficients to substitute the intensity component and 
use the maximum regional energy as the high-frequent coefficients in order to vali-
date the impact of different multi-scale decomposition tools on fusion performance. In 
the second experiment, the parameters settings of above algorithms is unchanged, but 
the pictures are appended into Gaussian white noise, which the mean is 0 and variance 
is 0.05 in order to validate the effects of noise interference on different algorithms. In 
the proposed algorithm, the initial value of parameters is set according to Step (2). 
The simulation results are shown in Figure 4 and 5. 
 
 

         

           (a) Multi-spectral image     (b) Panchromatic image          (c) IHS method 

         

(d) DWT+IHS                (e) Contourlet+IHS           (f) proposed method 

Fig. 5. Fusion results of different methods in Quick Bird 

The results of the objective evaluation on the above fusion methods are shown in 
Table 1 and 2. The edge maintainability and spectral distortion [12] are compared in 
the average of three-band R, G, and B. 

Table 1. Fusion Performance of Different Methods in IKONOS 

Fusion Method Edge Maintainability Spectral Distortion SNR 
IHS method 0.6560 46.9975 12.1286 

DWT +IHS method 0.7148 28.7321 18.5569 
Contourlet+IHS 

method 
0.7256 23.4805 18.5102 

The proposed method 0.7260 21.8591 19.4394 
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Table 2. Fusion Performance of Different Methods in Quick Bird 

Fusion Method Edge Maintainability Spectral Distortion SNR 
IHS method 0.3783 2.9020 30.2798 

DWT +IHS method 0.3929 2.4462 33.8287 
Contourlet+IHS 

method 
0.4135 2.1515 34.4391 

The proposed method 0.4303 2.0417 34.9347 

From Fig. 4, 5 and Table 1, 2, the conclusions are as below: 

(1) From the view of edge maintainability, the effect of IHS algorithm is the worse 
owing to no directional information extraction. Although DWT+IHS and Contour-
let+IHS methods can achieve detailed integration in each frequent band, “virtual 
shadow” is appeared in fusion image owing to the sub-sampled processing of 
multi-resolution decomposition. The effect of the proposed method is the best 
owing to the scale and displacement invariance of improved model. 

(2) From the view of spectral distortions, the relationship among each channel of 
IHS space conversion isn’t orthogonal so the color distortion fusion image is ob-
vious. Although IHS space conversion is combined with DWT and Contourlet 
transform, the effect isn’t satisfied owing to its own shortcoming. In the proposed 
method, orthogonal lαβ space conversion is used to reduce the cross distortion 

of each color channel. 
(3) From the view of SNR, IHS algorithm has the worst anti-noise ability; DWT + 

IHS and Contourlet + IHS methods carry out direction decomposition on image 
pixels with noise, which easily leads to signal-to-noise-aliasing. The proposed 
method has the optimal anti-noise ability, which removes majority of high fre-
quent noise by neuron coupling. 

(4) From the view of calculation complexity, for the image with N N× sizes the 
number of the proposed method are less than that of DWT+IHS method about 

24

3
KN times, and less than that of Contourlet+IHS method about 

22
( 2)

3
K N+ , which K  is the length of filter. 

5   Conclusion 

With the problem of multi-parameter setting of traditional PCNN model, a novel 
image fusion algorithm based on adaptive PCNN model and lαβ color space conver-

sion is proposed in this paper. It can achieve self-adaptive processing by means of 
simplifying traditional PCNN model and defining image definition as the coupled 
joint coefficient. The experimental results show that the proposed method can ade-
quately take the correlation between pixels and noise influence into account the corre-
lation between pixels and noise impact, and then the fusion effect is better than that of 
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other multi-resolution decomposition algorithms both in subjective visual analysis and 
objective evaluation standards. 
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Abstract. Considering that the binary images are featured little capability in 
data hiding, difficulty in watermarking embedding and two values, in order to 
improve the robustness and invisibility of watermarkings embedded into the bi-
nary images, a novel algorithm is presented which is based on DWT (Discrete 
Wavelet Transformation). The original watermarking signal is embedded into 
the lowest frequency sub-band of the wavelet domain. Combined with the tech-
nique of encryption, the extracted invariant pixel distribution features of the  
binary image establish another layer virtual watermarking and a mapping  
relationship between the two layer watermarkings. The mapping enables the 
self-restoration of the original watermarking with virtual watermarking when 
the binary image is attacked. The watermarking can be well extracted without 
the original binary image. The invisibility and robustness of the proposed  
algorithm are demonstrated by the Simulations such as Gaussian noise, JPEG 
compression and some geometric attacks.  

Keywords: DWT, pixel distribution features, virtual watermarking, watermark-
ing restoration. 

1   Introduction 

As an effective method of multimedia copyright protection and information security 
maintenance, digital watermarking technique is becoming a hot topic in the area of 
information processing. At present, a large amount of references mainly involve gray 
image, color image and the research of the video and audio watermarking. The binary 
image is bi-level and it is difficult to embed watermarking into it, so the binary image 
watermarking is seldom considered. With the global progress of the information digi-
talization, a lot of important binary text data, such as personal files, medical records, 
academic certificates, patent certificates, handwriting signatures, design patterns, 
library books, confidential documents have turned into digital documents by scan. In 
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basic research work of China (No.M2009020). 



 A Dual Binary Image Watermarking Based on Wavelet Domain 131 

addition, with the increasingly prevalent e-commerce and e-government, the copy 
tracing and the integrity authentication of the electronic binary text documents are 
urgently required. We can deem most of these documents as binary text images. In 
some fields, the binary images are much more valuable than common gray and color 
images or video and audio files. So the copyright protection and information security 
maintenance of the binary images are especially important. 

Currently, few domestic papers about binary image watermarking are found. The 
familiar binary image watermarking methods are line space encoding and character 
space encoding. Line space encoding is proposed by Brassil etc [1] in bell lab and 
implements watermarking embedding by means of changing the line space. Character 
space encoding is proposed by Huang etc [2] and implements watermarking embed-
ding by means of left-right shifts of a word.  

In general, we can classify image watermarking into two categories depending on 
the embedding domain: the spatial domain techniques and the frequency domain 
techniques. In spatial domain, the watermarking is embedded in the original image by 
modifying the pixel values or the least significant bits (LSB). All of the above bi-level 
image watermarking schemes are based on spatial domain. Compared with the 
schemes based on transform domain, these schemes are featured little capability in 
data hiding, poor robustness and complicated watermarking extraction process. More-
over, Chinese characters have no character space and baseline in the sense of English, 
so the effectiveness of Chinese character watermarking embedding is not always ideal 
by above methods. Recently, some works has focused on the frequency domain wa-
termarking. Among the transform domains, the wavelet, due to its similarity to human 
visual system (HVS), is a proper domain for watermarking embedding. By using this 
transformation, modification is imposed on those regions that are less sensitive to 
human eyes. Therefore it causes effective achievement in the fidelity and robustness 
requirements. In addition, both newly JPEG2000 image and MPEG-4 video compres-
sion standard adopt this transformation, so the watermarking scheme is in well com-
patible with the new standards. 

Dual digital watermarking technique embeds two layer watermarkings in one im-
age and effectively increases information quantity of the embedded watermarkings. 
Traditional dual watermarking mainly emphasizes on realizing the functionally ex-
pansion of the watermarking to meet various practical requirements [3, 4]. Generally 
speaking, it can actuate two or more functions simultaneously and obviously has ad-
vantage in information quantity, but it is also far inferior to others in invisibility [5]. 
The algorithm features such as higher complex computation restrict the self-
development of the dual watermarking. 

The paper presents a new dual digital watermarking scheme which is based on 
wavelet domain and invariant distribution features of pixels in binary images. There-
fore, a blind binary image watermarking algorithm with excellent robustness, invisi-
bility and low computational complexity is realized. 

The rest of the paper is structured as follows. As the backgrounds of the water-
marking scheme, the pixel distribution features are presented in section 2. The entire 
watermarking scheme, including the two layer watermarking embedding process and 
the watermarking restoration, is introduced in detail in section 3. In section 4, the 
performance of the proposed watermarking method is evaluated by applying some 
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familiar attacks to the watermarked binary images. Finally in section 5 we conclude 
our method. 

2   Pixel Distribution Features of Binary Images 

As for a binary image ),( yxf , target pixels (If the coordinate of the target pixel is 

(a, b), then 1),( =baf ) are parts of the global image region, so gravity center 

),( yx  can be selected as the centroid of the image and it meets the below equations.  

∑∑∑∑ ×=
i ji j

jifjifix )),(/()),((  .   (1)

∑∑∑∑ ×=
i ji j

jifjifjy )),(/()),((  .   (2)

⎩
⎨
⎧

∉
∈

=
Rji

Rji
jif

),(,0

),(,,1
),(  .   (3)

“ R ” represents the target pixel region of the binary image. Computing the Euclidean 
distance between the centroid and every target pixel and finding out the maximum 

distance (denoted as maxD ) must be executed after getting the centroid. Subse-

quently, we obtain a circumcircle of the target pixel region. The circle center of the 

circumcircle is the centroid and the radius of it is maxD .  

Assuming that there are K  bits of watermarkings to be embedded into the original 
image and the total number of target pixels is X , we can divide the circumcircle of 

the target pixel region into one circle sub-region and ⎣ ⎦⎣ ⎦ 1)1log/( 2 −+XK  con-

centric ring sub-regions and all sub-regions have the same circle center (the centroid). 

These sub-regions are separately denoted as MRRR ,,, 21  from inside to outside 

( ⎣ ⎦⎣ ⎦)1log/( 2 += XKM ). There are two sub-region division methods namely 

equidistant division method and equal-area division method [6].  
Here we use the equal-area division method. Every sub-region interval has the 

same area with the assumption that Mi ≤≤1 . It is described in equation (4).  

{ }MDiyyxxMDiyxRi /)()(/)1(|),( 2
max

222
max ×≤−+−<×−=    (4)

Fig. 1 shows the results under the condition of 4=M . Certainly, in the real applica-
tion, M is much larger than 4.  
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Fig. 1. One circle and three concentric ring sub-regions divided by equal-area method under the 

condition of 4=M  

The target pixel number of every sub-region can be represented to 

),,2,1( MiSi = . With the maximum value of iS  ( )(max
,,2,1

max i
Mi

SS
=

= ), we 

can calculate the probability density of the target pixels of every sub-region.  

),,2,1(/ max MiSSr ii ==  .   (5)

In theory, ),,2,1( Miri =  is comparatively invariant under all kinds of famil-

iar geometric attacks such as rotation, translation and scaling, so we can encode every 

element of ),,2,1( Miri =  with ⎣ ⎦ 1log2 +X  binary bits and then get 

⎣ ⎦ )1log( 2 +× XM  binary bits. If ⎣ ⎦ )1log( 2 +× XM  is less than K , in order 

to make the length of the obtained binary code be equal to K , we fill it with the low-

est ⎣ ⎦ )1log( 2 +×− XMK  bits of maxS . In the end, the obtained binary code with 

the length of K  bits are denoted as B . We can define the binary code as the pixel 
distribution features of the binary image.  

3   The Watermarking Scheme 

Without affecting the results, we suppose that the size of the original host image F  

and the watermarking image 1W  are bb×  and aa ×  respectively, as shown below. 

{ }ajaijiwjiwW ≤≤≤≤== 1,1;1,0),(|),(1  .   (6)

{ }bjbijifjifF ≤≤≤≤== 1,1;1,0),(|),(  .   (7)

The watermarking embedding steps are described as follows. 

3.1   The First Layer Watermarking Scheme  

As shown in Fig. 2, after One-level wavelet transformation, the original image is 
decomposed into four sub-bands: LL, HL, LH, HH. As for binary image, the higher 
frequency sub-bands include ample texture features, poor energies and are liable to 
the affection of interference, so the coefficients in LL (lowest frequency sub-band) 
sub-band are selected to implement watermarking scheme.  
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LL HL 

LH HH 

Fig. 2. Four sub-bands after One-level wavelet decomposition 

Using L-level wavelet transformation, the original image is decomposed into its 

sub-bands. The coefficient matrix (denoted by LFA ) in the lowest frequency sub-

band of the last level is selected and L  can be obtained by the following formula.  

⎣ ⎦)/(log2 abL ≤  .  (8)

The robustness is better and the decomposition and reconstruction time becomes 
longer when L  is increasing.  

Finally we can embed watermarking into LFA  by means of modifying the coeffi-

cients in it and a binary logical table in relation to the original watermarking is pro-
duced. It is actually a superposition method. Some related formulae are listed here.  

),(),(),( 1
' jiWjiFAjiFA LL α+=  .  (9)

)/),((),( '* tjiFAroundjiFA LL =  .  (10)

tjiFAjiFA LL ×= ),(),( *"
 .  (11)

2mod),(),( * jiFAjikk L=  .  (12)

),(),(),( 1 jiWjikkjikey ⊕=  .  (13)

“α ” represents the watermarking embedding strength. Aiming at the robustness and 
invisibility of the watermarking scheme, the value range of the quantization parameter 

t  is 0~0.5 according to the coefficients in LFA . “round” in equation (10) is the inte-

gral function by rounding rule. After watermarking embedding and quantization, the 

selected coefficient matrix is transformed to 
''

LFA . HASH function is used to assure 

the reliability of the binary logical table (denoted as ),( jikey ). The binary logical 

table is necessary for original watermarking extraction. As the secret key, it can be 
used to apply to the third party for copyright protection. 

Watermarking extraction is the reverse process of the watermarking embedding. 
L -level wavelet decomposition of the watermarked image is carried out to extract the 
coefficient matrix in the lowest frequency sub-band of the last level. The matrix is 
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denoted as ),(_ jiFAT L . We can easily extract watermarking (denoted as 

),(* jiW ) according to the matrix and the produced binary logical table. The original 

image is not required in this method. It is described as below equations. 

)/),(_(),(_ * tjiFATroundjiFAT LL =  .  (14)

2mod),(_),( ** jiFATjikk L=  .  (15)

),(),(),( ** jikeyjikkjiW ⊕=  .  (16)

3.2   The Second Layer Watermarking Scheme 

Using the method discussed in section 2, a pixel distribution feature matrix (denoted 
as B ) of the watermarked image can be obtained and the size of the matrix is bb× . 

We get the second layer watermarking 2W  using the following formula.  

)),(),((),( 12 jiWjiBEjiW ⊕=  .  (17)

E  is the encryption function for the purpose of increasing the security of the water-
marking. A variety of encryption methods can be employed. Here we use disorder 

processing with M  and maxS  being the secret keys. ⊕  is XOR opera-

tor( 011 =⊕ , 000 =⊕ , 101 =⊕ , 110 =⊕ ). 2W  is virtual because in fact, it is 

not embedded into the host image. On the contrary, together with M  and maxS , it is 

stored in an encrypted XML document [7]. When the watermarked image suffer some 
serious attacks, the virtual watermarking may be useful to restore the first layer origi-
nal watermarking which is in fact embedded into the host binary image. We can see it 
in section 3.3 and well realize it later from experiments. Furthermore, the equation 
(17) establishes a mapping relationship between the first and the second layer water-
marking. 

3.3   Watermarking Restoration 

It has been widely recognized that the robustness of the watermarking is an important 
issue in applications of the watermarking algorithm. It can be defined as “ability to 
detect the watermarking after common signal processing operations”. Watermarkings 
could be removed intentionally or unintentionally after some distortions such as com-
pression, noise adding, shear transformation. For image watermarking, the robustness 
of the watermarking under geometric transformations, among other possible distor-
tions, has to be addressed first and foremost, because they can dramatically affect the 
correct detection of the watermarking. 

In the sequel we propose a low complexity watermarking restoration scheme which 
is computationally simple. It is based on the stability of the pixel probability density 
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which is formerly put forward. The restorarion scheme is especially effective under 
attacks such as rotation, scaling and translation. Even under other attacks, the pixel 
probability density of an image is comparatively stable only if the watermarked image 
is not damaged a lot under these attacks. So we can also compute the pixel probability 
density of every target pixel sub-region of the watermarked image under attacks.  

According to the discussion in section 3.2, with the extraction and using of M  

and maxS  that are stored in the XML document, after computing the pixel probability 

density of every target pixel sub-region of the watermarked image under attacks, we 
can get a matrix T. The size of the matrix is equal to that of the second layer virtual 
watermarking. The formula of watermarking restoration process is a simple XOR 
operation.  

)),((),(),( 2
'

1 jiWEjiTjiW ⊕=  .  (18)

E  is the decryption function which is the reverse process of E  in equation (17). The 

matrix 
'

1W  is the final result of the watermarking restoration process. 

4   Experimental Results 

In order to evaluate the proposed scheme, we choose an original binary image of size 
384×384 and a watermarking image of size 96×96 and perform experiments as 
following.  

Fig. 3 shows the process of embedding and extraction of the watermarking without 
any attacks. The result of comparing the original image with the watermarked image 
shows that the algorithm has good imperceptibility and the result of comparing the 
original watermarking and the extracted watermarking shows the effectiveness of the 
extraction. 

 
Fig. 3. (a) Original image, (b) Watermarked image, (c) Original watermarking, (d) Extracted 
watermarking 

Subsequently, let us see the robustness of the dual watermarking scheme under 
some familiar attacks. 

Fig. 4 shows the robustness under JPEG compression attacks with compression 
rate of 10%, 50% and 90% respectively. According to the extracted watermarkings  
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Fig. 4. (a) 10% compression, (b) 50% compression, (c) 90% compression, (d) Watermarking 
from (a), (e) Watermarking from (b), (f) Watermarking from (c) 

from the three watermarked images, even the compression rate is 10%, the water-
marking is very easy to be seen.  

Fig. 5 shows the robustness under 20% shearing attack. The result shows that the 
extracted watermarking is slightly fuzzy in a small part of the center region using the 
usual single DWT watermarking scheme. Using the restoration scheme described in 
section 3.3, we can see that the restored watermarking image can be clearly identified. 
By the way, the issue “restored watermarking” in this paper is always obtained by the 
restoration scheme described in section 3.3.  

 

Fig. 5. (a) 20% sheared image, (b) Extracted watermarking using usual DWT scheme, (c) Re-
stored watermarking using dual watermarking scheme 

Fig. 6 shows the good robustness under Gaussian noise attacks with intensity of 
0.005, 0.010, 0.015 and 0.020 respectively. From the extracted watermarking  
images, it is obvious that the scheme has good ability of resisting Gaussian noise 
attacks. Comparing the extracted watermarkings using the usual single DWT wa-
termarking scheme and the restored watermarkings, it implies that at the same in-
tensity level of the noise, the quality of the restored watermarking image is higher 
than that of the extracted watermarking image using the usual single DWT water-
marking scheme.  
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Fig. 6. (a) Extracted watermarking under 0.005 Gaussian noise using usual DWT scheme, (b) 
Restored watermarking under 0.005 Gaussian noise using dual watermarking scheme, (c) Ex-
tracted watermarking under 0.010 Gaussian noise using usual DWT scheme, (d) Restored 
watermarking under 0.010 Gaussian noise using dual watermarking scheme, (e) Extracted 
watermarking under 0.015 Gaussian noise using usual DWT scheme, (f) Restored watermark-
ing under 0.015 Gaussian noise using dual watermarking scheme, (g) Extracted watermarking 
under 0.020 Gaussian noise using usual DWT scheme, (h) Restored watermarking under 0.020 
Gaussian noise using dual watermarking scheme 

Fig. 7 shows the robustness under translation attack. After translating the water-
marked image down and to the right by 25 pixels, the extracted image is very fuzzy 
using the usual single DWT watermarking scheme, but as we see, the restored water-
marking image is almost the same as the original watermarking image.  

 

Fig. 7. (a) Extracted watermarking under translation attack using usual DWT scheme, (b) Re-
stored watermarking under translation attack using dual watermarking scheme 

Fig. 8 shows the robustness under 0.75-time scaling attack. The quality of the wa-
termarked image under the scaling attack declines obviously. After scaling to the 
original size of the watermarked image, we obtain a satisfied result of the extracted 
watermarking using the usual single DWT watermarking scheme. But sometimes, not 
knowing the original size of the watermarked image, we are still satisfied with the 
quality of the restored watermarking.  

 

Fig. 8. (a) Watermarked image after 0.75-time scaling attack, (b) Extracted watermarking after 
scaling to the original size using usual DWT scheme, (c) Restored watermarking using dual 
watermarking scheme 

Fig. 9 shows the powerful restoration scheme again. The extracted watermarkings 
are too fuzzy to be identified using the usual single DWT watermarking scheme. The 
result shows that the quality of the restored watermarkings are all fairly good by rotat-
ing the watermarked image by 20, 40 and 60 degrees respectively.  
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Fig. 9. (a) Watermarked image after rotated by 20 degrees, (b) Watermarked image after ro-
tated by 40 degrees, (c) Watermarked image after rotated by 60 degrees, (d) Restored water-
marking from (a), (e) Restored watermarking from (b), (f) Restored watermarking from (c) 

5   Conclusion 

In this paper, a dual DWT and pixel distribution features based blind binary image 
watermarking scheme has been proposed. The comparatively invariant pixel distribu-
tion features against a lot of attacks are used to form the second layer virtual water-
marking and establish a mapping relationship between the two layer watermarkings. 
So the watermarking scheme is robust against all kinds of familiar attacks. Using 
DWT decomposition, the lowest frequency sub-band of the last level is selected to 
embed the first layer original watermarking because it is not liable to the interference. 
Therefore the scheme has excellent invisibility. The invariant features described in 
this paper can be easily obtained. In other words, the watermarking algorithm has low 
complexity and it is easy to manipulate. In addition, compared with other schemes, 
less virtual watermarkings are required to be stored in the encrypted XML document. 
These arguments are strongly supported by the experiment results. 
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Abstract. In recent years, Image Deblurring techniques have played an
essential role in the field of Image Processing. In image deblurring, there
are several kinds of blurred image such as motion blur, defocused blur
and gaussian blur. Many methods to address this problem have been
proposed by researchers in previous research, among which the iterative
blind deconvolution (IBD) method is the most popular method to solve
this problem. However, the convergence of this method is not ensured,
and there is no effective method to choose a proper initial estimate image
and PSF(point spread function). In this paper, we improve the iterative
blind deconvolution method by adding several constraints, which could
be the type or parameters range of the PSF, on the PSF in each it-
eration. Experiment results validate that, with the help of these newly
added constraints, our method are more likely to converge and has better
deblurring performance than the IBD.

1 Introduction

Blind image deblurring is the process of estimating both the true image and the
blur from the blurred image characteristics, using partial information about the
imaging system[1]. In classical linear image restoration, the blurring function
is given, and the deblurring process is inverted using one of the many already
known deblurring algorithms. The various approaches that have appeared in the
literature depend upon the particular blurring and image models[2][16].

In many practical image processing applications, the following linear model
can accurately represent the blur of the true image.

g(x, y) = f(x, y) ∗ h(x, y) + n(x, y) (1)

where g(x,y) is the blurred image,f(x,y) is the true image, h(x,y) is the PSF,
and n(x,y) represents the additive noise. The noise term is important because
additive noise cannot be neglected in practical imaging situations[17].
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There are two main approaches to blind deconvolution of images:

1) Identifying the PSF separately from the true image, in order to use it
later with one of the known classical image deblurring methods. Estimating
the PSF and the true image are disjoint procedures. This approach leads to
computationally simple algorithms.

2) Incorporating the identification procedure with the deblurring algorithm.
This mergence involves simultaneously estimating the PSF and the true image,
which leads to the development of more complex algorithms.

The first approach uses some simple algorithms to estimate the PSF, which
requires lots of prior knowledge that may be wrong in some situation. In addition,
the result of estimated image is far from perfect. Therefore, in this paper, we
only focus on the second approach.

The iterative blind deconvolution (IBD) method[5] proposed by Ayers and
Dainty is the most popular method in the second class of approaches. This
method is popular for its low computational complexity, but lack of reliability.
The uniqueness and convergence properties are, as yet, uncertain. In addition,
the restoration is sensitive to the initial image estimate, and the algorithm also
exhibits instability[3].

In this paper, we improve the iterative blind decovolution method by adding
several constraints on the PSF in each iteration. These constraints are based on
prior knowledge of the blurred image. For example, if we know that the type
of blurred image is Gaussian blur, then we can add the Gaussian constraint
on the PSF to make sure that the PSF is Gaussian type, and set the gaussian
parameters to approximate the PSF best, which is calculated after each iteration.

The rest of this paper is organized as follows. We briefly review the related
work in Section2. Section 3 introduces our PSF-constrains based iterative blind
deconvolution method. In section 4, we report the results of our method. Finally,
Section 5 concludes and indicates several issues for future work.

2 Related Work

This paper presents a novel PSF-constraints based iterative blind deconvolution
method to restore blurred image. There exists a substantial amount of researches
related to restore the blurred image. The following subsections will first discuss
the types and models of PSF, then we will discuss the traditional iterative blind
deconvolution.

2.1 PSF Models

In the Equation 1, we can observe that in order to restore the blurred image, the
estimation of PSF is the most important, if we can estimate the PSF precisely,
we will get a clear and perfect image easily. So, we first discuss the model of
three different types of PSF[14].

Motion Blur PSF. Motion blurred image can be reconstructed, provided that
the motion is shift-invariant, or at least locally, and that the blur function that
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caused the blur is known. Thus, the associated parameter value(s) can be uniquely
determined. As the blur function is not usually known, one often need to estimate
the blur function from the image itself, or from the motion model analysis of the
images[12].

Generally speaking, the first one is the typical vertical camera motion which
can be completely identified as follows:

Vertical camera motion blur of length L

h(x, y) =
{

0 if x 
= 0, −∞ ≤ y ≤ ∞
1
L if x = 0, −L ≤ y ≤ L

(2)

The second one, in general, can approximate the pendulous motion as linear
motion with a small angle: pendulous motion blur of length L and angle φ

h(x, y) =
{

1
L if

√
x2 + y2 ≤ L

0 otherwise
(3)

tan(φ) =
x

y
(4)

Particularly, the first case can be seen as the special case of the second one with
no swing angle (φ = 0)[4].

Defocus Blur PSF. Defocused image has only one parameter:

h(x, y) =
{

0 if
√

x2 + y2 > r
1

πr2 if
√

x2 + y2 ≤ r
(5)

where r is the radius of the defocus PSF model.

Gaussian Blur PSF. Gaussian blur describes blurring an image by a Gaussian
function:

h(x, y) =
1

2πσ2 e−
x2+y2

2σ2 (6)

The visual effect of this blurring technique is a smooth blur resembling that of
viewing the image through a translucent screen.

2.2 Traditional Iterative Blind Deconvolution

The iterative blind deconvolution (IBD) method proposed by Ayers and Dainty
is the most popular method. The method requires that the PSF be nonnegative
with known finite support[13].

The general method makes use of the fast-Fourier transform (FFT) algorithm.
The basic structure of the algorithm is presented in Figure 1. The image estimate
is denoted by f̂ , the PSF estimate by ĥ, and the blurred image by g(x, y). The
capital letters represent fast-Fourier transformed versions of the corresponding
signals. Subscripts denote the iteration number of the algorithm[10].

After a random initial guess is made for the true image, the algorithm alter-
nates between the image and Fourier domains, enforcing known constraints in
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Fig. 1. iterative blind deconvolution method[5]

each. The constraints are based upon information available about the image and
PSF. The image domain constraints can be imposed by replacing negative-valued
pixels within the region of support with zero and nonzero pixels outside the re-
gion of support with the background pixel value. The Fourier domain constraint
involves estimating the PSF (image) using the FFT of the degraded image and
image (PSF) estimate. That is, at the kth iteration[3],

H̃k(u, v) =
G(u, v)F̂ ∗

k−1(u, v)

|F̂k−1(u, v)|2 + α/|H̃k−1(u, v)|2
(7)

F̃k(u, v) =
G(u, v)Ĝ∗

k−1(u, v)

|Ĥk−1(u, v)|2 + α/|F̃k−1(u, v)|2
(8)

where (.)∗ denotes the complex conjugate of (.). The real constant, α, represents
the energy of the additive noise and is determined by prior knowledge of the
noise contamination level, if available. The value of α must be chosen carefully
for reliable restoration. The algorithm is run for a specified number of iterations,
or until the estimates begin to converge[5].

The IBD method is popular for its low computational complexity. Many dif-
ferent implementations of this basic algorithm have been suggested. They differ
in their assumptions about the true image and PSF, and how these assumptions
are imposed in the image and Fourier domains [5][6][7]. Extensions have been
proposed for situations in which several degraded versions of the same image are
available [8][9]. Another advantage of this technique is its robustness to noise be-
cause of the Wiener-like filters (Equation 7 and 8) used in the Fourier domain.
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Robustness to noise refers to the ability of the algorithm to suppress noise am-
plification that results from the ill-posed nature of the restoration problem[11].

The major drawback of the IBD method is its lack of reliability. The unique-
ness and convergence properties are, as yet, uncertain. In addition, the restora-
tion is sensitive to the initial image estimate, and the algorithm can exhibit
instability[15].

3 Iterative Blind Deconvolution Method Based on
PSF-Constraints

3.1 Constraints on PSF

By using the traditional iterative blind deconvolution, after every iteration, esti-
mated PSF will be changed into any possible shape which may have no meaning.
After iterating again and again, the estimated image may be unable to converge.
The estimated image could be worse than the blurred image.

Firstly, We can identify which of the three common types that the blur belongs
to. Base on prior knowledge, we can determine which of the three common types
that the exact one is: defocus blur, motion blur and Gaussian blur. Once the
blur type is confirmed, It is advisable to set the PSF to the corresponding type,
so that we can not only ensure the convergence of iteration, but also achieve a
better result from deconvolution.

Secondly, in order to set the PSF to the corresponding type, we have to find
a PSF hc(x, y) which belongs to the certain common type:

hc(x, y)
indefinitely approach−−−−−−−−−−−−−−−−−−−→ h(x, y) (9)

In addition, least square error is used to measure the difference between certain
type of PSF and the PSF from iteration, and we need to seek a hc(x, y) to
minimize this difference:

min L(h(x, y), hc(x, y)) =
∑
x,y

(h(x, y)− hc(x, y))2 (10)

In order to solve this optimization problem, parameters of the according PSF
need to be restrained in a certain range. Take Gaussian blur for example, it has
two parameters: the radius r and the variance σ. We can set the upper limit and
the lower limit to make sure:

r ∈ (rl, ru), σ ∈ (σl, σu) (11)

Since we confined the range of parameters, simple enumeration method is adopted
here to solve this optimization problem. A step length is manually set for the enu-
meration. For example, in the case of Gaussian Blur, our method solves the follow-
ing optimization problem by enumerating the parameters in certain step length:
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Algorithm 1. PSF-constraints based Iterative Blind Deconvolution Method
Parameter:
N : When number of iteration is equal to N, the algorithm will terminates.
Input:
H0(x, y): the blurred image.
Output:
f̃N (x, y): the deblurred image.
Process:

1. Step 1: Choose a certain type PSF and select the initial parameters:hi(x, y), use
traditional deconvolution to get the initial image estimate:f̃0(x, y).

2. Step 2: This function is Fourier transformed to frequency yield:F̃0(u, v).
3. Step 3: F̃0(u, v) is then inverted to form an wiener filter and multiplied by G(u, v)

to form a first estimate of the PSF’s spectrum H0(u, v).
4. Step 4: The H0(u, v) is inverse transformed to give h0(x, y).
5. Step 5: Use the equation 12, select the range and step length, solve the optimization

problem to get h0c(x, y).
6. Step 6: Use the equation 13, choose an α to get modified PSF: h0m(x, y).
7. Step 7: h0m(x, y) is consequently formed that is Fourier transformed to give the

spectrum: ˜H0m(u, v).
8. Step 8: ˜H0m(u, v) is inverted to form another wiener filter and multiplied by G(u, v)

to give the next spectrum estimate F1(u, v).
9. Step 9: F1(u, v) add a Hann Window, and then be completed by inverse Fourier

transforming F1(u, v) to give f1(x, y).
10. Step 10: Constrain the f1(u, v) to be nonnegative to give f̃1(x, y).
11. Step 11: Repeat the Step 2 to Step 10, until the iteration becomes convergent or

we can satisfy with result of deblurred image.

min L(h(x, y), hc(x, y)) =
∑
x,y

(h(x, y)− hc(x, y))2

S.T . r ∈ (rl, ru)
σ ∈ (σl, σu)

(12)

3.2 Modified PSF

After obtaining the hc(x, y), we use the linear combination of hc(x, y) and h(x, y)
to replace the original PSF in the traditional method:

Finally, we use the modified PSF: hm(x, y) to replace the original PSF h(x, y):

hm(x, y) = α ∗ hc(x, y) + (1− α) ∗ h(x, y) (13)

From the Equation 13 we can see that if α = 0, hm(x, y) = h(x, y), it is the
traditional iterative blind deconvolution method: if α = 1, hm(x, y) = hc(x, y),
hc(x, y) will completely dominate the iteration. In different application, α should
be adjusted to different values to achieve the best performance.
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3.3 Hann Window

Hann Window is a famous window function which can be formulated as follow:

ω(n) = 0.5(1− cos(
2πn

N − 1
)) (14)

We can use Hann Window at the end of each iteration to make the edge of image
more smooth.

The whole procdure of our proposed method is listed in Algorithm 1.

4 Experimental Result and Analysis

4.1 Result of Motion Blur

In order to get a motion blurred image, we choose the parameters:L = 15, φ = 450.
Original clear image and the motion blurred image are presented in Figure 2.

(a) (b)

Fig. 2. (a): Original clear image, (b): Motion blurred image

We can see from Figure 2 that, with the previously given parameters, the
motion blurred image is obviously blurred at the direction which has an approx-
imate 45-degree angle with horizontal.

We set the range of parameters:L ∈ (1, 20),φ ∈ (30, 60), the step length:ΔL =
0.1, Δφ = 0.1 to search. By solving the optimization problem we can get a
hc(x, y).

We choose the parameter: α = 0.5. According to Equation 13, after each iter-
ation we can get a new PSF:hm(x, y), and we would use this new PSF:hm(x, y)
to substitute the previous PSF:hc(x, y) in the next iteration. Repeating the pro-
cess mentioned above and after 5 iterations, we will get the deblurred image in
Figure 3(b).

The result of traditional iterative blind deconvolution method is shown in
Figure 3(a). By comparison, the PSF-constraints IBD method achieves better
performance than the traditional one. In addition, if we increase the number of
iteration, the traditional method is going to become divergent, while our method
would still keep convergent.
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(a) (b)

Fig. 3. (a): Deblurring result of traditional IBD method for motion blur
(b): Deblurring result of PSF-constraints IBD method for motion blur

4.2 Result of Defocus Blur

We choose the parameters:r = 8. Then, we get the original clear image and the
defocus blurred image which are presented in Figure 4.

(a) (b)

Fig. 4. (a): Original clear image, (b): Defocus blurred image

From Figure 4, we can observe that the defocus blurred image has a obvious
blur. Every time we get a h(x, y) from the iteration:

We set the range of parameters:r ∈ (1, 20), the step length:Δr = 0.1 to search.
By solving the optimization problem we can get a hc(x, y).

We choose the parameter: α = 0.5. By using the Equation 13, we can get a
modified PSF:hm(x, y). Then put the modified PSF into the iteration. Follow
the Process which is mentioned above and after 5 iterations, we will get the
deblurred image in Figure 5(b).

As same as the first experiment, the PSF-constraints IBD method performs
better than the traditional one.
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(a) (b)

Fig. 5. (a): Deblurring result of traditional IBD method for defocus blur
(b): Deblurring result of PSF-constraints IBD method for defocus blur

4.3 Result of Gaussian Blur

We select the parameters:r = 8, σ = 5 to get a Gaussian blurred image. Then,
we show the original clear image and the gaussian blurred image in Figure 6.

(a) (b)

Fig. 6. (a): Original clear image, (b): Gaussian blurred image

As is shown in the figure that the Gaussian blurred image has a blur which
is a smooth blur resembling that of viewing the image through a translucent
screen. Every time we get a h(x, y) from the iteration:

We set the range of parameters:r ∈ (1, 30),σ ∈ (1, 20), the step length:Δr =
0.1, Δσ = 0.1 to search. By solving the optimization problem we can get a
hc(x, y).

We choose the parameter: α = 0.5. By using the Equation 13, we can get a
modified PSF:hm(x, y). Then put the modified PSF into the iteration. Follow
the Process which is mentioned above and after 5 iterations, we will get the
deblurred image in Figure 7(b).

By comparison, the PSF-constraints IBD method is also better than the tra-
ditional one. The PSF-constraints IBD method is more reliable. The uniqueness
and convergence properties are certain.
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(a) (b)

Fig. 7. (a): Deblurring result of traditional IBD method for gaussian blur
(b): Deblurring result of PSF-constraints IBD method for gaussian blur

5 Conclusion and Future Work

In this paper, we proposed a PSF-constraints iterative blind deconvolution
method. The PSF-constraints IBD method performs better by adding the PSF-
constraints on PSF calculated from iteration to make sure that the modified PSF
will tend to be a certain type. In this way, iteration will be more reliable, and
exhibit better characteristic of uniqueness and convergence. We can see from
the results that PSF-constraints IBD method is better than the traditional one,
besides the Hann Window makes the edge of image smooth.

It is true that the PSF-constraints IBD method is better than the traditional
one. However, there are still some future work to do. First of all, we do not verify
the convergence and uniqueness properties of the PSF-constraints IBD method
in mathematical field. What’s more, it is better if we can find a proper number
of iteration which would produce the most wonderful result. Finally, we have to
figure out how to deal with blurred image with more than one type of blur.
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Abstract. Given a single face image of a specific person as a query, it
is very difficult to retrieve all of his/her images from a personal image
collection stored for a long term due to age-related changes in facial ap-
pearances. This paper proposes to apply relevance feedback to enhance
the performance of image retrieval from the image collections with age
variation. Specifically, we propose two types of update schemes: i) query
expansion and ii) weight updating and show the effects of each scheme
by experiments with two actual image collections. For an image collec-
tion, the recall rate improved from 40.8% to 72.5% after five iterations
of relevance feedback.

Keywords: Face-based Image Retrieval, Relevance Feedback, Aging
Effects.

1 Introduction

Digital cameras are now widely used by ordinary people to take images of ev-
eryday life. The growth in the number of such images has increased the demand
for a technique to easily find specific images, for example, all images of a specific
person. Images of a specific person are usually searched based on his/her face;
therefore, such image retrieval techniques are deeply related to the techniques of
face recognition. Many face recognition techniques have been developed consid-
ering variations in various factors such as lighting conditions, facial directions,
and facial expressions. Additionally, in order to retrieve images of a specific per-
son from the image collection stored for a long term, it is crucial to consider
aging effects in the facial appearances.

There are mainly two approaches to handle aging effects in face recognition:
1) to predict how faces are going to age and 2) to use facial features invariant to
aging. Especially, the former has been the major approach, and it is known that
aging can be simulated by changing the facial parameters of facial shapes and
textures[2][3]. Although the synthesized faces usually look plausible, the differ-
ences between the synthesized and real faces make it difficult to recognize faces
with high accuracy. On the other hand, the latter approach has used features
extracted from ears, which usually do not change over the years[4], or features
invariant to wrinkles[5]. However, since these features can only be useful for
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sideways face images or face images of grown-ups, they are inadequate for image
retrieval from personal image collections. Based on the discussions above, our
purpose is to realize the face image retrieval with facial features invariant to
aging targeted on personal image collections from babies to elderly.

For content-based image retrieval, relevance feedback[6][7] has been widely
used as an effective technique to bridge the gap between the low-level features
and the high-level semantics of images. Since we also need to bridge the gap
between the facial features and the personal identity, relevance feedback can be
very effective. Therefore, this paper proposes a system which adapts relevance
feedback in retrieving images of the person of a query image from an image
collection with age variation. Multiple features are extracted from faces and the
similarity between the query image and each image in the collection is calculated
based on the extracted features. After a user gives feedback on the relevance of
the M most similar images to the query, the system applies two update schemes:
i) query expansion, which adds queries, and ii) weight updating, which modifies
the weight of each feature, to obtain the better retrieval results. In this paper,
experiments are conducted on two types of image collection with age variation
to evaluate the effectiveness of relevance feedback and to examine the effect of
each update scheme.

2 Face Image Retrieval with Relevance Feedback

Figure 1 shows the outline of the proposed system. Given a face image of a
specific person as a query image, our system retrieves his/her images from an
image collection of various people of various ages. The system firstly retrieves the
M most similar images to the query Q based on the similarities of their low-level
features. The user gives his/her feedback whether the person of the query image
is in each retrieved image, and the system adds queries and modifies the weights
of features to give better retrieval results. Here, the query Q is composed of the
initial query Q0 in the first iteration and the additional queries Qq(q = 1, 2, · · ·)
are added after each iteration to construct Q = {Qq|q = 0, 1, · · ·}.

The proposed system is composed of the following three steps.

Step1) Feature Extraction: Features are extracted from Q0 and each image
In(n = 1, · · · , N) in the image collection, where N is the total number of
images.

Step2) Similarity Calculation: Similarity between Q and In is calculated
based on the extracted features and the images In(n = 1, · · · , N) are ranked
in the descending order of the similarity. The top M images are presented
to the user.

Step3) Update by Relevance Feedback: The user selects the images of the
person of Q from the presented images. The selected images are called rele-
vant images and other presented images are called irrelevant images. After
applying the following two update schemes based on these images, the system
repeats Step2 and Step3.
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Fig. 1. Outline of Proposed System

– Query Expansion: The relevant images are added to Q as queries Qq(q =
1, 2, · · ·).

– Weight Updating: The weights of features are modified to increase and
decrease the similarities of the relevant and irrelevant images to Qq(q =
0, 1, · · ·) respectively.

2.1 Feature Extraction

Our target is the personal image collections. When people have their photos
taken, they often look toward the camera and smile. Therefore, their face direc-
tions and facial expressions are relatively consistent, while the lighting conditions
differ largely due to the variations in the time and place of the photo shooting.
Moreover, the facial features should be robust to the changes in the local facial
appearance by glasses, hair style, beard, etc.

Considering above, we use jets, F g, the set of convolution coefficients for Ga-
bor kernels of 8 different orientations and 5 different frequencies around a single
point, which are robust to moderate lighting changes and small deformations[1].
This feature is also robust to the changes in the local facial appearance because
they are extracted from local feature points. Here, F g are extracted from J facial
points shown in Fig. 2 and represented as

F g = (F g
1 , · · · , F g

j · · · , F
g
J ) (1)

F g
j = (fg

j,1, · · · , f
g
j,k, · · · , fg

j,40), (2)

where F g
j is the 40-dimensional coefficients for the jth facial point (xj , yj).
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Fig. 2. Facial Points Fig. 3. Face Graph

Moreover, geometric features F d, which represent the physical relationships
among the facial points, are combined. Here, the facial points shown in Fig. 2
are connected by L edges as shown in Fig. 3, generating a face graph. When fd

l

represents the length of the lth edge, F d is represented as

F d = (fd
1 , · · · , fd

l , · · · , fd
L). (3)

Thus, the facial feature F can be represented as F = (F g, F d) and has a hier-
archical structure as shown in Fig. 4.

Fig. 4. Hierarchical Structure of Facial Features

2.2 Similarity Calculation

S(Qq, In), the similarity between the query image Qq and the face image In in
the image collection, is calculated as follows.

S(Qq, In)=W g,qSg(Qq, In) + W d,qSd(Qq, In) (4)

Sg(Qq, In)=
∑

j

W g,q
j Sg

j (Qq, In) (5)
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Sd(Qq, In)=
∑

l w
d
l f

d,Qq

l fd,In

l√∑
l

(
wd

l f
d,Qq

l

)2∑
l

(
fd,In

l

)2
(6)

Sg
j (Qq, In)=

∑
k wg

j,kf
g,Qq

j,k fg,In

j,k√∑
k

(
wg

j,kf
g,Qq

j,k

)2∑
k

(
fg,In

j,k

)2
(7)

where Sg(Qq, In), Sd(Qq, In), and Sg
j (Qq, In) represent the similarity between Qq

and In based on F g, F d, and F g
j , W g,q, W d,q, and W g,q

j represent the weights of
F g, F d, and F g

j for Qq, and wd
l and wg

j,k are the weights of fd
l and fd

j,k for Q. The
suffixes Qq and In for the features represent whether the features are extracted
from Qq or In. The weights are initialized to no-bias weights: W g,0 = W d,0 = 1

2 ,
W g,0

j = 1
J , and wg

j,k = wd
l = 1.

2.3 Update by Feedback

Relevance feedback is generally used to establish the link between high-level
semantics and low-level features[6]. Here, we use relevance feedback to link the
facial features and the personal identity. In order to improve the performance
of face image retrieval across age variance, we need to i) expand the age range
of the retrieved images and ii) improve the capability of discrimination between
relevant and irrelevant images. Therefore, we use two schemes to update the
retrieval results for each purpose: i) query expansion and ii) weight updating.
The details of each scheme are as follows.

[Query Expansion]
Since, the larger the age gaps, the greater the changes in the facial appear-
ance usually are, a single query is expected to retrieve only his/her images of
similar ages. Therefore, after the user feedback, we use the relevant images
as the additional queries to expand the age range of the retrieval results.

Additionally, while faces usually look very similar during infancy, they
start to bear distinct features for each person as people get older. This infers
that the face images are distributed differently in the feature space according
to their ages. Figure 5 shows an example where QA and QB are two query
images of a person, IC is an image of the same person in the image collection,
and Xs represent the images of other people. Let us assume that the images
of similar ages are distributed around each query image and the images are
distributed more densely around QA than around QB since the person in
QA is too young to bear distinct personal features. In this case, since placing
equal importance on QA and QB would retrieve only the images around QA

and fail to retrieve IC , more importance should be placed on QB than on
QA. Thus, we also set the weightWq for the query Qq as follows so that the
importance of each query is determined based on the distribution of images
around the query:

Wq =
1
μq

, (8)
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Fig. 5. An Example of How Images are Distributed in the Feature Space

where μq is the average similarity of the M most similar images to the query
Qq. Then, S(Q, In), the similarity between the set of queries Q and the image
In is determined as

S(Q, In) = max
q
WqS(Qq, In) (q = 0, 1, 2, · · ·). (9)

[Weight Updating]
Both the relevant and irrelevant images have high similarities to the query
before user feedback. Thus, the weights of features should be updated to
lower the similarities between the query and irrelevant images while keeping
the similarities between the query and the relevant images high. Based on
this idea, we further refine the weight updating scheme proposed by Rui
et al.[6] by considering the similarities between the relevant/irrelevant images
and query images as follows.

Firstly, the intra-weights[6], wg
j,k and wd

l , are updated so that the weights
of features which contribute to the distinction between the relevant and
irrelevant images are increased, and vice versa. For simplicity, we consider
how to update the weight wk for fk, the kth component of a feature vector.
Figure 6 shows how images can be distributed in the fk-axis, where Q, P ,
and N represent the query, relevant, and irrelevant images. The weight wk is
increased when the relevant images are distributed closely to the query image
while the irrelevant images are distantly distributed from the query image
as shown in Fig. 6(a). On the other hand, wk is decreased when relevant
and irrelevant images are both evenly distributed in the fk-axis as shown in
Fig. 6(b), since fk is not a reliable feature component to distinguish between
relevant and irrelevant images. Thus, wk is determined as

wk =
σPN

k

σP
k

, (10)

where σP
k represents the standard deviation of fk of the query and rele-

vant images and σPN
k represents the standard deviation of fk of the query,

relevant, and irrelevant images.
The inter-weights[6], W g,q

j , W d,q, and W g,q, are updated in a similar way.
Let us assume W q is the weight for a vector F . After user feedback, all images
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Fig. 6. Weight Updating for Intra-Weight

Fig. 7. Weight Updating for Inter-Weight

In in the image collection are ranked according to the similarity between In

and Qq based only on the feature vector F as shown in Fig. 7, where P , N ,
and X represent the relevant, irrelevant, and other images which were not
presented to the user. The weight W q is increased when the relevant images
are ranked higher and the irrelevant images are ranked lower. Thus, W ′q is
determined as

W ′q =

⎧⎨⎩W q + μN νP

μP νN (μP < μN )

W q − μP

μN (μP > μN )
, (11)

where μP and μN represent the average ranks of relevant and irrelevant
images respectively, and νP and νN represent the Mean Average Precision
(MAP) of relevant and irrelevant images respectively. Here, MAP is defined
as below and indicates how high the relevant/irrelevant images are ranked.

ν =
1∑N

i=1 ui

N∑
i=1

⎛⎝ui

i

i∑
j=1

uj

⎞⎠ , (12)

where ui = 1 when the ith image is relevant/irrelevant and ui = 0 other-
wise. Eq. 11 indicates that the weight is increased when the average rank
of relevant images is higher than that of irrelevant images, and vice versa.
Moreover, the weight is increased more when the relevant images are con-
centrated in the high ranks and the irrelevant images are concentrated in
the low ranks. Finally, W q ′ is normalized to 0-1 scale and assigned to W q

j .
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Table 1. Image Collection Specification

# of images # of people age range
DB1 1002 82 0 ‘ 69
DB2 120 11 0 ‘ 54

3 Experiments

The experiments were conducted with FG-NET Aging Database [8] (DB1) and the
collection of images of our laboratory members (DB2). 27 feature points shown
in Fig. 2 are given for DB1 and are manually obtained for DB2. Table 1 shows
the specification of each image collection. Figure 8 shows the example images of a
person in each collection.

The effects of relevance feedback are evaluated by using every image in the
collection as a query with the three types of update scheme: I) weight updating,
II) query expansion, and III) weight updating and query expansion. The feedback
is given 5 times by setting M = 15. The images of the person of the query image
are called correct images and the M most similar images to the query are called
retrieved images. The results are evaluated after each iteration using MAP and
the following two types of measurement.

Average Age Gap Gave: Gave evaluates the capability of retrieving the correct
images with large age gaps.

Gave =
∑

b |aIb − aQ0 |
Nb

, (13)

Fig. 8. Example images in each collection
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where Ib(b = 1, · · · , Nb) are the correct images retrieved for the first time in the
current iteration, Nb is the number of such images, and aIb and aQ0 are the ages
of the queried person in Ib and Q0.

Max Age Gap Gmax: Gmax evaluates the capability of expanding the age range
of retrieved correct images.

Gmax = max
c

∣∣aIc − aQ0
∣∣ , (14)

where Ic(c = 1, 2, · · ·) are the retrieved correct images and aIc and aQ0 are the
ages of the queried person in Ic and Q0. MAP , Gave, and Gmax are averaged over
all trials, each of which is the retrieval by a single image in the image collection,
and Figs. 9(a)-(c) and (d)-(f) show the results for DB1 and DB2 respectively.
Firstly, Figs. 9(a) and (d) show how the correct images moved to the higher
ranks after each iteration. Especially, using both update schemes resulted in the
best retrieval performance compared to using each scheme.

Fig. 9. Experimental Results
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In Figs. 9(b) and (e), the line plot represents Gave after each iteration and the
bar line represents the number of trials Nb > 0 correct images were retrieved in
each iteration. According to these figures, weight updating is effective in retriev-
ing more correct images, while query expansion is effective in retrieving correct
images of larger age gaps.

Figures 9(c) and (f) show Gmax after each iteration. For both image collec-
tions, combining both update schemes expanded the age gaps among the re-
trieved correct images more than using each update scheme. Especially for DB2,
query expansion retrieved the correct images of larger age gaps than weight
updating, supporting the previous assertion about the effects of each update
scheme. On the contrary, for DB1, weight updating retrieved the correct im-
ages of larger age gaps than query expansion. This is because although query
expansion did retrieve the correct images of larger age gaps than weight updat-
ing, weight updating retrieved much more correct images than query expansion,
resulting in the larger Gmax by taking average of all trials.

Finally, the results are evaluated with the recall rate, which is the ratio of
the number of the retrieved correct images to the number of the correct images.
After 5 iterations, the recall rate improved from 15.7% to 38.0% for DB1 and
from 40.8% to 72.5% for DB2. These results show the effectiveness of relevance
feedback in retrieving images of a specific person across age variance. Figure 10
shows an example of retrieved correct images with her ages. Here, Fig. 10(a) is
the query image which shows the 21-year old female, Fig. 10(b) shows her images
at the age of 16 and 20, which were retrieved before feedback, and Fig. 10(c)
shows her images aged between 5 and 36, which were retrieved after 5 feedback
iterations. As can be seen, the relevance feedback was effective in retrieving
images with age-related facial changes and in expanding their age range. Other

Fig. 10. Example of Retrieved Correct Images
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correct images were not retrieved due to the variance in the face directions and
expressions as shown in Fig. 10(d).

4 Conclusion

This paper proposed a system which adapts relevance feedback in face image
retrieval across age variation and evaluated the effects of two update schemes:
query expansion and weight updating. The experiments with two actual image
collections show that query expansion is effective in retrieving correct images
of larger age gaps, while weight updating is effective in retrieving more correct
images. By combining both update schemes, the recall rate improved from 40.8%
to 72.5% after 5 iterations for one of the image collections. The future work
includes more experiments with a larger image collections and the development
of more practical system by incorporating the facial feature point extraction
techniques.
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Abstract. The graph-based reranking methods have been proven effec-
tive in image and video search. The basic assumption behind them is
the ranking score consistency, i.e., neighboring nodes (visually similar
images or video shots) in a graph having close ranking scores, which
is modeled through a regularizer term. The existing reranking meth-
ods utilise pair-wise regularizers, e.g., the Laplacian regularizer and the
normalized Laplacian regularizer, to estimate the consistency over the
graph from the pair-wise perspective by requiring the scores to be close
for pairs of samples. However, since the consistency is a term defined
over the whole set of neighboring samples, it is characterized by the lo-
cal structure of the neighboring samples, i.e., the multiple-wise relations
among the neighbors. The pair-wise regularizers fail to capture the de-
sired property of consistency since they treat the neighboring samples
independently. To tackle this problem, in this paper, we propose to use
local learning regularizer to model the multiple-wise consistency, by for-
mulating the consistent score estimation over a local area into a learning
problem. Experiments on the TRECVID benchmark dataset and a real
Web image dataset demonstrate the superiority of the local learning reg-
ularizer in visual reranking.

Keywords: Image/video search, visual reranking, regularizer, local
learning.

1 Introduction

Most of the frequently-used image/video search engines build on text-based
search by using the associated textual information, such as URL, surrounding
text from the Web pages, speech transcript, etc. However, it is commonly ob-
served that the text-based search results are not satisfying enough. Irrelevant
or little-relevant images are often returned as top results, which is caused by
the mismatching between images and its surrounding texts, the low ability to
discriminate images’ relevance levels with only textual information and so on.
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To tackle these difficulties, visual reranking is proposed to improve the
text-based search result by incorporating visual information. Up to now, many
rerankingmethods have been proposed, e.g., classification-based [8,13], clustering-
based [3] and graph-based [4,6,7,10]. Among them, the graph-based methods have
drawn increasing attention recently and have already shown promising results on
image and video search [6,10]. In such methods, a graph is constructed with the
samples, i.e., images or video shots, as the nodes and the edges between them be-
ingweighted by their visual similarity. In [4,6,7], reranking is formulated as random
walk over the graph and the ranking scores are propagated through the edges. The
stationary probability of the random walk process is used as the reranked score
directly.

The basic assumption behind the graph-based reranking methods is that:
neighboring nodes in the graph should have similar ranking scores, i.e., the
ranking score consistency (or smoothness) over the graph topology. By mod-
eling this assumption explicitly, a general reranking framework, i.e., Bayesian
reranking, is proposed in [10]. Bayesian reranking maximizes the ranking score
consistency while minimizes the ranking distance, which represents the disagree-
ment between the reranked result and the initial text-based ranking result. As
illustrated in [10], the other graph-based reranking methods [4,6,7] can also be
unified into this framework.

The ranking score consistency over the graph is represented through a regu-
larizer term, which plays a crucial role in the graph-based reranking methods.
In [10], the widely used regularizers in graph-based classification and video an-
notation, i.e., Laplacian regularizer and the normalized Laplacian regularizer,
are directly adopted. In [4,6,7], a variant of normalized Laplacian regularizer is
utilised, as discussed in [10].

However, all the regularizers mentioned above model the ranking score con-
sistency by approximating from the pair-wise perspective. Specifically, for each
sample, a set of pairs is formed between it and each of its neighbors, and then,
the overall consistency is measured by aggregating the individual consistency
over each pair. In fact, a sample’s consistency on a local area of the graph is
multiple-wise instead of pair-wise, since the consistency is a term defined over
the whole neighboring samples instead of over each pair of them. In other words,
the consistency is characterized by the structure of the neighboring set of data.
The pair-wise regularizers treats each neighbors independently with the multiple-
wise relationship among them unconsidered. From this point of view, the con-
sistency approximated with pair-wise regularizers is not satisfactory enough.

In this paper, we propose to use a local learning regularizer to model the
desired multiple-wise consistency. Specifically, for each sample, instead of calcu-
lating the consistency with each of its neighboring samples individually, the local
learning based regularizer considers the consistency with all of its neighboring
samples simultaneously. In this regularizer, a local model is firstly trained for
each sample with its neighbors and then this model is used to predict this sam-
ple’s consistent ranking score. Finally, by minimizing the difference between the



Visual Reranking with Local Learning Consistency 165

objective ranking score and this locally predicted one, the desired multiple-wise
consistency over the graph is guaranteed.

The rest of this paper is organized as follows. In Section 2, we will briefly in-
troduce the graph-based visual reranking method. The proposed local learning
regularized reranking method and its solution are detailed in Section 3. Experi-
mental results are presented and analysed in Section 4. The parameter sensitivity
analyses are presented in Section 5, followed by the conclusion in Section 6.

2 Graph-Based Visual Reranking

Given N samples (images or video shots) {x1,x2, · · · ,xN} and their initial text
search result represented by a ranking score vector r̄ = [r̄1, r̄2, · · · , r̄N ]T where
r̄i is the ranking score of xi. A larger ranking score indicates the sample is more
relevant and thus should be ranked higher.

Bayesian reranking [10], a general graph-based visual reranking framework is
proposed recently. In this framework, a graph G is constructed with nodes being
the samples while weights on edges being the similarity between the correspond-
ing samples. Specifically, the weight wij on the edge between nodes xi and xj is
computed using Gaussian kernel wij = exp(− ‖xi−xj‖2

2σ2 ), where σ is the scaling
parameter. Then, the reranking is formulated into an optimization problem and
the optimal reranking score vector r = [r1, r2, · · · , rN ]T is derived by minimizing
the following energy function,

E(r) = Reg(G, r) + c×Dist(r, r̄). (1)

Here, the first term, termed regularizer term, penalizes the ranking score incon-
sistency over the graph topology while the second term, termed ranking distance
term, penalizes the derivation of the reranked result from the initial ranking. c
is a trade-off parameter which balances the influence of the two terms. We will
briefly introduce the two terms respectively in the following.

2.1 Ranking Distance

The ranking distance term is measured by the disagreement between the two
ranking score vectors r and r̄. The preference strength distance is proposed
in [10]:

Dist(r, r̄) =
1
2

∑
i,j

distij =
1
2

∑
i,j,i	=j

(1− ri − rj

r̄i − r̄j
)2, (2)

where distij denotes pair (xi,xj)’s distance which is measured by the two sam-
ples’ preference strength difference before and after reranking. The preference
strength which means the score difference of two samples, i.e. ri − rj for pair
(xi,xj), reflects the degree of xi being ranked before xj . The preference strength
distance has been proven to be effective [10], and will be directly utilised in this
paper.
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2.2 Regularizer

The regularizer term aims to model the ranking score consistency over the graph
topology. The widely used regularizers in semi-supervised classification and video
annotation, i.e., Laplacian regularizer [15] and normalized Laplacian regularizer
[14], are directly adopted in [10].

When Laplacian regularizer is adopted,

RegLap(G, r) = rT Lr =
1
2

∑
i,j

wij(ri − rj)2, (3)

where L = D −W is the Laplacian matrix. D = Diag(d) is a degree matrix
with d = [d1, d2, · · · , dN ]T and di =

∑
j wij .

When normalized Laplacian regularizer is adopted:

RegNLap(G, r) = rT Lnr =
1
2

∑
i,j

wij(
ri√
di

− rj√
dj

)2, (4)

where Ln = I−D− 1
2 WD− 1

2 . I is the unit matrix, W and D are the same as in
Laplacian matrix.

However, both regularizers model the ranking score consistency pair-wisely
and have less ability to capture the multiple-wise property of the ranking score
consistency. As will be discussed in the next section, local learning based regu-
larizer models the multiple-wise consistency by formulating the score estimation
into a learning problem without any heuristic assumptions.

3 Visual Reranking with Local Learning Regularizer

3.1 Local Learning Regularizer

With the ranking score consistency assumption, the desired property of r is that:
for each sample xi, its ranking score ri should be consistent with its neighbor-
ing samples’ scores simultaneously. In Eq. (3) and Eq. (4), this multiple-wise
consistency is approximated by accumulating xi’s consistency with each of its
neighboring samples individually.

To reveal the intrinsic multiple-wise consistency, we tackle this problem from
the local learning perspective. If a sample’s ranking score can be estimated from
its neighbors, this sample’s multiple-wise consistency with its neighbors is guar-
anteed. From this point of view, we can model the ranking score consistency
from the machine learning perspective. Specifically, for sample xi, we first learn
the desirably consistent score r̂i from its neighboring samples. By requiring the
objective ri be close to this predicted value r̂i, the multiple-wise consistency is
guaranteed. The details will be discussed in the following.

For each sample xi, a local model oi(·) is trained locally with the data
{(xj , rj)}xj∈N (xi), where N (xi) denotes the set of xi’s neighboring samples.
xi’s ranking score can be predicted by this learned model. Then the regularizer
term is derived by aggregating the local model’s prediction loss on each sample:

RegLocal(G, r) =
∑

i
(ri − oi(xi))2. (5)
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The task of the local model oi(·) is to predict sample xi’s ranking score ri from
its neighboring samples accurately. Many approaches can be used as the local
model. A linear one is adopted in [12]. However, due to the complexity of the
real-world images, it is hard to predict the scores accurately by using simple
linear model. To handle this difficulty, we propose to use a local kernel model.
Since it is apparently a regression problem, the kernel ridge regression statistical
model [2], which is well-known and simple to implement, is adopted in this paper.

In kernel ridge regression, by using a kernel mapping φ(·) operating from input
space X to a kernel space F , φ : x ∈ X �→ Φ(x) ∈ F , the dependencies between
N (xi) and its score vector ri = [rj ]Txj∈N (xi) is modeled as:

oi(x) = wT φ(x). (6)

Its cost function is:∑
j,xj∈N (xi)

(rj −wT φ(xj))2 + λ ‖w‖2 , (7)

λ is a coefficient to balance the capacity and complexity of this model.
Differentiating Eq. (7) w.r.t. w and then equating it to zero, we obtain:

w = Φi(ΦT
i Φi + λI)−1ri,

where Φi denotes matrix [φ(xj)]T for xj ∈ N (xi). Then, for xi, the score pre-
dicted by its local model oi(·) is:

oi(xi) = wT φ(xi) = kT (λI + K)−1ri = βT
i ri, (8)

where k is a vector with kj = φ(xi)T φ(xtj ) = k(xi,xtj ), and K is a ma-
trix with kmn = φ(xtm )T φ(xtn) = k(xtm ,xtn), j, m, n = 1, 2, · · · , |N (xi)| and
xtj ,xtm ,xtn ∈ N (xi) with tp is the subscript of the pth sample in N (xi). As
for kernel based methods, we only need to define the kernel function k without
defining φ(·) explicitly. The Gaussian kernel is adopted as the kernel function in
this paper.

The local learning regularizer is formulated as:

RegLocal(G, r) =
∑

i
(ri − oi(xi))2

=
∑

i
(ri − βT

i ri)2 = rT RLocalr (9)

βT
i = kT (λI+K)−1. RLocal = (I−B)T (I−B) is the local learning regularization

matrix and B = [bij ]N×N where bij equals the corresponding element of βi if
xj ∈ N (xi), otherwise bij = 0.

3.2 Solution

With the local learning regularizer in Eq. (9) as the regularizer term and the
preference strength distance in Eq. (2) as the distance term respectively, the ob-
jective function of the local learning regularized Bayesian reranking is formulated
as:
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E(r) = RegLocal(G, r) + c×Dist(r, r̄)

= rT RLocalr + c× 1
2

∑
i,j,i	=j

(1− ri − rj

r̄i − r̄j
)2. (10)

The optimal solution r∗ is obtained by minimizing Eq. (10). Denote αij = 1/(r̄i−
r̄j), then we can get

r∗ = arg min
r

rT RLocalr + c× 1
2

∑
i,j,i	=j

(1− αij(ri − rj))2

= arg min
r

rT RLocalr + c× 1
2

∑
i,j,i	=j

α2
ij(ri − rj)2

− c
∑

i,j,i	=j
αij(ri − rj)

= arg min
r

rT RLocalr + c× rT LAr− c
∑

i,j,i	=j
αij(ri − rj)

= arg min
r

rT (RLocal + cLA)r− c̃T r (11)

where c̃ = 2c(Ae) with e is a vector with all elements equal 1 and A = [αij ]N×N

is an anti-symmetric matrix. LA is a Laplacian regularization matrix defined over
the graph GA. GA has the same structure with G but the weight between nodes
xi and xj is |αij | instead of wij .

Differentiating (11) w.r.t r and then equating it to zero, it gives:

2(RLocal + cLA)r∗ = c̃

r∗ =
1
2
(RLocal + cLA)−1c̃ (12)

Then a closed-form solution for local learning regularized reranking is obtained.
The solutions for Bayesian reranking with Laplacian regularizer and normalized
Laplacian regularizer have the same form with Eq. (12) only by replacing the
RLocal with L and Ln respectively.

4 Experiments

4.1 Experimental Setting

To evaluate the effectiveness of the proposed local learning regularizer for rerank-
ing, we conducted experiments on two datasets. One is the widely used video
search benchmark, i.e., TRECVID 2005-2007 test set [11], which consists of 508
videos and 143,392 shots totally. Its text search baseline is obtained based on
the Okapi BM-25 formula [9] using ASR/MT transcripts at shot level. For each
of the 72 queries, 24 for each year, the top 1400 shots returned by the search
system are used as the initial text search result.

The other dataset is a real-world Web image dataset collected from Google1.
We selected 29 queries from a commercial image search query log as well as
1 http://images.google.com/
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popular tags of Flickr2. For each query, at most top 1000 images returned by
Google image search are collected. Thus, there are 24,676 images in total. The
initial search result given by Google is regarded as the text search baseline.

For both datasets, the visual feature used is 225-dimentional block-wise colour
moments extracted over 5*5 fixed grid partitions. The K-Nearest Neighbor is
adopted to find the neighboring samples.

For TRECVID 2005-2007, the video shot’s relevance is provided by NIST [11]
on two levels, i.e., “Relevant” or “Irrelevant”. The most often used performance
measure for this dataset is the non-interpolated Average Precision (AP) [1],
which is also adopted in this paper. We average the APs over all the 24 queries
in each year to get the Mean Average Precision (MAP) to measure the overall
performance.

For the Web image dataset, each image’s relevance degree is judged by three
participants on four levels, i.e., “Excellent”, “Good”, “Fair” and “Irrelevant”,
and its final relevance degree is set as the middle one among the scores given by
the three judges. The performance on this dataset is measured by the Normalized
Discounted Cumulated Gain(NDCG) [5], which is a measure commonly used in
information retrieval when there are more than two relevance levels.

4.2 Experimental Results and Analysis

We compare the local learning regularizer with the other two popular ones,
i.e., Laplacian regularizer and normalized Laplacian regularizer, in the Bayesian
reranking framework. Bayesian reranking with the three different regularizers
are denoted as LocalReg, LapReg and NLapReg respectively. We also compare
LocalReg with another well-known graph-based method - VisualRank [6], which
also measures the consistency pair-wisely, as discussed in [10]. The parameters
are globally set for each method respectively.

The overall performance on the two datasets are summarized in Table 1 and
Fig. 1 respectively. We can see that LocalReg outperforms LapReg, NLapReg
as well as VisualRank over the two datasets consistently and stably. This result

Table 1. MAP comparison for different reranking methods on TRECVID 2005-2007

Method
TRECVID 2005 TRECVID 2006 TRECVID 2007

MAP Gain MAP Gain MAP Gain

Baseline 0.0441 - 0.0381 - 0.0306 -

VisualRank 0.0506 14.74% 0.0401 5.25% 0.0333 8.82%

LapReg 0.0487 10.43% 0.0461 21.00% 0.0465 51.96%

NLapReg 0.0534 21.09% 0.0434 13.91% 0.0471 53.92%

LocalReg 0.0583 32.20% 0.0497 30.45% 0.0485 58.50%

2 http://www.flickr.com/
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Fig. 1. NDCG comparison for different reranking methods on Web image dataset

demonstrates that pair-wise approximation of the consistency over the graph is
not precise enough. The local learning based regularizer captures the multiple-
wise consistency and thus provides more satisfactory results.

Besides the overall performance, we also investigate the effectiveness of Lo-
calReg over each query, as shown in Fig. 2. Here, due to the space limitation,
we only take TRECVID 2005 for illustration. From Fig. 2, we can see that most
of the queries benefit from LocalReg after reranking and some queries show
significant gains, such as query 1523, 1564, 1695 and 1716. By further compar-
ing LocalReg with other three reranking methods, we find that although the
other ones achieve high improvements on certain queries, e.g., query 1547 for

0.00
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0.20
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0.40

Baseline VisualRank LapReg NLapReg LocalRegAP

Fig. 2. Performance comparison over each query on TRECVID 2005

3 Find shots of Hu Jintao.
4 Find shots of tennis players on the court.
5 Find shots of George Bush entering or leaving a vehicle.
6 Find shots of a goal being made in a soccer match.
7 Find shots of Mahmoud Abbas.
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VisualRank, query 171 for LapReg and NLapReg, they show dramatic perfor-
mance decrease on other queries, e.g., query156 for VisualRank and query 154
for LapReg. In contrast, LocalReg presents stable performance improvements on
most of queries with slight performance decrease on few ones. This phenomenon
further demonstrates the superiority of the multiple-wise consistency derived
from local learning regularizer.

5 Parameter Sensitivity

In the local learning regularizer, there are two important parameters, i.e., the
number of nearest neighbors K for local model learning and the trade-off pa-
rameter λ in Eq. (7) of kernel ridge regression. In this section, we will analyse
the sensitivity of LocalReg to them, by taking experiments conducted on the
TRECVID dataset as illustration.

5.1 The Number of Nearest Neighbors K

The number of nearest neighbors K plays an important role in local learning
regularizer. With too few neighbors, over-fitting is likely to occur and thus the
learned model gives poor prediction for the centroid sample. A larger K can
ensure more samples are involved for local model training. However, the samples
which are far away from the centroid sample have less to do with it and thus gives
little contribution to the local model. Besides, more noises will be introduced
at the same time when enlarging the training size. A proper K is required to
achieve a good performance.

The MAP-K curves are presented in Fig. 3. As illustrated, larger Ks are
preferred on both TRECVID 2005 and 2007, while on TRECVID 2007 a small
K gives better performance. As analysed from the data, the average numbers
of relevant samples across queries are 41, 55 and 24 for TRECVID 2005 - 2007
respectively. We can observe that the optimal K is roughly proportional to the
average number of relevant samples. TRECVID 2007 has the fewest relevant
samples, thus, a smaller training set is preferred to prevent too many noises are
involved. This observation can provide a rough guideline in setting K in the
future practical application.

5.2 The Trade-Off Parameter λ

We also investigated the influence of the trade-off parameter λ in kernel ridge
regression. Figure 4 shows the performance of LocalReg with different λ in terms
of MAP on TRECVID 2005-2007.

From the figures, we can see that, compared with the text search baseline, the
performance is improved with variant λs consistently. For further observation,
we can find that moderate, larger and smaller λs are preferred on the three years
respectively. The reason is that, on TRECVID 2007, the local learning problem
is the hardest (with the lowest baseline and the fewest relevant samples) thus a
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Fig. 3. The performance of LocalReg with different K on TRECVID dataset
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Fig. 4. The performance of LocalReg with different λ on TRECVID dataset

complex model is required with small λ. For TRECVID 2006, it has the most
relevant samples and the local learning problem is the easiest. A simple model
is effective enough and there for a larger λ is preferred. On TRECVID 2005,
although it has the highest baseline, its relevant samples are fewer than that of
TRECVID 2006. As a consequence, a moderate λ is optimal for it.

6 Conclusion

By investigating the effect of the regularizer term in graph-based visual rerank-
ing, an effective regularization approach, i.e., local learning regularizer, is adopted
in this paper from the local learning perspective. The local learning regularizer
models the multiple-wise consistency by formulating the score estimation into a
learning problem without any heuristic assumptions. Extensive experiments con-
ducted on both TRECVID dataset and real Web image dataset demonstrate the
superiority of the local learning regularizer.
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Abstract. Recent years have witnessed the success of many online social
media websites, which allow users to create and share media information
as well as describe the media content with tags. However, the existing
ranking approaches for tag-based image search frequently return results
that are irrelevant or lack of diversity. This paper proposes a diverse
relevance ranking scheme which is able to simultaneously take relevance
and diversity into account. It takes advantage of both the content of im-
ages and their associated tags. First, it estimates the relevance scores of
images with respect to the query term based on both the visual informa-
tion of images and the semantic information of associated tags. Then we
mine the semantic similarities of social images based on their tags. With
the relevance scores and the similarities, the ranking list is generated
by a greedy ordering algorithm which optimizes Average Diverse Pre-
cision (ADP), a novel measure that is extended from the conventional
Average Precision (AP). Comprehensive experiments and user studies
demonstrate the effectiveness of the approach.

Keywords: Image search, diversity.

1 Introduction

There is an explosion of community-contributed multimedia content available
online, such as Youtube, Flickr and Zooomr. Such media repositories promote
users to collaboratively create, evaluate and distribute media information. They
also allow users to annotate their uploaded media data with descriptive keywords
called tags, which can greatly facilitate the organization of the social media.
However, performing search on large-scale social media data is not an easy task.
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Commonly-used tag-based image search is a straightforward approach, which
returns the images annotated with a specific query tag. Currently, Flickr provides
two ranking options for tag-based image search. One is “most recent”, which or-
ders images based on their uploading time, and the other is “most interesting”,
which ranks the images by “interestingness”, a measure that integrates the in-
formation of click-through, comments, etc. These two search options both rank
images according to other measures (interestingness or time) instead of relevance
levels and thus may bring many irrelevant images in the returned ranking lists.
In addition to relevance, lack-of-diversity is also a problem. Many images on
social media websites are actually close to each other. For example, several users
used to upload continuously captured images in batch, and many of them will
be visually and semantically close. When these images appear simultaneously
in the top results, users will get only limited information. Therefore, a ranking
scheme that can simultaneously generate relevant and diverse results is highly
desired.

In this work we propose a Diverse Relevance Ranking (DRR) scheme for so-
cial image search. It is able to rank the images based on their relevance levels
with respect to query tag while simultaneously considering the diversity of the
ranking list. The scheme works as follows. First, we estimate the relevance score
of each image with respect to the query term as well as the semantic similarity
of each image pair. The relevance estimation incorporates both the visual infor-
mation of images and the semantic information of their associated tags into an
optimizations framework, and the semantic similarity is mined based on the as-
sociated tags of images. With the estimated relevance scores and similarities, we
then implement the DRR algorithm, which can be viewed as a greedy ordering
algorithm that optimizes Average Diverse Precision (ADP), a novel measure that
is extended from conventional Average Precision (AP). Different from AP that
only considers relevance, ADP further takes diversity into account, and thus the
derived DRR algorithm can generate results that are both relevant and diverse.
The main contribution of this paper can be summarized as follows:

(1) Propose a diverse relevance ranking scheme for social image search, which is
complementary to the existing ranking approaches.

(2) Propose a method to estimate the relevance scores of images with respect
to a query tag. It leverages both the visual information of images and the
semantic information of tags.

(3) Extend the conventional AP measure to ADP to take diversity into account,
and then derive a greedy ordering algorithm accordingly that compromises
relevance and diversity.

The organization of the rest of this paper is as follows. In Section 2, we provide a
short review on the related work. In Section 3, we introduce the diverse relevance
ranking approach. In Section 4, we detail the relevance and semantic similarity
estimation of social images. Empirical study is presented in Section 5. Finally,
we conclude the paper in Section 6.
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2 Related Work

The last decade has witnessed a great advance of image search technology
[10,5,17]. Different from general web images, social images are usually associ-
ated with a set of user-provided descriptors called tags, and thus tag-based
search can be easily accomplished by using the descriptors as index terms. But
user-provided tags are usually very noisy [8,11,14], and this fact usually makes
search results unsatisfactory. In comparison with the extensive studies on how to
help users better perform tagging or leveraging tags as an information source in
other applications, the literature regarding tag-based image search is still very
sparse. Li et al. have proposed a tag relevance learning method which is able to
assign each tag a relevance score, and they have shown its application in tag-
based image search [11]. But they simply adopt a visual neighborhood voting
method, and the semantic information of tags is not utilized. Their method also
cannot deal with the aforementioned lack-of-diversity problem.

It has been long acknowledged that diversity plays an important role in in-
formation retrieval. In 1964, Goffman have recognized that the relevance of a
document must be determined with respect to the documents appearing before
it [4]. Carbonell et al. propose a ranking method named Maximal Marginal Rele-
vance (MMR), which attempts to maximize relevance while minimizing similarity
to higher ranked documents [2]. Zhai et al. propose a subtopic search method,
which aims to return the results that cover more subtopics [19]. Many related
works can be found in [19] and the references therein.

The diversity problem is actually more challenging in image search, as it
involves not only the semantic ambiguity of queries but also the visual similarity
of search results [9,16]. Currently there are two typical approaches to enhancing
the diversity in image search: search results clustering [1,7,12,9] and duplicate
removal [6,15,13]. The clustering and duplicate elimination techniques are both
useful, but they have their limitations due to the involved heuristics. These two
methods actually both accomplish diversification by removing several images in
the ranking list (near-duplicates or images that are not the representatives of
clusters), and this thus introduces a dilemma. If we adopt too many clusters
or a small threshold for near-duplicate detection, then the diversity of search
results cannot be guaranteed, and contrarily if clusters are too few or we set
a large threshold for near-duplicate detection, many informative images will be
removed. The diverse relevance ranking scheme proposed in this work adopts a
different approach. We just rank all images and keep the diversity of top results.
Therefore, users will not miss information since we do not remove any image,
and the relevance and diversity of top results can still both be kept.

3 Diverse Relevance Ranking

We introduce the DRR approach in this section. Here we present it as a general
ranking algorithm algorithm and leave the two flexible components, i.e., relevance
score and similarity estimation of images, to the next section. We first prove that
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ranking by relevance scores can be viewed as optimizing the mathematical expec-
tation of the conventional Average Precision (AP) measure. Then we analyze the
limitation of AP and generalize it to an Average Diverse Precision (ADP) mea-
sure to take diversity into account. The DRR algorithm is then derived by greedily
optimizing the mathematical expectation of ADP measurement.

3.1 Average Precision

AP is a widely-applied performance evaluation measure in information retrieval.
Given a collection of images D = {x1, x2, . . . , xn}, denote by y(xi) the binary
relevance label of xi with respect to the given query, i.e., y(xi) = 1 if xi is
relevant and otherwise y(xi) = 0. Denote by τ an ordering of the images, and
let τ(i) be the image at the position of rank i (lower number means higher
ranked image). Let R be the number of true relevant images in the set D. Then
the non-interpolated AP is defined as

AP (τ ,D) =
1
R

n∑
j=1

y(τ(j))
∑j

k=1 y(τ(k))
j

(1)

Obviously, ranking images with their relevance scores in decreasing order is the
most intuitive approach if we do not consider other factors. Now we prove that
the ranking list generated in this way actually maximizes the mathematical
expectation of AP measurement.

Denote by r(xi) the relevance score of xi (how to estimate it will be intro-
duced in the next section), and it is reasonable for us to assume that r(xi) =
P (y(xi) = 1), i.e., we regard the relevance score r(xi) as the probability that xi

is relevant. Since R can be regarded as a constant, we do not take it into account
in the expectation estimation. We also assume that the relevance of an image is
independent with other images, and hence the expected value of AP (τ ,D) can
be computed as follows

E{AP (τ ,D)} =
1
R

n∑
j=1

j∑
k=1

E{y(τ(k))y(τ(j))}
j

=
1
R

n∑
j=1

1
j

(
r(τ(j)) +

j−1∑
k=1

r(τ(k))r(τ(j))

) (2)

Then we have the following theorem:

Theorem 1. Ranking the images in D with relevance scores r(xi) in non in-
creasing order maximizes E{AP (τ ,D)}.

Proof. Denote by τ ∗ the ranking of images in D with relevance scores in non
increasing order, i.e., r(τ∗(i)) ≥ r(τ∗(i + 1)). Then we only need to prove
E{AP (τ ∗,D)} ≥ E{AP (τ ,D)} for every possible τ .

Without loss of generality, we consider an ordering τ ′ that has exchange the
documents at the positions of rank i and i + 1 in τ ∗, i.e., τ ′(i) = τ∗(i + 1) and



178 K. Yang et al.

τ ′(i+1) = τ∗(i). Actually it is not difficult to find that any change on the τ∗ can
be decomposed into a series of such adjacent exchanges. So, our task is simplified
to prove E{AP (τ ∗,D)} ≥ E{AP (τ ′,D)}.

For simplicity, we denote ri =r(τ∗(i)) and r′i = r(τ ′(i)). Since r′i = ri+1,r′i+1 =
ri, and r′k = rk when k 
= i and i + 1, we have

� = E{AP (τ ∗,D} − E{AP (τ ′,D)}
=

1
R

(
∑

1≤j≤n,j �=i,j �=i+1

rj +
∑j−1

k=1 rkrj

j
+

ri +
∑i−1

k=1 rkri

i
+

ri+1 +
∑i

k=1 rkri+1

i + 1
)

− 1
R

(
∑

1≤j≤n,j �=i,j �=i+1

r′j +
∑j−1

k=1 r′kr′j
j

+
r′i +

∑i−1
k=1 r′kr′i
i

+
r′i+1 +

∑i
k=1 r′kr′i+1

i + 1
)

=
ri − ri+1 +

∑i−1
k=1 rk(ri − ri+1)
i

− ri − ri+1 +
∑i−1

k=1 rk(ri − ri+1)
i + 1

= (1 +
∑i−1

k=1 rk)(ri − ri+1)( 1
i
− 1

i+1
)

(3)
Since ri ≥ ri+1, we have � ≥ 0, i.e., E{AP (τ ∗,D)} ≥ E{AP (τ ′,D)}, which
completes the proof.

This proof demonstrates that adopting the AP performance evaluation measure
will prioritize images with high relevance. However, the measure may not be
consistent with users’ experience due to the neglect of diversity. Therefore, the
AP measure can be enhanced by considering diversity.

3.2 Average Diverse Precision

Here we generalize the existing AP measure to Average Diverse Precision (ADP)
to take diversity into account, which is defined as

ADP (τ ,D) � 1
R

n∑
j=1

y(τ(j))Div(τ(j))

(∑j
k=1 y(τ(k))Div(τ(k))

j

)
(4)

where Div(τ(k)) indicates the diversity score of τ(k). We define Div(τ(k)) as
its minimal difference with the images appearing before it, i.e.,

Div(τ(k)) = min
1≤t<k

(1− s(τ(t), τ(k))) (5)

where s(., .) is a similarity measure between two images. It is worth noting that
it needs not to be visual similarity. Actually in the next section we will introduce
a semantic similarity for social images. Comparing the definition of AP and ADP
(see Eq. 1 and Eq. 4), we can see that the only difference is that we have changed
y(τ(k)) to y(τ(k))Div(τ(k)). For an image in the ranking list, its contribution
to the ADP measure is not only determined by its relevance with respect to the
query but also its difference with the images appearing before it. If an image is
identical to one of the previously appeared images, it will contribute zero to the
ADP measurement. Thus the ADP measure takes both relevance and diversity
into account. Denote by τ ∗ the optimal ranking list under the ADP performance
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evaluation measure, i.e., the list that achieves the highest ADP measurement, we
can prove that y(τ(i))Div(τ(i)) ≥ y(τ(j))Div(τ(j)) for any i < j. This indicates
that the top images will tend to be more relevant and diverse. Here we omit its
proof since it is analogous to Theorem 1.

3.3 Diverse Relevance Ranking

The DRR algorithm is actually a greedy approach to optimizing the expected
value of the ADP measurement. Analogous to AP, we can estimate the expected
value of ADP as

E{ADP (τ ,D)} =
1
R

n∑
j=1

j∑
k=1

E{y(τ(k))y(τ(j))Div(τ(k))Div(τ(j))}
j

=
1
R

n∑
j=1

r(τ(j))Div(τ(j))

⎛⎜⎜⎜⎝
Div(τ(j)) +

j−1∑
k=1

r(τ(k))Div(τ(k))

j

⎞⎟⎟⎟⎠
(6)

The direct optimization of E{ADP (τ ,D)} is a permutation problem and the
solution space scales is O(n!). Thus here we propose a greedy method to solve
it. Considering the top i − 1 documents have been established, based on Eq. 6
we can derive that the i-th image should be decided as follows

τ(i) = arg max
x∈D−Si

r(x)
i

Div(x)(C + Div(x)) (7)

where
Si = {τ(1), τ(2), . . . , τ(i− 1)} (8)

C =
i−1∑
k=1

r(τ(k))Div(τ(k)) (9)

4 Relevance and Similarity of Social Images

In this section, we introduce the estimation of relevance scores and similar-
ities of social images, which are the two necessary components of the DRR
algorithm. The following notations will be used. Given a query tag tq, de-
note by D = {x1, x2, . . . , xn} the collection of images that are associated with
the tag. For image xi, denote by Ti = {ti1, ti2, . . . , ti|Ti|} the set of its associ-
ated tags. The relevance scores of all images in D are represented in a vector
r = [r(x1), r(x2), . . . , r(xn)]T , whose element r(xi) > 0 denotes the relevance
score of image xi with respect to query tag tq. Denote by W a similarity matrix
whose element Wij indicates the visual similarity between images xi and xj .
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4.1 Relevance Estimation

Our relevance estimation approach is accomplished by leveraging both the visual
information of images and the semantic information of tags. Our first assumption
is that the relevance of an image should depend on the “closeness” of its tags to
the query tag. Thus we first have to define the similarity of tags. Different from
images that can be represented as sets of low-level features, tags are textual words
and their similarity exists only in semantics. Recently, there are several works
aim to address this issue [3,18]. Here we adopt an approach that is analogous to
Google distance [3], in which the similarity between tag ti and tj is defined as

sim(ti, tj) = exp(−max(log c(ti), log c(tj))− log c(ti, tj)
log M −min(log c(ti), log c(tj))

) (10)

where c(ti) and c(tj) are the numbers of images associated with ti and tj on
Flickr respectively, c(ti, tj) is the number of images associated with both ti and
tj simultaneously, and M is the total number of images on Flickr. Therefore, the
similarity of the query tag tq and the tag set of image xi can be computed as

sim(tq, Ti) =
1
|Ti|

∑
t∈Ti

sim(tq, t) (11)

Our second assumption is that the relevance scores of visually similar images
should be close. The visual similarity between two images can be directly com-
puted based on Gaussian kernel function with a radius parameter σ, i.e.,

Wij = exp(−‖ xi − xj ‖2

σ2 ) (12)

Note that this assumption may not hold for several images, but it is still
reasonable in most cases. Based on the two assumptions, we formulate a regu-
larization framework as follows

Q(r) =
n∑

i,j=1
Wij

(
r(xi)√

Dii

− r(xj)√
Djj

)2

+ λ
n∑

i=1
(r(xi)− sim(tq, Ti))2

r∗ = arg min Q(r)

(13)

where r(xi) is the relevance score of xi, and Dii =
∑n

j=1 Wij . The above equation
can be written in matrix form as

Q(r) = rT (I−D−1/2WD−1/2)r + λ ‖ r− v ‖2 (14)

where D = Diag(D11, D22, . . . , Dnn) and v = [sim(tq, T1), sim(tq, T2), . . . ,
sim(tq, Tn)]T . r∗ can be obtained in an iterative way:

(1) Construct the image affinity matrix W by Eq. 12 if i 
= j and otherwise
Wii = 0.

(2) Initialize r(0). The initial values will not influence the final results.

(3) Iterate r(t+1) =
1

1 + λ
D−1/2WD−1/2r(t) +

λ

1 + λ
v until convergence.

The method can be viewed as a random walk process, and it will converge to a
fixed point.
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4.2 Semantic Similarity Estimation

We define a semantic similarity for social images, which is estimated based on
their associated tag sets. Note that we have obtained the similarity of tag pair
in Eq. 10. Consequently, we estimate the semantic similarity of images xi and
xj as

s(xi, xj) =
1

2|Ti|

|Ti|∑
k=1

max
t∈Tj

sim(tik, t) +
1

2|Tj |

|Tj|∑
k=1

max
t∈Ti

sim(tjk, t) (15)

We can see that the above definition satisfies the following properties:

(1) s(xi, xj) = s(xj , xi), i.e., the semantic similarity is symmetry.
(2) s(xi, xj) = 1 if Ti = Tj , i.e., the semantic similarity of two images is 1 if

their tag sets are identical.
(3) s(xi, xj) = 0 if and only if sim(t′, t′′) = 0 for every t′ ∈ Ti and t′′ ∈ Tj , i.e.,

the semantic similarity is 0 if and only if every pair formed by the two tag
sets has zero similarity.

5 Empirical Study

5.1 Experimental Settings

We evaluate our approach on a set of social images that are collected from Flickr.
We first select a diverse set of popular queries, including airshow, apple, beach,
bird, car, cow, dolphin, eagle, flower, fruit, jaguar, jellyfish, lion, owl, panda,
starfish, triumphal, turtle, watch, waterfall, wolf, chopper, fighter, flame, hairstyle,
horse, motorcycle, rabbit, shark, snowman, sport, wildlife, aquarium, basin, bmw,
chicken, decoration, forest, furniture, glacier, hockey, matrix, Olympics, palace,
rainbow, rice, sailboat, seagull, spider, swimmer, telephone, and weapon. For sim-
plicity, we use 1 to 52 to denote the IDs of these queries, respectively. We then
perform tag-based image search with “ranking by most recent” option, and the
top 2,000 returned images for each query are collected together with their as-
sociated information, including tags, uploading time, user identifier, etc. In this
way, we obtain a social image collection consisting of 104,000 images and 83,999
unique tags. But many of the raw tags are misspelling and meaningless. Hence,
we adopt a pre-filtering process on these tags. Specifically, we match each tag
with the entries in a Wikipedia thesaurus and only the tags that have a coor-
dinate in Wikipedia are kept. In this way, 12,921 unique tags are kept for our
experiment, and there are 7.74 tags associated with an image in average.

For each image, we extract 428-dimensional features, including 225-dimenaional
block-wise color moment features generated from 5-by-5 fixed partition of the
image, 128-dimensional wavelet texture features, and 75-dimensional edge dis-
tribution histogram features. The ground truth of the relevance of each image is
voted by three human labelers. The radius parameter σ in Eq. 12 is empirically
set to the median value of all the pair-wise Euclidean distances between images.
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5.2 Experimental Results

We first compare the following three ranking methods:

(1) Time-based ranking, i.e., order the images according to their uploading
time.

(2) Relevance-based ranking, i.e., order the images according to their esti-
mated relevance scores r(xi).

(3) Diverse Relevance Ranking (DRR), i.e., the method proposed in this work.

Fig. 1 and 2 illustrate the AP and ADP measurements obtained by different meth-
ods, respectively. We also illustrate the mean AP (MAP) and mean ADP (MADP)
measurements that are averaged over all queries. First, we observe Fig. 1 and it can
found that the time-based ranking performs the worst in terms of relevance. This
is understandable since the ranking list is generated merely based on time informa-
tion. The relevance-based ranking performs much better, and this demonstrates
the effectiveness of our relevance estimation method. The AP measurements of
DRR degrade slightly in comparison with the relevance-based ranking. The MAP
measurements of relevance-based ranking and DRR are 0.684 and 0.663, respec-
tively. However, from Fig. 2 we can see that the ADP measurements of DRR are
much higher. The MADP measurements of time-based ranking, relevance-based
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Fig. 1. The comparison of AP of different ranking schemes. The MAP measurements
of time-based ranking, relevance-based ranking and DRR are 0.576, 0.676 and 0.655,
respectively.
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Fig. 2. The comparison of ADP of different ranking schemes. The MADP measure-
ments of time-based ranking, relevance-based ranking and DRR are 0.304, 0.356 and
0.401, respectively.



Social Image Search with Diverse Relevance Ranking 183

Table 1. The average rating scores and variances converted from users study results

DRR vs.
Time-based ranking

DRR vs.
Relevance-based ranking

DRR Time-based DRR Relevance-based
2.40±0.386 1.03±0.033 2.40±0.455 1.133±0.189

Table 2. The ANOVA test results on comparing DRR and time-based ranking

The factor of ranking schemes The factor of users
F -statistic p-value F -statistic p-value

108.57 2.58 × 10−11 0.656 0.894

Table 3. The ANOVA test results on comparing DRR and relevance-based ranking

The factor of ranking schemes The factor of users
F -statistic p-value F -statistic p-value

46.74 2.5 × 10−11 0.25 0.999

ranking and DRR are 0.308, 0.361 and 0.412, respectively. This shows that DRR
achieves a good trade-off between relevance and diversity.

We then conduct a user study to compare the three ranking schemes. To
avoid bias, a third-party data management company is involved. The company
invites 30 anonymous participants, who declare they are regular users of Internet
and familiar with image search and media sharing websites. We ask them to
freely choose queries and compare DRR with each of the other two ranking
approaches. The users are asked to give the comparison results using “>”, “�”
and “=”, which mean “better”, “much better” and “comparable”. To quantitate
the results, we convert the results into ratings. We assign score 1 to the worse
scheme and the other scheme is assigned a score 2, 3 and 1 if it is better, much
better and comparable than this one, respectively. The average rating scores and
the variances are illustrated in Table 1. From the results we can clearly see the
preference of users towards the DRR scheme. We also perform an ANOVA test,
and the results are illustrated in Table 2 and Table 3. The results demonstrate
that the superiority of the DRR is statistically significant.

6 Conclusion

This paper proposes a diverse relevance ranking scheme for social image search,
which is able to simultaneously take relevance and diversity into account. It
leverages both visual information of images and the semantic information of tags.
The ranking algorithm optimizes an Average Diverse Precision (ADP) measure,
which is generalized from the conventional AP measure by taking diversity into
account. Experimental results have demonstrated the effectiveness of the ap-
proach. In addition, we have also shown the application of the DRR scheme in
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web image search diversification. In the future, we will test our scheme with more
queries as well as comprehensively investigate the dependence of users’ search
experience with relevance and diversity.
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Abstract. 3D model feature extraction is an important issue for 3D
object retrieval. We propose a novel 3D model feature named view con-
text and based on this we construct a view context shape descriptor for
3D model retrieval. The view context of a particular view captures the
distribution of visual information differences between this view and a set
of arranged views. We select a set of feature views, compute their view
contexts and use them as the shape descriptor of a 3D model. In order to
enhance the retrieval accuracy, we perform an approximate symmetric
axis-based 3D model alignment and propose a combined shape distance
between two models, by incorporating the dissimilarity between two view
context shape descriptors and the Zernike moments feature difference be-
tween the feature views of two models. Experiment results show that the
view context shape descriptor is comparable with the state-of-the-art de-
scriptors in retrieval performance.

Keywords: 3D model feature, view context, 3D model retrieval, shape
deviation, visual information.

1 Introduction

With the increase in the number of available 3D models, the ability to accurately
and efficiently search for 3D models is crucial in many applications. As a result,
3D model retrieval has become an important research area. In recent years, sev-
eral algorithms that extract different 3D model features such as shape histogram
[1], shape distribution [13], moment [5], Light Field [3], 3D harmonics [10], have
been proposed for 3D model retrieval. Funkhouser et al. [6] present a multi-
modal web-based search engine which supports queries based on 3D sketches,
2D sketches, 3D models and/or text keywords. Even though there is much work
done on 3D model retrieval, it is still a challenging problem to find a good 3D
model feature for retrieval.

In this paper, we propose a novel 3D model feature named “view context”.
When we look at a 3D model from a view V (i.e. the viewer is located at V ), the
visible features of the model are the important visual information of the model
from this view V . We assume a 3D model is represented as a triangle mesh.
We present two definitions of the visual information of a 3D model from a view
V : (1) A hybrid point feature set composed of contours, suggestive contours
[4], boundaries as well as silhouettes of the model as seen from the view V ;

S. Boll et al. (Eds.): MMM 2010, LNCS 5916, pp. 185–195, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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(2) Zernike moment features of the silhouette image rendered from the view V .
The view context of a view V is then defined as the differences of the visual
information between V and a set of arranged views.

We apply the view context for 3D model retrieval. We concentrate on 3D
model retrieval using 3D models as queries. In order to apply view context in re-
trieval, we propose a view context shape descriptor of a 3D model. The proposed
shape descriptor consists of the view contexts computed at several sampling
views. To improve the retrieval accuracy, we first align the 3D model using a
proposed simple approximate symmetric axis-based approach before computing
the shape descriptor for a 3D model. To further improve the retrieval accuracy,
we also add the difference between the feature views sets of two models. Our
main contributions are as follows:

(1) We devise a new 3D model feature named view context for identifying
models. Similar models in general have similar view contexts and the view con-
texts of models from different classes are often distinctively different.

(2) We propose a retrieval algorithm based on view context and through
experiments verify that it can often achieve comparable retrieval performance
with the state-of-the-art descriptors.

The remaining of this paper is organized as follows. In Section 2, we review the
related work in 3D model retrieval. Section 3 describes in detail the idea of view
context. In Section 4, we propose the view context shape descriptor. In Section
5, an algorithm for 3D model retrieval using the view context shape descriptor
is explained. The results of retrieval experiments are demonstrated in Section 6.
Section 7 contains the conclusions and lists some topics for future work.

2 Related Work

The existing 3D model retrieval techniques can be classified into two categories:
geometry-based techniques and visual information-based techniques. Geometry-
based techniques use the distribution of geometric elements, such as vertices and
faces, or some intrinsic topological structures to characterize the features of 3D
models while visual information-based techniques extract features based on the
rendered view images.

Most of the previous work in 3D model retrieval belong to the geometry-
based techniques. The key idea of shape distribution [13] is to represent the
shape signature as a probability distribution sampled from a shape function
measuring the global geometric properties of a 3D model. Shape histogram [1]
is an extension of the shape matching techniques from 2D to 3D. It encodes the
distance distribution of the surface points as a function of the distance from the
center of mass and spherical angle. It includes three descriptors: SHELL (only
use distance), SECTOR (only use spherical angle), and SHELL and SECTOR
(use both). 3D harmonics [10] uses spherical harmonics to compute the similarity
between 3D models without the need to align their orientations. It decomposes
a spherical function into orthogonal components while preserving the norms.
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In the visual information-based techniques, the visual similarities between
view images of different models are compared with each other to measure the
difference of the models. Multiple view descriptor [7], Light Field descriptor [3]
and our view context shape descriptor belong to this category. Multiple view
descriptor classifies models by comparing the views rendered from the primary,
secondary and tertiary viewing directions of principle axes after an alignment
with PCA. Chen et al. [3] proposed the Light Field descriptor to define the dis-
tance of two models as the minimum distance between their 10 corresponding
silhouette views, rendered from the vertices of a dodecahedron using the ortho-
graphic projection. The features in each image are encoded using the Zernike
moments and Fourier descriptor. Their Light Field descriptor compares the views
of different models directly, while our view context shape descriptor compares
and encodes the difference of views of the same model first and then we compare
the view context features of different models to measure their difference.

3 View Context

3.1 Definition

The view context of a particular view of a 3D model encodes the visual infor-
mation differences between this view and a set of arranged views. It captures
the shape appearance deviation of a 3D model. In our work, a 3D model is
represented as a triangle mesh.

Assume that the 3D model is centered in the origin of a 3D coordinate system.
Its view context from a view V0 is defined as follows. First, we rotate the 3D
model such that view V0 coincides with the z-axis of the coordinate system.
Then, we orderly sample a set of views {(ϕ, θ)} based on the current initial
pose. For example, view (ϕ, θ) can be generated by first rotating the model ϕ
degrees about the x axis and then θ degrees about the y axis. The view context
of a view V0 is composed of a set of feature vectors:

{(ϕ, θ, d)|(ϕ, θ) ∈ V} , (1)

where d is the view appearance distance between view (ϕ, θ) and view V0. V is
a sequence of sampling views. The methods of view sequence sampling and view
distance computation will be presented in Sections 3.2 and 3.3, respectively.

View context represents the relative appearance deviations with other views.
Figure 1 gives an example of the view contexts of the initial poses of six models
(Figures 1(a)∼(f)) in Princeton Shape Benchmark Database [14]. Figures 1(g)∼(l)
show thematrix representation of the six view contexts. In these examples, theview
sequence V consists of 12 views based on the uniform step sampling (Section 3.2)
and it is organized into a 3× 4 matrix. The top-left element represents the view V0
and other elements indicate other relative views with respect to V0. The gray scale
values represent the view appearance distances and darker means smaller values.
Figure 1(m) shows the plot of the six view context. The graphs are obtained by or-
dering the elements of the matrix based on the following rule: from top to bottom



188 B. Li and H. Johan

(a) Ant0 (b) Ant1

(c) Butterfly0 (d) Butterfly1

(e) Human0 (f) Human1

(g) Ant0

θ

φ

(h) Ant1

θ

φ

(i) Butterfly0

θ

φ

(j) Butterfly1

θ

φ

(k) Human0

θ

φ

(l) Human1

θ

φ
0 2 4 6 8 10 12

0

10

20

30

40

50

60

70

80

View index

(m) View context plots

A
pp

ea
ra

nc
e 

di
st

an
ce

 

 

Ant0
Ant1
Butterfly0
Butterfly1
Human0
Human1

Fig. 1. View context of six models

and from left to right.We can see that similarmodelswillhave similar view contexts
and the view contexts of different models are often distinctively different.

3.2 View Sequence Sampling

To decide the view sequence V, we need to determine the values of ϕ and θ
in Equation 1. The ranges of their values are ϕ ∈ [0, 180] and θ ∈ [0, 360). To
consider different types of features extracted, we adopt two sampling methods:
uniform step-based sampling and cube-based sampling. The former is used for
contour-based features, and the latter is for region-based features.

Uniform Step-Based Sampling. Using sampling steps Δϕ and Δθ, the (ϕ, θ)
for a view sequence V can be defined as follows.

{(i ∗Δϕ, j ∗Δθ)|0 ≤ i ≤
⌊

180
Δϕ

⌋
, 0 ≤ j <

⌊
360
Δθ

⌋
} . (2)

The view sequence V is written as V = {V0, V1, · · · , Vn−1}, where n = (
⌊

180
Δϕ

⌋
+

1) ∗
⌊360

Δθ

⌋
. In our experiments, we set Δϕ = 90 and Δθ = 90. Then, the view

sequence V consists of the following 12 views.

{(ϕ, θ)|ϕ ∈ {0, 90, 180}, θ ∈ {0, 90, 180, 270}} . (3)

Cube-Based Sampling. By adopting region-based image descriptors, for every
view we only need to generate a sequence of silhouette images rendered from a
set of cameras using orthogonal projection. Considering the symmetry property
of the projection, we render 13 views by setting the cameras on the surface
of a cube. The camera locations are (1,1,1), (-1,1,1), (-1,-1,1), (1,-1,1), (1,0,0),
(0,1,0), (0,0,1), (1,0,-1), (0,1,-1), (1,1,0), (0,1,1), (1,0,1), (1,-1,0). They comprise
4 top corner views, 3 adjacent face center views and 6 middle edge views. Based
on these camera locations, we then compute the view sequence {(ϕ, θ)}.
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3.3 View Appearance Distance

To compute the view appearance distance d between two view images V0 and
Vi, we use hybrid feature matching cost if extracting contour-based features and
use Zernike moment distance if extracting region-based features.

Hybrid Feature Distance. We first extract a hybrid feature point set of a
view and then use a 2D shape matching algorithm to compute the view distance.

(1) Feature extraction. We define a hybrid feature set of a view image
(Figure 2) by integrating contours, suggestive contours [4], boundaries as well as
silhouettes. Contours are the point sets whose normal vectors are perpendicular
to the view vector. Suggestive contours are contours in nearby views. A view im-
age that includes the suggestive contours already integrates the contour features
in the nearby views. Therefore, it facilitates a sparse view sampling and thus
improves the efficiency of 3D model retrieval. Beside contours and suggestive
contours, boundaries and silhouettes are also essential to accurately represent
the features of 3D models. Boundary comprises edges that only belong to a single
triangle face. Silhouette is an outline of the model from a certain view. Figure 2
shows one example of these features.

(a) Contours (b) Suggestive contours (c) Boundaries (d) Silhouettes (e) Hybrid features

Fig. 2. One example of the features of a view image

(2) Feature sampling. To reduce the time for feature matching, we need to
first resample the feature points. In our experiments, we sample 100 points for
every view image by adopting the following feature points sampling steps: curve
extraction, cubic B-Spline curve interpolation and uniform sampling. During the
uniform sampling, we set the number of sampling points for each curve to be
proportional to its original length (in pixel).

(3) View distance computation. After sampling two feature point sets
from the view images V0 and Vi, we use the shape context matching algorithm
[2] to compute the view distance of these two views.

Zernike Moments Distance. We use moments to extract the feature of the
silhouette views V0 and Vi. To achieve rotation invariance when measuring the
difference of two images, we adopt the Zernike moments [11] and compute up
to 10th order moments (36 moments in total) for the feature of every view
image. To compare the difference between two moments feature vectors, we adopt
the Canberra distance [12]:

∑36
i=1 |xi − yi|/|xi + yi|, where (x1, x2, . . . , x36) and

(y1, y2, . . . , y36) are the Zernike moment feature vectors of two views V0 and Vi.
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4 View Context Shape Descriptor

4.1 Definition

To build the view context shape descriptor for a 3D model, we can first align the
model (Section 4.2) or use the original database directly, then select a set of fea-
ture views and compute the view contexts of these views, and finally concatenate
them into a matrix as the view context shape descriptor.

For the feature views set selection, generally, the front, right, back and left
views are the standard views for viewing a 3D model. Since we can perform an
approximate alignment (Section 4.2) on the 3D model beforehand, we can only
select these 4 views. However, if we do not perform the alignment, we select the
13 cube-based sampling views (Section 3.2) as our feature views.

4.2 Symmetric Axis-Based Alignment

Symmetry is an important factor of human perception to align similar models
in similar poses. Considering this, we propose a simple method to align a 3D
model based on the approximate symmetric-axis. The algorithm is as follows:

(1) Align the 3D model using the Principal Component Analysis
method [8].

(2) Find the best approximate symmetric axis. We only consider the x,
y and z axes after the alignment in step (1). We assume the vertices of the model
are {vi =< vi,x, vi,y, vi,z > |i = 1, · · · , t}, where t is the number of vertices. First,
we find the best symmetric axis A by summing up x, y and z coordinates of all
the vertices respectively and then find the axis that has the minimum absolute
value,

A = argmin{|
t∑

i=1

vi,x|, |
t∑

i=1

vi,y|, |
t∑

i=1

vi,z|} . (4)

If A=x/y/z (/ means or), it means that the symmetric plane is roughly yoz /zox
/xoy. Then, we need to find the axis (y/z, z/x, x/y) that has bigger variance
(larger eigenvalue) and regard it as the best symmetric axis.

(3) Rotate the model such that the best symmetric axis coincide
with the y axis. If the three eigenvalues are all negative, we flip the model
about the x axis.

We tested this simple and approximate algorithm on the 3D models in the
Princeton Shape Benchmark Database [14] and found that in most cases it can
align similar models in similar way except for some reflection errors about x
axis. These errors may be due to the ambiguity of the principle axes, which is an
intrinsic shortcoming of PCA. Some alignment results are shown in
Figure 3.
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Fig. 3. Some alignment results

5 3D Model Retrieval with View Context

5.1 Retrieval Algorithm

We focus on retrieval using 3D models as queries. Given a query model, we
propose a 3D model retrieval algorithm as follows.

(1) Coordinates normalization. To achieve translation and scale invari-
ance, we translate the centers of all the models to the origin of the coordinate
system and then scale them such that their bounding spheres have the same
radius.

(2) Pose normalization. To enhance the retrieval accuracy, we perform the
approximate symmetric axis-based 3D model alignment (Section 4.2).

(3) Compute view context shape descriptor. First, we select a set of
feature views (e.g. 4 or 13), then compute the view context for each feature view
and finally construct a view context shape descriptor by concatenating them.

(4) Compute the shape distance matrix and ranking. We design two
shape distance metrics to measure the difference between two types of view con-
text shape descriptors. We also propose a combined shape distance by combining
the dissimilarity between two view context shape descriptors and the Zernike
moments feature difference between two models’ feature views sets. We describe
these three distances in Section 5.2.

5.2 Shape Distance Metrics

Two candidate metrics that can be used to measure the distance between two
view contexts are correlation and χ2 distance. After comparing their differentia-
tion capabilities through experiments, we found that correlation performs better.
Therefore, we use correlation to measure the difference of two view contexts. As
depicted in Section 4.1, we may choose 4 standard views (front/right/back/left)
or 13 cube-based sampling views as feature views set. Accordingly, we design
one shape distance metric for each, described as follows.

Ordered Correlation Distance for 4 Feature Views. The initial pose of
a model can be in any view in the feature views set (front/right/back/left).
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Therefore, to achieve rotation invariance among these 4 views, we need to design
a metric that can encompass these differences. We assume that the feature views
of two models are V={V0, V1, V2, V3} and Ṽ={Ṽ0, Ṽ1, Ṽ2, Ṽ3}. We design an
ordered correlation distance dv based on the best correspondence between the
feature views of two models,

dv = min
i
{

3∑
j=0

V iewCost[j][(i + j) mod 4]}, i ∈ {0, 1, 2, 3} . (5)

V iewCost[i][j] = 1−C(Vi, Ṽj) and C(Vi, Ṽj) is the correlation between the view
contexts of Vi and Ṽj .

LAP Correlation Distance for 13 Feature Views. For 13 feature views,
we get a 13 × 13 view cost matrix V iewCost and we use the Jonker’s Linear
Assignment Problem (LAP) algorithm [9] to correspond these two sets of feature
views and use the minimal matching cost as the distance between them.

Combined Shape Distance. To improve the retrieval performance, we can
also consider the Zernike moments feature difference between two feature views
sets. We propose a combined shape distance which combines the dissimilarity
between two view context shape descriptors, depicted by dv, and the Zernike
moments feature difference between two sets of feature views, depict by dm. dm

is computed in the same way as view context shape descriptor except that we
use the Canberra distance [12] rather than the correlation distance. We combine
the two distances based on an automatic weighting method according to the
differentiation ability of each type of distance. First, we normalize dv and dm

into d̃v and d̃m by their respective maximum distances. Then, we compute the
weights ωv and ωm for the view context feature distance and moment feature
distance,

ωv =
s1

s1 + s2
, ωm =

s2

s1 + s2
. (6)

s1 and s2 are the standard deviations of dv and dm over all the models in the
database. Finally, we combine these two normalized features by their correspond-
ing weights,

d = ωv ∗ d̃v + ωm ∗ d̃m . (7)

6 Experiments and Discussion

To investigate the retrieval performance and the characteristics of our view con-
text shape descriptor, we tested our view context descriptor on the Princeton
Shape Benchmark Database (PSB) [14] and the National Taiwan University
Benchmark (NTU) [3] and compared it with other state-of-the-art or related de-
scriptors. We mainly use the precision-recall plots [14] to measure the retrieval
performance. Recall means how much percentage of a class has been retrieved
among the top K list while precision indicates how much percentage of the top
K models belongs to the same class as the query model.
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6.1 Princeton Shape Benchmark Database (PSB)

We used the test dataset of the PSB database [14]. It contains 907 models which
are classified into 131 classes. Figure 4 gives the precision-recall plots of several
variations of our proposed view context based retrieval algorithm as well as other
three shape descriptors. For the precision-recall plots of D2 [13] and SHELL [1],
we referred to the experiment results in [14]. For Light Field descriptor [3], we
generated the plots using their provided execution file. Figure 4(a) shows the
results on the approximately aligned PSB database, while Figure 4(b) shows
the results on the original PSB database. We can see for this case, compared
with the Light Field descriptor, view context shape descriptor can achieve bet-
ter or comparable performance when retrieving a certain percentage of models
(for example around 20 percent). Compared to the shape distribution (D2) and
SHELL descriptor (one type of shape histogram descriptor), view context de-
scriptor performs apparently better. We also found that for the same method
(e.g. View Context-M-13), the approximate alignment process can improve the
performance.
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(a) Approximately aligned PSB database (b) Original PSB database

Fig. 4. Precision-recall plots of our view context and other three descriptors: (a) Ap-
proximately aligned PSB database; (b) Original PSB database. “H” means the hybrid
feature based view context and “M” means the Zernike moments based view context.
“4”: use the uniform step-based sampling and the 4 standard views as feature views
set. “13”: use the 13 cube-based sampling views as feature views set. “F”: combined
shape distance by integrating the differences in the view context shape descriptors and
the feature views’ Zernike moments.

6.2 National Taiwan University Database (NTU)

This database [3] contains 1833 3D models and only 549 3D models are clustered
into 47 classes and the rest 1284 models are classified as the “miscellaneous”.
Therefore, we do the approximate alignment only for the 549 models. Since there
are no PCA information in the database, we complete the approximate alignment
process manually.
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Fig. 5. Precision-recall plots of our view context and other three descriptors: (a) 1833
approximately aligned NTU database; (b) 549 approximately aligned NTU database
(only classified models). The denotations of “H” ,“M” ,“F”, “4” and “13” are described
in Figure 4.

For the full approximately aligned database (1833 models), we compared our
view context with the three descriptors mentioned in [3]: Light Field [3], 3D har-
monics [10], and multiple view descriptor [7]. Figure 5(a) shows the comparison
of the performance. For Light Field descriptor, we generated the plots using their
provided execution file, while for 3D harmonics and multiple view descriptor, we
referred to the experiment results in [3]. We can see that our view context shape
descriptor can achieve a similar and comparable performance as the Light Field
descriptor. It outperforms the 3D harmonics and the multiple view descriptor
on average.

Figure 5(b) gives the performance comparison between our four methods
and Light Field descriptor over the approximately aligned 549 classified models
database. We can see that adding more feature views or integrating the Zernike
moments difference of feature views sets can apparently improve the accuracy.
Overall, we can achieve better results than the Light Field.

7 Conclusions and Future Work

We have presented a new 3D model feature: view context, which captures the
shape deviation distribution feature of a 3D model. It can differentiate mod-
els effectively because similar models have similar view contexts and different
models in general have apparently different view contexts. To improve the re-
trieval accuracy, we perform an approximate alignment and propose a combined
shape distance. Experiment results show that the view context shape descriptor
is comparable with the state-of-the-art descriptors in retrieval performance.

There are still many facets about the view context to be explored. For in-
stance, we can adopt a different view sampling method by setting the cam-
eras on the 20 vertices of a regular dodecahedron. We can also organize a view
context scale-space by dividing the view space uniformly at a series of scales,
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arranged from coarse to fine. For example, we set the uniform sampling steps
Δϕ=Δθ=60◦, 30◦, 15◦ and then define three view context features for a model
at different scales, which are 3× 6, 6× 12 and 12× 24 matrices.
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Abstract. In this paper, we propose a new image-based algorithm to
identify where a tourist is when visiting unfamiliar places. When the
tourist takes a photo of an unfamiliar place, our algorithm can recognize
where the tourist is by retrieving similar images from an image database,
where location information is associated with each image. Our method
is not only fusing global and local information but using a coarse-to-fine
three-stage search process. We first extract image descriptors from the
image taken by the tourist and retrieve a number of most relevant im-
ages from the database. Then, we re-rank these relevant images based on
geometric consistency. Finally, our method determines where the tourist
is by using an image-to-class distance measure. Promising performance
of the proposed algorithm is demonstrated by the experiments.

Keywords: Image Retrieval, Image-to-Class, Information Fusion.

1 Introduction

”Where are we?” It is a frequently asked question when tourists visit unfamil-
iar places. Since camera-equipped mobile devices are now almost ubiquitous, it
seems applicable to utilize these devices to identify where tourists are with an
image-based positioning system.

With such devices, tourists can take a photo of a prominent building or a
scene spot. This image can be used as a query to find similar images from a
database consisting of pre-collected images using content-based image retrieval
(CBIR) techniques [18,20,22]. CBIR techniques analyze an image in its context,
where shapes, colors, textures, or any other features may be used, to retrieve
similar images from a collection on the basis of syntactical image features. Re-
cently, CBIR methods extract salient features as multi-dimensional descriptors
from images and then cluster these descriptors into vocabularies of bag-of-word
(BoW) [11]. In fact, such BoW feature has become a dominant representation of
images for both object categorization and scene classification [11,5,16,10,2]. The
assumption of bag-of-word is that a different scene can generally maintain the
co-occurrence of a number of visual components which play as the role of ’visual
textures’. Therefore, an image is composed of a collection of local features which
are computed on interest points or on points in a densely sampled grid. The
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orderless model has a successful application to scene classification and achieves
promising performance. However, such models still focus on local features and
ignore global information about spatial information. It may limit its descriptive
abilities.

There are other retrieval methods for location identification in the literature.
A hybrid keyword-and-image system benefiting from both modalities is proposed
in [21]. Based on a data-driven scene matching approach, a simple algorithm is
proposed to estimate a distribution over geographic locations from a single im-
age [8]. Multi-view geometric feature-based matching approaches have also been
applied to location recognition [19,13,17]. Specially, the holistic image analysis
provides another view to recognize [14,15]. For scene perception, Oliva and Tor-
ralba proposed a ”shape of a scene” concept which regards a scene as an object
with a unitary shape. They found that the shape of a scene, which is spatial
information, can be inferred from its spatial layout and plays an important role
in scene understanding. The concept of spatial envelope achieved promising per-
formance on the scene classification. In other words, they all provide different
viewpoints for visual processing.

In order to consider both the local and global properties, we try to fuse
salient features that include not only global spatial information but also local fea-
ture properties for improving retrieval abilities in our experiment. Furthermore,
we also present a hierarchical approach, which is a coarse-to-fine image-based
method for gradually filtering out the irrelevant images in building identification.
There are three stages in our method. In the first stage, we compute and orga-
nize each image’s contextual information for coarse irrelevant image filtering. In
the second stage, we apply the RANSAC algorithm [6] to refine correspondence
matching and re-rank the relevant images retrieved in the first stage. In the final
stage, the location of the query image is determined by an image-to-class [1] dis-
tance measure, where each distinct location of the relevant images is represented
as a distinct class.

This paper is organized as follows: in Section 2, we will describe how to
fuse global and local information for roughly filtering out irrelevant images.
In Section 3, we will exploit geometric consistency for refining correspondence
matching and re-ranking the remaining images. In Section 4, we will apply an
image-to-class method to determine the location of the query image. And in
Section 5, we will show our experimental results and compare our approach to
existing ones. Finally, the conclusion will be depicted in Section 6.

2 Stage I: Coarse Irrelevance Filtering

The goal of this stage is to filter out from the database as many images irrele-
vant to the query as possible. With a restricted computational cost at this coarse
stage, we only require a low false negative rate of the excluded images since the
remaining images will be further verified in the successive stages. The task of the
stage can be accomplished by thresholding the similarities to the query based on
some off-the-shelf image descriptors. Motivated by the fact that it is generally dif-
ficult to find a descriptor which gives good performances for all images in a large
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(a) (b)

Fig. 1. (a) Two frames showing the same building from different camera view points,
with feature points extracted by Harris corner detection, and their correspondences,
and (b) final geometrically consistent points as evaluated by the RANSAC algorithm

dataset, we adopt several image descriptors for feature extraction, each of which
captures distinctive visual cues, such as shape, color, and some perceptually sen-
sitive properties. In the following, we first give a brief introduction to the three
adopted descriptors, and then provide an effective way for their combination.

2.1 Pyramid HOG

Shape-based features provide a strong evidence for image categorization, and this
phenomenon has been reported in the literature of object recognition. To utilize
the discriminant power of shape information, we adopt the PHOG (pyramid his-
togram of oriented gradients) descriptor [3] for shape feature extraction. We set
the number of bins of the histograms to 8 and the number of levels in the pyramid
to 3, and use χ2 distance to measure the dissimilarity between two images.

2.2 Color Histogram

Inspired by image retrieval literature, we also consider the use of color informa-
tion for image similarity measure. It makes sense in the application since many
buildings have their distinctive distributions over colors. To this end, we im-
plement color histograms in CIE Lab color space, and set the numbers of bins
to 21, 40, and 40 for channels L, a, and b respectively. For images under the
representation, χ2 distance is also used as the dissimilarity measure.

2.3 Gist

We adopt the gist descriptor [15] as the third feature for its compactness and
high performance. The gist descriptor performs Fourier transform analysis to
each individual sub-region of an image, and the image is then summarized by a
set of perceptual properties. The usefulness of gist has been demonstrated in a
broad range of applications, such as scene categorization [14] and image retrieval.
Euclidean distance is used to estimate the distance between a pair images under
gist descriptor.
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(a) (b)

(c) (d) (e)

Fig. 2. (a) The query. (b) The responsiveness map of the three images (c ∼ e) to
the query. It illustrates that none of the three images individually explains the query
well, but they do jointly. (c) ∼ (e) Three images of the building that pass the first two
stages.

2.4 Descriptor Fusion

The three image descriptors capture diverse image properties and complement
each other. However, the relative importance among them mostly depends on
the dataset under consideration. To decide the relative importance for descriptor
fusion, we define the distance between the query q and some images x in the
database as

d(q,x) = dPHOG(q,x) + α · dLab(q,x) + β · dgist(q,x), (1)

where constants α and β determine the weights for the corresponding descrip-
tors. Their optimal values can be decided by using the five-fold cross validation
method. By thresholding the distances of images to the query, we can exclude a
large portion of irrelevant images while keeping relevant ones.

3 Stage II: Geometric Consistency Checking

Since the distance function in the first stage does not reflect the geometric con-
sistency, we would like to check the geometric consistency by robust feature
matching in this stage. We first extract local feature points from the query and
the top k relevant images and then perform robust correspondence matching
between the query image and each relevant image. We re-rank the top k relevant
images according to the number of matched feature points.
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Specifically, we detect spatial Harris features [7] from the images. For cor-
respondence matching, we adopt the RANSAC algorithm in [6], where a fun-
damental matrix is built to remove outliers. The algorithm randomly samples
matched points and iteratively estimates the parameters until the fundamental
matrix is found.

Figure 1(a) shows the corresponding points without removing outliers, while
Figure 1(b) shows corresponding points by the robust matching algorithm. To
verify the effectiveness of the re-ranking method in this stage, we use the Normal-
ized Discounted Cumulative Gain (NDCG) [9] measure to evaluate the quality
of the top k relevant images before and after the re-ranking. The NDCG score
is defined as

Sk =
k∑

j=1

δ(cj , cq)
log2(1 + j)

(2)

where j is the the index of the jth relevant image, cj and cq are the classes of
the jth relevant image and the query image, respectively. δ(cj , cq) is 1 if cj = cq,
0 otherwise.

4 Stage III: Decision Making

Unlike prior stages in which image-to-image similarities are computed, the con-
cept of image-to-class similarities [1] is employed in the stage. That is, the query
is interpreted not by a single image individually but instead by the set of survival
images jointly.

We argue that the computation of image-to-class distances makes sense in our
application, and this point is illustrated in Figure 2. The query and the three
survivals of the building images, i.e., those that pass the first two stages, are
shown in Figure 2a, 2c ∼ 2e respectively. According to the responsiveness map
in Figure 2b, it can be seen that although none of the three survivals individually
explain the query well, they do show a good match jointly.

To implement the idea, we apply the DoG detector [12] to the query q,
and use the SIFT descriptor [12] to depict each detected point. That is q =
{d1,d2, ...,dn}, where n is the number of detected points and di is the feature
vector of point i. Except for the query, we pre-compute the same representation
for each image in the database. Now we are ready to compute the image-to-class
distance from query q to some class (building) c. Let S = {x1,x2, ...,xm} de-
note the collection of the feature vectors of detected points in the survival images
that belong to class c. Then the image-to-class distance dI2C(q, c) is defined as
follows:

dI2C(q, c) =
n∑

i=1

‖di −NNS(di)‖2, where (3)

NNS(di) = argmin
x
{‖x− di‖2|x ∈ S}. (4)
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Fig. 3. Sample images in the dataset, each row representing images taken from different
views around the same building

We compute the distances from the query to all the classes in which there are
still images left, and complete the prediction by finding the shortest one.

5 Experimental Result

The performance of the proposed approach is evaluated in the section. In the
following sections, we describe the used dataset, experiment settings, and quan-
titative results.

5.1 Experimental Dataset

The motivation of our task is to help a tourist identify the location when vis-
iting unfamiliar places. Therefore, we collect an image database that consists
of 13 distinct buildings located in our campus for performance evaluation. The
number of images of each building ranges between 75 and 85, and these images
have intraclass variations caused by serval different factors, such as photography-
ing viewpoints, scales, and camera settings. We consider images from the same
building as relevant, and irrelevant otherwise. The rule serves as the groundtruth.
Some examples are given in Figure 3.
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Fig. 4. Accuracy rates broken down into top five, ten, fifteen,and twenty images, re-
spectively. As we can see, image-to-class method present an effective performance at
each first k images.

5.2 Results

In this section we present experiments for building recognition. We show that
our proposed approach gives promising performance over the state of the art
method in this task. We concurrently implement global feature representation,
Gist with SVM [4] (Gist+SVM) and two kinds of local information, Color with
SVM (Color+SVM) and bag-of-features [11] as our baseline in this experiment.
In addition, for each image, we build joint histograms of color in CIE L*a*b
color space.

To analyze the effectiveness of the three-stage retrieval process, we report
the performance stage by stage. All the results in the following are measured
by using five-fold cross validation. In the first stage, the query image is com-
pared to those in the dataset, and the most similar k images are selected. Then
these k images are re-ranked by confirming their geometric consistency to the
query in the second stage. By setting the value of k to 5, 10, 15, and 20 re-
spectively, the average NDCG scores, defined in (1), are reported in Table 1.
According to the scores, many irrelevant images are filtered out in the first
stage, and geometric consistency checking in the second stage is helpful for score
improvement.

In Figure 4, we report the accuracy rates of both ”Gist+SVM” approach and
our proposed method in the three stages respectively. Obviously, the usage of
image-to-class distances in the third stage significantly improves the effectiveness
of our approach. Although the computational cost of image-to-class distances is
relatively high, it doesn’t limit the applicabilities of our method since image-
to-class distances are computed only for images that pass the first two stages,
instead of for the images in the whole dataset. We compare our strategy with
the state of the art model for this task. For the ”Gist+SVM”, we use four-fifth
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Table 1. NDCG Score

Top k 5 10 15 20 25 30
Stage I 2.323 3.241 3.811 4.305 4.845 5.245
Stage II 2.354 3.303 3.883 4.415 4.932 5.313

Fig. 5. Comparison with ”Gist+SVM”, ”Color+SVM” and bag-of-words with our
dataset. Average performance for the different methods are: our proposed approach:
86.26%, bag-of-words: 82.29%, ”Gist+SVM”: 73.94%, and ”Color+SVM”:50.79%.

images of each class/building for training and one-fifth images for testing. As we
can see from Figure 4, our approach fusing local and global information shows
promising performance.

The confusion matrix in Table 2 depicts the classification performance of
our proposed approach. The average classification performance is 86.26%. We
compare our result with those of the state of the art approaches including bag-
of-words [11,5,16,10,2], ”Gist+SVM” [14,15] and ”Color+SVM” approaches in
Figure 5. The classification results by ”Color+SVM”, ”Gist+SVM” and bag-of-
words are 50.79%, 73.94% and 82.29%, respectively. As we can see, our approach
achieves better performance over other methods.

Figure 6 shows an illustration of our proposed approach. The query image is
given in the first column and the first row shows the top 5 images selected by
employing both local and global information described in Section2. The second
row shows the top 5 images after executing RANSAC algorithm and re-ranking.
The third row shows the result via the image-to-class method.

In summary, we have demonstrated the effectiveness by fusing both global and
local information for scene building recognition. The decision making in our third
stage improves the accuracy and outperforms the state of the art approaches in
this task.
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Table 2. Confusion Matrix of the proposed approach on the thirteen buildings. The
average classification rates of each building are shown in the diagonal and the average
accuracy rate of retrieval is 86.26%.
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IIS 96.1 0 10.67 0 0 0 0 3.33 0 0 7.33 6.33 0
IEAS 0 81.81 0 0 0 14.52 15.63 0 0 0 3.47 0 0
LFAM 0 0 83.74 0 0 0 0 0 0 0 2.41 0 0
MHP 0 0 0 92.30 0 0 0 0 3.06 0 0 0 0

ATDM 0 0 0 0 83.71 0 0 0 0 0 0 0 0
IMH 0 1.24 0 0 0 76.3 0 6.19 0 0 0 0 0
IP 0 11.11 0 0 0 0 77.78 0 0 0 0 0 0
AO 0 0 0 0 0 8.05 5.86 90.33 0 0 0 3.18 0
AC 0 0 0 0 0 0 0 0 94.25 0 0 0 0
ISS 0 0 0 0 9.42 0 0 0 0 87.5 2.47 2.54 3.12

IBMS 3.13 5.34 4.31 5.53 0 0 0 0 0 12.11 83.33 0 9.33
GRC 0 0 0 0 0 0 0 0 0 0 0 87.58 0
ICLP 0 0 0 2.07 6.17 0 0 0 2.63 0 0 0 86.67

Fig. 6. Illustration of retrieved images by our three stage approach, respectively. The
first row shows the top 5 images via stage I. The second row represents the result after
re-ranking images of stage I. Final row shows the result that the query image belongs
to ’ICLP’ building, since the class shown in red-lined box has the shortest distance
(dI2C) among the three classes of buildings.



Scene Location Guide by Image-Based Retrieval 205

6 Conclusion

In this paper, we have presented an image-based approach for recognizing build-
ing based on fusion of local and global information. Our coarse-to-fine approach
first filters out irrelevant images in first two stages. In decision making stage,
image-to-class method is employed based on Euclidean metric for evaluating dis-
tances and determines the result of the query image from the top k survival im-
ages. We compare our approach with the Color+SVM, bag-of-word approaches
and the Gist+SVM method which use local and global information, respectively.
The proposed approach shows promising results with respect to the state of the
art methods. In the future, we would like to conduct different experiments, such
as a larger number of categories and achieve better performance.
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Abstract. This paper introduces methods for automatic annotation of landmark
photographs via learning textual tags and visual features of landmarks from land-
mark photographs that are appropriately location-tagged from social media. By
analyzing spatial distributions of text tags from Flickr’s geotagged photos, we
identify thousands of tags that likely refer to landmarks. Further verification by
utilizing Wikipedia articles filters out non-landmark tags. Association analysis is
used to find the containment relationship between landmark tags and other ge-
ographic names, thus forming a geographic hierarchy. Photographs relevant to
each landmark tag were retrieved from Flickr and distinctive visual features were
extracted from them. The results form ontology for landmarks, including their
names, equivalent names, geographic hierarchy, and visual features. We also pro-
pose an efficient indexing method for content-based landmark search. The resul-
tant ontology could be used in tag suggestion and content-relevant re-ranking.

1 Introduction

As digital cameras and storage get cheaper, many of us have thousands of photographs
in our own albums. Their effective management becomes increasingly important but
more difficult nevertheless. Image annotations have been shown effective to facilitate
organization and retrieval of photograph collections. However, automatic image anno-
tation algorithms for generic semantic are still far from being applicable. A good news
is that automatically collected metadata, such as time and location, and their derived
information have been proved helpful in management of photo collections [1]. Almost
all digital cameras record time stamps when pictures were taken. Some location-aware
cameras can augment location information about where pictures were taken by using
GPS, cellular or Wi-Fi Networks. Unfortunately, although automatically-collected lo-
cation context is useful, location-aware cameras do not grow at a rapid rate because of
cost, power consumption and image quality. Thus, most images still lack of geographic
metadata for effective organization and retrieval.

Even though it is useful to automatically add geographic tags to photographs taken
by non-location-aware cameras, limited by available content analysis technology, it is
still hopeless to automatically annotate general geographic names for photographs in
the near future. Thus, this paper focuses on landmark photographs, pictures of a spe-
cific but useful category. Figure 1 shows the overview of our system. There are two
phases in our system, the pre-processing phase and the application phase. In the pre-
processing phase, we downloaded from Flickr a total of 11,028,186 geotagged photos
which were uploaded by 140,948 users during 2005/01/01 and 2008/01/01. Geotags
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Fig. 1. Overview of the proposed system

record latitude and longtitude coordinates where the pictures were taken. They are ei-
ther recorded by cameras or labeled by users, and may contain errors. Figure 2(a) shows
the spatial distributions of all these retrieved photographs over the world. We perform
statistical analysis on geotags to find textual tags with strong spatial coherence. These
tags more likely refer to geographic terms. Landmark tags are further classified from
these geographic tags using corresponding Wikipedia articles. In addition, association
analysis is used to build a tag hierarchy, from which we can find the containment and
equivalence relationships among geographic terms. Section 3 describes our methods for
extracting the above information. In Section 4, for each landmark tag, Flickr is queried
to retrieve a collection of relevant images. From each set of images, we extract a set
of distinctive features associated to a specific landmark tag. Hence, we have a database
containing a set of landmark tags and each tag has its own set of visual words. For
efficient indexing, these visual words are clustered into a hierarchical tree.

With the learnt landmark ontology (landmark names, synonyms, hierarchy, visual
words and so on), many interesting applications become possible. The application phase
utilizes the ample and precise data extracted from the pre-processing phase for various
applications. For example, after the user uploads a new photo for query, our system
can immediately identify the landmark in the photo. It can then suggest the name of
the landmark, return the related or representative images of the landmark, recommend
other proper tags for this image, and even show the user the nearby landmarks within
the same city. Although similar to Kennedy and Naaman’s work [2], our paper can be
taken as a further step by providing the following improvements:

– It puts more focus on landmarks and proposes better methods to identify landmarks’
textual tags while they simply borrowed the idea from Ahern et al.’s
paper [3]. Along this line, this paper introduces tag hierarchy construction by asso-
ciation analysis and landmark classification using corresponding Wikipedia articles.
Thus, we can extract more structured information, such as synonyms of landmarks
and their containment relationships, to form a more complete landmark ontology.
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(a) (b)

Fig. 2. Spatial distributions of the retrieved photos and landmark tags. (a) The spatial distribution
for geotags. There are totally 11,028,186 geotagged photos in our database mirrored from Flickr.
A warmer color represents locations with more photos and a colder color means the ones with
less photos. (b) The spatial distribution of landmark tags. We have identified a total of 3,821
landmark tags over the world. These tags are shown in red. Green pixels represents the coverage
of all geotags.

– Their work mainly focus on finding representative images, but this paper proposes
methods for more efficient landmark search by visual contents.

– They only demonstrated their method within San Francisco area. On the contrary,
this paper explores the world’s landmarks. In addition, this paper demonstrates a
set of interesting applications enabled by the discovered landmark ontology.

2 Related Work

In recent years, there are quite a few work on exploring the usage of geographic meta-
data. Toyama et al. described WWMX, a system for browsing geo-referenced photo
collections [4] and various issues related to alike systems. Mor Naaman and his col-
leagues have done lots of exciting work on various topics related to geo-referenced
tags and photographs, including tag visualization [5,3], extracting the event and place
semantics [6,7], and ranking representative images [8,2]. The main differences distin-
guishing our work from theirs are that most of them assume existence of geographic
metadata and confine the usage to the geotagged images. On the contrary, we perform
visual analysis to tag images and use the hierarchical visual words to avoid the expen-
sive pair-wise similarity measurement, making the system more scalable and robust.

University of Oxford conducted a series of researches on applying the text search
techniques to the image search problem [9,10,11]. The key idea is to treat the local
distinct features, or visual words, in an image as the words in a document. However,
in their approach, each image in the dataset are considered as an unique entity and
therefore a large index storage is required. On the contrary, in our approach, hundreds or
thousands of images from a single landmark are automatically grouped together. Their
visual word distributions are aggregated into a single one. Therefore, our system can be
easily scaled to deal with millions of on-line images. Also our system provides novel
applications beyond simply finding similar images, such as automatic tag suggestion.
Finally, Hays and Efros use global image features to match an image to the geotagged
images [12]. However, this method is not accurate enough for serious applications.
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3 Textual Tags for Landmarks

The geotags reveal the geographic distribution of a tag, which consequently can be used
as the signal for landmarks. For example, the distributions of “birthday” and “beach”
are wide and sparse on Earth, but that of “Statue of Liberty” is local and clustered. We
exploit this property to identify geographically related tags. Furthermore, we build a tag
hierarchy of those tags according to their co-occurrence and geographical distributions.
However, pure geographical analysis is not sufficient to identify landmarks precisely.
Tag distributions of either cities or villages are sometimes similar to that of landmarks.
One of the reasons is that photos are not uniformly distributed in those areas, and might
be clustered at some specific places. Therefore, differences between landmark and non-
landmark tags are sometimes not distinguishable from spatial distributions. In order
to tell whether a tag is a landmark, we use knowledge stored in Wikipedia to build a
classification model.

3.1 Geographical Analysis

A photo Pi has the following attributes relevant to our application: (1) geotags Li =
(xi, yi), (2) photographer ui and (3) tag set Ti = {ti1 , ..., tini

} where ni is the number
of tags associated with Pi. To identify which tags are geographic terms, photographs’
geographic locations are grouped by tag names to form clusters. Specifically, the ge-
ographic cluster of a tag t is Ct = {Lj|t ∈ Tj}. If a geographic cluster of a tag is
localized in a small region, this tag is likely to refer to a place. One issue is that photos
with geographic tags are not always at the right place due to labeling errors or other
reasons. These photos are considered as noises, which are handled with RANSAC. For
each tag t, we first create its geographic cluster Ct with size |Ct|. We randomly pick
up one point x from Ct and use it as the center of a Gaussian. The deviation σ is deter-
mined by taking the (68%×|Ct|)-th closest point (68% is confidence level of Gaussian
model in 1σ). The fitness of the hypothetic Gaussian is evaluated as

∑
i G(Li;x, σ),

where Li ∈ Ct. The process is repeated several times and the Gaussian Gt(x, σ) with
the best fitness is chosen to describe the spatial distribution of the geographic cluster.

After deciding Gt(x, σ), we collect photos located within 3σ as inliers. The area
A(t) of the tag t is defined as area of the convex hull of all inliers. Because non-
geographic tags tend to be distributed wildly over the world, we keep the tags whose
areas are smaller than a threshold and send them to the tag hierarchy construction stage
in the next section. Among 60,449 tags that go through geographic analysis, 13,854 of
them are identified as geographic terms.

3.2 Tag Hierarchy

A photo can have multiple tags, which are usually semantically or geographically re-
lated. Because we have eliminated non-geographic tags in the previous step, the re-
maining co-occurred tags are very likely geographically related. For example, photos
labelled with “Statue of Liberty” are often labelled with “New York” as well, but
“Golden Gate Bridge” is not likely to appear with “Africa”. We use association anal-
ysis to formulate their closeness. Assuming P (b|a) denotes the probability that pho-
tos labelled with tag b given that tag a is labelled; N(a, b) denotes the number of
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Fig. 3. Examples from the tag hierarchy. The synonyms are shown in dotted circles.

photos with both tags a and b; and N(a) the number of photos with tag a, we have
P (a|b) = P (a∩b)

P (b) = N(a,b)
N(a) . The most related tag to tag a, M(a), is defined as M(a) =

argmaxb P (b|a). Given a tag a, if we iteratively evaluate M(a), M(M(a)), · · · , even-
tually it will reach a tag like “USA,” “Europe,” “Asia,” “Africa,” etc. A sequence of tags
generated in this way is called a trace. An example trace beginning from spaceneedle

is shown as follows:

M(spaceneedle) = seattle with P = 0.959924
M(seattle) = washington with P = 0.294886
M(washington) = usa with P = 0.0914492

Some interesting properties can be observed in the traces. First, the synonyms are
usually the most related tag to each other; i.e., M(M(a)) = a. Second, a tag which is
the ancestor of other tags is less likely to be a landmark tag. It usually corresponds to a
district or an even larger area. We create the trace of each geographic tag independently
and then merge them into a tag hierarchy. Two examples in Figure 3 show the subsets
of the tag hierarchy. We can clearly see the hierarchical relationships between the tags,
from continents of root nodes to individual landmarks of leaf nodes.

3.3 Wikipedia Knowledge

The leaf nodes of the tag hierarchy may still not correspond to a landmark. It could be
a local event or an unattractive static object. We show that the exact semantics of the
tag can be inferred from the corresponding article in Wikipedia, and thus the accuracy
of the landmark identification can be further improved. For each tag, we find the cor-
responding article on Wikipedia. Note that The synonyms for a landmark are already
merged in the tag hierarchy. Thus, for a group of synonyms, we only use the one with
the highest count. Among 13,854 tags which pass geographic analysis, less than 10 tags
did not have a Wikipedia article. In these cases, we classify them as the class of “other”.

Inspired by the spam detection algorithms, we formulate our problem as a classifica-
tion problem. Each article should belong to exactly one of three classes landmark, city,
and others. The city class contains not only the city-scale tags, but also all the areas
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that are larger than a specific attractive, natural or man-made structure, such as districts,
towns, and beaches. The other class contains all other things, including local events or
even non-geographical elements. We find that this three-class formulation can signif-
icantly improve the accuracy. We add the class of city because the articles in the city
class contain several unique descriptions (population, etc) and therefore they should not
be mixed with the ones in the other class. In addition, identifying the names of those
large areas would potentially provide novel applications.

We use the occurrence of the tokens (words of the “wiki text”) as the features of
the article to perform classification. Because the articles on Wikipedia are relatively
terser and more precise than general documents, the naı̈ve-Bayesian model can provide
fairly accurate results. Let P (W |C) denote probability that the word W appears in the
documents of class C and P (C|A) denote the probability that document A belongs to
the class C. Using Bayesian rule, we have

P (C|A) = P (C|T1, ..., Tn) =
p(C) ∗ p(T1, ..., Tn|C)

p(T1, ..., Tn)
, (1)

where Ti is the i-th token in the document. The most likely class of A would be c∗A =
argmaxc P (C = c|A). In addition to the individual words, using n-gram as tokens
can significantly improve the accuracy. This is because that the Wiki article uses many
deterministic sentences and formal keywords when describing cities and landmarks.

To verify the performance of our classifier, we manually label 634 tags as the ground
truth for validation. For building the classifier, we randomly choose 50 tags for each
class as the training data. The accuracy of three-class classification using single words
is 78.9% and improved to 86.1% when 2-gram and 3-gram are included as tokens.

3.4 Results and Discussions

To summarize, there are a total of 2,068,833 distinct textual tags we retrieved from
11,028,186 geotagged photos of Flickr. Among them, 60,449 tags were used by more
than 15 users. After geographic analysis, 13,854 of them are considered geography-
related. Among them, 4,633 tags are classified as landmarks by the wiki-article classifier
(with an accuracy around 85%). Considering the tag hierarchy, 3,821 of them appear at
the leaf and are considered landmark tags. Figure 2(b) shows the spatial distribution of
these landmark tags. Note that the distribution of landmarks are biased to Flickr users’
patterns. As an example, below are some landmarks we identified within London area.

greenwich bigben londoneye waterloo docklands battersea kew (kewgardens) canarywharf

tate (tatemodern) westminsterabbey towerbridge riverthames londres brixton sciencemuseum

housesofparliament heathrow batterseapowerstation trafalgar (trafalgarsquare) leicester

nationalgallery harrods cuttysark clapham gherkin britishmuseum crystalpalace

Tags in parenthesis are synonyms. The off-the-shelf databases could give landmark
name as well. However, our approach has the following advantages. First, most of those
databases are more interested in administrative hierarchy. Landmarks are often not the
main focus. Thus, landmarks are not necessarily listed. Second, even if they are, land-
marks could have multiple names, but not all are listed in the off-the-shelf databases.
Finally, off-the-shelf database can be outdated, but information extracted from social
media keeps updated and reflects how landmarks are really tagged in social media.
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Our approach shares a similar goal and part of the methodology as Ahern et al.’s world
explorer [3]. However, our system has the following features: more emphasis on land-
marks and the incorporation of tag hierarchy and Wikipedia-classification. These give
better results. Using London as an example, here are the tags that are at the leaf under
London but classified as “others” by our wiki-article classifier, guesswherelondon,
londonbus, londonist and londonunderground. It means that all four have a
landmark-scale cluster in the geographic analysis. With only geographic analysis like
Section 3.1 and Ahern et al. did, they can’t be distinguished from real landmarks. In ad-
dition, the tf-idf measure used by Ahern et al. can find a better tag to represent a group
of tags in one area, but it does not change the number of clusters. On the contrary, we
use the tag hierarchy to merge the synonyms. Also, two landmarks in a small area are
not mixed together in our method. Finally, Ahern et al. segmented the earth into many
regions in a multi-level pyramid. On the contrary, we perform the analysis globally. This
can remove some non-geographical tags such as baseball and soccer.

4 Visual Features for Landmarks

This section shows how to exploit the visual information of the landmark photos (i.e.,
images with the tags classified as landmarks) for content-based image retrieval. The
system must be robust and fast, returning the results immediately after given the query
image. Additionally, system should be scalable to handle millions of photos.

4.1 Hierarchical Visual Words Construction

Since many landmarks are made of similar materials and shot under similar illumina-
tion conditions, traditional global image features such as color histogram can hardly
be used to distinguish one landmark from another. A landmark is recognizable due to
its unique structures and thus it is better to use locally distinct features. Here we ap-
ply SIFT [13] to detect the interest points in the photo. There are usually hundreds to
thousands of SIFT features in a single image and therefore it is impractical to store all
features in the database and perform pairwise feature matching to all of them in the
query phase. Here we adopt the concept of visual word [14]. All features are coarsely
quantized into many clusters using k-means and each image can be considered as an
article written using those clusters. In this way, many techniques in text retrieval can
be readily applied [9,11]. To recognize thousands of landmarks, we still have to use a
large number of clusters to preserve the distinctness. This could significantly slow the
matching process. Here we quantize the features in a hierarchical fashion [15]. In the
beginning all feature are clustered into k clusters and the features in one cluster are
further clustered into k sub-clusters. This process is perform recursively until a specific
storage limit is reached. All the leaf nodes are the final visual words.

4.2 Efficient Indexing and Search

In the search phase, features in the query image are detected and each is assigned to the
nearest visual word. This can be done very efficiently by traversing the tree using best-
first search if the approximate nearest visual word is sufficient. We also use a modified
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Acropolis Agbar Angelofthenorth Atomium Cloudgate

Coittower Effiel Ferrybuilding Goldengate
bridge

Hollywoodsign

Iwojima Leaningtower Libertyisland Oldfaithful Palaceoffinearts

(a) the 15 landmarks used in the evaluation (b) a subset of images for agbar

Fig. 4. (a) The 15 landmarks used in the experiments. (b) A subset of images retrieved from Flickr
using agbar as the keyword. It shows a great deal of visual diversity and contains a few “noises”.

n-best search method [16] to improve the accuracy. Instead of only traversing the best
path, we traverse the first n best paths in parallel.

In previous methods, each visual word is attached with a backward index to the
images containing that word, and the ranking of the retrieved images depends on the
characteristics of the indices [10]. However, this approach requires huge storage when
there are millions of images to be indexed (in [10], only 5k positive images were in-
dexed). Also, retrieving the very similar images may not be useful in many applications
since they give no more information than the original query image. To resolve these
problems, we propose to index the landmarks instead of photos. For each visual word,
we record the backward index to landmarks containing that word. This method is more
useful than the per-image indexing for many reasons. First, the number of landmarks
in much fewer than the number of photos, and increase at a much slower rate. Second,
together with our tag semantics and geographical analysis, identifying the landmark is
enough for many applications. Third, this indexing method is more robust to the noisy
tag inputs. Few irrelevant images in the training data would not affect the search results.
In terms of the text retrieval, our method attempts to categorize the input article, not to
retrieve the similar ones from the database. After this step, other related but not similar
articles in that category can be retrieved using other existing techniques. Specifically, at
each leaf node v of the hierarchical tree, we store the number of the landmarks that con-
taining the visual words Nv and the number of occurrences in the i-th landmark Cv(i).
When a feature is assigned to a the visual word v, we increase the score to the i-th
landmark by a modified tf-idf function Cv(i)log(N/Nv), where N is the total number
of images in the database.

4.3 Evaluation

The construction of ground truth for the landmark image query is labor-intensive, so we
only choose 15 landmarks for evaluation (Figure 4(a)). For each landmark, we manu-
ally examined and selected at least 500 Flickr photos that indeed capture the landmark
structure. These images naturally covers many different illuminations and view posi-
tions. For training, we randomly pick 2,700 images (180 for each landmark) from the
ground truth to construct the hierarchical tree. There are totally 1,942,243 raw feature
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Fig. 5. (a) The average accuracy using three different methods. (b) Their average PR curves.

vectors. The degree of the clustering at each level is 8, and the maximal tree depth is 11.
The final hierarchical tree contains 778,011 visual words. The tree consumes 528MBs
and the backward index consumes 17.5MBs.

Two methods are compared. The first one uses the global feature to measure the per-
image similarity. (We used six features including histogram, Gabor texture and others;
SVM is used for classification.) The second one uses the spatial matching to measure the
similarity [10]. (Count the number of feature matches between the query image and each
of the images in the database. The feature matches are verified by spatial constraints.)
For the first method, the best accuracy of the top return is only 57.6% although it is
slightly faster than our algorithm (0.211 seconds). The spatial matching method has a
higher accuracy than our method in the first return, but its performance soon saturates
after the first 3 returns. It is because many tested images can never find a match image
in the database when it is not big enough. Also the spatial matching is much slower
than our method. On average, each query takes 54.843 seconds. Figure 5(a) shows the
overall performance for three methods. Figure 5(b) shows the PR curves. These show
that our method is compared favorably to the other two methods.

For testing robustness, we replace the training data with photos queried from Flickr
by tags, which are more convenient to obtain but also noisier. For example, Figure 4(b)
shows part of the retrieved images from Flickr for Torre Agbar, a 21st-century
skyscraper in Spain. It contains many photos without the landmark. Although many
of those photos are not visually related to the landmarks, the performance is only de-
creased by 2%. The degradation can be easily compensated by increasing the number
of visual words. This shows that the hierarchical tree combined with the per-landmark
indexing is very robust to noise in training data.

Finally, for testing in a larger scale, we increase the number of landmarks to 150.
For dataset of this size, we can only use Flickr’s returned images as both data for train-
ing and ground truth for evaluation. In this case, the average accuracy of the top return
is 30%, which is much higher than that of the random guess (0.6%), and again can
be increased by increasing the number of visual words. The real performance should
be better since the “ground truth” here are actually retrieved using Flickr’s search en-
gine containing much noise (Figure 4(b)). This shows that our method is highly scal-
able and robust. Categorizing more landmarks does not require much labeling effort to
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Fig. 6. Applications using the discovered landmark ontology. (a) Automatic tag suggestion. Once
the landmark in the image is classified, the tags in the same trace of the tag hierarchy could be
added. The synonyms are listed in parenthesis. (b) The result of the image re-ranking. The top
shows the top 24 images returned by Flickr when using Ferrybuilding as the keyword. The
red-framed images are the obvious outliers. The bottom are the results after visual re-ranking. We
can see that, after re-ranking, they have the lowest scores.

build the training data, and the storage only increases linearly with the number of the
landmarks.

5 Applications

This section presents a set of applications which uses the built landmark ontology. Other
potential applications include attraction map construction and album management.

Landmark identification from images. As shown in the previous section, our system
can identify the presence of a landmark in an image efficiently and accurately. Once we
identify this, the landmark tag and its derived tags can be automatically added or more
photographs related to this landmark could be displayed depending on the application.

Automatic tag suggestion. Our landmark ontology eases landmark image annotation
by borrowing tags learnt from those who tagged photos of the same landmark. Once
a landmark is detected, the ontology suggests a set of potential tags. Figure 6(a) gives
some results. For example, our system recognizes that the top-left photo of Figure 6(a)
contains the Agbar Tower. A set of tags are then suggested, agbar, barcelona, spain
and europe. In addition, torreagbar is suggested since the system recognizes that
agbar and torr agbar are both dialects referring to the Agbar Tower by Flickr
users.

Visual relevance re-ranking. The ontology can also be used to re-rank results for land-
mark image search by considering not only textual relevance but also visual content.
Figure 6(b) shows an example using the keyword ferrybuilding. On the top, we see
the top 24 images returned by Flicker. The bottom show the results after re-ranking.
We can see that all the irrelevant images now have lower scores. The overall processing
time is 4.53 seconds in this example.
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6 Conclusion

This paper proposes methods to automatically transfer tags to unlabeled photographs
from annotated landmark photographs of a photo-sharing website. We use geographic
analysis, tag hierarchy construction and wiki-article classification to identify landmarks’
textual keywords. These also tell us their synonyms and geographic hierarchy. The abil-
ity to assign structure to tags makes tagging systems more useful. In addition, we pro-
pose an efficient indexing method for content-based landmark search. With all these,
we demonstrate a set of interesting applications related to landmarks. In the future, we
plan to develop more interesting applications using the discovered landmark ontology
and make the visual search for landmarks more efficient.
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Abstract. Discovering class-specific informative regions for a given con-
cept with a few images is an interesting but very challenging task, due to
occlusion, scale changes of objects, as well as different views under vary-
ing lighting conditions. This paper proposes a new perspective to discover
the informative regions by using several images. To achieve this, we intro-
duce a new representation of image: Ordered-BoW Image (BoWI), whose
elements summarizes information of the patch centered at the element
in original image. Because of its “structured pixels”, BoWI is robust and
informative enough for an object class representation. Histogram-based
Multi-Ranking Amalgamation Strategy (MRAS) is adopted to explore
the most informative patches for an object in BoWI. Experiments on
Landmark-National Icon data set that our approach is robust to oc-
clusion, scale and illumination, and achieves promising performance in
discovering class-specific informative regions.

Keywords: BoW Image, Multi-Ranking Amalgamation Strategy, In-
formative Patch.

1 Introduction

Discovering class-specific informative patches for a given concept is a very in-
teresting and meaningful question because its potential application in many
research and real application areas, for example, content based image resizing
and object recognition. However, the challenging problems in computer vision,
especially in the presence of pose and view point changes, intra-class variation,
occlusion and background clutter, make this problem very difficult. For exam-
ple, we have lots of pictures taken for a given landmark on hand. However, these
pictures will vary a lot due to a wide range of views, resolution, illumination and
distance to object. ‘understanding’ the informative regions in these images and
automatically discover them will be quite meaningful for us. In this paper, we
will focus on this problem.

“Bag-of-Word” (BoW) model[2] and part-based model are two widely used im-
age representation methods in image recognition and classification. By assigning
descriptors of local invariant regions to “visual words”, each image is represented
as a histogram of word frequency. To some extent, this model is robust and in-
sensitive to scale and illumination change, but it suffers from the lack of any
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Fig. 1. Examples of National Icons varying in illumination, scale, occlusion and view
angle

available spatial information. Lazebnik et al. [6] extended the BoW model with
Pyramid Matching Kernel (PMK) by partitioning the images into increasingly
fine sub-regions. But SPM implicitly assumes the corresponding sub-regions are
scale or position invariant, which applies in scene classification. Current BoW
based methods regard images as a unit, where objects and background are not
distinguished. So they are sensitive to background clutter.

Part-based model represents object as a spatial layout of multiple parts, where
the deformable configuration is characterized by spring-like connections between
them[15]. The disadvantage of existing part-based model is that it heavily de-
pends on the representations of each part. Both interesting points based parts
detection [14] and correlation-of-patches based parts [8] introduce many local
ambiguities and limited stable parts.

Discovering informative patches is very useful to resolve the problems above,
both for removing the background and for learning the discriminative object
parts. Here, a patch is regarded as informative if it has highly similar patches
which can be frequently found in the other instances of the same class. A robust
and discriminative image representation is critical for such work.

In this paper, we propose a novel image representation, referred as “BoW Im-
age(BoWI)”, which has varying region size in a uniformly-spaced sampled grid,
thereby characterizing the structure of the local region in its element. The BoWI
will be shown to be robust to illumination and scale variation. Based on BoWI,
patches with different sizes are represented by local histograms, and the similar-
ities between them can be computed by certain distance metric. To handle the
problem of parts occlusion, a Multi-Ranking Amalgamation Strategy (MRAS)
was implemented to select the most informative parts within the objects.

The following parts of this paper are organized as follows. Section 2 describes
the BoWI image representation. In section 3, the Multi-Ranking Amalgamation
Strategy is explained. Experimental results are reported in section 4. Finally,
we conclude by listing the contributions of this paper in Section 5.

2 BoW Image Representation

In recent years, BoW model has become one of the widely used image repre-
sentation method for object recognition and classification. The earlier work in
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this area uses detectors and descriptors to detect and represent interesting key-
points in the image and a clustering of the interesting keypoints into ”bags of
visual Words”. In 2005, Feifei and Perona [12] was the first to proposed the use
of an uniformly-spaced sampled grid for scene classification. Lazebnik et al [6]
improved on the scene classification results by using the spatial pyramid match-
ing method on a uniformly-spaced sampled grid. It is generally agreeable that
uniformly spaced sampled grid, with a significantly larger number of patches
generated will do well for the matching of scene categories as images in the same
scene categories are likely to show similar geometric structure.

For object classification and detection, both Bosch et al [11] and Harzallah
et al [13] has recently applied uniformly spaced sampled grid (with various patch
sizes and different grid spacing) for object classification.

The above results further strengthen our view that extracting local regions
with uniformly-spaced sampled grid is a good approach. Methods with various
patch sizes and different grid spacing has been proposed for those methods, but
what is a good size patch and how many different grid size should be considered.
By increasing the number of patches for each image, there is a danger that the
discriminative nature of patches may be lost and a large number of false matches
may occur during the matching phase.

2.1 Detecting a Suitable Region Size

As discussed, our intention is to work with a uniformly-spaced sampled grid
but not with a fixed size patch or region. For the first step, there is a need to
determine the right size of a region at every sampled point in the dense grid. By
selecting the right region size, we expect the proposed method to be robust for
objects of different sizes appearing in different images and increase discriminative
power when comparing multiple objects with relatively different physical size.

Mikolajczyk [5] has suggested that DoG[1] is an efficient detector that can
estimate a suitable scale for each stable region and explore the distribution of
gradient related features. For a start, potential interest points that are invariant
to scale changes are efficiently identified by using a difference-of-Gaussian(DoG)
function.

G =
1

2πσ2 e−(x2+y2)/2σ2
(1)

From experiment, we have observed that neighboring interest points are likely
to be detected at similar or the same scale, therefore adopting the same scale
for spatially close points is acceptable. For each uniformly-spaced sampled grid,
the scale of its spatially nearest detected keypoint will be highly related to the
region size l. And each region will be represented as an picture element in our
new image representation.

l = kσ̄ (2)

In our experiments, we set k = 8. However, for those smooth regions, such as
sky, no keypoint is detected, we will use an estimated scale as its scale, which is
the average scale of all detected keypoints. From experimental observation, our
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Fig. 2. BoWI images for varying/fixed scale grid sampling and DOG detector

conjecture is that the scales of both foreground objects and background scene
will change or remain stable within their respective scale range. Once the proper
region size is determined, we will adopt the widely accepted SIFT descriptor[1]
to describe the local region.

Fig 2 shows an example of BoWI of the same image with three different
methods of local regions extraction. fig 2b has keypoints extracted with the
DoG detector, fig 2c is an image with uniformly-spaced sampled grid and finally
fig 2d is an image with our proposed uniformly space sampled grid with varying
patch size. From this, we can see that our adaptive scale selecting strategy can
outperform both the two traditional image representation methods.

2.2 Labeling the Image Region for BoWI

It is very complex and time-consuming if we use the high-dimensional descriptors
directly. Varying in cardinality and lacking meaningful ordering of descriptors
result in difficulty of finding an acceptable BoWI model to represent the im-
age. To address these problems, we proposed using a fixed-number label set L
by clustering techniques and assigning descriptors to their respective labels (or
Visual Words), where similar descriptors are assigned with the same label. We
adopt the index of this label to represent the picture element of our BoWI.

As we know, a generic continuous-tone grayscale image has pixels represent-
ing intensity values, and neighboring pixels exhibits highly correlated intensity
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Fig. 3. Both image and BoWI with different viewangle and background are shown for
the same bike object. Similar structure of the wheels and parts of the bike are not lost
in the BoWI representation.

values. Can we create a meaningful image, and retain the spatial relationship of
neighboring pixels, from the collection of Visual Words? Such an image, which we
will name as an Ordered-BoW Image (BoWI), is expected to have similar prop-
erties that the neighboring descriptor element has a high probability of falling
under the same visual word. To visually observe such a property, we need the
clusters and its associated labels to be ordered.

We therefore use the hierarchical K-means clustering method, which groups
data simultaneously over a variety of levels and builds a hierarchical relationship
between different clusters. The picture element of the BoWI adopts the labels
found on the leaves of Hierarchical K-means. Suppose the hierarchical cluster
tree has L levels(L = 0, 1, ...) and the branch number for each node is K, then
we will get a full K-nodes tree. The total number of leaf nodes is N = KL.

The new representation of BoWI has many advantages: (1): The picture el-
ement in BoWI represents the local descriptor, which highlights the important
features of the local region. (2): Compared to high dimensional descriptors, BoWI
reduces the representation of a descriptor to a one-dimension label by clustering.
The distribution of local patches in BoWI can easily be computed to give a ro-
bust summarization of important local features. (3): Spatial information can be
explored in BoWI. Figure3 give an example our BoWI with different viewangle
and background, and it shows the robustness of our BoWI.

3 Multi-ranking Amalgamation Strategy

In this paper, we will utilize BoWI to help in identifying similar and informative
patches across images in the same concept class. To discover the informative
patches for the concept, which can be at different scale, we generate patches of
different sizes from the BoWI. This flexibility to form different sizes of patches
will be exploited in the ranking of similarity between patches.
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3.1 Representing Patches with Local Histogram

As shown in [7], spatial information will be useful for object representation. In
this work, different patches sizes with half size overlapped are used. Denote the
histogram for the patch centered at (x, y) as H(x, y). To improve the discrimina-
tive power, we also consider the neighboring eight patches to each central patch.
Let w is the weight assigned to the central and its nearby patches. Therefore,
each patch is finally represented by itself and its neighbors as:

Ĥ = w. ∗H (3)

where H = Hij , (i, j ∈ [−1, 0, 1]) and w = ωij , (i, j ∈ [−1, 0, 1]) is the weighting
window, which satisfies

∑
ij(ωij) = 1.

The local histogram Ĥs cover the whole image as well as different scales, so
that we can mine the most discriminative patterns at any location and scale
among images in the same class.

3.2 Similarity of Patches

The χ2 distance will be used to measure the similarity between the local his-
tograms of two patches. Let X = {x1, x2, . . . , xN} be a set of learning instances in
one concept class. Each instance, xi, has a collection of Mi patches and they are
represented by its local histograms as: Hi = {Hi1, Hi2, . . . , HiMi}, in BoWI. For
each patch Hik, the closest distance to the patch in xj is: Sj

ik = min
l∈Mj

S(Hik, Hjl).

Therefor a distance set: Sj
i = [Sj

i1, S
j
i2,. . . , S

j
iMi

]T can be generated by compar-
ing to all patches in instance xj . Extending the comparison of patches from xi

to all other instances in the concept set, xj (xj ∈ xN & j 
= i), will result in a
similarity matrix: Si = [S1

i , . . . , Sj
i , . . . , SN

i ], where (j 
= i).

3.3 Combination of Multi-ranking

Images from the same concept class may have a large variation in their illumi-
nation conditions and/or pose positions. For images with such a large variation,
the similarity distance of all the patches from one to all other instances may be
very large. If a ranking method is used, the relatively large similarity distance
will not effect the degree of relevance for patches in xi to image xj . Therefore the
ranking set will be Rj

i = [Rj
i1, R

j
i2, . . . , R

j
iMi

]T . Correspondingly, the Mi×(N−1)
ranking matrix is: Ri = [R1

i , . . . , R
j
i , . . . , R

N
i ], where (j 
= i).

In the same class, the ranking positions in an instance may be affected by
missing patches when comparing the occluded object instance with any complete
object instances. To handle instances which contain occluded object in a concept
class. Only the first W ranks is used to calculate the ranking set for each patch.
That is, for patch k from xi, we re-rank Rj

ik with all j and keep the significant W
ranks Rik = [Rik(1), Rik(2), ...Rik(W)], for which, Rik(m) < Rik(n), and m <
n < (N − 1).
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Fig. 4. An Illustration of the Multi-Ranking Amalgamation Strategy (MRAS). Image
1 and Image 2 are two BoWIs. For each patch i in Image1, the most similar patch
in image2 can be found with a distance of di. We rank these distances and get the
importance ranking for the patches in Image1 in this pairwise comparison.

To evaluate the importance for each patch, we assign each patch with a rank-
based discount factor[10] according to their ranking position: the more significant
the ranking position is, the more discriminative the patch is, therefore signifi-
cant ranking positions should contribute a larger portion to the final value. The
inverse of log function (discount function) is used to progressively reduce the
voting weight. Therefore, the final ranking score is computed as follows:

Rik =
1
W

W∑
w=1

1
log(1 + Rik(w))

(4)

Based on Rik, the discriminative patches for each concept class can be selected.

4 Experiment

The implementation details and evaluation method will be discussed in this
section. Available and widely accepted dataset are not appropriate for assessing
the performance of our work on discovering class-specific informative patches.
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Table 1. Comparison of the AP for the discriminative object parts detection

BB BG CT ET HB KT Merlion RRS Redeemer
NC(%) 20.48 44.04 7.27 9.66 16.35 12.13 27.25 20.70 13.00

HOG(%) 35.30 59.57 16.30 17.79 31.66 30.27 35.91 33.83 32.33
SIFT(%) 32.29 65.15 15.85 14.56 26.10 32.07 22.67 26.92 16.10
Ours(%) 57.55 62.98 21.48 41.64 39.86 57.79 48.03 49.54 49.50

SL SOASM SOH TM LM TB VSO MAP

NC(%) 11.89 28.93 24.35 22.85 17.02 29.91 44.97 21.93
HOG(%) 24.30 39.88 41.36 33.09 40.99 46.93 71.70 36.95
SIFT(%) 29.73 30.72 36.35 27.71 23.92 39.86 50.72 30.67
Ours(%) 43.63 60.15 71.38 34.80 54.28 57.68 80.43 51.92

BB: Big Ben, BG: Brandenburg Gate, CT: CN Tower, ET: Eiffel Tower, HB: Harbour Bridge, KT:
Kuwait Tower, RS: Red Square, SL: Statue of Liberty, SOASM: Sultan Omar Ali Saifuddin

Mosque, SOH: Sydney Opera House, TM: Taj Mahal, LM: The Little Mermaid, TB: Tower Bridge,
VSO: Vienna State Opera

A challenging dataset can be created for different landmark concepts where each
concept contains many real images from different users and with wide variant in
viewangle, color, illumination, scale of object and partial occlusion. We collected
a Landmarks (National Icons) dataset according to the list of National Icons in
Wikipedia1. For each national icon category, we selected at least 7 web images
from the images returned by the DBpedia-Flickr wrapper (Flickr website)2. The
dataset currently contains 16 categories in all(images in the dataset are shown
in Fig 1). The Ground truth masks of the landmark for every image in every are
manually segmented. concept is manually created.

4.1 Experiment Setup

Rectangles with different sizes: 60 × 60, 40 × 40, 60 × 40, 60 × 40 are used to
handle objects with different aspect ratio. To reduce the effect of occlusion, we
set W = 5 in the multi-rank amalgamation strategy. As for Hierarchical K-
means clustering, we set K = 2, L = 8. In experiment, the weighting factor for
the central patch is 0.5 and 0.0625 for its 8 neighbor patches. Spatial information
is important for an object, especially for Landmarks, whose spatial layout are
fixed.

We evaluate the performance using the Precision/Recall (PR) curve. Bp and
Gt are the regions enclosed by the informative patches and the segmentation
masks of ground truth respectively. The recall r = |Bp∩Gt|

|Gt| shows the proportion
of object instances in the image set that has been detected. Whereas the precision
p = |Bp∩Gt|

|Bp| measures the proportion of the detections corresponding to correct
object instances. We use the average precision (AP) for the final evaluation.

1 http://en.wikipedia.org/wiki/National icons
2 http://www4.wiwiss.fu-berlin.de/flickrwrappr/
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4.2 Performance for Informative Patches Detection

To examine the performance of the proposed MRAS-BoWI approach for informa-
tive patches detection, we compare our method with three other algorithms based
on normalized correlation(NC), SIFT descriptor and HOG[9] descriptor respec-
tively. More specifically, Each patch of the image is represented by SIFT/HOG
descriptor, or the original gray-scale value of every pixel, then euclidian dis-
tance is used to calculate the distance for each pair represented by SIFT/HOG
descriptor, and Normalized correlation is used to calculate the similarity of the
two patches represented by the gray-scale value of each pixel. All the patches are
ranked according to this distance/similarity. MRAS is also applied to calculate
the final ranking for each patch. As for other parameters, including the patch
size, we follow the same settings with MRAS-BoWI.

We list the APs of all the object classes in Table 1. The gradient based, HOG
and SIFT methods outperform the Normalized Correlation(NC) method. The
proposed MRAS-BoWI method has the best performance for all classes. Fig 5
shows the top nine informative patches detected for each object instance in the
two classes. From the results, we can see that that the top informative patches

Fig. 5. Top 9 important patches for each image. Red rectangles with solid line indicate
the top 3 patches. Green rectangles with dashed line indicate the top 4-6 patches. Blue
rectangles with dash-dot line indicate the top 7-9 patches.
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detected are mostly correct and our method of discovering informative patches
is very efficient in characterization of landmarks images.

5 Conclusion

In this paper, We present a novel approach to detect discriminative parts for a
given class with only a few instances. The contributions are two-folder. Firstly,
our proposed BoW Image (BoWI), which uses the characterization of local region
as its element, is robust to various object variations. Secondly, the Multi-Ranking
Amalgamation Strategy (MRAS) based on BoWI can well detect the most dis-
criminative patches for an object instance. Experiments illustrate that our method
can detect those discriminative parts correctly. These informative patches offer a
valuable preparation for the object recognition and object detection.
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Abstract. To date, automatic recognition of semantic information such as sali-
ent objects and mid-level concepts from images is a challenging task. Since 
real-world objects tend to exist in a context within their environment, the com-
puter vision researchers have increasingly incorporated contextual information 
for improving object recognition. In this paper, we present a method to build a 
visual contextual ontology from salient objects descriptions for image annota-
tion. The ontologies include not only partOf/kindOf relations, but also spatial 
and co-occurrence relations. A two-step image annotation algorithm is also pro-
posed based on ontology relations and probabilistic inference. Different from 
most of the existing work, we exploit how to combine representation of ontol-
ogy, contextual knowledge and probabilistic inference. The experiments in the 
LabelMe dataset show that image annotation results are improved using contex-
tual knowledge. 

Keywords: Image Annotation, Salient Objects, Visual Context, Ontology, 
Probabilistic Inference, multi-level concept. 

1   Introduction 

Object-based image analysis is hard to achieve in real situations since accurate object 
segmentation is still hard to achieve using current technologies [1]. Salient objects are 
proposed as a more practical mid-level representation of image content [2]. Salient 
objects do not exactly correspond to the real objects, but they could capture most 
common visual properties of object classes. It is defined as visually distinguishable 
image compounds that can characterize visual properties of corresponding object 
classes. For example, a salient object “sky” could be described as a set of connected 
image regions with dominant image components that can be detected semantically by 
human as “sky”. 

In order to recognize the semantics of salient objects (mid-level concept), two 
types of information can be used: 1) the visual appearance of each object; 2) the 
knowledge about the contextual information. Since real-world object tend to exist in 
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a context, incorporating contextual information for object recognition has been in-
creasingly realized in the computer vision field [3-5]. Visual context corresponds to 
the likelihood of an object which is expected to be found in some scenes but not 
others. Most recent methods incorporate co-occurrence of objects to model the con-
textual information. Wolf and Bileschi used “semantic layers” which indicate the 
presence of a particular object in the training images, to describe the semantic con-
text [6]. Rabinovich et al. point out that the presence of a certain object class in an 
image probabilistically influences the presence of a second class [4]. Rabinovich et 
al. derived semantic context from external knowledge obtained from Google Sets 
web application which generates a list of possibly related items from a few exam-
ples. However, such models have not yet incorporated the explicit spatial context 
between objects in different scenes. Recently, the work by Galleguillos et al.  
proposed a new method of object categorization which incorporates both of the co-
occurrence context and the spatial context using a conditional random field (CRF) 
formulation in order to maximize contextual constraints over the object labels of 
context into a unified framework [7]. However, in these methods context is consid-
ered in a much more local way (e.g. pair-pixel or pair regions), and does not model 
the whole scene. Moreover, contextual information (i.e. spatial or semantic context) 
is more implicitly adopted and does not make sense to users. In this paper, we learn 
contextual knowledge and represent it explicitly in ontology to guide image  
interpretation. We propose visual-contextual ontologies with mid-level concepts for 
semantics interpretation. Ontologies are not only enriched with visual information 
but also contextual knowledge (e.g. spatial and co-occurrence relations). Moreover, 
the enriched ontologies can support the reasoning process to recognize the abstract 
concepts. 

The remainder of this paper is organized as follows: Section 2 presents how the 
visual-contextual ontologies are built including extracting relations and populating 
ontologies. In section 3 the ontologies are employed to do the annotation work. Sec-
tion 4 demonstrates and discusses the evaluation results on the LabelMe image data-
set.  Section 5 provides the conclusion and future work. 

2   Visual-Contextual Ontologies 

The most important advantage of ontology is that it could provide a formal framework 
for supporting explicit and machine-processable semantic definition and enables  
deriving new knowledge through inference. Accordingly, this section presents our 
ontologies in detail. They contain not only high-level concepts but also contextual 
information. They are derived from annotations of a dataset because these annotations 
provide a snapshot of visual contents of image collections and discover relationships 
between visual contents that were not immediately obvious. 

The LabelMe image database is the most comprehensive public database, and all 
images are annotated online by multiple volunteers [8]. These annotations contain 
textual information of objects as well as the contour locations of those objects. There-
fore, our ontologies are built based on LabelMe images and their annotations. 
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2.1   Concept Ontologies Construction 

In this paper, subjective concepts (e.g. emotion) are not considered. This paper fo-
cuses on the scenes which can be described using components (e.g. field scene, beach 
scene). Concepts in ontologies are divided into two classes: abstract and concrete 
concepts. An abstract concept describes the scene of an image, whereas the concrete 
concept corresponds to the specific objects in this image. A simple observation of the 
real world reveals that an abstract concept is composed of several concrete objects.  
For example, an image shows a “beach” scene (i.e. beach is the abstract concept), and 
it contains several perceivable objects as sand, sea and sky (i.e. these objects are  
concrete).  

The LabelMe images are stored in separate folders whose names strongly indicate the 
scene of the containing images, whereas each image in the folder is labeled online by 
multi-users. Therefore, the concepts and the hierarchy among these concepts are ex-
tracted based on the folder name in which images are stored and their annotations [9].   

The abstract concept is extracted by analyzing the folder name using the standard 
text processing technologies. Firstly, the most common stop words are removed, and 
then the meaning words are separated by the concept. The relationships between con-
cepts are traced using the holonymy/hypernymy relationships in the WordNet. The 
concrete concepts are from the users’ manual annotations, and the relationships be-
tween the concrete concepts are also obtained based on WordNet.  

 

beach
partOf

partOf

NaturalScene

coast sunset evening

OutdoorScene kindOf

kindOf kindOf kindOf

 

Fig. 1. The abstract concept ontology for image annotation 

As the images are labeled by multiple users, the same object could be labeled with 
slightly different or related phrases. For example, the “sea” region is annotated using 
“water sea”, “sea water”, “water”, “ocean” etc. These words are slightly different, but 
have similar meanings. Hence they are converted to a uniform word “sea”. Addition-
ally, some concepts are annotated using verbal nouns like “person man standing”, 
“boat cropped”. These nouns represent the major meaning so all adjunct words are 
removed (e.g. “person man standing” to “person”, “boat cropped” to “boat”). There 
are also some concepts which appear less frequently in the database, such as “rain-
bow”, “person”, etc. We remove all these concepts because they are not dominant 
concepts and not sufficient as the training set from the classification perspective or 
they are less visible and hard to be extracted from the segmentation perspective).  
Figure 1 and Figure 2 shows the hierarchy among concepts.  
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NaturalObject

rock tree sand cloud sky water

seapartOf
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r: kindOf
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Fig. 2. The concrete concept ontology for image annotation 

2.2   Relationships among Concepts 

In the real world, objects are naturally related to other objects. For example, the “sea” 
region is similar to the “sky” region. Ontology, as a popular representation method of 
the real world, could contain any kind of relations (semantic, spatial, temporal, 
spatiotemporal) among which semantic and spatial relations are the most suitable for 
description of image content [10]. Therefore, we only use semantic and spatial 
realtions. Additionally, one concept naturally coexist with other concepts. For 
example, “sea” often appear with “sand”. However, this natural property is usually 
neglected. In this paper, co-occurrence relations are incorporated to provide a view of 
contextual knowledge together with other relations. 

Co-occurrence Relations between Concepts. These relations coR are used for 
evaluating which concepts are more inclined to appear together. They are defined 
statistically on the training dataset. It is defined as  
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co ∈= ,)},,({  

where 
∑ ∈∨∈

∑ ∈∧∈
=

p
j

p
i

p
j

p
i

ji
IcIc

IcIc
ccco ),(

, 

C is a set of concepts ic

. 
It could be represented by a co-occurrence matrix between any concept pair as below. 
It is a symmetric matrix, and the horizontal and vertical axes represent every concept 
in the dataset. The white blocks indicate the selected concept pair with significant 
correlations. The brighter the block is, the higher of possibility the concept pair occurs 
together. For example, the concept pair <sea, sky> occurs together more frequently 
than the concept pair <sea, sand> does in the database. The matrix also could reflect 
the high-level concepts. For example, if concept sky, sea and sand appear more fre-
quently, it should be a beach scene with high possibility than the sunset scene. It is 
also noticed that the co-occurrence of the “sky” and “cloud” is low. The reason is that 
in the testing dataset, there are not as many “cloud” regions as the “sky” regions, and 
in most cases it is hard to distinguish between “cloud” and “sky”. In this paper, we 
only consider sky detection.  
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Fig. 3. Mutual information among the concept pairs 

Semantic Relations between Concepts. The MPEG-7 standard provides a set of se-
mantic relations semR  that have proven to be useful for image analysis. It is defined as 

NjiionspecificatpartOfsimilaritysemccsemR ji
sem ,...,1,},,{)},({ ===  

The similarity relation measures the similarity among any pair of concepts (e.g. 
sky/sea), the partOf relation represent the belonging relation between the concept pair 
(e.g. cloud/sky) and specification relation is the kindOf relation (e.g. sea/water). The 
partOf and kindOf relations are used to create the hierarchy of abstract and concrete 
concepts. 

Spatial Relations between Concepts. It is a more straightforward relation. It could 
be used to refine the concept interpretation. For example, “sky” is often above the 
“sea”, and “grass” is usually below the “sky”. In this paper, four spatial relations are 
used as defined below equations. These 4 directions are defined based on the bound-
ing box of the segmented objects as shown in Figure 4. 

NjirightleftbelowabovespatccspatR ji
spat ,...,1,},,,{)},({ ===  

In training dataset, each image is segmented and labeled with a concrete concept. The 
relations of different segments are calculated for future region annotation optimization. 

 
Fig. 4. Spatial relationship between two objects 
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All above defined relations },,{ spatsemco RRRR = work together to comprise the 

context model for concepts. A scene description could be represented based on these 
relations in Table 1. For example, a beach scene contains sand, sea, sky and (proba-
bly) rock. The beach scene is also a coast scene through tracing the kindOf relation. 

2.3   Ontology Population with Region Types 

When the backbone (concepts and relation hierarchy among the concepts) of ontolo-
gies are built, the concepts in the ontology are populated with instances. Usually the 
concepts are populated with images directly. However, concept may have several 
visually-different instances. The concept “sky” may have many instances differentiat-
ing in the color features. It could be blue when in the day, and could be red when in 
the evening. Therefore, we select region type as the representative instance of a set of 
regions for concepts [11]. The creation process of region types is performed by ex-
tracting visual features and performing an unsupervised clustering method. After clus-
tering, the regions with similar features are grouped into a cluster and represent this 
concept in the specific scene. The region types are automatically obtained using the 
centers of clusters.  

3   Image Annotation with Visual-Contextual Ontology 

The process of creating visual-contextual ontology is described. It could be used to 
perform multi-level image annotation.  We propose a two-step annotation algorithm. 
The salient object are labeled first using concrete concepts, and refined using onto-
logical contextual knowledge, and then high-level concepts are calculated based on 
concrete concepts and probabilistic inference. This idea is derived from a simple ob-
servation of the real world which reveals that an abstract concept is composed of sev-
eral concrete objects. For example, the abstract concept “beach” could be described 
via several concrete concepts. The partOf relationships between concrete and abstract 
concepts are shown in Figure 5.  

This process of image annotation is achieved in two steps. Initially, candidate con-
cepts are obtained by comparing the dissimilarity between the submitted image and 
the region types in ontologies. If a similar region type is found, this image is anno-
tated with the higher level concepts, resulting in finding more comprehensive annota-
tions. Salient objects with similar features (e.g. color features) could belong to totally 
different concept categories (e.g. sky regions could be mixed with sea regions based 
on their blue color), but they do not have different spatial relations (e.g. sky regions 
are usually above sea regions), so annotations are refined based on ontology relations 
defined in section 2.2. The algorithm of salient object labeling is as below. 

program pC = SalientObjectLabelling( p ) 
  pC : return annotations of image p ; 
  var    p : an input image;  
         p

isf : segmentation region i of the input image p ;  
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         rt : region types of concept c 
         d : visual distance between two regions; 

p
iC : annotations of segment i in the image p ; 

pC : annotations of the image p ; 
τ : threshold; 

begin 
    segment p into p

isf , and extract visual features; 
    // initial annotation of concrete concepts 
    for each region p

isf  
      calculate the distance ),( p

isfrtdistd = ; 
      if τ<d ; 
       annotate p

isf  with concept c to which rt  is related 
        }{cCC p

i
p

i += ; 
      end 
    end 
    // Optimization using ontology relations 
    for region p

isf  with its all candidate concepts p
iC  

     check p
ic ( p

i
p
i Cc ∈ )based on ontology relations spatR  and  

     locations of p
isf ; 

      if location of p
isf  meets location of p

ic  
        annotate p

isf  with p
ic  p

ipp cCC += ; 
      end; 
    end; 

 
After detection of concrete concepts, abstract concepts are calculated based on the co-
occurrence and semantic relations in section 2.2. In order to exploit the conditional 
dependence among concrete and abstract concepts, the generative probabilistic 
graphical model – Bayesian Network (BN) is used to enable probabilistic concept 
reasoning. Thus, annotations could be detected with certain probability.  

The structure of that BN is based on Figure 5. At the training stage, parameters of 
BN are learned via maximum likelihood estimate and expectation maximization algo-
rithm. At the testing stage, given an unknown image, we segment the image into re-
gions and get the annotations for each region from the concrete concept ontology. 
After that, posterior probabilities of concrete concepts of the given image at the given 
leaf concept in the abstract concept ontology is calculated based on Bayes’ Rule. For 
a given high-level image concepts ACk from the abstract concept ontology, its poste-
rior probability P is calculated from the children nodes (CC1,…,CCN) (i.e. the leaf 
nodes from concrete concept ontology). We introduce binary random variables 
O1,…,ON ∈[0,1] to represent the existence of each concrete concept respectively. 
Oi=1 shows that the ith concept appears in the scene, otherwise Oi=0. Mathematically, 
P is calculated as following: 

)()|,...,(),...,|( 11 ACPACOOPOOACP NN ⋅=                                 (1) 



236 Y. Liu et al. 

The image annotations could be attached with the most related abstract concept with 
the maximum value of posterior probability via Maximum A Posterior criterion as 
below 

∏ =
=

N

i
ki

AC
ACACOP

k 1
)|(maxarg                                               (2) 

 

Fig. 5. The relationships between abstract and concrete concepts for ontology inference 

4   Experiments 

In order to evaluate the proposed image annotation algorithm, the LabelMe database 
is adopted because this dataset is fully annotated by multiple users. The following 6 
concepts, which represent the meaningful objects in the real world, are obtained by 
using WordNet and eliminating the less-frequent concepts (e.g. building) as described 
in Section 2: Sand, Tree, Sky, Cloud, Rock, and Sea. These concepts cover a majority 
of the concepts found in the dataset, and are included in the concrete ontology.  

As the proposed annotation algorithm is based on the salient objects, each image is 
segmented using an improved JSEG segmentation algorithm [12], and we develop a 
human-computer interaction tool to facilitate the association of segment fragment 
with the corresponding concept. Color features (color moments in HSV color space) 
are extracted from each segment. K-means are employed to calculate region types 
through running on different concept categories respectively. In order to avoid bias of 
the testing set, images are listed in the order of their names, and then every 5 images 
are divided among which the first 3 images are assigned as training images and the 
last 2 images as testing images. 

The results are summarized in Table 1 and Figure 6. From Figure 6, after employ-
ing ontology relations, the annotation results are improved. While tracing the hierar-
chy among the concepts, images also could be labeled with abstract concepts, thus 
leading to multi-level annotations. Table 1 shows that regions are labeled with more 
precision concepts after using the ontology relations. Concept cloud has less precision 
as we observe that cloud and sky are hard to distinguish from each other, and some-
times they are mixed together as shown in Figure 6(b) and 6(d). They are so similar 
that they are annotated with the same concept sky.  

As this paper exploits the relationship between concrete concepts and abstract con-
cepts which could be described by these concrete concepts, images in the database are 
segmented using an improved JSEG segmentation algorithm [12] and regions are la-
beled first (i.e. detecting concrete concept). After that Bayesian Network are learned 
to bridge the concrete and abstract concepts.  
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The precision p and recall r is used to measure the performance of this high-level 
concept detecting algorithm using Bayesian inference.  

)( baap +=            )( caar +=  

where a is the number of images that are correctly annotated; b is the number of im-
ages which are not correctly annotated; c is the number of annotations which are 
missed. 

The experimental results showed that the abstract “beach” scene could be recog-
nized by combination of several concrete concepts (e.g. tree, sand, sky, water). The 
precision and recall of the experimental results are 72.1% and 59.7 respectively. 

 
           (a) the segmented image                  (b) the ground truth of regon labels 

 
     (c) candidate concepts of each region   (d) final region labels using ontology relations 

Fig. 6. Results of segmentation and annotation before and after ontology relaionts used 
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Table 1. Precision of concept detection before and after employing ontologies 

concept before after 
sky 69% 75% 
sea 68% 76% 
cloud 55% 60% 
sand 65% 70% 
mountain/rock 60% 69% 
tree 60% 65% 

5   Conclusion and Future Work 

In order to recognize the semantics of salient objects (mid-level concept), this paper 
presents visual-contextual ontologies which contain not only the MEPG-7 semantic 
relations but also include the co-occurrence and spatial relations. Ontologies are 
populated with region types which are created using the clustering techniques. Ini-
tially each region is labeled by several concepts from the concrete ontology by calcu-
lating the similarity between this region and the region types. The regions are finally 
annotated by employing the relations in ontologies. High-level concepts are obtained 
through the probabilistic inference based on semantic and co-occurrence relations. 
The evaluation shows that employing the relations in ontologies could improve the 
annotation results. In the future, more image features will be used for salient object 
labeling. The proposed visual-contextual ontology will be applied to a large set of 
images which contain different scenes. 

References 

1. Ge, F., Wang, S., Liu, T.: Image Segmentation Evaluation From the Perspective of Salient 
Object Extraction. In: IEEE International Conference on Computer Vision and Pattern 
Recognition (CVPR), New York, USA (2006) 

2. Fan, J., Gao, Y., Luo, H., Xu, G.: Salient Objects: Semantic Building Blocks for Image 
Concept Interpretation. In: 3rd ACM International Conference on Image and Video Re-
trieval (2004) 

3. Heitz, G., Koller, D.: Learning Spatial Context: Using Stuff to Find Things. In: Forsyth, 
D., Torr, P., Zisserman, A. (eds.) ECCV 2008, Part I. LNCS, vol. 5302, pp. 30–43. 
Springer, Heidelberg (2008) 

4. Rabinovich, A., Vedaldi, A., Galleguillos, C., Wiewiora, E., et al.: Objects in Context. In: 
IEEE International Conference on Computer Vision (ICCV), Janeiro, Brazil (2007) 

5. Tu, Z.: Auto-context and its application to high-level vision tasks. In: IEEE International 
Conference on Computer Vision and Pattern Recognition (CVPR), Anchorage, Alaska 
(2008) 

6. Wolf, L., Bileschi, S.: A Critical View of Context. International Journal of Computer Vi-
sion 69(2), 251–261 (2006) 

7. Galleguillos, C., Rabinovich, A., Belongie, S.: Object Categorization using Co-
Occurrence, Location and Appearance. In: IEEE International Conference on Computer 
Vision and Pattern Recognition (CVPR), Anchorage, Alaska (2008) 



 Mid-Level Concept Learning with Visual Contextual Ontologies 239 

8. Russell, B.C., Torralba, A., Murphy, K.P., Freeman, W.T.: LabelMe: a Database and Web-
based Tool for Image Annotation. International Journal of Computer Vision 77(1-3), 157–
173 (2008) 

9. Gao, Y., Fan, J.: Incorporating concept ontology to enable probabilistic concept reasoning 
for multi-level image annotation. In: 8th ACM SIGMM International Workshop on Mul-
timedia Information Retrieval, pp. 79–88 (2006) 

10. Spyrou, E., Mylonas, P., Avrithis, Y.: Using region semantics and visual context for scene 
classification. In: Proceedings of 15th International Conference on Image Processing (ICIP 
2008), pp. 53–56 (2008) 

11. Mylonas, P., Spyrou, E., Avrithis, Y.: Enriching a context ontology with mid-level fea-
tures for semantic multimedia analysis. In: 1st Workshop on Multimedia Annotation and 
Retrieval enabled by Shared Ontologies, co-located with SAMT 2007 (2007) 

12. Liu, Y., Zhang, J., Tjondronegor, D., Geva, S., et al.: An Improved Image Segmentation 
Algorithm for Salient Object Detection. In: The 23rd International Conference on Image 
and Vision Computing New Zealand (IVCNZ 2008), pp. 1–6 (2008) 



S. Boll et al. (Eds.): MMM 2010, LNCS 5916, pp. 240–250, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

A Color Saliency Model for Salient Objects Detection in 
Natural Scenes 

Minghui Tian, Shouhong Wan, and Lihua Yue 

Computer Science Department, University of Science and Technology of China, Hefei, Anhui, 
230027, P.R. China 

mhtian@mail.ustc.edu.cn, {wansh,llyue}@ustc.edu.cn  

Abstract. Detection of salient objects is very useful for object recognition, con-
tent-based image/video retrieval, scene analysis and image/video compression. 
In this paper, we propose a color saliency model for salient objects detection in 
natural scenes. In our color saliency model, different color features are ex-
tracted and analyzed. For different color features, two efficient saliency  
measurements are proposed to compute different saliency maps. And a feature 
combination strategy is presented to combine multiple saliency maps into one 
integrated saliency map. After that, a segmentation method is employed to lo-
cate salient objects’ regions in scenes. Finally, a psychological ranking meas-
urement is proposed for salient objects competition. In this way, we can obtain 
both salient objects and their rankings in one natural scene to simulate location 
shift in human visual attention. The experimental results indicate that our model 
is effective, robust and fast for salient object detection in natural scenes, also 
simple to implement.  

Keywords: Color saliency, natural scenes, object detection, visual attention. 

1   Introduction 

Salient objects detection plays a very important role in many research areas which are 
related to computer vision. It helps object recognition, scene analysis and content-
based image/video retrieval. The ability of the human visual system to detect salient 
objects is extraordinarily fast and reliable. So in recent years there have been many 
researches to use this visual attention mechanism to solve some problems in detecting 
salient objects. 

The human brain and visual system pay more attention to some parts of an image. 
This is called visual attention [1]. The visual attention mechanism has been studied by 
researchers in physiology, psychology, neural systems, and computer vision for a long 
time. This mechanism can basically help to detect regions of interest and to allocate 
computation and memory resource rationally. However, computational modeling of 
this basic intelligent behavior still remains a big challenge. 

How is the visual attention mechanism achieved in the human vision system? Ac-
cording to literature [2], it is believed that two stages of visual processing are in-
volved: first, the parallel, fast, but simple pre-attentive process; and then, the serial, 
slow, but complex attention process. The former refers to the sensory attention driven 
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by environmental events, commonly called bottom-up or stimulus-driven. The latter is 
the voluntary attention that refers to both external and internal stimuli, commonly 
called top-down or goal-driven. 

Previous methods for salient object detection can be grouped into three classes. 
The first class of methods aims to directly group or segment all the image pixels into 
some disjoint regions which are expected to coincide with the underlying salient ob-
jects, and tries to locate the salient objects in them based on region competition. Re-
cently we have witnessed some methods, such as region based method [3], [4] and 
[5]. Those methods usually are segmentation-dependent, and have difficulties in in-
corporating perceptual rules and keeping object-integrality. The second class of meth-
ods is designed based on some spectral or subspace transformations, such as spectral 
residual approach [6] and subspace analysis [7]. However, many of those methods 
usually have difficulties in finding globally optimal boundaries of salient objects. The 
third class of methods aims to compute multiple feature saliencies and combine dif-
ferent saliencies into one integrated saliency map to locate the salient objects based on 
Treisman’s Feature Integration Theory [8], such as Itti’s neural model [9, 10]. The 
challenge of those methods is how to measure different feature saliencies and com-
bine them dynamically to keep object-integrality. 

In this paper we focus on the fast pre-attention process and propose a fast robust 
bottom-up visual saliency model based on FIT [8] and the plausible architecture pro-
posed by Koch and Ullman [2]. In our bottom-up model, different color features are 
extracted from the original image, and two efficient saliency measurements for color 
features are introduced. After that, different color saliency maps are combined into a 
single integrated saliency map. Salient regions, which are regarded as salient object 
candidates, can “pop up” automatically in this integrated saliency map. Then, we 
employ a saliency segmentation method and a region filter to obtain the locations and 
contours of salient objects in scenes. Finally, a fast psychological measurement for 
salient object competition is given to compute the rankings of salient objects. Com-
paring with precious works above, our contribution is the global measurement for 
saliency computation and the computational method for simulation of location shift of 
visual attention. These benefit our model to have the chance to keep the object-
integrity and more suitable for further object recognition/classification tasks. 

The rest of the paper is organized as the following. In next section, our visual sali-
ency model is introduced in detail, including feature extraction, saliency map compu-
tation and feature combination strategy. In section 3, the salient object detection 
method based on our model is presented, including salient object extraction and sali-
ent objects competition. Section 4 presents the experimental results and evaluations 
for our model. Conclusions and future works will be drawn in Section 5. 

2   Visual Saliency Model 

In our model, different color features are extracted to describe different feature sali-
ency and combined into a single topographical saliency map. And the purpose of the 
saliency map is to represent the local conspicuity at every location in the visual field 
by a scalar quantity and to guide the selection of visual salient objects based on the 
spatial distribution of saliency. Different spatial locations compete for saliency within 
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each feature map, so that only locations that locally stand out from their surround can 
persist, which means only salient objects will be analyzed for further.  

The framework of our color saliency model is shown as Fig. 1. First, for natural 
scene images, we choose HSI color space instead of RGB color space as color fea-
tures to describe visual channels, because HSI color space is more similar to human’s 
visual sense. For different factors in color theory, two efficient global saliency meas-
urements are proposed to compute saliency maps. These saliency maps describe how 
different each location of the input image is from the average saliency value in differ-
ent color features. After that, all these color saliency maps are normalized by an ex-
ponential amplification method to enhance salient objects, and combined into one 
integrated saliency map in the third stage. Comparing with Itti’s model [9], the global 
saliency measurements which we propose benefit our model more efficient to keep 
the object-integrity (including the contours and the shapes) during the extraction of 
salient objects. And also the computational complexity of our model is much lower 
than Itti’s.  

 

 

 

Fig. 1. The Framework of our saliency model. This framework is based on Treisman’s Feature 
Integration Theory and Koch’s architecture. It supports multiple parallel computations for 
different feature channels.  

2.1   Saliency Maps Computation  

In early vision system [11], we simply choose color features to describe a static natu-
ral colored image. For one colored image, we transform the image into a perceptually 
uniform HSI color space. And we mark each color channel with a unified token Fi 
(i=1, 2, 3) which denote 3 color feature channels (H, S, I). Then we mainly consider 
about the contrast theory of color [12] and dominance in color [3, 13].  

Hue Map 

Intensity Contrast Hue Contrast 

Intensity Map 

Saturation Contrast 

Integrate Saliency Map 

Sat. Map 

Input image 

Saliency Measurements 

Exponential Normalization & Weighted Linear combinations

Stage 2 

Stage 3 

IntensityHue Saturation 

Color Feature Extraction 

Stage 1 

Dominance of Warm Color Dom. of Sat. & Int. 



 A Color Saliency Model for Salient Objects Detection in Natural Scenes 243 

1. Contrast of Hue: The difference of hue angle on the color wheel contributes to 
creation of contrast. High difference will obviously cause more effective contrast. 
Due to circular nature of hue, the largest difference between two hue values can 
be 180°. 

2. Contrast of Saturation: A contrast is produced by low and highly saturated col-
ors. The value of contrast is directly proportional to the magnitude of the satura-
tion difference. Highly saturated colors tend to attract attention in such situations 
unless a low saturated region is surrounded by highly saturated one. 

3. Contrast of Intensity: A contrast will be visible when dark and bright colors co-
exist. The greater is the difference in intensity the more is the effect of contrast. 
Bright colors catch the eye in this situation unless the dark one is totally sur-
rounded by the bright one. 

4. Dominance of Warm Color: The warm colors dominate their surrounding 
whether or not there exists a contrast in the environment.  

5. Dominance of Brightness and Saturation: Highly bright and saturated colors are 
considered as active regardless of their hue value. Such colors have more chances 
of attracting attention. 

To describe the saliency of color, two different global saliency measurements  
are proposed here for the contrast-based features (1, 2, 3) and dominance-based 
features (4, 5) respectively. Now we use a uniform token for the three color chan-
nels (H, S, I) as Fi (i=1,2,3). And the corresponding feature saliency map which we 
talked above is marked as Si (i=1,2,3,4,5). So all the five saliency maps can be 
computed as:  

For Contrast-Based Features: 
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where DFi is the diff-image of feature map Fi (H, S or I); Si is the saliency map of Fi. 

For Dominance-Based Features: 

 S
4

x, y( )= {0                                           otherwise

Int(x,y)⋅Sat(x, y)⋅cos(θ )⋅δ   if  2

2
≤cos θ( )≤1 

                           (3) 

      
  
S

5
x, y( )= Int(x, y) ⋅ Sat(x, y) ⋅δ                                     (4) 

where Int(x, y) and Sat(x, y) denote the intensity and the saturation respectively; θ is 
the Hue for pixel (x, y) and normalized to [0, 2 π]; δ is a constant value. 
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Fig. 2. An Example of Color Saliency Maps. Different color features capture different salien-
cies for the same scene. And in the integrated saliency map, we can see that the red flowers and 
some edges of leaves survive from the feature maps combination.  

2.2   Feature Combination Strategy 

Before we combine multiple saliency maps, we normalize and enhance each saliency 
map by improving the normalization operator N(.) in [9]. According to literature [14], 
it would be better to use an exponential coefficient to enhance the integrated saliency 
map. So all color saliency maps Si (i=1, 2, 3, 4, 5) are enhanced, normalized by our 
exponential normalization operator Nexp(.), and finally combined into one integrated 
saliency map S as bellow: 
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)γ                                        (5) 
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where M and m are the global maximum value and the local maximum value in Si; 
FNum denotes the number of feature categories (in this paper, it is 5); wi is the weight 
of Feature Fi ; γ is a constant value and is set to 3 in our experiment. An example for 
this section is given in Fig. 2. 

3   Salient Objects Detection 

One point we have to emphasize is that in this paper the “object” here refers to a percep-
tual object rather than a real object or a natural object, such as a person, a cat, or a 
house. What we are studying here is low-level visual process and specifically data-
driven or bottom-up visual attention. Without high-level knowledge or top-down infor-
mation, it is impossible to put those regions that are perceptually heterogeneous together 
to compose a real object. For example, at early stage, it is infeasible to group the regions 
of a red roof and a white wall into a whole region representing a house. It is more likely 
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that we focus on the red region and the white region separately. After using high-level 
knowledge to find the relationship between them, we can group them together to form 
the concept of a house. However, a perceptual object may be or part of a real object. In 
other words, a real object may consist of one or multiple perceptual objects. 

Although it is hard to give a rigorous definition of a perceptual object, we can still 
get some clues from our common sense. A perceptual object is spatially connected and 
homogenous in color or intensity, and has high contrast compared with its surrounding. 
Hence a perceptual object should have the following defining characteristics: 

• Being contrasted relatively to the background. 
• Having a bounded spatial extension and one or several closed contours. 
• Usually being a main or important part of one natural scene, and has a measur-

able size. 

3.1   Salient Object Extraction 

The integrated saliency map describes the local saliency at every location in the visual 
field. So in this map, only salient locations that locally stand out from their surround 
can persist. In other words, most locations represent low saliency value and several 
salient regions represent high value. Hence it’s not very difficult to segment this inte-
grated saliency map. The classic Minimum-Error segmentation method [15] is em-
ployed to segment the integrated saliency map and extract the salient objects from their 
background. 

According to the characteristics of perceptual objects which are defined above, one 
salient object region in a natural scene usually cannot be some very small region. So 
in order to clear some noises and blurs we collect the salient regions by their sizes in 
our region filter. And if a region is too small, it will be removed from the final sali-
ency map. Only those salient regions whose sizes are in top N or above a threshold T 
(T>0) can persist in the ROI Map. Some morphology methods, such as dilation and 
erosion, are also employed to fix holes inside the salient objects. An example of this 
process is shown as Fig. 3. 

 

Fig. 3. An Example of Salient Objects Extraction. In this figure, we can see that the edges of 
green leaves cannot compose a salient object and are ignored, so we only get the red flowers as 
salient objects for this example scene.  
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3.2   Salient Objects Competition 

We mainly consider several factors below and effects in psychology for location shift 
of focus of attention in human vision system according to  [16, 20]. 

1. Area factor: It is obvious that larger objects will have larger effect to others. This 
is represented as area factor which is simply the ratio of the area of the object re-
gion to the area of the whole image and is computed as:  

           

  
ε

1
( A

i
) =

A
i

AreaOf Im age
                                           (7) 

where Ai is the area size of Salient Object i.  

2. Global effect: In human vision system, the attractiveness of a unit is affected  
by the nearer neighbors much more than by the father ones. So, this property 
could be represented as a distance factor, which is an exponential function of 
the spatial distance between regions. The factor is regarded as ε2(DSi,j), which is 
calculated: 
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where DSi,j is the relative spatial distance between Object i and Object j, normal-
ized to [0, 1].  

3. Central effect: It is referred as central effect that   while watching an image ob-
servers have a general tendency to stare at the central locations. Here a position 
factor is used to evaluate the central effect, which is represented as an exponen-
tial function: 
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where Pi is the relative distance of the region away from the center of the image 
and is normalized to [0, 1]; σ determines saliency of marginal regions. 

Considering all the psychological factors above, in a natural scene the comprehensive 
competitive power of one salient object can be obtained as: 
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where wI and wO are the weights of inner-factors and outer-factors for salient objects 
respectively, and both are set to 0.5 in our experiment; VSi and VSj are the average 
saliencies of the corresponding Salient Object i and j respectively in the final inte-
grated saliency map S. An example of this subsection is shown as Fig. 4. 



 A Color Saliency Model for Salient Objects Detection in Natural Scenes 247 

 

Fig. 4. Location Shift of Focus of Attention. This figure shows the results of salient objects 
competition to simulate location shift of focus of attention in human vision system. From the 
figure, we can see the simulation for location of FOA shifts is just similar to human’s eyes.    

4   Experiment and Evaluation 

Our experiments are performed on a PC with AMD Athlon™ XP 2600+ (1.91GHz) 
processor and 1G memory. The operating system is Microsoft Windows XP Profes-
sional SP2, and the software environment is Matlab-7.0.4. 

In our experiment, we provide 200 natural scene images with naïve subjects. These 
images are taken partly from Internet and partly from [7], [17], [18] and [19]. Each 
subject is instructed to “select regions where objects are presented”. All these are 
resized into the resolution of 800*600 for preprocess. From the results shown in  
Fig. 5 and Fig. 6, we can see that salient objects are extracted from their background 
effectively. And we can also obtain their rankings to simulate the location shift of 
focus of attention between multiple salient objects in human vision system, such as 
Fig. 6. In Fig. 6, we also compared the results between our model and Itti’s model. 
We can see that our results are much better than Itti’s on the point of keeping the 
integrity of objects, and more suitable for further processing tasks. 

 

Fig. 5. Examples of Single Salient Object Detection. This figure shows some results of our 
model for single salient object detection. It is obvious that our model captured the most salient 
object in these natural scenes.  
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Fig. 6. Examples of Location Shift between Multiple Salient Objects in Comparison with Itti’s 
Model. From this figure, we can see that our saliency map is better than Itti’s, and this location 
shift of our results is better in keeping the physical object-integrity and shapes.  

For further discussion, we modified a simple and efficient evaluation method in [6] 
to evaluate the effectiveness and robustness of our model. For each input I(x,y), the 
binary image obtained from hand-labeler is denoted as O(x,y), in which 1 denotes for 
target objects, 0 for background. Given the generated saliency map S(x,y) which is 
normalized to [0, 1], the Hit Rate (HR) and the False Alarm Rate (FAR) can be ob-
tained as: 

  
HR = E O x, y( )⋅ S x, y( )( )                                          (11) 

  
FAR = E 1− O x, y( )( )⋅ S x, y( )( )                                (12) 

  
O x, y( )= {0    if background

1     if it is target object
                                    (13) 

And we compared the HR and FAR between our model and Itti’s model. From  
Table 1, it is obvious that the HR of our model is much higher than that of Itti’s 
model, and our FAR is lower. The average time cost of our model is less than half of 
Itti’s model, with all the images in resolution of 800*600. 

Table 1. Performance of Our Model and Itti’s 

 Ours Itti’s Model 
HR 0.8022 0.4953 

FAR 0.1571 0.3051 
Average Time 6.315s 14.731s 
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According to the results above, we can see that our approach is effective for salient 
object detection in natural scenes. Comparing with Itti’s model, our model separates 
salient objects from their backgrounds more accurately and more effectively. In addi-
tion, the speed of our model is even faster than that of Itti’s model. In this point, our 
approach is more similar to human’s visual attention process. 

5   Conclusion 

In this paper we proposed a color saliency model for salient objects detection in natu-
ral scenes. In our model, different color features are extracted, analyzed, and finally 
fused into a single saliency map. Two efficient saliency measurements are given for 
different color factors. In addition, we presented an approach for salient objects com-
petition to simulate the location shift of focus of attention in human vision system. 
The experimental results indicate that our model is effective and robust for salient 
objects detection in natural scenes. However, the deficiency of our model is that de-
tection results are perceptual objects, not real objects. For future work, we plan to 
experiment with novel invariant features to improve the hit rate of our model. We also 
would like to analyze the relationship between different salient objects to conduct 
semantic model for scene understanding and integrate top-down techniques for physi-
cal objects recognition. 
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Abstract. When large-scale online images come into view, it is very
attractive to incorporate visual concept network for image summariza-
tion, organization and exploration. In this paper, we have developed an
automatic algorithm for visual concept network generation by determin-
ing the diverse visual similarity contexts between the image concepts.
To learn more reliable inter-concept visual similarity contexts, the im-
ages with diverse visual properties are crawled from multiple sources
and multiple kernels are combined to characterize the diverse visual sim-
ilarity contexts between the images and handle the issue of sparse image
distribution more effectively in the high-dimensional multi-modal feature
space. Kernel canonical correlation analysis (KCCA) is used to character-
ize the diverse inter-concept visual similarity contexts more accurately,
so that our visual concept network can have better coherence with human
perception. A similarity-preserving visual concept network visualization
technique is developed to assist users on assessing the coherence between
their perceptions and the inter-concept visual similarity contexts deter-
mined by our algorithm. Our experimental results on large-scale image
collections have observed very good results.1

1 Introduction

With the exponential availability of high-quality digital images, there is an urgent
need to develop new frameworks for image summarization and interactive image
navigation and exploration [1-2]. The project of Large-Scale Concept Ontology
for Multimedia (LSCOM) is the first one of such kind of efforts to facilitate more
effective end-user access of large-scale image/video collections in a large semantic
space [3-4]. By exploiting large amounts of image/video concepts and their inter-
concept similarity relationships for image/video knowledge representation and
summarization, concept ontology can be used to navigate and explore large-
scale image/video collections at the concept level according to the hierarchical
inter-concept relationships such as “IS-A” and “part-of” [4].

Concept ontology may also play an important role in learning more reliable
classifiers for bridging the semantic gap [14-19]. By exploiting only the hierar-
chical inter-concept or inter-object similarity contexts, some pioneer work have
1 This work is supported by Shanghai Pujiang Program under 08PJ1404600 and NSF-

China under 60803077.

S. Boll et al. (Eds.): MMM 2010, LNCS 5916, pp. 251–261, 2010.
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been done recently to integrate the concept ontology and multi-task learning
for improving image classifier training, and the concept ontology can be used to
determine the inter-related learning tasks more precisely [12].

Because of the following issues, most existing techniques for concept ontology
construction may not be able to support effective navigation and exploration
of large-scale image collections: (a) Only the hierarchical inter-concept relation-
ships are exploited for concept ontology construction [22-23]. When large-scale
online image collections come into view, the inter-concept similarity relation-
ships could be more complex than the hierarchical ones (i.e., concept network)
[21]. (b) Only the inter-concept semantic relationships are exploited for concept
ontology construction [22-23], thus the concept ontology cannot allow users to
navigate large-scale online image collections according to their visual similarity
contexts at the semantic level. It is well-accepted that the visual properties of
the images are very important for users to search for images [1-4, 21]. Thus it is
very attractive to develop new algorithm for visual concept network generation,
which is able to exploit more precise inter-concept visual similarity contexts for
image summarization and exploration.

Based on these observations, this paper will focus on: (a) integrating multiple
kernels to achieve more precise characterization of the diverse visual similarity
contexts between the images in the high-dimensional multi-modal feature space;
(b) incorporating kernel canonical correlation analysis (KCCA) to enable more
accurate characterization of inter-concept visual similarity contexts and generate
more precise visual concept network; and (c) supporting similarity-preserving vi-
sual concept network visualization and exploration for assisting users on percep-
tual coherence assessment.developing new techniques to exploit the inter-concept
visual similarity contexts for visual concept network generation.

The remainder of this paper is organized as follows. Section 2 introduces our ap-
proach for image content representation and similarity characterization. Section
3 introduces our work on inter-concept visual similarity determination and auto-
matic visual concept network generation. We describe our visual concept network
visualization algorithm in section 4. More discussions on our experimental obser-
vations are given in section 5. We conclude this paper at section 6.

2 Data Collection Feature Extraction and Image
Similarity Characterization

The images used in our benchmark experiment are partly from Caltech-256 [8]
and LabelMe [9] and are partly crawled from the Internet. To determine the
meaningful text terms for crawling images from the internet like Google or Flickr,
many people use the keywords which are sampled from WordNet. Unfortunately,
most of the keywords on WordNet may not be meaningful for image concept
interpretation. Based on this understanding, we have developed a taxonomy
for nature objects and scenes interpretation. Thus we follow this pre-defined
taxonomy to determine the meaningful keywords for image crawling as shown in
Fig. 3. Because there is no explicit correspondence between the image semantics
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Fig. 1. Two image content representation and feature extraction frameworks: (a)
image-based; (b) grid-based

Fig. 2. Image feature extraction for similarity characterization: (a) original images;
(b) RGB color histograms; (c) wavelet transformation; (d) interesting points and SIFT
features

and the keywords extracted from the associated text documents, images returned
are sometimes junk images or weakly-related images. We apply the algorithms
introduced in [13] for cleansing the images which are crawled from the Internet
(i.e., filtering out the junk images and removing the weakly-related images).

For image retrieval application, the underlying framework for image content
representation and feature extraction should be able to: (a) characterize the im-
age contents effectively and efficiently; (b) reduce the computational cost for
feature extraction and image similarity characterization significantly. Based on
these observations, we have incorporated two frameworks for image content rep-
resentation and feature extraction as shown in Fig. 1: (1) image-based; and (2)
grid-based. In the image-based approach as shown in Fig. 1(a), we have extracted
both the global visual features and the local visual features from whole images
[12]. In the grid-based approach as shown in Fig. 1(b), we have extracted the
grid-based local visual features from a set of image grids [6].

The global visual features such as color histogram can provide the global im-
age statistics and the perceptual properties of entire images, but they may not be
able to capture the object information within the images [5, 7]. On the other hand,
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the local visual features such as SIFT (scale invariant feature transform) features
and the grid-based visual features can allow object recognition against the clut-
tered backgrounds [5, 7]. In our current implementations, the global visual features
consist of 36-bin RGB color histograms and 48-dimensional texture features from
Gabor filter banks. The local visual features consist of a number of interest points
and their SIFT features and a location-preserving union of grid-based visual fea-
tures. As shown in Fig. 2, one can observe that our feature extraction operators
can effectively characterize the principal visual properties for the images.

By using high-dimensional multi-modal visual features (color histogram,
wavelet textures, SIFT, and location-preserving union of grid-based visual fea-
tures) for image content representation, it is able for us to characterize the diverse
visual properties of the images more sufficiently. On the other hand, the statis-
tical properties of the images in such the high-dimensional multi-modal feature
space may be heterogeneous because different feature subsets are used to char-
acterize different visual properties of the images, thus the statistical properties
of the images in the high-dimensional multi-modal feature space may be hetero-
geneous and sparse. Therefore, it is impossible for us to use only one single type
of kernel to characterize the diverse visual similarity relationships between the
images precisely.

Based on these observations, the high-dimensional multi-modal visual fea-
tures are first partitioned into multiple feature subsets and each feature subset
is used to characterize one certain type of visual properties of the images, thus
the underlying visual similarity relationships between the images are more ho-
mogeneous and can be approximated more precisely by using one particular type
of kernel.

In this paper, the high-dimensional multi-modal visual features are partitioned
into five feature subsets: (a) color histograms; (b) wavelet textural features; (c)
SIFT features; (d) location-preserving union of grid-based color histograms; and
(e) location-preserving union of grid-based SIFT features. We have also studied
the statistical property of the images under each feature subset. The gained knowl-
edge for the statistical property of the images under each feature subset has been
used to design the basic image kernel for each feature subset. Because different ba-
sic image kernels may play different roles on characterizing the diverse visual sim-
ilarity relationships between the images, and the optimal kernel for diverse image
similarity characterization can be approximated more accurately by using a linear
combination of these basic image kernels with different importance.

For a given image concept Cj , the diverse visual similarity contexts between
its images can be characterized more precisely by using a mixture of these basic
image kernels (i.e., mixture-of-kernels) [10-13].

κ(u, v) =
5∑

i=1

αiκi(ui, vi),
5∑

i=1

αi = 1 (1)

where u and v are the visual features for two images in the given image concept
Cj , ui and vi are their ith feature subset, αi ≥ 0 is the importance factor for
the ith basic image kernel κi(ui, vi).
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Fig. 3. The taxonomy for text term determination for image crawling

Obviously, combining different kernels can allow us to achieve more precise
characterization of the diverse visual similarity contexts between the images in
the high-dimensional multi-modal feature space. On the other hand, the weights
for all these five kernels may be different for different image concepts. Ideally,
for different image concepts, we should be able to identify different sets of these
weights for kernel combination. Given a set of images, the weights for these five
basic image kernels are determined automatically by searching from a given set
of all the potential weights and their combinations.

3 Inter-concept Visual Similarity Determination

After the image concepts and their most relevant images are available, we can
use these images to determine the inter-concept visual similarity contexts for
automatic visual concept network generation as shown in Fig. 4. The inter-
concept visual similarity context γ(Ci, Cj) between the image concepts Ci and Cj

can be determined by performing kernel canonical correlation analysis (KCCA)
[20] on their image sets Si and Sj :

γ(Ci, Cj) =
max
θ, ϑ

θT κ(Si)κ(Sj)ϑ√
θT κ2(Si)θ · ϑT κ2(Sj)ϑ

(7)

where θ and ϑ are the parameters for determining the optimal projection di-
rections to maximize the correlations between two image sets Si and Sj for the
image concepts Ci and Cj , κ(Si) and κ(Sj) are the cumulative kernel functions
for characterizing the visual correlations between the images in the same image
sets Si and Sj .

κ(Si) =
∑

xl,xm∈Si

κ(xl, xm), κ(Sj) =
∑

xh,xk∈Sj

κ(xh, xk) (8)

where the visual correlation between the images is defined as their kernel-based
visual similarity κ(·, ·) in Eq.(1).

The parameters θ and ϑ for determining the optimal projection directions are
obtained automatically by solving the following eigenvalue equations:

κ(Si)κ(Si)θ − λ2
θκ(Si)κ(Si)θ = 0
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Fig. 4. Major components for inter-concept visual similarity determination

κ(Sj)κ(Sj)ϑ− λ2
ϑκ(Sj)κ(Sj)ϑ = 0 (9)

where the eigenvalues λθ and λϑ follow the additional constraint λθ = λϑ.
When large numbers of image concepts and their inter-concepts visual similar-

ity contexts are available, they are used to construct a visual concept network.
However, the strength of the inter-concept visual similarity contexts between
some image concepts may be very weak, thus it is not necessary for each image
concept to be linked with all the other image concepts on the visual concept net-
work. Eliminating the weak inter-concept links can increase the visibility of the
image concepts of interest dramatically, but also allow our visual concept net-
work to concentrate on the most significant inter-concept visual similarity con-
texts. Based on this understanding, each image concept is automatically linked
with the most relevant image concepts with larger values of the inter-concept
visual similarity contexts γ(·, ·) (i.e., their values of γ(·, ·) are above a threshold
δ = 0.65 in a scale from 0 to 1).

Compared with Flickr distance [21], our algorithm for inter-concept visual
similarity context determination have several advantages: (a) It can deal with
the sparse distribution problem more effectively by using a mixture-of-kernels to
achieve more precise characterization of diverse image similarity contexts in the
high-dimensional multi-modal feature space; (b) By projecting the image sets for
the image concepts into the same kernel space, our KCCA technique can achieve
more precise characterization of the inter-concept visual similarity contexts.

4 Concept Network Visualization

To allow users to assess the coherence between the visual similarity contexts
determined by our algorithm and their perceptions, it is very important to en-
able graphical representation and visualization of the visual concept network, so
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Fig. 5. Visual concept network for our 600 image concepts and objects

that users can obtain a good global overview of the visual similarity contexts
between the image concepts at the first glance. It is also very attractive to enable
interactive visual concept network navigation and exploration according to the
inherent inter-concept visual similarity contexts, so that users can easily assess
the coherence with their perceptions.

Based on these observations, our approach for visual concept network visualiza-
tion exploited hyperbolic geometry [24]. The hyperbolic geometry is particularly
well suited for achieving graph-based layout of the visual concept network and sup-
porting interactive exploration.The essence of our approach is to project the visual
concept network onto a hyperbolic plane according to the inter-concept visual sim-
ilarity contexts, and layout the visual concept network by mapping the relevant
image concept nodes onto a circular display region. Thus our visual concept net-
work visualization scheme takes the following steps: (a) The image concept nodes
on the visual concept network are projected onto a hyperbolic plane according
to their inter-concept visual similarity contexts by performing multi-dimensional
scaling (MDS) [25] (b) After such similarity-preserving projection of the image
concept nodes is obtained, Poincare disk model [24] is used to map the image con-
cept nodes on the hyperbolic plane onto a 2D display coordinate. Poincare disk
model maps the entire hyperbolic space onto an open unit circle, and produces a
non-uniform mapping of the image concept nodes to the 2D display coordinate.

The visualization results of our visual concept network are shown in Fig. 5,
where each image concept is linked with multiple relevant image concepts with
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larger values of γ(·, ·). By visualizing large numbers of image concepts according
to their inter-concept visual similarity contexts, our visual concept network can
allow users to navigate large amounts of image concepts interactively according
to their visual similarity contexts.

5 Algorithm Evaluation

For algorithm evaluation, we focus on assessing whether our visual similarity
characterization techniques (i.e., mixture-of-kernels and KCCA) have good co-
herence with human perception. We have conducted both subjective and ob-
jective evaluations. For subjective evaluation, we have conducted a user study
to evaluate the coherence between the inter-concept visual similarity contexts
and their perceptions. For objective evaluation, we have integrated our visual
concept network for exploring large-scale image collections and evaluating the
benefits on using the visual concept network.

For subjective evaluation, users are involved to explore our visual concept
network and assess the visual similarity contexts between the concept pairs. In
such an interactive visual concept network exploration procedure, users can score
the coherence between the inter-topic visual similarity contexts provided by our
visual concept network and their perceptions. For the user study listed in Table
2, 21 sample concept pairs are selected equidistantly from the indexed sequence
of concept pairs. The first one is sampled from the top and the following samples
are derived every 20,000th in a sequence of 179,700 concept pairs. By averaging
the scores from all these users, we get the final scores as shown in Table 2, one
can observe that our visual concept network has a good coherence with human
perception on the underlying inter-concept visual similarity contexts.

By clicking the node for each image concept, our hyperbolic concept network
visualization technique can change the view into a star-schema view, which can
allow users to easily assess the coherence between their perceptions and the
inter-concept visual similarity contexts determined by our algorithm.

We incorporate our inter-concept visual similarity contexts for concept clus-
tering to reduce the size of the image knowledge. Because the image concepts and
their inter-concept similarity contexts are indexed coherentlyby the visual concept
network, a constraint-driven clustering algorithm is developed to achieve more ac-
curate concept clustering. For two image concepts Ci and Cj on the visual concept
network, their constrained inter-concept similarity context ϕ(Ci, Cj) depends on
two issues: (1) inter-concept similarity context γ(Ci, Cj) (e.g., similar image con-
cepts should have larger values of γ(·, ·)); and (2) constraint and linkage related-
ness on the visual concept network (e.g., similar image concepts should be closer
on the visual concept network). The constrained inter-concept similarity context
ϕ(Ci, Cj) between two image concept Ci and Cj is defined as:

ϕ(Ci, Cj) = γ(Ci, Cj)×

⎧⎪⎨⎪⎩ e−
l2(Ci,Cj)

σ2 , if l(Ci, Cj) ≤ Δ

0, otherwise

(11)
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Table 1. Image concept clustering results

group 1 group 2 group 3 group 4
urban-road knife electric bus
street-view humming -guitar earing
touring-bike -bird suv-car t-shirt
school-bus cruiser fresco school-bus

city-building spaghetti crocodile screwdriver
fire-engine sushi horse hammock

moped grapes billboard abacus
brandenberg escalator waterfall light-bulb

-gate chimpanzee golf-cart mosquito
buildings

Table 2. Evaluation results of perception coherence for inter-concept visual similarity
context determination: KCCA and Flickr distances

concept pair user score γ Flickr Distance
urbanroad-streetview 0.76 0.99 0.0

cat-dog 0.78 0.81 1.0
frisbee-pizza 0.56 0.80 0.26
moped-bus 0.50 0.75 0.37

dolphin-cruiser 0.34 0.73 0.47
habor-outview 0.42 0.71 0.09

monkey-humanface 0.52 0.71 0.32
guitar-violin 0.72 0.71 0.54

lightbulb-firework 0.48 0.69 0.14
mango-broccoli 0.48 0.69 0.34
porcupine-lion 0.58 0.68 0.22
statue-building 0.72 0.68 0.32
sailboat-cruiser 0.70 0.66 0.23
doorway-street 0.54 0.65 0.58
windmill-bigben 0.40 0.63 0.85
helicopter-city 0.30 0.63 0.34
pylon-highway 0.34 0.61 0.06
tombstone-crab 0.22 0.42 0.40
stick-cupboard 0.28 0.29 0.51

fridge-vest 0.20 0.29 0.43
journal-grape 0.22 0.19 0.02

where the first part γ(Ci, Cj) denotes the inter-topic visual similarity context
between Ci and Cj , the second part indicates the constraint and linkage related-
ness between Ci and Cj on the visual concept network, l(Ci, Cj) is the distance
between the physical locations for the image concepts Ci and Cj on the visual
concept network, σ is the variance of their physical location distances, and Δ is a
pre-defined threshold which largely depends on the size of the nearest neighbors
to be considered. In this paper, the first-order nearest neighbors is considered,
Δ = 1.
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Our concept clustering results are given in Table 1. Because our KCCA-based
measurement can characterize the inter-concept visual similarity contexts more
precisely, our constraint-driven concept clustering algorithm can effectively gen-
erate the concept clusters, which may significantly reduce the cognitive load for
human coherence assessment on the underlying inter-concept visual similarity
contexts. By clustering the similar image concepts into the same concept clus-
ter, it is able for us to deal with the issue of synonymous concepts effectively,
e.g., multiple image concepts may share the same meaning for object and scene
interpretation. Because only the inter-concept visual similarity contexts are used
for concept clustering, one can observe that some of them may not semantic to
human beings, thus it is very attractive to integrate both the inter-concept vi-
sual similarity contexts and their inter-concept semantic similarity contexts for
concept clustering.

As shown in Table 2, we have also compared our KCCA-based approach with
Flickr distance approach [21] on inter-concept visual similarity context deter-
mination. The normalized distance to human perception is 0,92 and 1.42 re-
spectively in terms of Euclidean distance, which means KCCA-base approach
performs 54% better than Flickr distance on the random selected sample data.

6 Conclusions

To incorporate the visual concept network for summarizing and exploring large-
scale image collections, we have developed a novel algorithm for determining
the diverse visual similarity contexts between large amounts of image concepts.
Multiple kernels and kernel canonical correlation analysis are combined to char-
acterize the diverse inter-concept visual similarity relationships more precisely
in a high-dimensional multi-modal feature space. Our experimental results on
large-scale image collections have observed very good results.
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Abstract. This paper proposes an automatic image annotation method
based on concept-specific image representation and discriminative learn-
ing. Firstly, the concept-specific visual vocabularies are generated by as-
suming that localized features from the images with a specific concept are
of the distribution of Gaussian Mixture Model (GMM). Each component
in the GMM is taken as a visual token of the concept. The visual tokens
of all the concepts are clustered to obtain a universal token set. Secondly,
the image is represented as a concept-specific feature vector by comput-
ing the average posterior probabilities of being each universal visual token
for all the localized features and assigning it to corresponding concept-
specific visual tokens. Thus the feature vector for an image varies with
different concepts. Finally, we implement image annotation and retrieval
under a discriminative learning framework of Bayesian classifiers, Max-
Min posterior Pseudo-probabilities (MMP). The proposed method were
evaluated on the popular Corel-5K database. The experimental results
with comparisons to state-of-the-art show that our method is promising.

Keywords: Image annotation, Image retrieval, Visual vocabulary, Bag-
of-features, Max-Min posterior Pseudo-probabilities (MMP).

1 Introduction

Many users of image retrieval systems prefer keyword query to visual query.
Therefore, with the rapid growth of the number of available images, it becomes
more and more important to automatically annotate images with keywords. An
increasing interest in solving this problem of automatic image annotation (AIA)
has been shown in recent literature. The AIA problem can be described as the
one of associating the image descriptor with its concepts. The direct descriptor
of an image is the visual features from it. Recently, the researchers also try to
explore indirect textural cues, such as the text around the image in the web
page, to supplement the visual features [17].

This paper investigates the problem of determining the concepts of an im-
age according to localized visual features from it. A corresponding AIA method
is proposed based on a novel concept-specific image representation schema and

S. Boll et al. (Eds.): MMM 2010, LNCS 5916, pp. 262–272, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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a discriminative learning framework of Bayesian classifier, Max-Min posterior
Pseudo-probabilities (MMP) [12]. Firstly, a concept-specific visual vocabulary is
generated for each concept by assuming that localized features from the images
with this concept are of the distribution of Gaussian Mixture Model (GMM).
The GMM for each concept is learned from the training images with this con-
cept by using the Expectation-Maximization (EM) algorithm with the Minimum
Description Length criterion (MDL). Each component in the GMM is taken as
a visual token of this concept. Secondly, the Concept-specific Visual Tokens
(CVTs) of all the concepts are clustered to obtain a universal visual vocabu-
lary. The correspondences between concept-specific and universal visual tokens
are recorded. Thirdly, an image is represented through the cooperation between
concept-specific and universal visual vocabularies. In fact, the posterior prob-
abilities of being Universal Visual Tokens (UVTs) for localized features in the
image are computed. Then the average posterior probability is calculated for
each UVT and assigned to the corresponding CVT. This probability can be
seen as the possibility of a CVT occurring in the image. Therefore, the average
posterior probabilities for all the CVTs of each concept are arranged orderly to
represent the image. It means that the feature vector for an image varies with
different concepts. Finally, feature vectors extracted from images with a specific
concept are also assumed to be of the distribution of GMM. By embedding this
GMM into the discriminative learning framework of MMP, we get our image
annotation and retrieval algorithm and evaluate it on the Corel-5K database. In
the experiments, the localized feature of the image is obtained by partitioning
an image into fix-sited rectangular blocks and extract Discrete Cosine Transform
(DCT) features in YBR color space from each block. The performance compari-
son between our method and other state-of-the-art counterparts shows that the
proposed method is promising. The main contributions of this work are:

(1) A novel image representation is realized for AIA through the cooperation
between concept-specific and universal visual vocabularies. This image represen-
tation brings the advantages of more tolerance to background clutter, free of
dimensionality reduction, and flexibility to the change of concept set. The last
advantage seems useful for real applications where the number of concepts is not
easy to be preset beforehand.

(2) A new discriminative learning framework of Bayesian classifier, Max-Min
posterior Pseudo-probabilities (MMP), is tailored to tackle the AIA problem.
Because the dimensionality of the feature vectors of an image varies with dif-
ferent concepts, the corresponding statistical models of the concepts learned by
traditional generative learning methods such as EM algorithm are not appro-
priate for image classification. As a discriminative learning approach, MMP is a
suitable solution to this problem.

The rest of this paper is organized as follows. Section 2 reviews the related work
of AIA based on statistical modeling and learning of concepts. Section 3 presents
the generation method of concept-specific and universal visual vocabularies. The
cooperative image representation strategy and subsequent image annotation by



264 Y. Wang, X. Liu, and Y. Jia

MMP is put forward in Section 4. Section 5 discusses the experimental results
on Corel-5K database. We conclude the paper in Section 6.

2 Related Work

Many AIA algorithms have been developed based on statistical modeling and
learning of concepts. Bayes theory is the basis of these algorithms, where the
posterior probabilities of being keywords for images are used as annotation con-
fidence but mostly reflected by joint probabilities of keywords and images or
class-conditional probabilities of images given keywords. An image is usually a
combination of several concepts. The regional features of an image should be
expressed to realize multi-label annotation for images with multiple concepts.
This task can be implemented by segmenting an image into regions or parti-
tioning it into blocks (also called grids). Based on the localized features from
segmented regions or partitioned blocks, we can directly associate the regions
with concepts, or holistically classify the image according to combined regional
features. Many statistical models have been explored in AIA algorithms with seg-
mentation or partition strategy, including the translation model [5], Cross-Media
Relevance Model (CMRM) [8], Continuous-space Relevance Model (CRM) [10],
Coherent Language Model (CLM) [9], CORRespondence Latent Dirichlet Dl-
location (CORR-LDA) [1], Hidden Concept Model [19], GMM [2], probabilistic
latent semantic analysis [13], Bayes method [2], HMM [11], Bayes Point Machines
(BPM) [3], etc.

Visual tokens based image representation was used behind some of AIA meth-
ods mentioned above, such as translation model, CMRM, CLM, etc. In these
methods, image regions are clustered to obtain the basic elements for repre-
senting images. These basic elements are called blob-token, visual term, visual
word, or visual token. In the field of object categorization which is closely re-
lated to AIA, visual tokens based image representation has also recently become
a hot topic. However, most of visual token based image representation methods
construct visual vocabulary by unsupervised manner, without taking class in-
formation into account. Recently, statistical modeling of visual tokens has been
advised to improve its effectiveness for image classification [6,18,15]. The rela-
tion between local features and visual tokens can be described more accurately
and reliably through statistical modeling of visual tokens. Furthermore, a local
feature is allowed to be softly mapped to multiple visual tokens in this way, so
the aliasing effects can be reduced.

3 Visual Vocabularies Generation

This section describes our method of generating concept-specific visual tokens
(CVTs) and universal visual tokens (UVTs) from localized features. As illus-
trated in Fig. 1, we firstly generate CVTs of each concept according to localized
features which are extracted from images with this concept, and then perform
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Fig. 1. The flowchart of concept-specific and universal visual vocabularies generation

the clustering on CVTs from all the concepts to obtain UVTs. The correspon-
dences between CVTs and UVTs are recorded for subsequent use in the image
representation.

3.1 Concept-Specific Visual Vocabularies Generation

In order to generate CVTs, it is assumed that the distribution of localized fea-
tures extracted from images with a specific concept is a GMM. Let x be a local-
ized feature, Ki be the number of components in the GMM for the i-th concept,
Θ be the parameter set of the GMM for the i-th concept, which includes the
weights wk|Ki

k=1, the means μk|Ki

k=1, and the covariance matrices Σk|Ki

k=1. Then
we have

p(x|Θ) =
Ki∑

k=1

wkN(x|μk, Σk), (1)

where

N(x|μk, Σk)

= (2π)−
D
2 |Σk|−

1
2 exp

(
−1

2
(x− μk)′Σ−1

k (x− μk)
)

.
(2)

The covariance matrix Σk is considered as a diagonal matrix for simplicity.
The parameter set Θ of the GMM is estimated by Expectation-Maximization

algorithm [4] with maximum likelihood setting, which is implemented using
Torch machine learning library 1 in this paper. The component number of the
GMM Ki is determined by the Minimum Description Length (MDL) principle
[7]. After the GMM for a concept is learned from the data by MDL-EM algo-
rithm, each Gaussian component in the GMM is regarded as a CVT. All the
Gaussian components constitute a set of CVTs for this semantic concept. Let
T i

j be the j-th CVT of the i-th CVT, then the set of CVTs for the concept is
denoted as {T i

1, T
i
2, · · · , T i

Ki
}.

1 Torch Machine Learning Library. Available: http://www.torch.ch
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3.2 Universal Visual Vocabulary Generation

After the CVTs of all the concepts are generated, the k-means clustering algo-
rithm is performed on mean vectors of the GMMs for all the CVTs to combine
similar CVTs. Each resultant cluster corresponds to a universal visual token
(UVT), which is composed of one or several CVTs. We get local features cor-
responding with CVTs in each cluster and then compute the mean vector and
covariance matrix of these local features to form a UVT. Let Ti be the i-th UVT,
K be the number of UVTs, then the set of UVTs is {T1, T2, · · · , TK}.

The correspondences between UVTs and CVTs are recorded, which will be
used in subsequent image representation procedure. Fig. 2 illustrates the corre-
spondences between UVTs and CVTs.
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Fig. 2. Illustration of correspondences between CVTs and UVTs

4 Image Representation, Annotation and Retrieval

This section explains how to represent images through the cooperation be-
tween class-specific and universal visual vocabularies. Then the image anno-
tation method by applying the proposed image representation scheme under
GMM-MMP classification framework is described.

4.1 Cooperative Image Representation

An image is represented as a soft histogram over CVTs of each concept. The
value in each bin of the histogram represents the possibility of a CVT occurring
in the image, but it is measured according to the set of UVTs. Actually, the
posterior probabilities of being each UVT for localized features in the image
are computed using Bayes formula. Then the average posterior probability is
calculated for each UVT as the measure of its occurrence possibility and assigned
to the corresponding CVTs which are classified into the cluster represented by
this UVT. Finally, the average probabilities for all the CVTs of a concept is
arranged orderly to obtain concept-specific feature vector of the image. It means
the feature vector of the image varies with different concepts. The flowchart of
our image representation strategy described above is shown in Fig. 3, where
the average posterior probability for a UVT and its corresponding CVTs are
displayed in a same color.
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The details of our image representation scheme are given as follows. Firstly,
since the distribution of a UVT Ti is a Gaussian model, the class-conditional
probability of a localized feature x give Ti is computed as

p(x|Ti) = N(x|μi, Σi), (3)

According to Bayes formula and the assumption of the same P (Ti) for all the
UVTs, the posterior probability of being Ti for x is obtained as

P (Ti|x) =
P (x|Ti)∑K

k=1 P (x|Tk)
. (4)

The assignment of average posterior probabilities for UVTs to corresponding
CVTs is illustrated in Fig. 3, where the red and blue columns represent the av-
erage posterior probabilities for CVTs of these two concepts and assigned from
different UVTs, respectively. While the yellow columns represent the average
posterior probabilities for CVTs of these two concepts but assigned from a com-
mon UVT.

The concept-specific image representation described above is more compact
and more discriminative than traditional histograms over universal visual vo-
cabulary. In traditional histograms over universal visual vocabulary, localized
features of an image are mapped to thousands of the UVTs. It leads to a sparse
representation. Oppositely, we obtain a compact representation by only con-
sidering the CVTs related to a specific concept. The dimensionality of feature
vectors is reduced greatly. Furthermore, the occurrence possibilities of CVTs are
expected to be measured as high values for images with the corresponding con-
cept and measured as low values for images without corresponding concept. It
means that our concept-specific image representation could have better discrim-
inability than traditional histograms over universal visual vocabulary.

4.2 GMM-MMP Based Image Annotation and Retrieval

MMP is a new kind of discriminative learning approach for Bayesian classifiers.
In the following, we briefly introduce the MMP algorithm designed for image
annotation and retrieval. The reader is referred to our paper for more details of
MMP [12].
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4.2.1 Image Annotation and Retrieval by Posterior
Pseudo-probabilities

Let XC be a concept-specific feature vector of a concept C, which is extracted
from an arbitrary image. Let p(XC |C) be the class-conditional probability den-
sity function. Then the posterior pseudo-probability of being C for XC is com-
puted as

f(p(XC |C)) = 1− exp(−λpt(XC |C)), (5)

where λ, t are positive numbers. Consequently, f(p(XC |C)) is a smooth, mono-
tonically increasing function of p(XC |C), and f(0) = 0 and f(+∞) = 1. The
form of class-conditional probability density function p(XC |C) in Eq. 5 should
be provided for using posterior pseudo-probabilities based classifers, which is
also assumed to be the GMM with diagonal covariance matrix in this paper.

Given an input image, we compute the posterior pseudo-probability for each
concept according to Eq. 5. Then the image is annotated through ranking con-
cepts in descending order of their posterior pseudo-probabilities. The correspond-
ing semantic retrieval is realized by ranking images for query concept. Given a
query concept, we retrieval the images by ranking the images in descending or-
der of the posterior pseudo-probabilities for this concept and each image in the
database, which have been computed in the image annotation stage.

4.2.2 MMP Training
There are unknown parameters in Eq. 5, including λ, t, and those in p(XC |C). A
method called Max-Min posterior Pseudo-probabilities (MMP) is used to learn
these parameters. The main idea behind MMP learning is to optimize the clas-
sifier performance through maximizing posterior pseudo-probabilities towards 1
for each class and its positive samples, while minimizing those towards 0 for
each class and its negative samples. More formally, let f(X; Λ̃) be the posterior
pseudo-probability measure function of a class, where Λ̃ denote the set of un-
known parameters in it. Let X̂i be the feature vector of arbitrary positive sample
of the concept, X̄i the feature vector of arbitrary negative sample of the con-
cept, m and n be the number of positive and negative samples of the concept,
respectively. According to the idea above of the MMP learning, the objective
function for estimating parameters is designed as

F (Λ̃) =
1
m

m∑
i=1

[f(X̂i; Λ̃)− 1]2 +
1
n

n∑
i=1

[f(X̄i; Λ̃)]2. (6)

F (Λ̃) = 0 means the perfect classification performance on the training data.
Consequently, we can obtain the optimum parameter set Λ̃∗ of the posterior
pseudo-probability measure function by minimizing F (Λ̃):

Λ̃∗ = argmin
Λ̃

F (Λ̃). (7)

The gradient descent algorithm is employed to optimize the parameter set Λ̃∗.
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5 Experiments

The image annotation and retrieval experiments were conducted on the popular
Corel-5K database [5]. There are 5000 images from 50 Stock Photo CDs in this
database, and each CD contains 100 digital photos of the same topic. One to
five keywords are provided for each of these images. Following the commonly
used evaluation scheme on Corel-5K database [5], we used 4500 images as the
training set and the remaining 500 images as the test set. The total 371 semantic
concepts are involved in the database, but only 260 concepts coexist in both
of the training set and the test set. These 260 concepts are considered in the
experiments.

We obtain localized features by partitioning an image into fix-sized rectangu-
lar blocks and extract Discrete Cosine Transform (DCT) features in YBR color
space from each block. This localized feature extractor is similar with that used
by Carneiro et al. [2]. The size of rectangular blocks is set to be 8 × 8 through
experiments.

In the MMP training, the positive samples of each concept are images with the
concept, and other images are its negative samples. Before using MMP training
algorithm, we obtain the initial parameters by using the MDL-EM algorithm
described in Section 3 on positive samples to get the parameters in the GMM,
and set λ and t through experiments. The initial parameters are then revised
by performing MMP training on all the samples including positive samples and
negative samples. For the MDL based model selection of the GMM, we evaluate
the component numbers from 20 to 300 at intervals of 10 for concept-specific
visual vocabularies, and the component numbers from 1 to 20 for concepts. The
resultant component numbers for concept-specific visual vocabularies vary from
20 to 280, while those for concepts are 6 to 15. As for the number of universal
visual tokens, we set it to 3000 through careful experiments.

In order to compare our method with other related work on Corel-5K
database, we annotate the images with top-five concepts. Then the image an-
notation performance is evaluated by the mean recall rate and precision rate,
as well as the number of concepts with nonzero recall rate. And the subsequent
image retrieval performance is evaluated by the mean average precision (MAP)
[2]. Fig. 4 and Fig. 5 show the effectiveness of our image retrieval and anno-
tation algorithm through some example. In Fig. 4, the concepts automatically
annotated by the proposed method are compared with the ground-truth of hu-
man annotation for the test set. In Fig. 5, top-5 images retrieved for some query
concepts are displayed from left to right.

The performance of our image annotation algorithm is compared with those
recently reported on the Corel-5K database, including the co-occurrence model
[14], the translation model [5], the continuous-space relevance model [10,16],
the multiple-Bernoulli relevance model (MBRM) [16], and supervised multiclass
labeling model (SML)[2]. We further compare our retrieval results with those
from SML and MBRM. The comparison result of image annotation and retrieval
is listed in Table 1-2, respectively. As shown in Table 1, our proposed algorithm
achieves 26.8% recall rate and 23.5% precision rate, which are comparable to
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tiger, cat, bengal, 

forest, river 

crystals, frost, frozen, 

ice, sculpture 

horses, mare, 

porcupine, foals, field

Images 

Truth 
people, pool, 

swimmers, water 

locomotive, railroad, 

smoke, train 
bear, polar, snow 

cars, formula, tracks, 

wall

Our

Results 

swimmers, pool, 

people, water, boats 

train, railroad,smoke, 

locomotive,monastery

bear, polar, snow, 

herd, bush 

formula, car, tracks, 

wall, street 

Fig. 4. Comparison of the annotations by the proposed algorithm with the ground-truth

Fig. 5. Each row shows the top five retrieved images for a semantic concept. From top
to bottom: water, flower, horses, and cars.

the previous best results achieved by SML and MBRM, and outperform others
in both recall rate and precision rate. The number of recalled concepts is 137,
which is the same as the previous best one reported by SML. As shown in
Table 2, our mean average precision over the total 260 concepts is a little worse
than those from SML and MBRM, while the result over concepts with nonzero
recall rate is in the middle of those from SML and MBRM. It should be noted
that the dense sampling features are adopted in SML. Compared overlapping
blocks used there, the number of non-overlapping blocks in this work is much
smaller. We expect to further show the advantages of our method by analyzing its
efficiency and effectiveness according to more experiments on localized features
from dense sampling in the future.
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Table 1. Comparison of Automatic Annotation on Corel-5K

Methods Co-occurrence Translation CRM MBRM SML Our
#concepts with recall > 0 19 49 107 122 137 137

Results on all 260 words
Mean Per-concept Recall Rate 0.02 0.04 0.19 0.25 0.29 0.268

Mean Per-concept Precision Rate 0.03 0.06 0.16 0.24 0.23 0.235

Table 2. Comparison of Semantic Retrieval on Corel-5K

Mean Average Precision for Corel-5K
Methods All 260 Concepts Concepts with Recall>0

Ours 0.286 0.475
MBRM 0.30 0.35
SML 0.31 0.49

6 Conclusions

In this paper, a novel image annotation method has been proposed through repre-
senting images based on the cooperation between concept-specific and universal
visual vocabulary. The main feature of the proposed method is that the image
representation is defined on concept level, instead of on universal level. And the
feature vector of the image varies with different concepts. For each concept, the
posterior probabilities for concept-specific visual tokens and localized features
in the image are measured according to the universal visual vocabulary. They
are arranged orderly to represent the image. The advantages of this representa-
tion strategy are summarized as follows: 1) The image is represented with only
concept-specific information to obtain more robustness to background clutter;
2) The dimensionality of feature vector of the image is small. So it is unneces-
sary to perform dimensionality reduction which risks the loss of discriminative
information; 3) Clustering is performed on the concept-specific visual tokens,
instead of on the huge set of localized features. Thus the visual token generation
is more flexible to the change of concept sets. This feature seems useful for real
applications where the number of concepts is not easy to be preset beforehand.

By embedding our image representation scheme into a new discriminative
learning framework of Bayesian classifiers, Max-Min posterior Pseudo-
probabilities (MMP), we get the corresponding image annotation and retrieval
algorithm which achieved the comparable performance to the previous best
methods on the Corel-5K database.

Our future work includes: 1) More sophisticated localized features such as
dense sampling features will be considered to improve the effectiveness of the
proposed method; 2) The proposed method will be evaluated on other more
complicated databases, such as Corel-30K, PSU, etc.
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Abstract. With extracted local features of a given image, computing
its global feature under perceptual framework has shown promising per-
formance in object recognition. However, under some tough applications
with large intra-class variance, using only one kind of local feature is
inadequate to build a robust classification system. To integrate the dis-
criminability of complementary local features, in this paper, we extend
the efficacy of perceptual framework to adapt to heterogeneous features.
Given multiple raw global features, we propose a fusion strategy through
metric learning, which is called weak metric learning in this work, for fus-
ing high dimensional features. The fusion model is solved with the max-
imal kernel canonical correlation formulation with the multiple global
features as outputs. Experimental results show that our method achieves
significant improvements about 5% to 11% than the benchmark percep-
tual framework system, HMAX, on several difficult categories of object
recognition with much less training samples and feature elements.

Keywords: Object recognition, feature fusion, weak metric learning,
perceptual distance.

1 Introduction

Object recognition has seen rapid progress in recent years, motivated by inno-
vative studies in relative fields such as statistical learning and cognition science.
However, it is still in a long arduous travel for machine to approach human
being’s vision capability which can distinguish about 30,000 categories with
very few training samples [1]. As a highlight of current researches, some human
perception-inspired models [2,3] reach state-of-the-art performance.

Studies of human perception construct a basic framework for object recogni-
tion. Rosch [4] argued that categories are not defined by lists of features but by
similarity to prototypes. Similarities defined on prototype examples, or equiv-
alently perceptual distances rather than feature spaces attract the focus of re-
searches. In this framework, scaling to a large number of categories just requires
enough prototypes instead of adding new features. It is also possible to train the

S. Boll et al. (Eds.): MMM 2010, LNCS 5916, pp. 273–283, 2010.
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Fig. 1. Four images from scorpion category of the Caltech 101 dataset [1], which show
large appearance variations. The main variations include mixed scorpion species with
different biological morphology, texture blur, pose change, and cluttered background.

model with very few samples because the invariance to certain transformations
or intra-class variation can be built into the perceptual distance function.

Serre and Poggio [5,3] modeled the ventral stream of primate visual cortex as
a hierarchical structure (HMAX) for object recognition. The model is composed
of S1, C1, S2 and C2 layers, of which C1 produces local feature invariant to
scaling and rotation and C2 computes global features by defined perceptual dis-
tance (or similarity function). Corresponding to visual cortex, S layers improve
invariance while C layers improve selectivity. The tradeoff between invariance
and selectivity is achieved through alternate procedures. Frome [2] chose to learn
a perceptual distance function for each example with metric learning algorithms
[6], which determine weights for elements of all global features. In nature, these
algorithms learn a transformation for the entire sample space.

These models and most perceptual inspired models follow the insight of Rosch
[4] and share a basic outline: (1) For a test or training image, select a set of
interest regions and extract patches from them. (2) Compute a local feature
for each patch, which gives a set of local features for each given image. (3) For
image pairs, return a value of distance by defining a distance function on their
feature sets [7,2]. Or, given a local feature set from a image and the learned
prototypes, return a set of distances as the global feature by defining a distance
function between image and prototypes [3]. (4) Assign a category label to the
image using the distance function or global feature. In step (3), both distance
functions, known as perceptual distance, are defined on the local feature space.

However, local features developed for tasks like image registration can lead
to a problem that they tend to fail under extreme lighting and pose conditions
(for instance, SIFT [8] will be failure on binary images), and therefore could not
provide enough discriminative information to classify complex objects, where
even images from the same category show large intra-class variance. See Fig. 1.

Recently, some multiple local feature representations [9,10] were proposed to
attack the above problem under “distance function learning” framework [2](learn
distance functions instead of computing global feature with local features). Mo-
tivated by the capability of perceptual inspired models, we explore to integrate
multiple local features with global feature computation models, such as HMAX.

In this paper, we propose an integrated solution that extends feature compu-
tation model and fusion strategy of global features, as illustrated in Fig. 2. It
extends the HMAX model to adapt multiple local features, however, in general
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Fig. 2. Illustration of our framework

the extension to other models [7,2] is straightforward. The model could adapt
to multiple kinds of local features. For each kind of feature, corresponding raw
global feature is computed by measuring its distances from the pre-computed
prototypes with the same feature representation1. Then an algorithm, namely
weak metric learning, is developed to fuse these raw global features for object
recognition. In nature, it aligns features at the metric level. For the feature fusion
task, a criterion, maximal kernel canonical correlation [11,12], is used to solve
the weak metric learning model. In sum, our main contributions are two folds.

1. Extend the global feature computation model, HMAX, to adapt to multi-
ple complementary local features. It greatly improves the capability of the
system to recognize ambiguous categories.

2. Introduce the kernel canonical correlation to learn the metrics to fuse dif-
ferent global features. Each set of metric weights is derived from the same
template function with few free parameters so that the fusion model could
be solved with few training samples.

For the improved features, experiments performed on Caltech 101 [1] show con-
sistently significant improvement about 5 ∼ 11% than the benchmark model
HMAX [3] with robust performance.

2 Model Extensions

The original HMAX model is composed of three steps: (1) compute C1 response
for the given image, (2) learn prototypes from C1 responses of images, (3) for
each prototype, compute the maximal response between the prototype and the
C1 response, which produces an element of the global feature C2. To extend
it for multiple local features, the point is to represent an image with a set of
1 The prototypes are extracted from a set of randomly selected images, such as natural

images.
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patches and define the C1 response on these image patches instead of the whole
image (the patch based C1 response is called C1 descriptor in the paper). Then
the following steps are updated accordingly and other local features could be
introduced into the model by replacing C1 descriptor.

In the extended model, the final global feature is computed according to the
following four steps.

1. Extract patches from experimental images and arbitrary natural images. The
natural images are used for learning prototypes.

2. Consider a type of local feature, compute a set of such features for the
extracted patches.

3. Learn prototypes from the local feature set of natural images, and compute
the raw global feature for an image with its local feature set and the learnt
prototypes.

4. Multiple kinds of raw global features could be computed by replacing the
feature type at step 2. Fuse the raw global features as the final global feature.

In this section, we describe how to compute the raw global features from local
features. The fusion scheme will be introduced in Section 3.

Given image I and its local patch set P(I) = {pi}ni=1 with varying sizes at
detected interest regions, the local feature c is computed for each patch. Let
C(I) = {ci}ni=1 represent the local feature set of image I. At learning step, pro-
totypes are extracted from local feature set ∪kC(Ik) of natural images randomly
and the learnt prototypes set is represented as T = {c∗i }mi=1.

For candidate image I with its local feature set {ci}ni=1 and learnt prototype
set {c∗i }mi=1, the element of raw global feature x(I) ∈ R

m which corresponds to
the local feature set, namely, the perceptual distance, is defined as

xi
def
= min

c∈C(I)
d(c∗i , c), (1)

where function d is a distance measurement of local features c∗i and c. We employ
Euclidean distance and normalized inner product to measure C1 and SIFT based
perceptual distance respectively in this work. Further, the minimum distance
could be regarded as an implementation of the maximal neural response. For C1
feature, the simulated neural response corresponds to the shape tuning process
of visual cortex. On the other hand, xi could be interpreted as the baseline
representation of patch c, based on the prototype set T .

Some descriptors such as SIFT [8], shape context [13] and geometric blur
[14], can be used in the extended model. Most of them follow the scale space
theory [15] and are invariant to rotation, scaling, or affine translation. In our
solution, two complementary descriptors, C1 and SIFT, are introduced into the
extended model because C1 encodes rich contour and shape information and
the complementary SIFT encodes rich gradient information. In the following
sections, the C1 based raw global feature and the SIFT based raw global feature
are called as C2 and SIFT2 respectively. What should be mentioned here is that
only two descriptors from patches with the same size could be used for computing
the perceptual distance.
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3 Weak Metric Learning for Feature Fusion

With previous steps, two raw global features are computed. However, global
features derived from different local features have different metrics even though
they share the same perceptual distance function. Common schemes suggest to
learn two weights for them. Moreover, recent work in [9] shows that multiple fea-
tures fusion could benefit from subspace learning. However, it is hard to merge
the metric difference of features in this task with these methods. In this sec-
tion, a novel fusion scheme towards eliminating metric difference through metric
learning is proposed. We also develop a novel metric learning method called as
weak metric learning to deal with high dimensional feature. A criterion, maximal
canonical correlation is used to solve the metric weights.

3.1 Formulation

Metric learning [2,6] is originally proposed to learn distance or similarity function
by weighting each feature dimension. In [16], a correlation metric for feature
extraction and similarity measurement is proposed. The technique can eliminate
metric difference between feature dimensions implicitly. However, the metric
learning scheme has to determine large number of independent weights therefore
the scheme tend to fail for high dimensional feature and relative few training
samples. In the weak metric learning scheme, a set of nonlinearly dependent
weights are assigned to feature dimensions, and only few function parameters,
instead of large numbers of weights, have to be determined.

For a given image, suppose similar feature elements correspond to the sim-
ilar prototypes therefore they have similar metrics with similar weights. The
continuous function h ∈ H is used for assigning weights wi = h(xi)/xi to the
global feature x(I) ∈ R

m. Then the weighed feature x′(I) could be formulated as

x′(I) = diag(w1, . . . , wm)x(I)
= (h(x1), . . . , h(xm))T

= h ◦ x(I).
(2)

It suggests that weighting feature with template derived weights equals to apply-
ing a nonlinear transformation on the feature. Because weights for a raw global
feature are derived from the same template function h, the task of determining
weight set {wi}mi=1 is converted to determine the parameter set of the template
function h. The weights are nonlinearly dependent because the number of free
parameters of {wi}mi=1 (equals to the parameter number of h) is much smaller
than m. It leads to a weak learning scheme. However, with capacity increasing
of the template function h, the weak metric learning scheme will approach the
general metric learning.

Similar to [2,6], the scheme can also be used to learn the distance function
and solved with maximal margin formulation on the triplets training set. For
fusion tasks, however, we develop a different model and solving scheme.
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3.2 Metric Solving and Feature Fusion

For raw global features introduced in Section 2, we try to fuse them by weighting
their elements. We next focus on fusing two features and the way to fuse multiple
features is similar. The weight set for a raw global feature in Eq. (2) is derived
from the same template function. As to fuse two features, two independent weight
sets, equally two template functions have to be determined.

In [17], the canonical correlations of within-class sets and between-class sets
for discriminative learning is explored. [18] uses canonical correlation analysis for
feature fusion by determining pairs of projective matrices, given two candidate
features. Different from above works, we employ canonical correlation to deter-
mine template functions (or the derived weight set equally) instead of projective
matrices, though a weight set could be regarded as a special projective matrix.

The kernel version of canonical correlation [11,12] is used in the process of
feature fusion, in our work, because it increases the flexibility of the feature
selection through kernel trick. For the training image set IN , raw global features
XN×p = (x1, . . . ,xN )T , YN×q = (y1, . . . ,yN )T are computed from two different
kinds of local features respectively with Eq. (1). Given nonlinear transformations
g, h ∈ H , the kernel canonical correlation of two weighted global features is
defined as

φ(g, h, α, β) = corrker(αT (g ◦X), βT (h ◦ Y )), (3)

where g ◦X represents applying transformation g on feature matrix X , as Eq.
(2) formulated, and vectors α, β ∈ R

N represent the combination coefficients of
canonical correlation. We choose optimum nonlinear transformations by maxi-
mizing Eq. (3) stepwise

(g∗, h∗) = arg max
g,h∈H

m̂ax
α,β∈RN

φ(g, h, α, β), (4)

where m̂axα,β is a constrained maximizing process. We maximize Eq. (4) by
enumerating g, h in function space H firstly. After g and h are given, we then
further maximize φ(h, g, α, β) in space R

N . That is to maximize kernel canonical
correlation

m̂ax
α,β∈RN

corrker(αT (g ◦X), βT (h ◦ Y ))

s.t. : var(αT (g ◦X)) = var(βT (h ◦ Y )) = 1.

It can be solved using Lagrange method which leads to an eigenvalue decompo-
sition problem. Then φmax(g, h) could be substituted into Eq. (4) to continue
maximizing in function space. It is time consuming to enumerate function space
H . A specific yet effective solving procedure is to solve the optimization prob-
lem in the parameter space of a certain function instead of in the function space.
Specially, let H be a function family parameterized by θ ∈ R

S . Eq. (4) can be
formulated as

(θ∗g , θ∗h) = arg max
θg,θh∈RS

m̂ax
α,β∈RN

φ(θg , θh, α, β). (5)
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According to our experiments, enumerating θg and θh on an experiential range
can satisfy this problem. To ensure optimization, for each candidate image, two
local feature sets should be derived from the same patch set.

After parameter sets θ∗g and θ∗h are determined, two weighted global features
could be given by Eq. (2), leading to the final global feature (x′(I)T ,y′(I)T )T .
In the metric learning based fusion scheme, weighting on each feature element
can be regarded as the adjusting process with feedback signals in visual cortex.

4 Experiments

Object recognition experiments with the fused global feature are performed on
Caltech 8 to (1) show the advantage of the extended model and the fusion scheme;
(2) examine the stability of fused features under varying number of samples and
feature elements. The HMAX is chosen as the benchmark system because it
provides the basic framework for our method. The SVM is used as classifier.

4.1 Dataset and Experimental Setup

A subset of Caltech 101 is chosen in the experiments. Although some categories
in Caltech 101 are relative easy to classify, many categories with images taken
under extreme lighting and large variations on view and pose are hard to be
recognized. The same difficult may also come up in several sub categories with
large intra-class variance. To validate the efficacy of our model, we deliberately
select 8 difficult categories and the background category with the size of samples
ranging from 80 to 800 for test. To speed up feature computation, all the images
are normalized to gray images with 140 pixels high and a fixed aspect ratio.

We extract patches from interest regions. Several interest region detectors
such as MSER [19], Harris-Affine, and Hessian-Affine [20] can be embedded
into our framework. According to the comparison studies in [21], we select the
Hessian-Affine as the detector of the interest regions. For a candidate image,
patches with the sizes of 4×4, 8×8, 12×12, and 16×16 are extracted from all
the interest regions respectively. The C1 descriptors are constructed for each
patch while SIFT descriptors are constructed for 12×12 and 16×16 patches.
For prototype learning, patch extraction and descriptor construction are similar
to the candidate images, except that for 500 patches per size are randomly
extracted from interest points. Although descriptors could be constructed for all
size of patches, descriptors from 12×12 and 16×16 patches work well. Then two
prototype sets are learnt from natural images for C1 and SIFT respectively.

At feature fusion step, two independent Gaussian functions are chosen for
the weak metric learning procedure, with scale factor ranging from 6.5 to 10,
variance ranging from 0.4 to 1.1 and mean ranging from 1.6 to 2.8. Larger range
might improve the performance with more expensive time cost. Given the set
sizes, the training set and testing set are sampled randomly from corresponding
categories, as the same scheme for raw global features. For each setting, we
sample data set and raw features about 20 to 40 rounds respectively. Then the
average performance and its variance are reported in the final results.
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Table 1. Performance comparison of three global feature settings: the feature with
2000 C2 elements, the combinational feature of 1600 C2 and 400 SIFT2 elements, and
the fused feature of 1600 C2 and 400 SIFT2 elements using our proposed method.
Experiments are conducted under a configuration that the number of positive train-
ing samples, negative training samples, positive testing samples and negative testing
samples are 30, 50, 50, and 50 respectively.

Data set C2 Combination of C2 and SIFT2 Fusion of C2 and SIFT2

Butterfly 0.8092 0.8515 0.8879
Brain 0.8112 0.8458 0.8833
Bonsai 0.7969 0.8130 0.8681
Chandelier 0.7783 0.7891 0.8281
Car-side 0.9737 0.9791 0.9929
Airplanes 0.9674 0.9735 0.9800
Buddha 0.7947 0.8349 0.8729
Scorpion 0.7754 0.8058 0.8438

4.2 Results

To test the performance under different configurations, the size of the positive
training set and the length of the global feature are varying in our experiments.
The experimental setting is as follows: the sizes of negative training set, positive
testing set and negative testing set are taken as 50 respectively.

We run a series of experiments using 30 positive training images per category
and 2000 elements (corresponding to 2000 prototypes) per global feature on the
9 categories dataset, with 30 random training sets (also 30 testing sets) and 20
random subsets of global feature (30×20 rounds overall). To evaluate perfor-
mance, three global feature settings which share the same feature dimension but
different element configurations, the feature with 2000 C2 elements, the com-
binational feature of 1600 C2 elements and 400 SIFT2 elements, and the fused
features of 1600 C2 elements and 400 SIFT2 elements, are compared.

As shown in Table 1, C2 feature achieves high performance about 96.7% to
97.4% on Car-side and Airplanes categories and relative low performance about
77.5% to 81.1% on other categories. Similar situation appeared in other two
settings. This is because that images of Car-side or Airplanes have small vari-
ance or similar appearance even though they are taken from different lighting
and pose conditions. For all 8 categories, the combinational feature of C2 and
SIFT2 elements outperforms C2 feature about 0.6% to 4.2%. On the other hand,
experiments in [3] indicate that increasing the number of feature elements is
hard to improve the performance when the number is more than 1000. These
evidences suggest that only appending other complementary descriptors based
feature elements may be helpful. Compared with C2 feature, our fusion scheme
reaches an improvement about 5.0% to 7.9% on categories except Car-side and
Airplanes (improvement about 1.3% to 1.9%).

To validate the fusion scheme on scalable positive training images, varying
number of positive training images are tested. Fig. 3 shows these results for 5
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Fig. 3. Comparison between the feature of 2000 C2 elements and the fused feature of
1600 C2 and 400 SIFT2 elements on Caltech 8 for varying number of training examples

categories in Caltech 101. Our fusion scheme outperforms C2 on all tested cate-
gories. For easy categories Car-side and Airplanes, fusion scheme with 5 positive
training images achieve satisfying performance about 97.8% and 95.1% with im-
provements about 3.9% and 9.2%. For other three categories, fusion scheme with
20 positive training images reach significant performance more than 83.1% while
the performance of C2 feature is under 77.2%, and it also outperforms C2 about
5.1% to 7.9% when the number of positive training images is more than 20.

We also perform a series of experiments for varying number of feature elements
from 2 to 2500 to test the fusion scheme. As shown in Fig. 4, the fusion scheme
outperforms C2 feature under all settings. For easy categories Car-side and Air-
planes, the fused feature with 50 elements reach a satisfying performance about
97.5% and 95.5% with improvements about 4.0% and 4.5%. For other tested
categories, the fused feature with 100 elements reaches significant performance
exceeding 80% when the performance of C2 feature is no more than 72.5%. Un-
der settings of 50 or more feature elements, the fusion scheme outperforms C2
feature at least 5.9%, especially 11.8% for Butterfly category.

In the fusion scheme, the optimization process of Eq. (5) consumes more time
than other steps. Using Gaussian function as the template function to solve Eq.
(5) by enumerating 448 parameter points on a normal computer takes about 110
seconds per 80 training images. When the size of dataset grows, the computation
complexity mainly depends on the maximization in R

N and linearly depends on
the enumeration number on R

S . In our solution, the patch set that represents
the candidate image is extracted from interest regions instead of overlapping
regions [3] so that Eq. (1) takes only 1/70 time of it to compute global features.
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Fig. 4. Comparison between the feature with pure C2 elements and the fused feature of
75% C2 and 25% SIFT2 elements on Caltech 8 for varying number of feature elements

5 Conclusions

In this paper, the perception inspired framework, HMAX, is extended to adapt
multiple local features, producing multiple raw global features. A weak met-
ric learning algorithm is developed for high dimensional features towards con-
structing the feature fusion model. The metric learning based model is solved
through maximal canonical correlation formulation, giving the final global fea-
ture for object recognition towards difficult categories. Experiments on Caltech
8 show significant improvements under settings of varying number of training
images and feature elements, which also confirms the validity and stability of
our scheme. The fusion scheme, however, reaches the performance at the cost of
much computing time, which will be the further research topic of this model.
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Abstract. Collecting an audio visual data corpus based on the linguistic rules is 
an unquestionable, must-take step in order to conduct major research in multi-
media fields as AVSR, lip synchronization and visual speech synthesis. Build-
ing up a reliable data corpus where it covers all phonemes in all phonemic 
combinations of a language is a difficult and time consuming task. To partially 
deal with this problem, in this research, vc, cv and vcv combinations, instead of 
the entire possible phonemic combinations were used, where they carry the 
most language information. This paper gives an indication on the new data cor-
pus, capturing 14 respondents. To better perceive coarticulation effect in 
speech, continuous speech was considered other than isolated and continuous 
digits. This makes the collection process a more time and cost-saving one, 
maintaining the efficiency high.   

Keywords: Audio visual database design, linguistic approach, coarticulation, 
Persian data corpus, multimedia modeling, Farsi audio visual data corpus,  
AVA II. 

1   Introduction 

Along with the great advances of computer science in current years in multimedia 
fields and the noticeable improvement in human and machine interaction, there’s an 
increasing consideration on linguistics and its applications in language-based com-
puter science fields. Many defects in uni-modal data can be remedied by multi-modal 
data [4]. Building audio visual data corpora is among the initial prerequisites for es-
tablishing this interaction and improving its quality. It goes with no doubt that de-
pending on the target language and application, various data corpora are needed. For 
researches as audio-visual speech recognition (AVSR), lip reading, or identity recog-
nition to be conducted, there is a certain need for a data corpus to be built first, con-
sidering the aimed application’s requirements. AVA [35], the first comprehensive 
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Persian database, has been built aiming for speech therapy and viseme extraction. The 
extracted visemes in AVA are not applicable to some other uses; such as audio visual 
speech recognition or lip reading, for there are two respondents captured, covering all 
possible phonemic combinations in it; although it has well met its aiming applica-
tion’s requirements. In this project, AVA II, there has been a study on Persian lan-
guage, after which more effort is put into optimizing the spoken material such that not 
only it covers most effective phonemic combinations in Persian language, but also 
does it consider coarticuation effect on visual information. 

In the following, section 2 prepares an overview of current AV datasets. Section 3 
offers the pre-recording analysis undertakings, including speaker population and the 
spoken materials. Section 4 describes the recording phase comprising the studio  
settings and the recording approach. Data labelling and addressing comes in the 5th 
section, where section 6 concludes the paper and offers future work in the area. 

2   Related Work 

A data corpus is developed in a language according to its matchless phonemic, 
visemic characteristics. Putting a step forward, many have argued that not only pho-
nemic and visemic information vastly changes among languages, but also this infor-
mation changes depending on the phoneme’s position in a phonemic combination in a 
single language. This variability in an articulator’s pose caused by the assimilation of 
a speech unit to its precedent unit is called the coarticulation effect. A comprehensive 
analysis former to corpus design, could be the key to developing a corpus which could 
at the first place be a further useable one. 

A number of corpora are designed for recognizing digits such as CUAVE contain-
ing 36 speakers [22,23] and M2VTS [25], and its later extended version, XM2VTS 
[19]; where some of these as [2]  have their respondents rotate their head or capture 
the profile view. Recording the profile view of respondents enables the corpus to be 
used for 3-D featured applications and makes corpora more robust for face recogni-
tion purposes. Some of the corpora as Manssa L.K [18] is developed to enable speech 
recognition. AVOZES [10,11], Mandrain Chinese [17], Czech [5,26] and Dutch [27] 
are of this kind. Some have captured their subjects saying rather unforeseen phonemic 
combinations, and are mostly covering all probable phonemic combinations, but do 
not consider coarticulation effect [1, 6]. [7] has video recordings of 1000 sentences 
spoken by each of its 34 speakers. M3 [14] aims to support research in multi-
biometric technologies for pervasive computing using mobile devices. The IBM AV 
consists of 304 speakers and has identification and verification experiments based on 
its database [32]. The DAVID [33] has challenging visual conditions including illu-
mination changes and variable scene background complexity. 

Few have narrowed their target application range [34, 16, 21] and were filmed in 
office or car environments or are built for covering emotional speaking faces [12]. A 
number of them are built to be used as computer assistive technology [24]. Some are 
developed aimed at talking head generation [8,29]. The AMP/CMU [30] includes 78 
isolated words commonly used for scheduling applications. A survey on audio visual 
databases is prepared in [3] listing many corpora, most of which cover mono-modal 
or have limited spoken material. 
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AVA, the first corpus collected in Persian, which is aimed at providing data for de-
veloping a speech therapy application had 2 subjects saying 5500 utterances, where it 
falls short of appropriately meeting the new requirements of some applications  
as AVSR, where more subjects are needed to provide an acceptable population in 
number. 

Although many AV corpora have been developed in many languages, none is a 
thoroughly reusable one. They are designed so that they meet their former target ap-
plications’ requirements. Hence, for a latter unforeseen project, they usually fall short 
of meeting the new requirements. By choosing the framework described in the next 
sections, there is an effort on building up a corpus which could be widely used by all 
researchers in the area to access the needed data and develop their desirable applica-
tions using this data which is the first of its kind in Persian language. 

3   Pre-recording Phase 

To enhance the database usability, an analysis was involved at the beginning. It is 
now considered that data corpora are designed based on a comprehensive analysis 
over their target application. Some works in this area have led to proposing new 
frameworks such as [20]. An analysis was performed, besides considering an appro-
priate lighting and acoustic environment in a professional studio for recording. In  
the following, the spoken material, the prompts and the speaker population are to be 
discussed. 

3.1   Spoken Material and Prompts 

Persian language has 23 consonants and 6 vowels. Figure 1 compares the Persian 
vowels with IPA [31] standard [28,15], where the vertical axis is the mouth opening 
size; and the horizontal axis shows place of articulation. Persian vowels are in dark 
italic font. Firstly, to later detect some parameters including minimum and maximum 
mouth openness, interior and posterior lip movement range, the subject is asked to 
utter sounds like /ɒ/, /i/, /ɒ/, /i/, /ɒ/, /i/ and  /i/, /u/, /i/, /u/, /i/, /u/. 

Secondly, subjects are asked to pronounce phonemic combinations in single 
words.  In AVA, due to its target application, speech therapy, a huge set of utterances 
had to be captured covering all possible phonemic combinations, which itself was a 
time consuming task for a subject to utter that huge set of utterances even including 
many utterances which are not used in the language’s vocabulary. Nonetheless in this 
version, AVA II, all consonants and vowels in cv, vc, vcv combinations are uttered, 
making the set considerably narrowed in size, and it has lessened the needed filming 
time per each speaker where at the same place it carries most of phoneme articulation 
and coarticulation information. To further describe the phonemic combinations,  
table 1 presents all possible and captured forms of consonant /b/ in the three stated 
combinations. 

Next, to have continuous speech captured as well, subjects are asked to utter 20 
common sentences in contemporary Persian [9]. In this set, phoneme proportion is 
balanced. Table 2 includes two sentence examples. The place and manner of articula-
tion of the consonants in Persian language are indicated in table 3 [13]. 
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Then, numbers are pronounced either in isolated or continuous format. For con-
tinuous digits, it was first decided to have the speakers count from 0 to 20, but since it 
was experimentally realized that the last digit is unconsciously uttered incompletely 
by the speakers, subjects count till 21 instead. Moreover, other digits as 30, 40, 100, 
200, 1000, million and billion were uttered in addition. At the end, to have continuous 
digits, the subjects are asked to continuously read digits 367, 549 and 821. In Persian 
continuous digit counting system, /o/ sound is used to attach digits when reading them 
continuously; hence, the pronunciation pattern of continuous digits would be accessi-
ble through these three.  

Some corpora have used headphones for subjects to hear the spoken material and 
repeat it. But in this project, prompts are shown on a screen instead, for the speaker to 
read. The following two experimental reasons justify using prompts on a screen, in-
stead of dictating them on headphones: 

• The voice which is played on the headphone for the subject unconsciously 
dictates its manner of articulation on that of the respondents, which is not 
what corpora designers will to happen. 

• Reading utterances from a text causes speakers pronounce the utterances in 
formal Persian accent, Tehrani and unconsciously avoid accent variations 
that exist in many forms in Persian. 

 

Fig. 1. Vowels in IPA and Persian language 

Table 1. Phonemic combinations of consonant /b/ 

c=b /u/ /o/ /ɒ/ /æ/ /e/ /i/ 

cv bu /bud/ bo /boro/ bɒ /bɒbɒ/ bæ /bæle/ be /bede/ bi /bitɒ/ 
vc ub /xub/ ob /sob/ ɒb /xɒb/ æb/ædæb/ eb  /teb/ ib  /sib/ 
vcv vbv vbv vbv vbv vbv vbv 
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Table 2. Example of two common sentences 

c=b /u/ 

IPA form /dæstet  dærd nækone/ 
Persian form هنکن درد تتسد 
IPA form /pam dærd mikone / 
Persian form کنهیپام درد م  

Table 3. Consonants in Persian language. Here, PoA and MoA stand for place of articulation 
and manner of articulation, respectively. 

 PoA  
/MoA Labial Alveolar Post-

alveolar palatal Velar Uvular Glottal 

Nasal    m    n   [ŋ]   
Plosive p b t d   K  ɡ ɢ [ʔ] 
Affricate   tʃ  dʒ     
Fricative f v s z ʃ ʒ x ɣ   h 

Tap [ɾ]       
Trill r       
Approxi-
mant l  j     

 
The spoken materials are prepared in power point slides. Prompts are shown on a 

laptop, having a minimum noise, next to the front camera. The studio layout is men-
tioned in the following sections. To avoid unwanted phonemic and visemic coarticu-
lation, each slide is passed in 5 seconds of interval. 

3.2   Speaker Population 

In this project, 7 female and 7 male are chosen for recording. Respondents are be-
tween 18 and 30 years of age, and have the Tehrani accent. The subjects have no 
articulatory disorders. A speech and language pathologist in the group checks every 
step. Respondents speak in their normal speech rate and make no alternation in their 
prosody state. Before filming each of the respondents, they were asked to sign a writ-
ten permission to let AVA group use their audio-video data in future research. 

4   Recording Phase 

The TV studio of IRIBU, Iran’s broadcasting university, was chosen to film the data 
in an appropriate professional environment. Three digital cameras are utilized, con-
sisting of one N9000 Panasonic, named cam1 for quick referencing, and two Canon 
XL2 cameras, named cam2 and cam3. Cameras 2 and 3 record the profile and front 
view respectively, where cam 1 captures the lip area with a slight angular difference 
with cam2 and is placed beneath it to record a better view of the tongue and teeth 
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image. Figure 2 illustrates the studio setup in different perspectives. Prior to data 
recording, cameras’ lens focus, white-balance and brightness were automatically 
calibrated. Here, in AVA II, another high quality camera is selected to film the lip 
area, and is placed beneath the camera shooting the frontal view. Experiments demon-
strate that with teeth and tongue being visible and having a high quality lip view video 
captured by a high quality camera, better analysis and computations results can be 
produced. The studio has a perfect lighting system and an acoustic environment. To 
remove shadows from the speaker’s face, several hanging light projectors other than 4 
portable light projectors were used. The background of the cameras is a blue curtain. 
Figure 3 depicts the position of the cameras and the portable light projectors. 

Here, two microphones are used, one an AKG color microphone, placed at the top 
of the speaker’s head to minimize the noise commonly made because of the friction 
against the scarf and clothes. The other microphone is a Road NT 1000 one which 
records the voice in studio’s internal environmental noise which is placed besides the 
cameras. Moreover, all cameras automatically record voice on their own microphone. 
Recording voice via microphones in addition to the automatically recorded voice of 
the cameras brings a higher quality to the captured database for either of the future 
expected or unanticipated projects; and enhances future reusability, for there could be 
more robust signal processing. The microphones' output is plugged into a mixer, and 
from the mixer to the MOTU external sound card in the control room. The MOTU 
output is then recorded via the Adobe Audition software. In this data base, video is in 
AVI format, 25 fps, 720x576 pixels; and the audio is in WAV, 16 bps and 48 KHz.  

 

Fig. 2. Studio layout 

Every speaker has 90 minutes filmed, if not paused in the middle. The process may 
be paused for various reasons, e.g. when the speaker gets tired or for any other prob-
lems that might arise. 

The speaker is asked to clap hands at the beginning of each local start, which could 
be more than one, according to the stated reasons above. This makes it possible to 
better and easier synchronize the separated recorded audio and video by simple signal 
processing of a sound file and observing the sudden oscillation, or the video when 

mic

Blue Curtain



290 A. Bastanfard et al. 

clapping hands. Neglecting this may cause a corpus designer encounter problems and 
more difficulties with the synchronization matter, for voice and video normally do not 
start at the same time, if recorded separately.  

Prompts are shown on a laptop located close to the front camera. Two additional 
monitors were used, to control the filming process. The first monitor, which is a feed-
back monitor here, is the output of cam1. It is employed as a hint for the speaker to 
keep her face in frame by looking at this monitor frequently, and exclude the distrac-
tion and noise caused by another person even inaudibly telling him how to keep her 
face in frame. The other monitor is positioned in the control room. This one is used to 
control the video of the speaker and to correct the probable problems in the recording 
process. Figure 3 illustrates the studio and speaker’s position. 

 

Fig. 3. Studio setup in different perspectives 

Formerly in test section, respondents were told to wear dark clothes. Then it ex-
perimentally proved that white clothes could prevent dark light reflections of dark 
clothes; for which respondents wore white clothes. The entire recording phase took 
place in 5 sessions, during two months.  

5   Data Capturing and Arrangement 

The videos are captured on a hard drive after filming each respondent’s audio-video 
data. Then, for a faster data access and reference, the large amount of data is captured 
as follows: 
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• Every respondent is given an ID code and the data corresponding to the 
speaker is captured in its own folder. 

• For each speaker, the data corresponding to the frontal, the profile and the lip 
area views are stored in different folders separately. 

• Each of the stated folders consists of three subfolders: continuous speech, se-
rial numbers and phoneme combinations. 

Figure 4 illustrates a sample of stated data categorizing approach. Phonemic combina-
tions’ folders are each divided based on the corresponding consonant within the  
combination. 

 

Fig. 4. Categorizing approach of audio-video data for each speaker and a sample of phoneme 
combination arrangement 

6   Conclusion and Future Works 

This paper presented the design and collection process of AVA II, the Persian audio-
visual data corpus. AVA II is collected considering linguistic principles and phonet-
ics. It has an optimized set of spoken material and was captured in an appropriate, 
noiseless studio with great care on the light and sound conditions, beside the effort 
made to record both video and audio in good quality. Respondents speak the shared 
utterances including all cv, vc and vcv combinations where they carry the most in-
formation on phoneme articulation and coarticulation. Moreover, to better identify 
coarticulation effect, continuous speech, isolated and continuous digits are captured. 
Video sequence includes 3 different views of frontal, profile and lip area. Figure 5 
shows images of two of the respondents while uttering /u/ sound. This data corpus is 
employed in AVSR, lip synchronization and some other state of the art technological 
fields. 
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Fig. 5. Categorizing approach of audio-video data for each speaker and a sample of phoneme 
combination arrangement 

To extend the AVA II data corpus in future, various emotional states during speech 
will be combined aimed at recognizing changes of lip posture in different emotional 
states. 
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Abstract. A region-based variational model for color image segmentation is 
proposed using the chromaticity-brightness decomposition. By this decomposi-
tion, we extend the Wasserstein distance based method to color images. The 
chromaticity term of the proposed functional follows the data term of the color 
Chan-Vese model with constraint on unit sphere, and the brightness term is 
formulated by the Wasserstein distance between the computed probability den-
sity function in the local windows (e.g. 3 by 3 or 5 by 5 window) and its esti-
mated counterparts in classified regions. Experimental results on synthetic and 
real color images show that the proposed method performs well for the segmen-
tation of different image regions.  

Keywords: Variational model, chromaticity-brightness decomposition, color 
image segmentation. 

1   Introduction 

Image segmentation is an essential problem in image processing. One of the most 
successful models for image segmentation is the Chan-Vese model [1], a well known 
region-based active contour model. Chan et al. [2] also proposed a generalized Chan-
Vese model for vector-valued or color images. Recently, Ni et al. proposed a new 
segmentation model [3] based on their previous work [4], which obtains the data term 
by comparing the histogram of each region with the local histogram. The distance 
between the two histograms is measured by the Wasserstein distance. However, it is 
difficult to extend this work directly to color images, since there is no closed form for 
the Wasserstein distance in three dimensional case so far. 

It is well known that a color image can be presented in various ways [5], such as 
the RGB (red, green and blue) model, the YCbCr (Luminance, blue-difference and 
red-difference Chroma) model, and the HSV (hue, saturation and value) model. As far 
as we know, most of color image segmentation methods use the RGB model, since 
this model can be mathematically viewed as 3 dimensional vectorial functions. How-
ever, the RGB model is a linear or channel-by-channel model, and directly applying 
                                                           
* Corresponding author. 
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the gray level method to each channel does not get satisfactory results. A better color 
model, chromaticity and brightness (CB) model, which has been studied well for 
image colorization or denoising of color images in [6, 7], can also be used in color 
image segmentation. 

It has been shown in [8] that the essential geometrical information is contained in 
the gray level of color images, and as suggested in [9], color and texture are separated 
phenomena that can be treated individually. Besides, from the viewpoint of human 
perception, we can find edges or segment color images by two ways: one is the lumi-
nance or brightness and the other is the chrominance or color information. Generally 
speaking, treating the brightness separately from the chromaticity can provide more 
flexible and satisfactory results in denoising, colorization or segmentation problems. 

In this paper, we tackle the color image segmentation problem by chromaticity and 
brightness decomposition, and it is a feasible way to extend the Wasserstein distance 
to color images. The chromaticity term of the proposed functional follows the data 
term of the color Chan-Vese model with constraint on unit sphere. The brightness 
term is formulated by the Wasserstein distance between the computed probability 
distributions in the local windows (e.g. 3 by 3 or 5 by 5 window) and its estimated 
counterparts in classified regions. Their contributions to the energy functional depend 
on their own weights. The proposed model is solved by a recently developed fast 
global minimization method.  

The outline of the paper is given as follows: in section 2, the segmentation model 
for color images based on chromaticity and brightness decomposition is described 
along with the corresponding Euler-Lagrange (EL) equations. Section 3 presents the 
fast global minimization of the functional by introducing an intermediate variable. We 
perform the numerical experiments in section 4. Segmentation results show the effec-
tiveness of our algorithm. In section 5, we conclude the paper and give some perspec-
tives of our work. 

2   Proposed Model 

In this section, we first present our variational model via chromaticity-brightness 
decomposition and give a fast global minimization algorithm. We relax the original 
energy functional, separate it into two minimization problems by introducing an im-
mediate variable, and solve the minimization problems by the dual method for Total 
Variation (TV) norm. Then we describe the choice of data term for chromaticity and 
brightness components and show the optimal conditions to solve them respectively. 

Let 2Ω ∈R  be an open and bounded image domain; 3
1 2 3( , , ) :I I I= Ω →I R  be the 

observed color image with RGB representation. In CB model, image I is separated 
into the brightness component =| |: [0, ]B LΩ →I , where L  is the maximum of com-

ponent B, and the chromaticity component 2
1 2 3( , , ) /| |:C C C= = Ω →C I I S . Assuming 

that Γ  separates Ω  into two regions with 1,2i iΩ = ; Γ  is the length of Γ ; iP  is 

the probability density function (PDF) in iΩ  of brightness component B; xP  is the 

PDF or histogram of the local window centered at x in Ω , could be estimated directly 
from B; iF  and xF  are the corresponding probability distributions. 
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Let Wx be a local window centered at x. The local probability distribution or cumu-
lative histogram is given by [3]: 

: ( )
( ) x

x
x

y W B y l
F l

W

∈ Ω ≤
=

Ω
∩
∩

 for 0 l L≤ ≤ .                                 

We define a new energy functional with three parts: the first regularization part corre-
sponds to the arc length term, the second fidelity part is the brightness term based on 
the Wasserstein distance of probability distribution, and the last is the chromaticity 
term using the vectorial Chan-Vese model and the unit sphere constraint. The 
proposed segmentation model is: 

2
1 1, ,

min{ ( , , | ) ( , ) ( ( ) ) }
i ii i

i i i x iP
i

E P W P P dx x dxα β
Ω ΩΓ

Γ = Γ + + −∑ ∫ ∫μ
μ I C μ  (1)

where α and β  are parameters of chromaticity term and brightness term, and 

1( , )i xW P P  is the Wasserstein distance with exponent 1 defined as: 

1 1 2 1 20
( , ) ( ) ( )

L
W P P F l F l dl= −∫ .                                               

The Wasserstein distance is a natural way to compare histograms, and does not need a 
user-selected parameter to controlling the degree of smooth, like the Parzen window 
method for non-parametric approaches. We refer to [3, 4, 10] for details about the 
Wasserstein distance between two random variables. 

Since iμ  is the mean value of chromaticity in different partitions, it should also 

take value on 2S . Thus, for problem (1), we add a penalty term for iμ  with weight γ  

similar to [7]: 

1 1
, ,

2 2

min{ ( , , | ) ( , )

                                 ( ( ) ) (| | 1) }

ii i

i

i i i x
P

i

i i

E P W P P dx

x dx

α

β γ

ΩΓ

Ω

Γ = Γ +

+ − + −

∑ ∫

∫
μ

μ I

C μ μ
 (2)

Minimization problem (2) means that we wish to find an optimal segmentation 
combining the chromaticity and brightness components by two weights α and β . (2) 

can be rewritten as the functional with respect to the characteristic function iχ  of 

classified region iΩ . For our two-phase case, 1 2and 1χ χ χ χ= = − . Let  

2 2
1 0

( ) ( , ) ( ( ) ) ( ) ( ) ( ( ) )
L

i i x i i x iR x W P P x F l F l dl xα β α β= + − = − + −∫C μ C μ , 

then (2) changes to 

( )
1 2

1 1, ,

2
2

min { (.,.,. | ) ( ) ( ) ( )

                           1 ( ) ( ) (| | 1) }

F F

i
i

E I x dx x R x dx

x R x dx

χ
χ χ

χ γ
Ω Ω

Ω

= ∇ +

+ − + −

∫ ∫
∑∫ μ

 (3)

Since functional (3) is non-convex with respect to χ , based on [11, 12], we relax (3) 

by choosing a suitable function u in [0,1] ( )BV Ω : 
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( )
[ 0 ,1] 1 2

2 1 2 1
, ,

2
2

min { ( , , | ) ( ) ( ) ( )

                                          1 ( ) ( ) (| | 1) }

u BV F F

i
i

E u F F I u x dx u x R x dx

u x R x dx γ

Ω Ω∈

Ω

= ∇ +

+ − + −

∫ ∫
∑∫ μ

 (4)

If Fi and iμ  are fixed, it is easy to prove the existence of solutions for u by classical 

variational arguments.  
Since the problem (4) is a convex problem with respect to u, any minimizer of (4) 

is a global minimizer. Similar to [11 - 13], if Fi and iμ  are fixed, and u(x) is any 

minimizer of E2, then the characteristic function { : ( ) }1 x u x μ>  is a global minimizer of 1E  

for almost every [0,1]μ ∈ . 

3   Minimization Algorithm 

In the following we show how to solve the minimization problems. First, we fix u and 
minimize with Fi and iμ , respectively. For all [0, ]l L∈ , variations with respect to F1 

and F2 yield the optimality conditions:  

1

1

( ) ( )
( ) 0

( ) ( )
x

x

F l F l
u x dx

F l F lΩ

−
=

−∫  (5)

and 

2

2

( ) ( )
(1 ( )) 0

( ) ( )
x

x

F l F l
u x dx

F l F lΩ

−
− =

−∫  (6)

If u is the characteristic function 1χ  of 1Ω , (5) means the total number of 

1( ) ( )xF l F l>  is equal to the total number of 1( ) ( )xF l F l<  in 1Ω ,  so F1 is the median 

of xF  in 1Ω . Similarly F2 is the median of xF  in 2Ω  by (6). Now, since u is no 

longer the characteristic function, F1 and F2 are viewed as the weighted medians over 
their own partitions [3]. 

As for 1μ and 2μ , since we add an unit sphere constraint, they can be updated by: 

1
1

1 1
1

( ) ( )
| |
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u x x dx
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γ β

γ β

Ω
+

Ω

+
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+

∫

∫
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μμ                                                   
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2
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1 2
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Ω
+

Ω
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∫

∫

μ
C
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Next, we fix Fi and iμ , solve u. Of course, we can use the gradient descent method to 

minimize u as in [13]. However, there exists a more efficient way [11]. By 
introducing an intermediate variable v, the problem (4) can be regularized as: 

2
1 2

,0 1

1
min ( ) ( ( ) ( ))

2u v
u dx u v dx R x R x vdx

θΩ Ω Ω≤ ≤
∇ + − + −∫ ∫ ∫  (7)

where the parameter θ  is chosen to be small enough to guarantee that u and v are 
close to each other under the L2-norm. Then the convex functional (7) can be 
separated into two sub-problems with respect to u and v respectively: 

21
min ( )

2u
u dx u v dx

θΩ Ω
∇ + −∫ ∫  (8)

and 

2
1 2

0 1

1
min ( ) ( ( ) ( ))

2v
u v dx R x R x vdx

θ Ω Ω≤ ≤
− + −∫ ∫  (9)

The first sub-problem (8) is easily solved by Chambolle’s dual projection method of 
the TV-norm, we refer to [14] for more details about the algorithm and its 
convergence. The solution is  

divu v qθ= −                                                                  

where 1 2( , )q q q=  can be obtained by the fixed point method: let q0=0, then iterating 

1 (div / )

1 (div / )

n n
n

n

q t q v
q

t q v

δ θ
δ θ

+ + ∇ −=
+ ∇ −

.                                                 

Since the second sub-problem (9) is a constraint problem, it is equivalent to the fol-
lowing unconstraint problem [11, 13]: 

2
1 2

1
min ( ) ( ) ( ( ) ( ))

2v
u v dx w v dx R x R x vdxα

θ Ω Ω Ω
− + + −∫ ∫ ∫  (10)

where (.)w  is a function penalizing v if v is outside [0, 1]. 

The sub-problem (10) with respect to v can be solved approximately by cutting v 
off as follows:  

{ }{ }1 2min max ( ) ( ( ) ( )),0) ,1v u x R x R xθ= − − .                                  

4   Experimental Results 

We present several experiments on synthetic and natural color images in this section. 
In our experiments, the minimization of TV-norm realized with the classical gradient 
descent method takes 3 to 5 minutes, but our algorithm takes less than 15 seconds. 
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                          (a)                                    (b)                                    (c) 

     

                          (d)                                   (e)                                     (f) 

Fig. 1. The segmentation results of our method on a synthetic color image consisting of two 
different textures. 

     

(a)                                                           (b) 

     

                                (c)                                                              (d) 

Fig. 2. The segmentation results of our method on natural color images 
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Figure 1 presents the segmentation results of a synthetic image with two 
different textures. 1(a) is the original image. 1(b) is the image of the brightness 
component. 1(c) is the chromaticity component. 1(d) is the segmentation result with 
weights 0.01α =  and 20β = ; 1(e) is the segmentation result with weights 0.01α =  

and 0β = , which means the chromaticity term does not take effect, so it can be 

viewed as Wasserstein distance method for gray level image; 1(f) is the segmentation 
result with weights 0α =  and 20β = , so the brightness term is not used in the 

segmentation, and this is similar to the vectorial Chan-Vese model for color image. 
Comparing with the last three results verifies that combining the color information 
and the brightness information gives better segmentation. 

Figure 2 is the segmentation results on natural color images with weights 0.01α =  
and 20β = . Those results show that the expected goal is achieved, i.e., two different 

regions are successfully segmented. 

5   Conclusion 

We have proposed a region-based active contour model for color images using chro-
maticity and brightness decomposition. Our model is an improvement to the segmen-
tation of gray images based on the Wasserstein distance. Our variational energy can 
reach the global minimum because the characteristic function of the region is used. 
By the Chambolle’s scheme, we significantly improve the speed of calculation. Ex-
perimental results show that the algorithm is effective. 

Our future work will include the generalization of this model to the case of  
multiphase. 
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Abstract. While straightforward image matching with keypoint based
local descriptors produces a high matching accuracy, it is usually ac-
companied by enormous computation load. In this paper we present a
representative local descriptors (RLDs) based approach to improve image
matching efficiency without sacrificing matching accuracy. Firstly, local
descriptors in one image are clustered with a similarity based method
where descriptors are clustered into one group if they are similar enough
to their mean. Then only the RLD in each group is used in matching
and the number of matched RLDs is used to evaluate the similarity of
two images. Experiments indicate that the RLDs approach produces bet-
ter matching accuracy than both straightforward matching with original
descriptors and visual words matching.

Keywords: Representative Local Descriptors, Straightforward Match-
ing, Visual Words.

1 Introduction

In many image processing applications such as image retrieval and object recog-
nition, we need to do image matching to evaluate the similarity of two images.
Feature based matching is one of the most commonly used image matching meth-
ods. Currently available features can be roughly classified into local and global
features. Global features usually extract the distribution of one or several kinds
of primitives in one image and express it in a feature vector. While the relatively
compact descriptors of global features lend them to fast matching with a large
image database, they often contain less information than needed to guarantee a
high matching accuracy. On the other hand, local features detect keypoints and
compute a descriptor for each keypoint. All these descriptors are then used in
image matching. Usually the extraction and matching of local features is compu-
tationally more expensive than that of global features. However, local descriptors
are usually designed to be invariant to some extent to viewpoints, illumination,
scale and rotation, etc. Furthermore, the matching strategy of local descriptors
make them robust to occlusion. These factors often enable local features to ob-
tain better matching accuracy than global ones. As in this paper we intend to
reduce computation load in local descriptor matching, we briefly review some
important research on local features.

S. Boll et al. (Eds.): MMM 2010, LNCS 5916, pp. 303–313, 2010.
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In currently available local features, the scale invariant feature transform
(SIFT) proposed by Lowe [1] has been shown to be very successful. SIFT descrip-
tor is designed to be invariant to scale and rotation and also partially invariant
to illumination, viewpoint and affine transform. In evaluations [2,3] with several
image databases SIFT and SIFT based descriptors such as PCA-SIFT [4] and
GLOH [3] were shown to be the most distinctive descriptors among over 20 state-
of-the-art global and local features. Unlike SIFT based features using blob like
areas as keypoints, in [5] the authors proposed to extract multi-scale oriented
patches (MOPS) which concentrate on edges and corners. Regions have also been
exploited to tackle the image matching problem under various transformations
[6,7,8]. In [6] a Maximally Stable Extremal Region (MSER) is defined as a con-
nected component of an appropriately thresholded image. MSER is preserved
under a broad class of geometric and photometric changes and outperforms sev-
eral other affine region detectors in evaluation [9]. Keypoint based matching
method may not work well when only very few or even no keypoints can be
reliably detected. On the other hand, edge points can be easily extracted with
various edge detectors. Using sampled edge points as keypoints, [10] proposed to
describe shapes with shape context that allows for measuring shape similarity
and recovering of point correspondences. In [3] only SIFT based features perform
slightly better than shape context. Some other commonly used local features in-
clude moment invariants [11], steerable filters [12] and spin images [13], etc.
Since the 128-d SIFT descriptor brings about large computation load in match-
ing, some descriptors of smaller size, such as PCA-SIFT and shape context, have
been proposed. While these descriptors may produce better performance than
SIFT in some domains, SIFT still outperforms them in general applications [3].
This means that with descriptors of smaller size, the reduction in computation
load is at the cost of reduced accuracy.

The straightforward local feature matching method matches keypoints in two
images and uses the number of matched keypoints to evaluate the similarity of
the two images [2,14]. This method produces superior matching performance at
the cost of enormous computation load. Another popular matching method of
local features is the so-called visual words method. Visual words representation
of an image, also known as codebook, is a global feature used to represent the
distribution of different local image patterns [15,16,17,18]. Keypoints are ex-
tracted from all database images and then clustered into a number of groups.
By treating each group as a visual word, we get a visual word vocabulary de-
scribing all kinds of local image patterns. An image can then be represented as a
vector containing the count of each visual word in the image. This vector serves
as the feature vector in image matching. Instead of using all visual words, Li et
al. [19] presented an approach to learn optimal compact vocabulary by selecting
a subset of discriminative visual words from a large vocabulary. The proposed
approach produces superior results compared to k-means method with the same
size of vocabulary. In [20] the authors proposed to map unordered feature sets
into multi-resolution histograms and the pyramid matching method is shown
to improve matching efficiency dramatically. [21] further presented a spatial
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pyramid matching method that produces superior scene categorization perfor-
mance on challenging image databases. To improve matching efficiency with
a large database, [22] proposed to build a vocabulary tree by hierarchical k-
means clustering. The method is designed for efficient lookup of visual words
with a large vocabulary and a large image database. There is still no theoret-
ical guidelines on how to select a suitable vocabulary size. However, empirical
studies [16,18] show that a size of at least several thousands seems necessary for
the visual words vector to be effective and that a large size tends to improve
matching performance. As a global feature, visual words vector produces good
performance in object recognition [2]. However, the matching accuracy of visual
words method is usually lower than that of straightforward matching. In other
words, visual words matching reduces computation load at the cost of reduced
accuracy too.

In this paper we present a representative local descriptors (RLDs) based
matching approach. While RLDs method is also clustering based, it has some im-
portant differences with visual words method. The latter method does clustering
among local descriptors in ALL database images, whereas our method clusters
local descriptors in ONE image and use only the RLDs in each group in match-
ing. Besides, the clustering in our method is based on a similarity threshold,
whereas visual words method usually use k-means method where k needs to be
given beforehand. Our approach builds on existing local descriptors and reduces
matching computation load to a large extent. At the same time the matching
accuracy is not reduced but increased. The validity of the approach using both
distance ratio and similarity criterion is verified by recognition experiments with
challenging image databases.

This paper is organized as follows. In Section 2 we present the details of
RLDs based matching method. Section 3 and 4 compare the performance of
RLDs based method with straightforward matching and visual words matching
with experiments respectively. In Section 5 we conclude the paper with some
discussions.

2 Representative Local Descriptors

With distance ratio criterion [1], a pair of keypoints are regarded as a match
if the distance ratio between the closest match and the second closest match is
below a threshold

d(f, f1st)
d(f, f2nd)

< thd (1)

where f is the descriptor to be matched and f1st and f2nd are the closest and
the second closest descriptors from the model image, with d(., .) denoting the
Euclidean distance between two descriptors. Distance ratio criterion helps to
reject many false matches. However, in the context of buildings or other artifi-
cial objects, it may reject many possible correct matches since there are many
repetitive keypoints in these images. In order to solve this problem, we propose
to use the following representative local descriptors based approach.
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Firstly we cluster the local descriptors in one image. The clustering is similar-
ity based, that is, a number of descriptors are clustered into one group if their
similarity with their mean is above a threshold. After clustering each group are
represented by a representative local descriptor d (mean descriptor in our imple-
mentation) and a number n that is the count of descriptors in the group. The
set of representative local descriptors (RLDs) in the groups no longer contain
repetitive descriptors and can be used for matching with distance ratio criterion.
While one original local descriptor represents one keypoint, one RLD represents
one type of keypoints. As in general the number of keypoint types is smaller
than that of keypoints, it is obvious that matching with RLDs saves computa-
tion. Although a RLD involves a clustering step, experiments indicate that time
consumption in this step is limited compared to the time it saves in matching.

In matching with RLDs, let’s assume that one RLD di with a number ni in
one image is matched to one RLD dj with a number nj in another image. If we
still use the number of matched keypoints as similarity metric, the number of
matched keypoints provided by this match is min{ni, nj}. However, it was found
in experiments that if we discard the number ni and nj and use the number of
matched RLDs as metric, we will get a higher matching accuracy, which is even
higher than using original descriptors. This is interesting since it means that
with RLDs, we reduce computation load without sacrificing matching accuracy.
Instead the matching accuracy is increased.

Though both RLDs method and feature selection technique [19,23] involve re-
ducing the number of features in matching, they are not of the same kind. Feature
selection aims to select some “important” features and discard less important
ones by learning from training images, whereas in RLDs method no feature is
discarded actually. Instead, all the features in one image are represented by a
relatively small number of RLDs. As each original feature is represented by a
similar RLD, this method does not involve a learning process for a particular
object.

Unlike k-means clustering method where k need to be set beforehand, in
similarity based clustering k is totally determined by a clustering threshold thc.
For two local descriptors f and g, the similarity score is defined as

S(f, g) =
fT g

‖f‖2‖g‖2
(2)

where ‖f‖2 represents the L2-norm of the vector. The similarity based clustering
for all descriptors in one image can be performed in the following steps:

1. Label all descriptors as ungrouped, and set i = 0.
2. Label the first ungrouped descriptor as in group i and as the base descriptor.
3. Find the most similar descriptor to base descriptor from all ungrouped ones.

If the similarity is larger than thc, go to next step. Otherwise, let i be in-
creased by 1 and go to step 2, until all descriptors are grouped.

4. Label the most similar descriptor as in group i and compute the mean de-
scriptor as the new base descriptor.
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5. Compare each ungrouped descriptor with base descriptor. If the similarity is
larger than thc, label it as in group i and compute the new mean descriptor
as base one.

6. Let i be increased by 1 and go to step 2, until all descriptors are grouped.

Obviously it’s possible to use other procedures to do this similarity based cluster-
ing and it’s not our intention in this paper to propose a new clustering method.
The essence of this kind of methods is that after clustering we know to which
extent the descriptors in one group are similar to their RLD. Only in this way
can we know to which extent one RLD represents the descriptors in its group. In
the following sections we will see that this similarity extent impacts on matching
performance.

For a given set of local descriptors, the “optimal” number of clusters is actually
an intrinsic characteristic of the dataset and decided by both the number of
descriptors and the relative similarity distribution of descriptors. Hence with only
the number of descriptors it is hard to select a suitable k for k-means clustering
unless empirically. On the other hand, similarity based method uses the intrinsic
properties of dataset, i.e., the similarity distribution of descriptors, to determine
the number of groups. Hence if we find a suitable similarity threshold thc, it is
possible to apply the method to a new set of descriptors. This’s the reason why
we choose similarity based clustering method over k-means method.

3 Comparison with Straightforward Matching

We now use object recognition experiments to demonstrate the advantage of
RLDs over original descriptors in straightforward matching. Two publicly avail-
able datasets ZuBud [24] and UKY [22] are adopted in experiments. In ZuBud
we use 115 query and 1005 database images. The UKY dataset consists of 10200
images of 2550 objects. In the 4 images of each object the first image is used as
query and the other three as database. Due to the enormous computation load
and our limited computation power, we use for testing only the first 700 queries
at present. The two datasets contain images of various types of objects with ro-
tation and large variances of illumination, scale and viewpoints. We think these
images are rather representative in image matching tasks and the performance
shown in experiments with these datasets is convincing.

We have tested the method using both SIFT and MOPS as local descriptors.
Due to limited space, in this paper we only show the results with SIFT and
the conclusion with MOPS is the same. In experiments we use both number of
matched keypoints and number of matched RLDs as similarity metric of two
images to compare their performance. Besides distance ratio criterion, we also
use similarity criterion to judge the match of a pair of local descriptors. With
similarity criterion, two descriptors f and g are regarded as a match if S(f, g) >
ths where ths is a similarity threshold. In order to obtain a reliable conclusion
with thorough experiments, we use 9 values from 0.1 to 0.9 as thd for distance
ratio criterion and as ths for similarity criterion. For the clustering threshold thc

we only adopt three values 0.7, 0.8 and 0.9 as lower values will obviously cluster
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dissimilar descriptors into one group. For the convenience of comparison, the
original local descriptors are regarded as RLDs with thc = 1. As with original
descriptors number of matched RLDs equals to number of matched keypoints,
the recognition rates for both metrics are the same in this case. The experimental
results are shown in Table 1 to 4.

We now analyze the results in the following aspects:

(1) similarity metric

From the recognition results we find that with distance criterion, in most cases
number of matched RLDs metric performs better than number of matched
keypoints. With similarity criterion, when ths is within the reasonable range
(0.8 and above), number of matched RLDs metric performs better than num-

Table 1. Recognition rate of ZuBud with distance ratio criterion

thc Similarity metric 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

0.7
Number of matched RLDs 27.0 60.0 79.1 89.6 90.4 89.6 89.6 87.0 55.7

Number of matched keypoints 27.0 59.1 61.7 42.6 31.3 20.0 29.6 24.3 16.5

0.8
Number of matched RLDs 30.4 76.5 89.6 94.8 93.9 94.8 98.3 97.4 93.0

Number of matched keypoints 30.4 70.4 72.2 69.6 75.7 76.5 81.7 86.1 83.5

0.9
Number of matched RLDs 28.7 80.0 89.6 93.0 96.5 97.4 98.3 98.3 96.5

Number of matched keypoints 28.7 76.5 80.9 87.8 92.2 93.9 95.7 97.4 96.5

1.0
Number of matched RLDs

28.7 76.5 86.1 90.4 93.9 94.8 96.5 96.5 96.5Number of matched keypoints

Table 2. Recognition rate of ZuBud with similarity criterion

thc Similarity metric 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

0.7 Number of matched RLDs 3.5 3.5 3.5 3.5 3.5 5.2 36.5 87.8 88.7
Number of matched keypoints 7.0 7.0 7.0 7.0 7.0 7.0 11.3 27.8 29.6

0.8 Number of matched RLDs 3.5 3.5 3.5 3.5 3.5 3.5 24.3 97.4 96.5
Number of matched keypoints 17.4 17.4 17.4 17.4 17.4 18.3 40.0 82.6 77.4

0.9 Number of matched RLDs 3.5 3.5 3.5 3.5 3.5 3.5 30.4 95.7 98.3
Number of matched keypoints 23.5 23.5 23.5 23.5 23.5 25.2 62.6 96.5 95.7

1.0 Number of matched RLDs 3.5 3.5 3.5 3.5 3.5 3.5 27.8 95.7 98.3
Number of matched keypoints

Table 3. Recognition rate of UKY with distance ratio criterion

thc Similarity metric 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

0.7
Number of matched RLDs 2.7 27.9 47.3 59.1 68.0 73.3 73.4 56.3 12.6

Number of matched keypoints 2.7 20.7 21.3 17.1 14.4 13.7 10.4 9.3 4.6

0.8
Number of matched RLDs 4.0 37.7 61.3 76.0 85.7 91.9 90.1 78.9 38.6

Number of matched keypoints 4.0 27.0 30.1 36.6 42.0 49.4 56.7 60.3 44.1

0.9
Number of matched RLDs 4.3 36.9 62.0 75.9 85.6 88.3 85.9 75.6 47.3

Number of matched keypoints 4.3 27.9 42.3 53.6 65.4 73.3 77.1 72.9 49.6

1.0
Number of matched RLDs

4.0 33.4 52.9 62.3 68.7 72.9 73.9 69.3 49.9
Number of matched keypoints



Image Matching Based on Representative Local Descriptors 309

Table 4. Recognition rate of UKY with similarity criterion

thc Similarity metric 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

0.7
Number of matched RLDs 0.1 0.1 0.1 0.1 0.1 0.3 10.1 69.4 73.6

Number of matched keypoints 0.3 0.3 0.3 0.3 0.3 0.6 2.7 7.9 15.4

0.8
Number of matched RLDs 0.1 0.1 0.1 0.1 0.1 0.1 2.9 80.0 90.7

Number of matched keypoints 2.3 2.3 2.3 2.4 2.4 3.4 10.3 59.3 54.1

0.9
Number of matched RLDs 0.1 0.1 0.1 0.1 0.1 0.1 3.4 73.3 90.3

Number of matched keypoints 1.9 1.9 2.0 2.4 2.9 3.4 16.1 72.4 80.4

1.0
Number of matched RLDs

0.1 0.1 0.1 0.1 0.1 0.1 3.1 74.0 87.6
Number of matched keypoints

ber of matched keypoints. In all cases the best performance are obtained with
number of matched RLDs metric. This means that in matching with RLDs, we
no longer need to account for the number of keypoints represented by one RLD.
Instead, we use the number of matched RLDs to evaluate the similarity of two
images. In the following analysis we will use only the results with number of
matched RLDs as the similarity metric.

(2) matching accuracy

From Table 1 to 4 we also find that the best recognition rate are always obtained
in matching with RLDs but not original descriptors. This observation holds with
different object types, descriptors and matching criterions.

(3) related parameters

We have observed that the best matching accuracy is obtained in matching with
RLDs but not original descriptors. However, with so many parameter values
in RLDs matching (e.g. 0.1 to 0.9 in distance ratio thresholds, 0.7 to 0.9 in
clustering thresholds), if we can’t find a fixed set of parameters (thc and thd/ths)
that produces better performance with RLDs than with original descriptors for
different object types, we can not apply the approach to other datasets. For a
new matching task, it is impossible to test all these parameters just to obtain a
moderate increase in matching accuracy.

Fortunately, we find that for each combination of descriptor and matching
criterion, a better result with RLDs than with original descriptors can be located
at a fixed set of parameters which are listed as follows:

SIFT with distance ratio criterion: thc = 0.8, thd = 0.7
SIFT with similarity criterion: thc = 0.9, ths = 0.9

(4) time consumption

Besides improving matching accuracy, one major advantage of RLDs over orig-
inal local descriptors is that matching with RLDs reduces computation load
to a large extent. The average time consumption of each query in recognition
experiments and in clustering step are presented in Table 5.

It can be seen from Table 5 that for both criterions, using RLDs in match-
ing reduces the time consumption in matching. Although one RLD involves a
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Table 5. Time spent on recognition per query (seconds)

Dataset thc=0.8 thc=0.9 Original descriptors Clustering
ZuBud 542.6 855.2 1136.2 1.0
UKY 2835.8 4128.5 5025.7 0.9

clustering step, the time spent in this step is negligible compared to that saved
in matching.

The reduction in time consumption using RLDs can be explained by the fact
that the number of RLDs is small compared with that of original descriptors.
In fact, the ratio of number of RLDs to number of original descriptors is 0.581
with thc=0.8 and 0.864 with thc=0.9 for ZuBud. The two parameters for UKY
is 0.515 and 0.859 respectively.

We now analyze the reason why in RLDs matching number of matched RLDs
metric performs better than number of matched keypoints, and why matching
with RLDs performs better than matching with original local descriptors. One
RLD, whatever the number of descriptors it represents, expresses only one type of
image pattern. Hence as a similarity metric, number of matched RLDs conveys
the similarity of two images more globally and number of matched keypoints
expresses the similarity more locally. It’s natural to think that global similarity
has priority over local similarity. Besides, the number of matched RLDs is more
robust to occlusion. As there usually exist repetitive keypoints in many types of
object images, one RLD often represents more than one keypoints. When some
of these keypoints are occluded the number of matched RLDs is more likely to
remain unchanged. Matching with original local descriptors can be regarded as
matching with RLDs using number of matched keypoints metric. Therefore it is
reasonable for RLDs to perform better than original descriptors. Based on these
analysis we have reason to expect RLDs to be applicable to other keypoint based
local descriptors, though we have only tested with SIFT and MOPS by far.

In appearance there exist some similarities between RLDs and visual words
matching: both methods cluster local descriptors and use clusters in match-
ing. Before we compare the performance of RLDs matching with that of vi-
sual words matching, we’d like to highlight the difference between two methods.
Firstly, RLDs method clusters local descriptors in ONE image while visual words
method does clustering among local descriptors in ALL database images. Sec-
ondly, the number of visual words is usually decided empirically as there is still
no theory to guide the selection of this parameter. We know the descriptors in
one group are similar to each other, but we do not know to which extent they
are similar to each other. On the other hand, in RLDs method local descrip-
tors are clustered into one group only when their similarity with their centers is
above a clustering threshold. As our experiments have indicated that the sim-
ilarity extent of descriptors in one group has an impact on matching accuracy
and a particular clustering threshold produces the best performance for different
image databases, it is possible for us to do clustering based on this clustering
threshold for other image datasets. Thirdly, in current applications visual words
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method often evaluates the similarity of two images based on the similarity of
the distribution of local descriptors in two images. Whereas RLDs method is
a special kind of straightforward matching as it uses the number of matched
RLDs to evaluate the similarity of two images. In other words, the advantage of
RLDs over original local descriptors actually indicate number of matched RLDs
as a more distinctive similarity metric between images than number of matched
keypoints.

4 Comparison with Visual Words Matching

In this section we compare the matching performance of RLDs method with that
of visual words method. In order to achieve high matching efficiency, we select
vocabulary tree structure to do visual words matching. A vocabulary tree is a
tree built by hierarchical k-means clustering [22]. Firstly, the training descriptors
are partitioned into k groups based on k-means clustering. In the next level, a
k-means clustering is run on each group and we obtain a total of k × k groups.
The same process is recursively applied to each group until the expected level
is reached. With the clustering parameter k and level parameter l we get a tree
with kl leaf nodes. In matching each descriptor is propagated down the tree by
comparing it to the k candidate group centers at each level. This process only
involves a total of k× l dot product operations and results in an efficient way to
compute the visual words vector of an image. In order to improve performance,
usually a weighting scheme is applied before the visual words vector is used in
matching.

In experiments we use the ZuBud dataset and the full version of UKY dataset.
The vocabulary size was selected to be 106 empirically. We build the tree with
k = 10 and l = 6 and adopted inverse document frequency as the weighting
scheme. The performance comparison of two methods with distance ratio crite-
rion and similarity criterion is shown in Table 6. It is obvious from the Table
that RLDs matching performs much better than visual words matching.

Table 6. Recognition rate comparison of RLDs matching with visual words matching

Dataset Distance ratio Similarity Visual words
ZuBud 98.3 98.3 86.9
UKY 91.0 91.2 48.2

5 Conclusion

In keypoint based local feature matching, straightforward matching method pro-
duces good matching performance at the cost of enormous computation load. On
the other hand, visual words method represents one image as the distribution of
different types of local descriptors in the image. This global descriptor leads to
very efficient matching at the cost of reduced matching accuracy.
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In this paper we propose to cluster local descriptors in one image with a
similarity based method and use in matching only the representative local de-
scriptor (RLD) in each group. We show with extensive experiments that instead
of number of matched keypoints, using number of matched RLDs as metric
reduces computation load to a large extent and improves matching accuracy
moderately. RLDs method also shows advantage over visual words method in
matching accuracy. This conclusion holds with different local descriptors, object
types and matching criterions. As one RLD represents one type of local descrip-
tors, the experimental results indicate number of matched keypoint types as a
more distinctive similarity metric between images. We attribute this result to
that number of matched RLDs conveys the global similarity of two images and
is more robust to occlusion than number of matched keypoints. This property
may and should be explored for better performance in image matching.
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Abstract. Compared with traditional mono-view video, three-dimensional video 
(3DV) provides user interactive functionalities and stereoscopic perception, 
which makes people more interested in pop-out regions or the regions with small 
depth value. Thus, traditional visual attention model for mono-view video can 
hardly be directly applied to stereoscopic visual attention (SVA) analysis for 
3DV. In this paper, we propose a bottom-up SVA model to simulate human 
visual system with stereoscopic vision more accurately. The proposed model is 
based on multiple perceptual stimuli including depth information, luminance, 
color, orientation and motion contrast. Then, a depth based dynamic fusion is 
proposed to integrate these features. The experimental results on multi-view 
video test sequences show that the proposed model maintains high robustness 
and is able to efficiently simulate SVA of human eyes. 

Keywords: Three dimensional video, visual attention, depth perception. 

1   Introduction 

Multi-view video is capable of providing users with three-dimensional (3D) depth 
impression and allows the users to freely choose a view of a visual scene [1]. 
Multi-view video plus depth (MVD) [2] [3] supports high image quality and low 
complexity of rendering a continuum of output views. It has been the main represen-
tation of 3D video (3DV) content and been used in various multimedia applications, 
including free view-point video, 3D television and immersive teleconference. High 
compression efficiency requirement and content-related functionalities of these mul-
timedia applications call for efficient tools that can guide or extract interesting objects 
in 3DV. Human visual attention is being studied as a key technology to re-
gion-of-interest detection and intelligent content-based system [4] [5].  

Attention is a neurobiological conception. It implies the concentration of mental 
powers upon an object by closer or more careful observing or listening. Attention area 
in a picture is the area where it tends to catch more human visual attention. Visual 
attention cues of human visual system (HVS) are generally classified into two catego-
ries: top-down and bottom-up. Bottom-up (stimuli-driven) visual attention is driven by 
external low-level stimuli including luminance, color, orientation and motion contrast 
etc; it is automatic and has a transient time course. On the other hand, top-down 
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(task-driven) visual attention involves pattern, shape, and other cognitive processing 
related features. It is an effortful and voluntary process based on the cognitive 
knowledge of human brain. 

Many efforts have been devoted to visual attention detection [5-11]. Itti et al de-
veloped bottom-up visual attention model for still images based on Treisman’s stimulus 
integration theory [6] [7]. It generates saliency map with the integration of perceptual 
stimuli from intensity contrast, color contrast and orientation contrast. Then, win-
ner-take-all networks and inhibit of return process are implemented to obtain attended 
visual attentions. Zhai et al used the low-level features as well as cognitive features, 
such as skin color and captions, in their visual attention model [8]. Motion is another 
important cue for visual attention detection in video, thus, a bottom-up spatio-temporal 
visual attention model is proposed for video sequences [9]. Wang et al proposed seg-
ment based video attention detection method [10]. Lu et al combine face detection with 
other low-level stimuli for visual attention modelling [11]. Ma et al proposed a bot-
tom-up and top-down combined visual attention model by integrating multiple features, 
including contrast in image, motion, face detection, audition and text etc. [5].  

However, these existing visual attention models for mono-view video can hardly be 
directly applied to visual attention analysis for 3DV because they have not taken the 
stereoscopic perception into account. In this paper, we have proposed a bottom-up 
stereoscopic visual attention (SVA) model to simulate HVS more accurately by inte-
grating depth information with other low-level features, including motion, intensity, 
color and orientation contrast.  

2   Stereoscopic Visual Attention Model 

2.1   The Proposed SVA Model 

Attention area in a picture or video is the area where it tends to catch more human 
visual attention. Many computational attention systems for image mainly focus on 
three features: intensity, orientation, and color. A special case of color computation is 
the separate computation of skin color. In video, motion information is an important 
feature in human perception and added for video visual attention detection. But 3DV 
provides the most effective depth perception (also called stereoscopic perception) that 
obtained by viewing a scene from slightly different viewing positions. The depth per-
ception that makes people feel more real in 3DV and it is another important factor to 
affect human visual attention while comparing with motion and texture contrasts in 
traditional two dimensional (2D) video. For example, people are often interested in the 
regions popping out from video screen and interest ratio is of attention regions decrease 
as they are getting far away. Because the stereoscopic perception can also be repre-
sented by the 2D video and depth which indicates the relative distance between video 
object and camera system, each SVA object is modeled by three attributes with 
low-level features, including depth, image saliency and motion saliency, in our work. 
Therefore, the SVA model is defined as 

{ }, ,SVA s mS D S S= , (1)
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where SSVA is SVA saliency map, D is the intensity of depth maps, Ss and Sm are image 
saliency and motion saliency, respectively.  

Fig.1 shows architecture of the proposed SVA model. For image saliency detection, 
color, intensity and orientation contrasts are employed to compute the saliency maps 
within image. For motion saliency detection, motion information is obtained from 
temporal successive frames in each view. Additionally, depth maps can be generated 
from the disparities between neighboring views of each time instant in 3DV. Then, a 
novel dynamic model fusion method is used to integrate the obtained pixel-wise image 
saliency map, motion saliency and depth map. Finally, post-processing operation is 
implemented for extract attention area based on SVA saliency map. The proposed 
model is limited to the bottom-up control of attention, i.e. to control selective attention 
by the properties of the visual stimuli. The proposed model does not incorporate any 
top-down, volitional component because it relies on the cognitive knowledge which 
differs from person to person. 

 

Fig. 1. Flowchart of the proposed SVA model 

2.2   Spatial Attention Model 

We adopts Itti’s bottom-up attention model [6] to implement our spatial visual attention 
model. For static scene, retinal input is processed in parallel by seven multi-scale 
low-level feature maps, which detect local spatial discontinuities using simulated cen-
tre-surround neurons. The seven neuronal features implemented are sensitive to color 
contrast (red/green and blue/yellow), intensity contrast and four orientations (0°, 45°, 
90° and 135°) for static images [6]. Centre and surround scales are obtained using 
dyadic Gaussian pyramids with nine levels, from level 0 the original image, to level 8, 
reduced by a factor 256 horizontally and vertically Centre-surround differences are 
then computed as point-wise differences across pyramid levels, for combinations of 
three centre scales (c = {2,3,4} ) and two centre-surround scale differences (s-c={3,4}); 
and then, six feature maps are computed for each of the seven features, yielding a total 
of 42 feature maps. Finally, all feature maps are integrated into the unique scalar image 
saliency, sS  with normalized summation strategy proposed in [7].  
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2.3   Temporal Attention Model 

Motion is one of the major stimuli on visual attention. Block based optical flow algo-
rithm is utilized to estimate motion of image objects between consecutive frames. 
Frame group consists of 2n+1 temporal consecutive frames in view v, F(v,t)={fv,t | t = t 
+ k, -w≤k≤w, k∈Z}, are employed to extract robust motion magnitude. The horizontal 
and vertical motion channels of frame fv,t are determined by frame group F(v,t), re-
spectively; then they are combined together as the motion 

( ) ( ), , , , , , , ,, ,k h v
v t m n m n v t v t k m n v t v t kM f f f f+ +

⎡ ⎤= Θ Φ + Φ⎣ ⎦， (2)

where ,
h
m nΦ  and ,

v
m nΦ  denotes horizontal and vertical optical flow operator with m × n 

block size. ‘| · |’ is the magnitude of motion velocity. Θm,n performs m × n times 
up-sampling operation with Gaussian low-pass filter. Here, 4×4 block, i.e. m = n = 4, 
provides a robust performance. Therefore, ,

k
v tM  is with the same resolution as fv,t. 

Forward and backward motion is intersected so as to eliminate the background expo-
sure phenomena. 

( ) ( ) ( ), , , ,
,

/ 2 min , 0

0

k k k k
v t v t v t v t

v t

M M if M M
M k

else

− −⎧ + >⎪= ⎨
⎪⎩

. (3)

And then, Mv,t(k) are weighted combined to from a robust motion map, M, and it is 
calculated as 

( ),1

w

k v tk
M M kς

=
= ⋅∑ , (4)

where kς  are weighted coefficients satisfying 
1

1
w

kk
ς

=
=∑ . Usually, motion attention 

level increases with relative motion, which is the object motion against the background 
[11]. For static camera arrangement, absolute motion is relative motion and motion 
object is attention object. But for the video with camera motion, object with motion 
contrast relative to background motion is attentive object. Motion map are decomposed 
with dyadic Gaussian pyramids with nine levels and center-surround difference model 
is adopted to separate the attentive object motion from background motion. So final 
motion saliency map is 

( ) ( )( )( )4 4

2 3

c

m
c s c

S M c M s
+

= = +

⎛ ⎞= Ψ ⊕ ⊕ Ο⎜ ⎟
⎝ ⎠

N , (5)

where Ο  is across-level denotes the across-scale difference between two maps at the 
center (c) and the surround (s) levels of the respective feature pyramids; ⊕ is 
across-level addition; ( )⋅N  is an normalization operator; Ψ(·) is a linear normalize 

function which adjusts the saliency value from 0~255, where value 255 indicates the 
most salient. 
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2.4   Depth’s Impacts on SVA 

3DV can provide users with this unique depth perception and interactive view 
switching functionalities, which make users feel more personally on the scene. The 
stereoscopic perception can also be represented by 2D video plus depth map which 
indicates the relative distance between video object and camera system. Hence, we use 
depth map to analyze the differences between 3D video and traditional 2D video. 
Compared with traditional 2D video, the depth perception effects on human SVA in 
four aspects listed as follow: 

1） While watching 3D video, people are usually more interested in the regions getting 
out of the screen, i.e. pop-out regions, which are with small depth values or large 
disparities, than other regions. 

2） Interested ratio of video object usually decreases as depth increases. 
3） The objects with the depth out of depth of field (DOF) of the camera system are 

usually not the attention areas. For example, defocusing blur for background object 
or foreground object. 

4） Depth discontinuous regions or depth contrast regions are usually the attention 
areas while view angles or view positions are changed. 

Depth map is an 8-bit gray image that can be captured by depth camera or generated 
from multi-view video by using algorithms. In this paper, we firstly estimate disparity 
for each pixel in multi-view video by using stereo matching method and graph cuts 
algorithm [12]. Then, the disparity is converted into perceive depth. Finally, intensity 
of each pixel in depth map is calculated with irregular spaces conversion.  

HVS perceive depth, Z, is shown as 

cZ B f d= ⋅ , (6) 

where f is the focal length of the cameras, B is the baseline between the neighboring 
cameras, dc is the physical disparity (measured by centimeter) between the corre-
sponding points of the neighboring views. However, disparity estimated by stereo 
matching is measured by pixel. So we use a centimeter-to-pixel ratio, λ, i.e. a ratio of 
CCD size to image resolution, to convert physical disparity to pixel disparity. 

p cd d λ= . (7)

Because near object is usually more important than far object, the depth value Z which 
corresponds to the pixel (x, y) is transformed into the 8-bit intensity D with irregular 
spaces [13]. 

255 0.5
n f

f n

z z Z
D

Z z z

⎢ ⎥−= ⋅ ⋅ +⎢ ⎥−⎣ ⎦
, (8)

where ‘ ⋅⎢ ⎥⎣ ⎦ ’ is floor operation, zf and zn indicate the farthest and nearest depth, 
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d λ
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p

Bf
z

d λ
= ⋅ . The space between zf and zn is divided into 

narrow spaces around the zn plane and is divided into wide spaces around the zf plane.  
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2.5   Depth Based Dynamic Fusion for SVA Model 

Psychological studies reveal that, HVS is more sensitive to motion contrast compared to 
color, intensity and orientation contrast in single view video. 3DV provides the most 
effective depth perception sensation obtained by viewing a scene from slightly different 
viewing positions, i.e. depth. Depth perception is another key factor in stereoscopic vi-
sion. As mentioned in subsection 2.4, people are more likely attracted by pop-up regions 
and the objects with small depth value in stereoscopic vision. Moreover, the attractive-
ness of the stereoscopic attention objects decrease as they are getting further while within 
DOF. Therefore, the SVA saliency map of an image in the 3DV is constructed as 

{ }
SVA s s m m D uv uv

uv sm,sD ,mD

S D k S k S k D e C
∈

⎡ ⎤⎛ ⎞
= Ψ ⋅ + + −⎢ ⎥⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦

∑ , (9)

where kD , ks and km are the weighted coefficients for depth, motion saliency and static 
image saliency, respectively. Cuv is correlation between channels u and v, euv is 
weighted coefficients for the correlation channel Cuv, Csm = min(Ss, Sm), CsD = min(Ss, 
D) and CmD = min(Sm, D). If strong motion contrast is present in the sequence, temporal 
attention model should be more dominant over the spatial attention model. However, if 
the motion contrast is low in the sequence, the spatial attention model is dominant. That 
is the relative importance of spatial attention and motion attention is changed according 
to the strength of motion contrast. Therefore, we set the weighted coefficients of mo-
tion and static images saliency as 

( )

( )

1

1

m D

s D

p
k k

p C

C
k k

p C

⎧ = −⎪ +⎪
⎨
⎪ = −
⎪ +⎩

, (10)

where C is a constant and parameter p is a parameter which is direct proportional to 
motion contrast. 

3   Experimental Results and Analyses 

To evaluate the performance of our SVA model, we perform attention detection ex-
periments with the multi-view video sequences provided by Heinrich Hertz Institute 
(HHI), Microsoft Research (MSR), Nagoya University and Mitsubishi Electric Re-
search Laboratories (MERL) [14-16]. Table 1 shows the parameters of the test 
multi-view video sequences, in which the depth maps of Breakdaners and Ballet, 
marked as ‘A’ in last column, are available [16]. The depth maps of the rest videos, 
marked as ‘N/A’, is generated by the algorithm described in subsection 2.4. Usually, 
image and motion saliency is more important than depth perceptual saliency except for 
the 3DV with very strong depth sensation. Thus, kD is relative smaller than ks and km, 
and it is set as 0.2. In the experiment the dynamic fusion coefficients, esm is set as 
min(ks, km). There is almost no implicit correlation between depth and image saliency, 
depth and motion saliency, thus emD and esD are set as 0. Additionally, C and p are set as, 
0.3 and (max (M) – median (M)) / max (M), respectively. 
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Table 1. Parameters of the Test Multi-view videos 

MVV Provided by Image Size Frame rateCamera array Views Depth 
Door flower HHI 1024×768 16.7fps 6.5cm /1D 16 N/A 
Alt Moabit HHI 1024×768 16.7fps 6.5cm /1D 16 N/A 

Akko&kayo Nagoya Univ. 640×480 25fps 5cm /2D 5×5 N/A 
Ballroom MERL 640× 480 25fps 20cm /1D 8 N/A 

Ballet MSR 1024×768 15fps 20cm/1D arc 8 A 
Breakdancers MSR 1024×768 15fps 20cm/1D arc 8 A 

Fig. 2 shows the experimental results. Fig.2 (a) is the original video. Fig.2 (b) shows 
the saliency maps of static images detected by using Itti’s algorithm in [6]. The spatial 
attention model can simulate HVS well for the sequences with simple background, 
such as Door flower, Ballet and Akko&kayo. However, for the sequences with complex 
background, i.e. Alt Moabit, Ballroom and Breakdancers, the spatial attention model is 
not accurate enough to detect the stereoscopic attention for 3D video because complex 
image is full of color, orientation and intensity contrast. Fig.2(c) shows motion saliency 
maps. Large motion contrast areas are the potential attention areas. However, it is not 
always true. For example, for Ballet and Breakdancers sequence, the shadow of the 
dancing girl/man is with high motion contrast, but it is not an attentive area. Fig. 2(d) 
illustrates the depth maps generated by our depth generation algorithm. Obviously, we 
can not expect to detect visual attention area simply according to depth maps because 
the areas close to cameras are not always the visual attention regions, such as the floor 
in Ballet and Breakdancers sequences. Therefore, these features should be integrated to 
improve attention model and overcome their short-coming in each channel. 

Fig. 2(e) shows SVA saliency maps of the 3DV. In Fig. 2(f), the high attention area 
is highlighted according to the SVA saliency. Taking Ballet sequence as an example, 
the proposed model can not only depress the noise in spatial saliency map (black region 
on the wall in color image), but also depress the noise in motion saliency map (shadow 
of the dancing girl) and noise in depth (the foreground floor). Then, a favorable sali-
ency map is created. For Door Flower sequence, multiple attention cues including 
motion (two men and the door), static image attention (clock, painting and chair) and 
depth (the sculpture) are integrated together very well by the proposed model. For 
Akko&kayo sequence, only one girl is detected as attention area in spatial saliency and 
large holes are in motion saliency. In contrast, our SVA model is more biologically 
plausible as we can see from SVA saliency. Similar results can be found for other 
multi-view video sequences. Therefore, the proposed model detects the SVA accu-
rately and simulates HVS well by combining depth information, static image saliency  
and motion saliency. Additionally, though the generated depth map is not accurate or 
some obvious error region exists in the generated depth map, such as the left most area 
of Ballroom and Akko&kayo sequences, the proposed model can generate satisfactory 
SVA saliency maps by jointly using depth, motion and texture information. Thus, the 
proposed model is with high error reliance and maintains high robustness. 
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Fig. 2. Stereoscopic attention maps (a)Original video (b)Saliency maps for static images (Itti), (c) 
Motion saliency maps, (d) Depth maps, (e)SVA saliency maps (the proposed), (f)High stereo-
scopic attention areas 
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Fig. 2. (continued) 
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4   Conclusions 

In this paper, we proposed a bottom-up stereoscopic video attention model to simulate 
human vision with stereoscopic perception by using multiple perceptual stimuli. And a 
depth based dynamic fusion is proposed to integrate depth with other low-level fea-
tures, including motion, intensity, color, orientation contrast. The proposed model is 
not only able to efficiently simulate stereoscopic visual attention of human eyes, but 
also can depress noise and maintain high robustness. The stereoscopic visual attention 
will play an important role in the research fields of content oriented three-dimensional 
video processing, video retrieval and computer vision. 
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Abstract. We propose a new non-intrusive speech quality assessment algorithm 
based on Support Vector Regression (SVR) and Mel Frequency Cepstral Coef-
ficients (MFCCs). The basic idea is to map the MFCCs into the desired quality 
score using SVR. The sensitivity of the MFCCs to external noise is exploited to 
gauge the changes in the speech signal to evaluate its perceptual quality. The 
use of SVR exploits the advantages of machine learning with the ability to learn 
complex data patterns for an effective and generalized mapping of features into 
a perceptual score, in contrast with the oft-utilized feature pooling process in 
the existing speech quality estimators. Experimental results indicate that the 
proposed approach outperforms the standard P.563 algorithm for non-intrusive 
assessment of speech quality with a total of 1792 speech files and the associated 
subjective scores.  

Keywords: Speech quality assessment, Support Vector Regression, Mel  
frequency cepstral coefficients (MFCC). 

1   Introduction 

Evaluating speech quality is important in telephone networks, voice over Internet, 
mobile communications and numerous other telecommunication, as well as multime-
dia applications. Besides this, speech quality evaluation is a valuable assessment tool 
for the development of speech coding and enhancement techniques. To overcome the 
limitations of subjective quality evaluation (such as costs, unsuitability for many in-
process, in-service and real-time applications), objective speech quality assessment 
has attracted substantial research over the past years [1-7].  

The aim of objective speech quality assessment is to predict and replace human 
judgment of perceived speech quality by machine evaluation. Objective measures, 
which assess speech quality by using the extracted physical parameters and computa-
tional models, are less expensive to administer, save time, and give more consistent 
results. The majority of the existing objective methods are based on input/output com-
parisons, i.e., intrusive methods, which estimate speech quality by measuring the “dis-
tortion” between the input and output signals, and mapping the distortion values to a 
predicted quality. However, in many practical situations like wireless communications, 
voice over IP and other in-service networks requiring speech quality monitoring, an 
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intrusive approach is not applicable because the input speech signal is unavailable. In 
such cases a non-intrusive measurement which depends only on the altered speech sig-
nal is desirable.  

Non-intrusive evaluation, which is also termed as no-reference, single-ended or 
output-based evaluation, is a challenging problem since the measurement of speech 
quality has to be performed with only the output speech signal of the system under 
test, without using the original signal as a reference. An early attempt towards nonin-
trusive speech quality measure based on spectrogram of the perceived signal is pre-
sented in [1]. The method described in [2] uses Gaussian Mixture Models (GMMs) to 
create an artificial reference model to compare the degraded speech; while in [3] 
speech quality is predicted by the Bayesian inference and minimum mean square error 
(MMSE) estimation based on a trained set of GMMs. A perceptually motivated 
speech quality assessment algorithm based on temporal envelope representation of 
speech is presented in [4]. In [5] a low complexity, non-intrusive speech quality as-
sessment scheme has been proposed based on features computed from commonly 
used speech coding parameters (e.g. spectral dynamics). Recently in [6], a compre-
hensive study has been reported which assesses the correlation of existing objective 
measures with the quality of noise-suppressed/enhanced speech. The ITU-T has re-
leased P.563 as its non-intrusive objective quality measurement standard algorithm 
[12]. The P.563 resulted from a collaboration of Psytechnics’ NiQA algorithm [14], 
SwissQual’s NiNA [15], and Opticom’s P3SQM, and represents the most relevant 
state of the art non-intrusive speech quality evaluation scheme.  

Different speech features have been detected for quality evaluation. In [5], spectral 
flatness, spectral dynamics, spectral centroid, speech variance, pitch period and exci-
tation variance have been used as features for speech quality estimation. Perceptual 
linear prediction (PLP) cepstral coefficients have been used in [7] as speech features 
for quality assessment. Speech quality estimation utilizing the temporal envelope 
representation of speech has been reported in [4].  

Appropriate speech features are essential for effective speech processing and qual-
ity estimation. Recent studies have found speech features combined with perceptual 
models of the human auditory system (HAS) to be more effective for speech quality 
evaluation [13]. The MFCCs approximate the HAS response more closely and there-
fore provide a good basis for non-intrusive speech quality assessment. They are the 
most commonly used acoustic features in currently available speech recognition sys-
tems. The MFCCs have been used for speaker verification and recognition applica-
tions [16]. The MFCCs are also increasingly being used in music information retrieval 
applications such as genre classification and audio similarity measures [18]. It is also 
well known that the performance of MFCC based speech recognition systems deterio-
rates substantially in noisy environments. This is because the MFCCs are sensitive to 
external noise [8, 18], and by using them for speech quality assessment our aim is to 
exploit their high sensitivity to noise for quality prediction.  

Another important issue of speech quality evaluation is the mapping of detected 
features into a final score to represent the perceived quality.  Literature survey 
shows that scant research effort has been directed towards optimal pooling of fea-
tures into a single number to represent perceived speech quality. In [4] and [7], the 
overall speech quality has been obtained by a linear combination of the features.  
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The ITU-T standard P.862 [17] for intrusive speech quality assessment also uses a 
linear combination of the average disturbance value and the average asymmetrical 
disturbance value to obtain the overall quality score. In general, the relationship 
between the features and quality score needs not be linear and is difficult to be de-
termined apriori. Thus, a machine learning approach will be more reasonable and 
convincing to establish mapping between detected features and the quality score.  

In this paper, we propose a Mel Frequency Cepstral Coefficient (MFCC) and ma-
chine learning based non-intrusive speech quality predictor. The proposed method 
formulates speech quality prediction as a regression problem, and uses SVR to find a 
mapping between speech features and quality score. Machine learning is useful to 
discover the underlying complex relationship between a set of acoustic features and 
the perceptual quality score.  Figure 1 shows a block diagram of the proposed system. 
During the training phase, switch 1 will be at position A and switch 2 will be on. The 
model parameters will be updated resulting in a trained model. For the system test, 
switch 1 is placed in position B while switch 2 will be turned off so that the system 
outputs the predicted quality score based on the trained model and the test speech 
features.  

The rest of the paper is organized as follows. Section 2 describes the proposed 
MFCC-based feature method. Section 3 presents a brief description of the SVR algo-
rithm, and experimental results are presented in Section 4, while Section 5 gives the 
concluding remarks. 

2   MFCC for Speech Quality Assessment 

As aforementioned, MFCCs are sensitive to external distortions [8, 18], and thus can 
be used to estimate the changes in the speech signal due to the added perturbations. 
Ref. [19] demonstrates the use of MFCCs of noisy speech (lower SNR) signal for the 
reconstruction of clean speech (higher SNR) signal i.e. MFCCs have been shown to 
be effective in perceptual quality restoration. Furthermore, in a recent and related 
work [20], the inversion of MFCCs has been used for speech enhancement. The basic 
idea here was to estimate the MFCCs of the underlying clean speech signal by direct 
inversion of the MFCCs of noisy speech signal and significant improvements in terms 
of the perceptual quality were achieved. Thus, MFCCs convey meaningful informa-
tion about speech quality and are an effective representation of perceptual quality 
variations of speech signal. This motivates us to use MFCCs for perceptual speech 
quality assessment which to the best of our knowledge, have not been exploited so far 
for non-intrusive speech quality assessment. An additional advantage in using MFCC 
is that, it has decorrelating effect on the spectral data and maximizes the variance of 
the coefficients. This is a desirable property since it makes machine learning more 
effective and meaningful. 

The input speech signal, sampled at 8 kHz, is segmented into frames of length 30 
ms with a frame rate of 100 Hz. Each individual frame f(n) is windowed using a 
Hamming window to minimize signal discontinuities at the beginning and end of each 
frame.  
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Fig. 1. Block Diagram of the proposed scheme 

Let w(n) denote the window (n=0 to N-1; N being the number of samples in each 
frame), the windowed frame ft(n) is then given by  

ft(n) = f(n) w(n)                                                     (1) 

The Hamming window used is of the form 

 

The magnitude spectrum is then fitted to a mel-scaled filter bank. The Mel-filter banks 
are used to emulate the basilar membrane of the human ear. In the human ear basilar 
membrane, there are more receptors for frequencies between 0 to 1 KHz and their 
number decreases rapidly thereafter. Therefore, thirteen linearly spaced and twenty 
seven log spaced triangular filters are applied in grouping the FFT bins. The lowest 
frequency is chosen to be 133.33 Hz, a linear spacing of 66.66 Hz and log spacing of 
1.07 are used. The MFCCs are the coefficients obtained by the Discrete Cosine Trans-
form (DCT) of the log Mel spectrum. The DCT is performed to decorrelate the log Mel 
spectrum coefficients and facilitate the subsequent dimension reduction.  

Assume that there are a total of K frames in a speech signal, then the MFCC vector 
xj for the jth frame is represented as 

xj = (mj1 , mj2 , … mj13 )
T 

where each mji (i =1 to 13 and j =1 to K) denotes a Mel frequency cepstral coefficient. 
In order to obtain a global feature vector for the entire speech signal, we compute the 
mean MFCC vector x which is represented as 

x = (M1, M2 … M13)
T 

where each Mi (= ∑
=

K

jK 1

1
mji ) denotes the ith  mean Mel cepstral frequency coefficient. 

3   Support Vector Regression (SVR) 

The HAS is a highly complex and non-linear system and it’s a challenge to determine 
the exact relationship between the changes in a speech signal due to the noise and the 
corresponding change in the perceived speech quality. In other words, it is not easy to 
combine the features detected from speech signal into a single number that represents 

w ( n ) = 0.54 − 0.46cos
2πn
N −1

⎛ 
⎝ 
⎜ 

⎞ 
⎠ 
⎟ , 0 ≤ n ≤ N −1
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the quality score. The task becomes even more difficult when the original signal is 
unavailable. The rationale behind using machine learning techniques like SVR [9] for 
speech quality prediction is that in general, the extracted speech features may have a 
complex, possibly non-linear relationship to the final quality score and in practice it is 
very difficult to exactly determine the underlying relationship. The changes in the 
MFCC of a speech signal due to noise leads to quality degradation. However, the rela-
tion between changes in MFCC and the corresponding degradation of quality cannot be 
known accurately apriori. By using the SVR algorithm our aim is to estimate the un-
derlying complex relationship between MFCC and the quality score of the speech 
signal. Although other choices of machine learning techniques are possible, in this 
paper we use the SVR for feature fusion because of its higher generalization ability.   

The SVR formulation introduces the concept of a loss function that ignores error 
that is within a distance of the true value. This type of function is referred to as ε in-
sensitive loss function and can control a parameter that is equivalent to the margin 
parameter for separating hyper planes. More specifically, the SVR is to find a func-
tion, which approximates mapping from an input domain to the real numbers, based 
on a training sample. Suppose that xi is the feature vector of the pth speech sample in 
the training image set (i=1, 2… pm; pm is the number of training speech samples). In ε-
SV regression [9], the goal is to find a function f(xi) that has the deviation of ε at most 
from the actually obtained targets yi (being the corresponding subjective quality 
score) for all the training data, and at the same time is as flat as possible. The function 
to be learned is f(x) = wT φ(x) + b; where φ(x) is a non-linear function of feature vec-
tor x, w is the weight vector and b is the bias term. The aim is to find the unknowns w 
and b from the training data such that the error  

|yi-f (xi)| ≤ ε                                          (2) 

for the ith training sample {xi,yi }. It has been shown [9] that 

w = )( *
1

ii

i

svn
ηη −∑

=

 φ( xi)                                                   (3) 

where ηi
* and ηi (0 ≤ ηi

*, ηi ≤ C) are the Lagrange multipliers used in the optimization 
of the Lagrange function, svn  is the number of support vectors and C is the trade off 
error parameter. For data points for which Inequality (2) is satisfied, i.e. the points 
which lie within the ε tube, the corresponding ηi

* and ηi will be zero such that the 
Karush Kuhn Tucker (KKT) conditions are satisfied [9]. Therefore we have a sparse 
expansion of w in terms of xi (i.e. we do not need all xi to describe w). Support vec-
tors are the samples that come with nonvanishing coefficients (i.e. non zero ηi

* and 
ηi). The function to be learned then becomes  

f(x)  = wT φ(x) + b =
 

)( *
1

ii

i

svn
ηη −∑

=

 φ( xi)
T φ(x) + b 

                = )( *
1

ii

i

svn
ηη −∑

=

 K(xi, x) + b                                            (4) 

where K(xi, x) = φ( xi)
Tφ(x), being the kernel function. 
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In the training phase, the SVR system is presented with the training set { xi , yi },  
and the unknowns w and γ are estimated to obtain the desired function given by (4).  
During the test phase, the trained system is presented with the feature test vector xj of 
the jth test speech sample and it predicts the estimated objective score yj (j = 1 to qm; 
qm is the number of test speech samples). We used the Radial Basis Function  
(RBF) as the kernel function K (xi, x) = exp (-ρ ||xi – x||2) where ρ is a positive pa-
rameter controlling the radius. The parameters C, ρ and ε were determined by using a 
validation set.  

4   Experiments and Performance   

For the experiments in this work, we use a third-party  database, NOIZEUS [6], which 
comprises speech corrupted by four types of noise (babble, car, street, and train) at 
two SNR levels (5 and 10 dB) and processed by 13 different noise suppression algo-
rithms; a total of 1792 speech files are available. The noise suppression algorithms 
fall under four different classes: spectral subtractive, subspace, statistical-model 
based, and Wiener algorithms. A complete description of the algorithms can be found 
in [6, 10]. The subjective evaluation of the NOIZEUS database was performed ac-
cording to ITU-T Recommendation P.835 [11]. 

4.1   MFCC Components  

As aforementioned, MFCC features are sensitive to distortions. For example, adding 
noise to the speech signal will affect the speech power spectrum at all frequencies.  
Other types of noise disturb the speech in different ways. To illustrate this point fur-
ther, we utilize a clean speech signal from the database [6] used in the experiments. 
The clean speech signal has been corrupted by car, street, train and babble noise (all at 
5 dB). Further, these corrupted speech signals have been processed by a speech en-
hancement scheme. In Figure 2, we show the MFCCs of the clean speech signal, de-
graded speech and the enhanced speech. As can be seen, with the added noise, each 
MFCC component of the speech signal is changed from its clean version, and the 
speech enhancement brings about meaningful restoration in the MFCCs (making them 
closer to the original ones).  We can see from Figure 2 that the MFCCs are reasonable 
representation of the effect of noise injection and signal restoration. Thus, they are 
expected to provide an effective basis for non-intrusive speech quality assessment. 

4.2   Speech Quality Evaluation  

Although there are 1792 speech files available in the NOIZEUS database, for compari-
son between objective and subjective score a usual way is to compare the per-condition 
MOS with the per-condition average objective score [11]. The aforementioned 13 
different speech enhancement algorithms were used for processing noisy speech files, 
and by including the unprocessed noisy speech files also, we get a total of 14  
algorithms (i.e., conditions). This analysis involved the use of mean objective scores 
and subjective ratings computed across a total of 112 conditions (= 14 algorithms x 2 
SNR levels x 4 noise types). In order to test the robustness of the proposed  
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Fig. 2. MFCC vector components for clean, degraded and enhanced speech (shown on an ex-
ponential scale for visual clarity in plotting) 
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Babble noise (5dB)
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Fig. 2. (continued) 

system we used 10 fold cross validation, for which the data is split into 10 chunks, 
one chunk is used for testing and the remaining 9 chunks are used for training. The 
experiment is repeated with each of the 10 chunks used for testing. The average of the 
accuracy of the tests over the 10 chunks is taken as the performance measure. In [12], 
it is suggested that offsets and non-linearities between the scales of objective and 
subjective MOSs be eliminated by applying a 3rd order monotonic function to map the 
objective scores onto the subjective scale. Following this, we use a 3rd order polyno-
mial to map the objective scores and subjective MOSs. We use three common criteria 
[6, 7] for performance evaluation: Pearson linear correlation coefficient CP (for pre-
diction accuracy), Spearman rank order correlation coefficient CS (for prediction 
monotonicity) and Root Mean Squared Error (RMSE), between the subjective rating 
and the objective prediction. For an ideal match between the objective and subjective 
scores, CP = CS and RMSE = 0.  

Performance comparison
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Fig. 3. Comparison of (a) Root Mean Square Error (RMSE), (b) Pearson correlation coefficient and 
(c) Spearman correlation coefficient. The 95% confidence intervals are indicated in (b) and (c). 
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Fig. 3. (continued) 

Figure 3 shows the comparison with P.563 algorithm [12], with 95% confidence 
intervals indicated. We find that the polynomial mapping has very little effect on the 
performance of the proposed system which indicates that the predicted objective 
scores are nearly linearly correlated with the subjective scores. In either case (with or 
without mapping) the proposed system outperforms the P.563 algorithm by a signifi-
cant margin. As can be seen from the experimental results, both Cp and Cs are  
improved by nearly 20% while RMSE reduces by about 10% with respect to P.563 
algorithm.  
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5   Conclusions 

We have proposed a new non-intrusive speech quality prediction system based on 
Support Vector Regression (SVR). It uses Mel Frequency Cepstral Coefficients 
(MFCCs) as the acoustic features and SVR to find an optimal mapping between the 
MFCCs and the quality score, by formulating speech quality prediction as a re 
gression problem. The advantages of the proposed system are that it can effectively 
predict speech quality without reference to the original signal and is effective in pre-
dicting quality of speech in terms of high correlation with subjective scores. The ex-
perimental results have demonstrated its improvement over the most relevant existing 
metric, with a third-party database containing 1792 speech files (a total of 112 condi-
tions) of different noise additions and suppression schemes.  

Acknowledgment. The authors would like to thank Prof. Philipos C. Loizou 
(University of Texas at Dallas, USA) for providing the NOIZEUS database along 
with subjective scores and his advice during the experiments. 
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Abstract. There is a need for personalised news video retrieval due to
the explosion of news materials available through broadcast and other
channels. In this work we introduce a semantic based user modeling tech-
nique to capture the users’ evolving information needs. Our approach
exploits the Linked Open Data Cloud to capture and organise users’
interests. The organised interests are used to retrieve and recommend
news stories to users. The system monitors user interaction with its in-
terface and uses this information for capturing their evolving interests in
the news. New relevant materials are fetched and presented to the user
based on their interests. A user-centred evaluation was conducted and
the results show the promise of our approach.

1 Introduction

A challenging problem in the user profiling domain is to create profiles of mul-
timedia retrieval system users. Due to the Semantic Gap, it is not trivial to
understand the content of multimedia documents and to find other documents
that the users might be interested in. A promising approach to ease this prob-
lem is to set multimedia documents into their semantic contexts. For instance,
a video about Barack Obama’s speech in Ghana can be put into different con-
texts. First of all, it shows an event which happened in Accra, the capital of
Ghana. Moreover, it is a visit by an American politician, the current president.
Retrieving a video about Obama’s visit to Ghana might indicate that someone
is interested in either Barack Obama, Ghana, or in both.

Another challenge in user profiling research is the identification of users’ in-
terests in various events. Multiple interests lead to a sparse data representation
and approaches need to be studied to tackle this sparsity.

In this paper, we introduce a semantic user profiling approach for news video
retrieval, which exploits a generic ontology to put news stories into a context. In
order to identify a user’s interest in specific topics, we exploit his/her relevance
feedback which is provided implicitly while interacting with the system. The
remainder of this paper is structured as followed: In Section 2, we introduce var-
ious research domains which are relevant within our study and discuss research
challenges in Section 3. In Section 4, we introduce our system from capturing
daily news to presenting them to the users and evaluate it in Section 5. Section
6 provides a conclusion and a discussion of our findings.

S. Boll et al. (Eds.): MMM 2010, LNCS 5916, pp. 336–346, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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2 Related Work

In this section, we introduce state-of-the-art methodologies to address research
challenges that our work builds upon.

User profiling is the process of learning a user’s interests over a long period
of time. Several approaches have been studied to capture users’ news interests
in a profile. Chen and Sycara [5] analyse internet users during their information
seeking task and explicitly ask them to judge the relevance of the webpages they
visit. Exploiting the created user profile of interest, they generate a personalised
newspaper containing daily news. However, providing explicit relevance feedback
is a demanding task and users tend not to provide much feedback [8]. Bharat et
al. [2] created a personalised online newspaper by unobtrusively observing the
user’s web-browsing behaviour. Although their system is a promising approach
to release the user from providing feedback, their main research focus is on
developing user interface aspects, ignoring the sophisticated retrieval issues. The
web-based interface of their system provides a facility to retrieve news stories
and recommends stories to the user based on his/her interest.

An interesting approach for news personalisation is to map relationships be-
tween concepts in the user profile by using ontologies. Fernández et al. [7] argue
that ontologies can be exploited to structure news items and to annotate them
with additional information. In the news video domain, Bürger et al. [3] have
shown that such structured data can be used to assist the user in accessing a large
news video corpus. Dudev et al. [6] propose the creation of user profiles by cre-
ating knowledge graphs that model the relationship between different concepts
in the Linked Open Data Cloud. This collection of ontologies unites information
about many freely available different concepts. The backbone of the cloud is
DBpedia, an information extraction framework which interlinks Wikipedia con-
tent with other databases on the Web such as Geonames or WordNet. In this
paper, we exploit this data cloud to link automatically segmented story videos.
Challenges and open research questions are introduced in the next section.

3 Research Challenges

Various challenges arise when aiming at creating semantic user profiles in the
multimedia domain.

State-of-the-art user profiling approaches exploit the textual content of rele-
vant documents to identify user’s interests. Considering the short length of news
video stories, creating useful profiles is rather problematic. The development
of Semantic Web technologies promise a solution for this problem. If a story
contains various concepts, additional information about these concepts might
help to model user interests more accurate. Järvelin et al. [10] already showed
that a concept-based query expansion is helpful to improve retrieval perfomance.
Adapting their approach, we hypothesise that ontologies can be exploited to or-
ganise user interests and also the pre-fetched relevant documents.

The next problem is how the user’s evolving interests can be captured in
a long-term user profile. What a user finds interesting on one day might be
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completely irrelevant on the next day. In order to model this behaviour, we
incorporate the Ostensive Model of developing Information Need [4]. In this
model, providing feedback on a document is considered as ostensive evidence
that this document is relevant for the user’s current interest. As argued before,
however, users tend not to provide constant feedback on what they are interested
in. Thus, one condition we set is that a user profile should be automatically
created by capturing users’ implicit interactions with the retrieval interface.
Our next hypothesis is hence that implicit relevance feedback techniques can
efficiently be employed to create efficient long-term user profiles.

Another problem in the context of user profiling is the users’ multiple interests
in various topics. For example, users may be interested in Sports and Politics or
in Business news. Further, they can even be interested in sub categories such as
Football, Baseball or Hockey. A specification for a long-term user profile should
therefore be to automatically identify these multiple aspects. We hypothesise
that separating user profiles based on broader news categories can lead to a
structured representation of the users’ interests. This will lead to a more in-
dicative presentation of materials. Moreover, we hypothesise that a hierarchical
agglomerative clustering of the content of these category-based profiles can be
used to effectively identify sub categories.

Summarising, we address the following hypotheses in this work:

1. Implicit relevance feedback techniques can be exploited to create efficient
long-term user profiles.

2. Separating user profiles based on broader news categories can lead to a struc-
tured representation of the users’ interests.

3. Hierarchical agglomerative clustering of the content of these category-based
profiles can be used to effectively identify sub categories.

4. Ontologies can be exploited to organise user interests and also the pre-fetched
documents.

In order to study these hypotheses, we introduce a novel news video retrieval
system which automatically captures users’ interests. The system and its com-
ponents will be introduced in the next section.

4 System Description

The architecture of the introduced news video retrieval system can be segmented
into three conceptual parts: A data processing phase, the graphical user interface
and the profiling module. Since we want to provide an up-to-date news video
collection, the data processing phase is called twice a day, starting with the
actual capturing of the broadcast and the decoding of the teletext transmission.
In this study, we focus on the daily BBC One O’Clock News and the ITV Evening
News, the UK’s largest news programmes. Each bulletin with a running time of
thirty minutes is enriched with a teletext signal. Following Hopfgartner et al.
[9], we segment these news videos into coherent news stories. In the remainder
of this section, we introduce the steps from annotating these news stories using
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external sources and indexing them. Moreover, we introduce the system interface
and discuss our user profiling approach.

4.1 Semantic Annotation

Usually, news content providers classify their news in accordance to the IPTC
standard, a news categorisation thesaurus developed by the International Press
Telecommunications Council. We use OpenCalais1, a Web Service provided by
Thomson Reuters, to classify each story into one or more of the following IPTC
categories: Business & Finance, Entertainment & Culture, Health, Medical &
Pharma, Politics, Sports, Technology & Internet and Other.

In a next step, we aim to identify concepts that appear in the stories. Once
these concepts have been positively identified, the Linked Open Data Cloud
can be exploited to further annotate the stories with related concepts. Three
problems arise when conducting this procedure.

First of all, how can we determine concepts in the story which are strong
representatives of the story content? In the text retrieval domain, named entities
are considered to be strong indicators of the story content, since they carry
the highest content load among all terms in a document. Therefore, we extract
persons, places and organisations from each story transcript using OpenCalais.

The second question is, how can these named entities be positively matched
with a conceptual representation in the Linked Open Data Cloud. For resolv-
ing the identity of an entity instance, we again rely on the OpenCalais Web
Service, which compares the actual entity string with an up-to-date database
of entities and their spelling variations. Once entities have been disambiguated,
OpenCalais maps these entities with a uniform resource identifier (URI) and
their representation in DBpedia.

Since the link between the story and the Linked Open Data Cloud has been
established, the next problem is how can the structured knowledge represented
in the Linked Open Data Cloud be exploited to augment the story. A long-term
user profile which is created using implicit evidence will contain many entries,
which makes a weighted semantic network approach as suggested by Dudev et al.
[6] infeasible. Therefore, we consider only direct links from the identified concept
to other concepts in the Semantic Web. We therefore augment the stories with
all URIs that are directly associated with these entities in the Cloud.

4.2 User Interface

Figure 1 shows a screenshot of the news video retrieval interface. It can be split
into three main areas: Search queries can be entered in the search panel on top,
results are listed on the right side and a navigation panel is placed on the left
side of the interface. When logging in, the latest news will be listed in the results
panel. Search results are listed based on their relevance to the query. Since we
are using a news corpus, however, users can re-sort the results in chronological
1 http://www.opencalais.com/
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Fig. 1. Graphical User Interface of the System

order with latest news listed first. Each entry in the result list is visualised by an
example keyframe and a text snippet of the story’s transcript. Keywords from the
search query are highlighted to ease the access to the results. Moving the mouse
over one of the keyframes shows a tooltip providing additional information about
the story. A user can get additional information about the result by clicking
on either the text or the keyframe. This will expand the result and present
additional information including the full text transcript, broadcasting date, time
and channel and a list of extracted named entities. In the example screenshot,
the third search result has been expanded. The shots forming the news story
are represented by animated keyframes of each shot. Users can browse through
these animations either by clicking on the keyframe or by using the mouse wheel.
This action will center the selected keyframe and surround it by its neighboured
keyframes. The keyframes are displayed in a cover-flow view, meaning that the
size of the keyframe grows larger the closer it is to the focused keyframe. In the
expanded display, a user can also select to play a video, which opens the story
video in a new panel.

The user’s interactions with the interface are expoited to identify multiple
topics of interests (see Section 4.3). On the left hand side of the interface, these
interests are presented by different categories. Clicking on any of these categories
in the navigation panel will reveal up to four sub categories for the according
category. The profiling approach will be introduced in the following section.

4.3 User Profiling

When a user interacts with a result, he leaves a “semantic fingerprint” that he
is interested in the content of this item to a certain degree. In this work, we
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employ a weighted story vector approach to capture this implicit fingerprint in
a profile. The weighting of the story will be updated when the system submits a
new weighted story to the profile starting a new iteration j. Hence, we represent
the interaction I of a user i at iteration j as a vector of weights

Iij = {Wij1...Wijs}
where s indexes the story in the whole collection. The weighting W of each story
expresses the evidence that the content of this story matches the user’s interest.
The higher the value of W , the closer this match is. In this work, we define a
static value for each possible implicit feedback feature:

W =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
0.1, when a user browses through the keyframes
0.2, when a user uses the highlighting feature
0.3, when a user expands a result
0.5, when a user starts playing a video

Note that some of these features are independent, while others depend on a
previous action (e.g. a video cannot be played without being clicked on).

As explained before, each news story has been classified as belonging to one
or more broad news categories C. Since we want to model the user’s multiple
interests, we use this classification as a splitting criteria. Thus, we represent user
i’s interest in C in a category profile vector P i(C), containing the story weight
SW (C) of each story s of the collection:

P i(C) = {SW (C)i1...SW (C)is}

In the user interface, each category profile is represented by an item in the
navigation panel.

In our category profile, the story weight for each user i is the combination
of the weighted stories s over different iterations j: SW (C)is =

∑
j ajWijs.

Following Campbell and van Rijsbergen [4], we include the ostensive evidence

aj =
1− C−j+1∑jmax

k=2 1− C−k+1
(1)

to introduce an inverse exponential weighting which will give a higher weighting
to stories which have been added more recently to the profile, compared to stories
which were added in an earlier stage.

The above introduced methodology results in a category-based representation
of the user’s interests. Each category profile consists of a list of weighted stories,
with the most important stories having the highest weighting. A challenge is here
to identify different contextual aspects in each profile. We approach this problem
by performing a hierarchical agglomerative clustering of stories with the highest
story weight at the current iteration. Following Bagga and Baldwin [1], we treat
the transcripts extracted from these stories as term vectors and compare them
by cosine. Unlike their approach, however, we use the whole transcript rather
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than sentences linked by coreferences and use the square root of raw counts as
our term frequencies rather than the raw counts. We use complete-link cluster-
ing since this approach results in more compact clusters. Moreover, we do not
use inverse-document frequency normalisation since this value can be important
for discremination. For tokenisation, we use standard filters (conversion to lower
case, stop word removal and stemming). The numbers of clusters k is a param-
eter. Since each cluster should contain stories associated with an aspect of the
user’s interest, k should be equal to the number of different interests that a user
has. In this study, we have set k = 4. In the interface, the clusters represent
the four sub categories under each category in the navigation panel. The two
most frequent named entities in each cluster are used as a label for each sub
category.

The content of the users’ profiles is displayed on the navigation panel of the
left hand side of the interface. Since the idea of such navigation panel is to assist
the users in finding other stories that match their interests, the next challenge is
to identify more stories in the data corpus that might be of the users’ interests.
Assuming that each of the sub categories contains stories that cover one or more
(similar) aspects of a user’s interest, the content of each sub category can be
exploited to recommend more documents belonging to that cluster. The simplest
method is to create a search query based on the content of each cluster and to
retrieve stories using this query. A promising source to create such queries is
the use of most frequent named entities within each cluster. Due to the rather
short length of the story transcript, we identify additional named entities by
performing an additional pseudo relevance feedback step.

For the initial search, we first extract all URIs from the cluster and retrieve
stories containing these URIs. Then, we extract all named entities from the stories
in the result list and finally use the most frequent entities as a search query.

5 Evaluation

In order to evaluate the hypotheses which have been introduced in Section 3, we
performed a user study which will be described in the remainder of this section.

5.1 Experimental Design

Since the proposed profiling approach includes the capturing of long-term user
interests, we had to study the effectiveness of our system over several days. We
therefore captured six month of news video broadcasts and paid participants
to use the system as additional source of information in their daily news con-
sumption routine. Their interactions with the system were logged to evaluate the
approach. They were asked to use the system for up to ten minutes each working
day for up to seven days to search for any topic that they were interested in. In
addition, we also created a simulated search task situation. Our expectation was
twofold: First of all, we wanted to guarantee that every user had at least one
topic to search for. Moreover, we wanted the participants to actually explore the
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data corpus. Therefore, we chose a scenario which had been a major news story
over the last few months:

“Dazzled by high profit expectations, you invested a large share of your
savings in rather dodgy securities, stocks and bonds. Unfortunately, due
to the credit crunch, you lost about 20 percent of your investment. Won-
dering how to react next and what else there is to come, you follow every
report about the financial crisis, including reports about the decline of
the house’s market, bailout strategies and worldwide protests.”

Each participant started with an individual introductory session, where they
were asked to fill in an entry questionnaire and could familiarise themselves
with the interface. Every day, they were asked to fill in an online report where
they were encouraged to comment on the system as they used it. At the end of
the experiment, everyone was asked to fill in an exit questionnaire to provide
feedback on their experience during the study.

5.2 Participants

16 users with an average age of 30.4 years participated in our experiment. Their
favourite sources for gathering information on the latest news stories are news
media web portals, word-of-mouth and the television. The typical news consump-
tion habit they described was to check the latest news online in the morning and
late at night after dinner. We hence conclude that the participants represent the
main target group for the introduced retrieval system.

5.3 Results

By asking for daily reports, our goal was to evaluate the users’ opinion about the
system at various stages of the experiment. The first question was to find out
what the participants actually used the system for. The majority of participants
used it to retrieve the latest news, followed by identifying news stories they were
not aware of before.

One of our main research interests was to determine whether the system pro-
vides satisfactory access to the data collection. Therefore, we asked the partic-
ipants to judge various statements on a Five-Point-Likert scale from 1 (Agree)
to 5 (Disagree). The order of the agreements varied over the questionnaire to
reduce bias. Figure 2 shows the average judgement of all users over all seven
days for two statements that were aimed at determing the general usability of
the system. The first statement posed was “The interface structure helped me
to explore the news collection”, denoted “explore collection” in the figure. The
second statement was “The interface helped me to explore various topics of in-
terest”, denoted “explore topics”. As can be seen, the average user found the
interface useful and was satisfied with its usability.

With the aim of evaluating our first hypothesis that implicit relevance feed-
back can be used to create long-term user profiles, we asked the participants
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to judge if the system was effective in automatically identifying their interests.
Another statement was “the system sucessfully identified and displayed news
categories I was interested in”. As Figure 3 illustrates, the participants did nei-
ther agree or disagree to these statements, which corralates with the observation
that the use of implicit features for short-term user modelling provides weaker
evidence of relevance than explicit relevance feedback [11]. Nevertheless, a ten-
dency towards a positive rating for the use of implicit indicators is visible, in
particular towards the end of the user study. This suggests that implicit rele-
vance feedback can be used to create long-term user profiling. However, further
research is necessary to differentiate positive and negative indicators of relevance,
which is beyond the scope of this work.

With the goal of evaluating the news categorisation, we asked the users to
judge the following two statements: “The displayed sub categories represent my
interests in various topics” and “the displayed results for each sub category were
related to each other”. Figure 4 shows the average answer over the whole time
of the experiment. The first question, denoted “relevant sub categories”, aimed
to evaluate whether separating user profiles based on broader categories leads to
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a structured representation of the users’ interests, our second hypothesis. The
second question aimed to evaluate the coherence of each category-based profile,
targeting the third hypothesis. As can be seen, the participants had a positive
perception of the relevance of the sub categories. This could indicate that our
clustering approach was successful in identifying diverse aspects of the same
news category, supporting our hypothesis that categorising the user interests into
broader categories provides a structured representation to the users’ interests.
Concerning the coherence of each cluster, the participants tended towards a
neutral perception.

The last set of statements aimed to evaluate the fourth hypothesis that ontolo-
gies can be exploited to organise user interests and also the pre-fetched relevant
documents. Thus, participants judged the following differentials: “The displayed
results for each category matched with the category description” and “the dis-
played results for each category contained relevant stories I did not retrieve
otherwise”. Figure 5 shows the relevant responses. Again, a tendency towards a
positive perception of the results which are determined using semantics is vis-
ible. In order to explore this hypothesis further, we analysed user transaction
patterns which were captured in the log files. Our analysis revealed that the par-
ticipants used the provided subcategories extensively. Roughly 40% of all search
queries were triggered by clicking on one of these categories. This high percent-
age suggests that the participants found the results given by these categories to
be useful, which would suggest that our semantics based user profiling is effective
in recommending relevant results.

6 Conclusion

In this paper, we introduced a semantic based user modeling technique which
automatically captures the users’ evolving information needs and represents this
interest in dynamic user profiles. Therefore, we introduce a novel news video
retrieval system which automatically captures daily broadcasting news and seg-
ments the bulletins into coherent news stories. The Linked Open Data Cloud is
exploited to set these stories into context. This semantic augmentation of the
news stories is used as the backbone of our user profiling methodology. The pro-
files can be used to identify the users’ multiple interests in diverse aspects of
news over a longer period of time. The semantic augmentations of the stories in
the user profile are used to fetch new relevant materials.

Our preliminary study is based on four hypotheses, which are evaluated us-
ing a user-centred evaluation scheme. 16 participants were asked to include the
news retrieval system into their daily news gathering routine and to judge the
performance of the system on a daily basis. Differing from standard interactive
information retrieval experiments, the evaluation was split into multiple sessions
and performed under an uncontrolled environment, two necessary conditions for
a realistic evaluation of a long-term user profiling. This novel approach cannot
rely on system-centred evaluation measures as common in information retrieval
experiments. Thus, standardised evaluation measures need yet to be developed.
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The hypotheses were evaluated by analysing users’ feedback which was provided
during various stages of the experiment. The analysis of their feedback forms
seem to support all hypotheses, suggesting that the introduced system can be
effectively used to provide a personalised access to video news data. In fact, a
majority of all participants claimed in the exit questionnaire that they would
use a commercialised system with the presented features for their daily news
gathering.

Future work includes a more thorough selection of concepts in the Linked
Open Data cloud to be used for augmenting each story. Currently, every concept
that is directly linked with the story’s concept is used, resulting in many concepts
of less importance. A better selection scheme can lead to stronger links between
related stories, hence increasing the effectiveness of the introduced approach.
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Abstract. In this paper, we introduce and evaluate two novel approaches,
one using video stream and the other using close-caption text stream, for
segmenting TV news into stories. The segmentation of the video stream
into stories is achievedbydetectinganchorperson shots and the text stream
is segmented into stories using a Latent Dirichlet Allocation (LDA) based
approach. The benefit of the proposed LDA based approach is that along
with the story segmentation it also provides the topic distribution asso-
ciated with each segment. We evaluated our techniques on the TRECVid
2003 benchmark database and found that though the individual systems
give comparable results, a combination of the outputs of the two systems
gives a significant improvement over the performance of the individual
systems.

1 Introduction

In most part of the 20th century, consuming news was a solely passive activity.
People simply followed news coverage by reading newspapers, listening to radio
broadcasts or watching the television news. However, the rise of new technologies
has rapidly changed this trend; now-a-days publishers and broadcasters also pro-
vide content on the WWW, an increasing percentage of this being video clips [1].
Faced with these developments, processing video clips, television news being one
among them, has become an important research area that has attracted a lot of
attention. The main focus is to tackle the problems that arise when it is required
to retrieve some information from this data. In this context, a basic challenge is
to segment videoes into meaningful and manageable segments in order to ease
the access of the video data. The smallest coherent segment in a video is a shot,
a unit that has been constantly filmed using the same camera setting. A simple
solution to video segmentation is to divide a video into shots using visual fea-
tures such as colour, texture and shape. State-of-the-art techniques as evaluated
within TRECVid [19] reach a very high performance in detecting shot bound-
aries. Nevertheless, a more challenging, and also more informative approach, is
to segment broadcasts into coherent news stories. Segmenting a news broadcast
into such stories is essentially finding the boundaries where one story ends and
the other begins.

S. Boll et al. (Eds.): MMM 2010, LNCS 5916, pp. 347–357, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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In this paper, we approach the TV news story segmentation task from lexical
content and visual similarity perspectives. Segmenting the teletext stream of a
television news into stories is a direct application of text segmentation, an active
area of research [12,20].

We evaluate the performance of our approaches on the TRECVid 2003 data
collection [18], a standard benchmark used for the story segmentation task. The
corpus consists of over 130 hours of news video in MPEG-1 format that was
broadcast in the year 1998. The collection has been split into a test set and a
development set. In the current work, we use the test set, which enables us to
compare our results with the runs submitted to TRECVid. The test set was split
into more than 32000 shots with representative key frames provided for each shot.
Moreover, each broadcast was manually split into coherent story segments and
the corresponding transcripts were provided. In Section 2, we provide an overview
of state-of-the-art story segmentation approaches. In Section 3, we birefly explain
our LDA based approach for the task of text segmentation the details of which
can be found in [14]. Segmenting the text transcripts of the news broadcast
using LDA based approach not only provides the story boundaries but also the
topic distribution associated with each story. In Section 4, we introduce our
feature-based approach for video segmentation where we extract colour features
from each key frame and identify anchor person shots. Neighbouring shots from
these anchor persons are merged based on their similarity with respect to shot
length difference and visual dissimilarity. Using the resulting time points of the
detected boundary key frames, we segment the video broadcast into stories.
The performance of both the approaches and their combination is evaluated in
Section 5. In Section 6 we draw the main conclusons of this study and outline
the future directions.

2 Background

Segmenting TV news broadcasts into story units was one of the main tasks within
TRECVid 2003 and 2004 evaluations. The task description of these evaluations
defines stories as “segments of a news broadcast with a coherent news focus
which contain at least two independent declarative clauses”. Various approaches
using text, audio and video streams or a combination of them have been studied
to segment TV news broadcast into stories.

In text segmentation, some approaches rely on word repetition [12] while the
others use cue phrases [16] to identify story boundaries. The later approaches
use the information that transcript of a TV news broadcast is typically laced
with cues words such as welcome, bye, good morning, thank you, next to follow
etc., to indicate the beginning or end of a story.

O’Connor et al. [15] performed story segmentation by clustering key frames
based on their low-level colour feature. In their approach, two shots that are very
similar based on their visual appearance but have been shown at two distant
moments during the broadcast will not be placed in the same cluster.

Due to the feature-rich nature of TV news broadcast, it is not premature to
assume that a broadcasts’ video and text streams may contain complementary
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information and that their combination can yield a performance that is bet-
ter than the performance of a system which only uses the information from a
single stream. Indeed, analyses [2,6] have shown that the most successful runs
evaluated within TRECVid rely on both text-based and visual-based segmen-
tation approaches to detect story boundaries. Pickering et al. [17], for instance,
extracted key entities such as nouns and verbs from the broadcast transcript,
computed a term weighting based on their frequency within the text and com-
bined neighbourig shots to accomplish the task.

Hsu et al. [10] perform a story boundary segmentation experiment and com-
pare the average precision of different combinations of audio, video and text
fusions. They report that a combination of all modalities worked best to identify
correct story boundaries. However, as Chang et al. [5] argue, a better understand-
ing of relations between information extracted from the text stream and relations
extracted from different audio and visual streams is still needed. Chaisorn et al.
[4] approach this problem using a bifid approach. First, they employ a learning
based approach to identify story boundaries, and then classify each story into
semantic categories by employing heuristic rules.

Different from all these approaches, our LDA based approach not only esti-
mates the segment boundaries, it also categorizes the segments based on their
topic distribution. Moreover, the only assmption in feature based approach is
that a story always begins with an anchor person shot.

3 Text-Based Segmentation

In this section, we briefly describe our recently proposed topic model based
approach for story segmentation task [14] which exploits the properties of un-
supervised Latent Dirichlet Allocation (LDA ) [3,7] topic model to estimate the
coherence of a segment, and in turn the segment boundaries. The details of our
approach and its analysis can be found in [14]

LDA is a generative unsupervised approach to model discrete data such as
text. The two main assumptions in LDA are: 1) every document is represented
by a topic distribution, and 2) every topic has an underlying word distribution.

In this work, we have used Gibbs sampling method, as decribed in [7], to train
the LDA model on the well known Reuters collection volume 1 (RCV1). The
training consists of estimating the topic distribution in each training document,
represented by θ, and word distribution in each topic, represented by φ. After
the burn-in period of the Gibbs sampling, these two parameters are estimated
by the following equations:

θdt =
Kdt + α∑T

k=1 Kdk + Tα
(1)

φtv =
Jtv + β∑V

k=1 Jtk + V β
(2)

where Kdt is the number of times a word in document d has been assigned to
topic t, Jtw is the number of times word w has been assigned to topic t in the
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whole training corpus and V is number of unique words in the training corpus
(vocabulary size) after removing stop-words; number of topics, T , and Dirichlet
priors, α and β, are hyper-parameters, and in our experiments their values were
50, 1 and 0.01, respectively.

During testing, the topic distribution of an unseen document can be estimated
by the following iterative equation [8,13]:

θ
(n+1)
dt =

1
ld

V∑
v=1

Cdvθ
(n)
dt φtv∑T

t′=1 θ
(n)
dt′ φt′v

(3)

where θ
(n)
dt is the value of θdt at nth iteration, Cdv is the number of times vo-

cabulary word v has occured in document d, and ld is the number of words in
the document which are present in the training vocabulary. The words in the
document which are not in the training vocabulary are dropped, and are not
used for estimating the topic distribution.

The likelihood of a document, given its topic distribution, can be estimated
as

P (Cd|θ, φ) =
V∏

v=1

[
T∑

t=1

θdtφtv

]Cdv

(4)

In this paper, the same methodology which is used to compute the likelihood of
an unseen document is applied to compute the likelihood of a segment.

For a given text, a coherent segment containing a single story is expected to
have only a few active topics (LDA topics as defined in the LDA framework),
whereas an incoherent segment, having more than one story in it, may have
several active topics. In [13], the authors showed that likelihood of a coherent
document is higher as compared to the likelihood of an incoherent document.
This observation is the fundamental premise for our LDA based approach: for a
given text, the segmentation which provides the highest likelihood is also going
to provide the most coherent segments. The task of finding the highest likeli-
hood, and in turn the most coherent segments, is performed in the framework
of dynamic programming (DP).

Lets assume a given text d = {w1 · · ·wld} of length ld. For this text, consider
a particular segmentation, S, which is made of m segments, S = {S1 · · ·Sm},
where Si has ni words in it. Further, let wj

i be the jth word token in Si, such
that Wi = {w1

i · · ·wni

i }. Therefore,
∑m

i=1 ni = ld, d = {W1 · · ·Wm} and Wi is
dependent only on Si. The likelihood of segment S can be given by

P (S|d) = P (d|S)P (S)/P (d) (5)

where P (d|S) is the probability of the document d under segmentation S and
P(S), considered as a penalty factor, is a prior over segmentations. P (d) is same
for all the possible segmentations of a documents and hence can be dropped.
Therefore

P (S|d)∝
[

m∏
i=1

P (Wi|S)

]
P (S)∝

[
m∏

i=1

P (Wi|Si)

]
P (S)∝

⎡⎣ m∏
i=1

ni∏
j=1

P (wj
i |Si)

⎤⎦P (S)
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The optimal segmentation is the one that maximises this likelihood, that is,
Ŝ = argmax

S
P (S|d), and can be obtained by DP which is typically employed

to solve the problem of shortest path in many applications. The likelihood of a
segment, P (Wi|Si), is obtained by (4), where the term Cdv is replaced by the
word frequency occurence in a segment. That is, for each possible segment, (3) is
used to compute its θ and subsequently (4) is employed to estimate its likelihood.

A DP algorithm has two passes, a forward-pass followed by a trace-back. In
the forward-pass of our DP, for each segment described by a begin word (B)
and an end word (E), the likelihood is computed by (4). This likelihood is
accummulated and for each E node, the information about the B node which
gives the highest score (in orther words, the B node which is the best starting
node for this E node) is stored. On reaching the document end, during trace
back, the information about the best starting node is used to get segmentation
(segment boundaries) which gives the maximum-likelihood path. In our case,
P (S) = (ld)−m∗p, where p = 3 was empirically found to give the best results on
another dataset.

4 Feature-Based Segmentation

In this section, we focus on exploiting various content features to segment news
broadcasts into corresponding story segments. In most new broadcasts, e.g. from
CNN, Al Jazeera or BBC, stories are often introduced by an anchor person. This
also applies to the TRECVid 2003 corpus. The first step in our feature-based
story segmentation approach is therefore to identify the first anchor person shot
in the video. An analysis revealed that the first anchor person shot usually ap-
pears within the initial 25–55 seconds of each broadcast. Since anchor persons
are usually filmed in a studio setting with similar visual appearance in each
broadcast, identifying these shots is a pattern matching task. Utilising this ob-
servation, we first identify the first possible anchor person key frame. In the
beginning, we consider each shot in the first 25–55 seconds of video to be the
possible anchor person shot candidate. We hence need to identify the key frames
which appear more often than any other key frame in the broadcast. We start
by computing the visual distance of the MPEG-7 colour structure feature be-
tween every candidate within this range and the remaining key frames of the
broadcast. Since some shots might be re-appearing shots belonging to the same
story, we skip a few shots Δk which may be repeated shots in the neighbourhood
of the anchor person shot. The candidate frame with the lowest average visual
similarity is considered to be the first anchor person key frame.

The next task is to identify other anchor person shots within the video. In
order to classify a shot as an anchor person shot, we also take the neighbouring
three shots on both sides, a region of support, into account. This region of
support is used to determine whether the anchor person introduces a new story
or not. Accordingly, a shot will be treated as story boundary candidate only if the
neighbouring shots differ significantly from each other. Unfortunately, no ground
truth data exist which can be used to evaluate our anchor person detection
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approach. Therefore, our evaluation is focused on the actual story boundary
detection task, which we treat as a classification task. Twenty sample videos
from both CNN and ABC videos of the TRECVid 2003 corpus are used to train
an SVM for each collection. Ground truth provided within TRECVid is used
to identify true story boundaries in training samples. The following features are
used to train an SVM to identify anchor person shots:

– Distance from Anchor Person Template: We compute the visual dis-
tance between the previously identified template and the current key frame
using the MPEG-7 Colour Feature.

– Semantic Text Similarity: Following Kolb [11], we compute the semantic
similarity between the transcript of the left region of support and the right
region of support. We assume that the transcript is similar on both sides if
both transcripts form part of the same story.

– Shot Length Distance: We compute the absolute difference between the
numbers of key frames in the left and the right region of the support. Action-
loaded news like sports reports are expected to have more key frames than
calmer news, e.g. reports about political party agendas. Therefore, it is an
effective feature to distinguish between stories.

– Average Visual Dissimilarity: We determine the average difference of the
MPEG-7 colour structure feature between the shots from the left and the
right region of support. This value can identify the shots which are visually
similar to the neighbourhood and so are very less probable to start a new
story.

– Minimum Visual Dissimilarity: We compute the minimum difference
between the shots from the left and right region of support using the colour
structure feature. This value is useful to detect when a shot is repeated in a
news story, as the minimum distance will be very low in this case.

Despite the assumption that any story starts with the anchor person, it is not
always true that a story ends with the appearance of the next anchor person.
Hsu et al. [9] argue that within an anchor person shot, there can be a possible
presence of a story boundary, as the anchor person continues with the previous
story and changes to the new story only towards the mid of the shot. It could
also happen that an anchor person introduces stories without any supporting
video clips. This gives rise to possible, intra-shot story boundaries. Hence, it is
required to split and merge anchor person shots accordingly.

In order to detect such boundaries, we first extract two frames per second of
all anchor person shots. As shown in Figure 1, we first split each frame into four
regions, with R1 and R2 being the first and second quadrant, respectively. We
assume that in these two quadrants, anchor person shots will contain the face
of the anchor person and a graphic or video indicating the topic of the actual
story. Consequently, the visual appearance of the anchor person quadrant will
be similar over all frames of the anchor person shot, while the visual appearance
of the other quadrant will change whenever a new story begins. Therefore, we
determine the eigen difference E1 and E2 for both quadrants. If either E1 or E2
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anchor person quadrant story topic indicator

Fig. 1. Example of an intra-shot story boundary

is under a predefined threshold while the other value is above a threshold, we
define this frame as a story boundary.

5 Results and Analysis

5.1 Boundary Detection Task

Following the TRECVid guidelines, we evaluate the segmentation performance
of both approaches using the precision Pseg and recall Rseg metrics as defined
by (6) and (7). Moreover, we compute the F1 values using both metrics.

Pseg =
|determined boundaries| − |wrong boundaries|

|determined boundaries| (6)

Rseg =
|detected reference boundaries|
|reference boundaries| (7)

As outlined by Hsu et al. [9], boundaries are correctly detected when a deter-
mined boundary lies within five seconds of an actual reference story boundary.
Otherwise, the boundary is considered to be wrong. Table 1 shows the indepen-
dent metrics for both ABC and CNN videos as well as for the combination of
both datasets. In the remainder of this section, we will denote these metrics as
“baseline” results. As can be seen, the overall performance of both approaches
for both datasets is similar.

The main weakness of the feature-based approach seems to be the actual de-
tection of anchor person shots. Whenever an anchor person shot has been missed,

Table 1. Precision, Recall and F1 measures for both approaches

CNN ABC ABC & CNN
Rseg Pseg F1 Rseg Pseg F1 Rseg Pseg F1

Feature-based 0.33 0.69 0.44 0.27 0.69 0.38 0.30 0.70 0.41
LDA 0.30 0.70 0.42 0.32 0.52 0.40 0.31 0.62 0.41
LDA (adapted) 0.31 0.71 0.43 0.38 0.58 0.45 0.34 0.65 0.44
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a potential story boundary will be ignored, hence resulting in a drop in precision
and recall. Moreover, stories that do not start with an anchor person shot will
be missed as well, which is a drawback of our feature based approach. The po-
tential drawback of the LDA approach is that if the test data is from a different
domain and as a consequence there is a vocabulary mismatch, those words which
did not appear during training will be dropped from the estimations. Therefore,
a percentage of content words is lost. To alleviate this problem of vocabulary
mismatch between Reuters data used for LDA training and the TRECVid tran-
scripts used for evaluation, we propose to train the LDA model with combined
Reuters and TRECVid development data. The results of this LDA adaptation
is shown in the last row of Table 1. As can be seen, the performance of the LDA
method improves, suggesting that a bigger in-domain adaptation data may have
improved the performance even further. A quick analysis of the segmented out-
put reveals that on most occasions the boundaries are estimated correctly or
missed by a sentence or two. It is observed that the short segments are typically
missed and it is because LDA requires some minimum amount of data for reliable
estimation. For two example broadcasts, Figures 2 and 3 show the boundaries,
in terms of word number in the transcript, identified by both approaches, as well
as the actual boundaries. Figure 2 reveals that most of the time, the boundaries
in the ABC broadcast which are identified by both approaches are correct. In
the CNN broadcast shown in Figure 3, however, various boundaries have been
missed. The reason for this miss is that CNN stories are rather short which is
a problem for our text based approach. Both figures illustrate that the two ap-
proaches do not identify the same boundaries all the time. This complementarity
can be exploited by combining the results of both approaches. It supports the
general assumption [6] that a combination of different modalities, text and visual
features in our case, can improve the accuracy of story segmentation approaches.
Therefore, we fuse detected boundaries from both approaches using the “or” op-
erator. Boundaries from both approaches that are within a one second time
window distance from each other are merged to form one single boundary. This
buffer will reduce the number of false positives. As Table 2 reveals, this fusion
results in a huge improvement in both recall and F1 measures in comparison to
the baseline results shown in Table 1. Precision goes down slightly, indicating
that the relative number of wrong boundaries has marginally increased.

0 200 400 600 800 1000 1200 1400 1600

Word number

Feature
Text
Actual

Fig. 2. Performance of both approaches in
detecting story boundaries (ABC footage)

0 200 400 600 800 1000 1200 1400 1600

Word number

Feature
Text
Actual

Fig. 3. Performance of both approaches in
detecting story boundaries (CNN footage)
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Table 2. Precision, Recall and F1 measures

CNN ABC ABC & CNN
Combination Rseg Pseg F1 Rseg Pseg F1 Rseg Pseg F1

Feature + LDA 0.51 0.67 0.58 0.52 0.57 0.54 0.52 0.62 0.56
Feature + LDA (adapted) 0.52 0.67 0.58 0.56 0.60 0.58 0.54 0.64 0.58

In comparison with state-of-the-art approaches evaluated within TRECVid
2003, our simple approach ranks in the upper field of all submissions. In addition
to the other approaches, however, our LDA based method can also be exploited to
categorise detected stories. This categorisation is shown in the following section.

5.2 Story Categorisation Task

All the results previously published in the literature typically concentrated on
the segmentation performance (either some error metric or time complexity).
Though estimating the segment boundaries is important, if the segments can be
identified by a topic (or topic distribution), this information can have profound
impact in several other applications such as discourse analysis and information
retrieval. LDA being a topic model is in a position to output this information
along with the segment boundaries. In this section, we show an example output
of the text segmentation phase. To save space, long sentences were terminated
by “...” to show continuation beyond the printed words.

“the holy grail of hiv research is to develop a safe and ... when you have an
epidemic like this the way to put an ... a few potential vaccines are in human
trials but final results are ... this year s conference represents a major change in
emphasis and mood it is somber because hiv continues to be such an elusive foe
george strait abc news geneva ESTIMATED BOUNDARY is CORRECT:
TOPIC 43 has highest probability (0.39) now for news back home there is
a new face in the ... she s a friend of the lewinsky family and she is telling ... she
has testified before kenneth starr s grand jury she has also given an interview to
newsweek magazine here is abc s karla davis abc news has confirmed that dale
young a forty seven year old ... it is just the most unfortunate sense of timing
tomorrow in another washington courtroom team clinton will argue presidential
adviser bruce ... the one person not scheduled to be in court is monica lewinsky
she and her new legal team still have not reached a deal ... karla davis abc news
washington” ESTIMATED BOUNDARY is CORRECT: TOPIC 28 has
highest probability (0.47)

The top 10 words of TOPIC 43 and TOPIC 28, obtained after LDA training,
are printed below for reference:
TOPIC 43: ’health’ ’medical’ ’mother’ ’hospital’ ’people’ ’church’ ’drug’ ’heart’
’doctors’ ’disease’
TOPIC 28: ’pay’ ’lead’ ’type’ ’sep’ ’today’ ’investigation’ ’evidence’ ’trial’ ’case’
’lewinsky’
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From this example, we notice that the top topic associated with each segment
is mostly relevant to the words present in that segment.

6 Conclusions

In this paper, we investigated and compared two approaches for segmenting
TV news broadcast into stories: an LDA based method for text segmentation
and a low-level feature-based approach for video segmentation. LDA has been
previously demonstrated as an approach comprabale to the state-of-the-art ap-
proaches for the task of text segmentation [14]; it also outputs the topic distri-
bution of segments. An analysis of the identified story boundaries revealed the
complementarity of both the approaches, suggesting that they can be combined
to form a more precise segmentation. Indeed, a simple fusion using an “or” op-
erator already leads to significant improvement in performance. With respect to
precision and recall, these results are above average in comparison with systems
evaluated within TRECVid, outperformed by a few approaches only. While these
best performing approaches are tailored to pre-defined rules, e.g., the appearance
of cue phrases in the transcript, we base our approach on one assumption only,
that is stories always start with an anchor person shot. Our approach is therefore
a more general solution to tackle the television news segmentation task. Unlike
other approaches, the proposed method computes topic distributions jointly with
segmentation, thus allowing to collect information about the thematic content of
each segment. This information can be used to keep track of recurring topics. In
future work, we aim at including other multimedia domains, such as the audio
layer of the news broadcast since TRECVid results support the effectiveness of
considering this domain in a segmentation task.
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Abstract. In videos, the same event can be taken by different camera
techniques and in different situations. So, shots of the event contain sig-
nificantly different features. In order to collectively retrieve such shots,
we introduce a method which defines an event by using “rough set the-
ory”. Specifically, we extract subsets where shots of the event can be
correctly discriminated from all other shots. And, we define the event
as the union of subsets. But, to perform the above rough set theory, we
need both positive and negative examples. Note that for any possible
event, it is impossible to label a huge number of shots as positive or neg-
ative. Thus, we adopt a “partially supervised learning” approach where
an event is defined from a small number of positive examples and a large
number of unlabeled examples. In particular, from unlabeled examples,
we collect negative examples based on their similarities to positive ones.
Here, to appropriately calculate similarities, we use “subspace cluster-
ing” which finds clusters in different subspaces of the high-dimensional
feature space. Experimental results on TRECVID 2008 video collection
validate the effectiveness of our method.

1 Introduction

A video archive contains a large amount and various kinds of videos. When
retrieving events in the video archive, the biggest problem is that users are
interested in a great variety of events which we cannot assume in advance. Thus,
the following two types of existing methods are not so efficient. First, “model-
based event definition” methods like [1,2] define an event by a pre-constructed
model. But, it is impossible to pre-construct models for all events which may
interest users. Second, “concept-based event definition” methods like [5,6] define
an event by combining concepts in a pre-defined vocabulary (i.e. ontology). But,
all events cannot be necessarily represented by concepts in the vocabulary.

Compared to the above methods, “similarity-based event definition” methods
like [3,4] define an event as a set of shots (or shot sequences) which contain

S. Boll et al. (Eds.): MMM 2010, LNCS 5916, pp. 358–369, 2010.
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similar features to example shots. So, any event can be defined by providing
example shots. But, meaningful events cannot be defined only by similarities.
For example, in the event “a car moves”, an example shot where a red car moves
may be more similar to a shot where a person wears a red cloth than a shot
where a white car moves. Like this, similarity-based event definition methods
cannot avoid retrieving many irrelevant shots.

The main reason for the above problem is that similarity-based event defini-
tion methods only use “positive examples” where an interesting event is shown.
So, they cannot discriminate relevant and irrelevant features for the event. To
overcome this, we develop a “query-based event definition” method. Here, in
addition to positive examples, we use “negative examples” where the event is
not shown. And, by contrasting positive examples with negative ones, we can
discriminate relevant and irrelevant features to define the event.

So far, only a few researchers have proposed query-based event definition
methods [7,8]. Compared to these methods, our method has the following two
important advantages. First, [7,8] select negative examples by using random
sampling. But, this may cause that shots of an interesting event can be wrongly
selected as negative examples. On the other hand, to achieve accurate negative
example selection, we select negative examples based on their similarities to
positive examples. Second, [7,8] define an event by using SVM classifiers. But, the
performance of an SVM classifier depends heavily on the choice of a kernel and
parameters. Since we cannot prepare validation data to determine the optimal
kernel and parameters for each event, the SVM classifier is not suitable for query-
based event definition. In contrast, our method needs no validation data and
builds classifiers (classification rules) based only on the discernibility between
positive and negative examples.

2 Issues in Query-Based Event Definition

We address the following three issues in query-based event definition:

Large variation of features in the same event: Depending on various factors
such as camera techniques, object movements, locations and so on, shots of the
same event contain significantly different features. Fig. 1 shows three shots of
the event “a car moves in the town”. Here, since shot 1 takes a moving car in a
tight shot, a large amount of motion is extracted from all parts of shot 1. Also,
since shot 2 takes a car moving in a suburban area, few edges are extracted from
the upper part where the sky is shown. On the other hand, since shot 3 takes a
car moving in an urban area, many vertical edges are extracted from the upper
and middle parts where buildings are shown. Thus, we assume that shots of the
same event are distributed in different subsets (subspaces) in a feature space.

To find the above subsets, we use “rough set theory” which is a set-theoretic
classification method based on indiscernibility relations among examples [13].
Specifically, in our case, rough set theory examines whether positive examples
can be discernible from negative examples with respect to available features.
Then, multiple classification rules called “decision rules” are extracted. Here,
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shot 1 shot 2 shot 3

  Large motion in all parts
  Many edges in the upper part
  Large brown-colored region in
the bottom part

  Large motion in the middle
& bottom parts
  Few edges in the upper & 
bottom parts
  Large blue-colored region in
the upper part
  Large gray-colored region in
the middle & bottom parts

  Large motion in the middle part
  Many edeges in the upper 
& middle parts
  Large gray-colored region in 
the bottom part
  Large white-colored region in 
the middle & bottom parts

Fig. 1. Example of shots which show the same event but contain different features

each decision rule certainly identifies a subset including positive examples. For
example, for the event in Fig. 1, a subset including shots taken in suburban areas
like shot 2 is characterized by the decision rule consisting of many blue-colored
pixels in the upper part, many gray-colored pixels in the bottom part and a large
amount of motion in the middle part. Therefore, by unifying such subsets, we
can cover the whole set of positive examples.

However, a traditional rough set theory can deal only with categorical data
[13], while features extracted from each shot are represented in various formats,
such as continuous value, histogram, time series and so on. Note that crucial er-
rors inevitably occur by discretizing a feature into a small number of categorical
values. That is, the same categorical value is frequently assigned to semanti-
cally different shots. Thus, by using the idea of the recently proposed rough set
theory for continuous data [14], we propose a rough set theory which can deal
with various formats of features. Specifically, we define the indiscernibility rela-
tion between positive and negative examples based on their similarity for each
feature.

Difficulty of collecting negative examples: For an event, a user can prepare
a small number of positive examples by searching previously watched videos
or by using on-line video search engines like YouTube. But, the user cannot
appropriately prepare negative examples. The reason is that a set of negative
examples is just the complement of a set of positive examples. So, it is impossible
to collect a variety of negative examples by manually checking a huge number
of shots. In addition, collecting negative examples is frequently biased due to
user’s subjectivity. Hence, query-based event definition should be performed in
the condition, where a small number of positive examples and a large number
of unlabeled examples (i.e. shots in a video archive) are available.

As a most simple approach, one may think that all unlabeled examples can be
regarded as negative, because almost all of them do not show an interesting event.
But, in this approach, several shots of the event are wrongly regarded as negative.
As a result, the recall of the event retrieval significantly decreases. Thus, it is
crucial how to collect negative examples suitable for the event definition.
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To this end, we use “partially supervised learning” which builds a classi-
fier from positive and unlabeled examples [9,10,11]. That is, negative examples
are selected from unlabeled examples. Regarding this, most of existing partially
supervised learning methods select negative examples based on the statistical
distribution of positive examples. For example, methods in [10] and [11] use
SVM and Naive Bayse to estimate the distribution of positive examples, respec-
tively. But, such methods work well only when a sufficient number of positive
examples are available for estimating the true distribution. On the other hand,
the method in [9] selects negative examples based on similarities between posi-
tive and unlabeled examples. And, it is validated as effective when only a small
number of positive examples are available. Thus, we use the method in [9] in our
query-based event definition.

High-dimensional feature space: In general, examples are represented by
various features such as color, edge, motion and so on. That is, they are repre-
sented in a high-dimensional feature space. So, we have to consider the so-called
“curse of dimensionality”, where similarities among examples are nearly equal
to each other, due to noises in many irrelevant dimensions (i.e. features) [12].
Therefore, in partially supervised learning, we have to distinguish relevant and
irrelevant features to appropriately calculate similarities between positive and
unlabeled examples.

Unlabeled examples show various events and are characterized by different
features. Thus, we detect features specific to each unlabeled example, and cal-
culate its similarities to positive examples only by using these features. To this
end, we use “subspace clustering” which finds clusters of unlabeled examples
in different subspaces of the high-dimensional feature space [12]. That is, each
cluster is associated with a different subset of features. For example, a cluster of
unlabeled examples where the sky is shown is characterized by color and edge
features in the upper part. Also, a cluster of unlabeled examples where an object
moves on the road is characterized by the motion in the middle part and the
color in the bottom part. Like this, for each unlabeled example, we can detect
the specific subset of features by finding the cluster including this example.

3 Query-Based Event Definition Method

First of all, we briefly explain our shot representation. In particular, we consider
spatial locations of features to accurately characterize semantic contents. For
example, many blue-colored pixels are extracted from the upper part of a shot
where the sky is shown, while such pixels are extracted from the bottom part of
a shot where the sea is shown. To utilize these spatial locations of features, we
partition the keyframe of each shot into 30 regions as shown in Fig. 2 (a). And,
from each region, we extract a color histogram, edge histogram and histogram of
visual words. Thereby, we can obtain the total 90 features for the shot, as shown
in Fig. 2 (b). This is a 90-dimensional shot representation where each dimension
is represented by a histogram. In what follows, by using this shot representation,
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a) Partition of a keyframe into 30 equal-sized regions

b) 90-dimensional shot representation
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Fig. 2. Illustration of our 90 dimensional shot representation

we present our partially supervised learning method using subspace clustering
and event definition method using rough set theory.

3.1 Partially Supervised Learning Method

Given positive examples for an event, we collect negative examples based on
two steps shown in Table 1. In the first step called “reliable negative example
selection”, we select reliable negative examples as unlabeled examples which
are unlikely to be positive. That is, reliable negative examples are completely
dissimilar to positive examples. For example, for the event “a car moves in the
town”, reliable negative examples should include shots where the mountain is
shown, shots where the beach is shown, and so on. But, only by using positive and
reliable negative examples, we cannot estimate a meaningful boundary between
positive and negative examples. So, in the second step called “negative example
enlargement”, we select “additional negative examples” as unlabeled examples
which are more similar to positive examples than reliable negative examples.
For the above example event, additional negative examples should include shots
where a person walks in the mountain, shots where the town is taken from the
air, and so on. In this way, we aim to select negative examples from which rough
set theory can extract effective decision rules for retrieving the event.

The two-step framework in Table 1 is based on the method proposed in [9].
But, we extend it for the following two points. First, although the method in [9]
targets text data where each feature is a word frequency, we extend it to deal
with our shot representation where each feature is a histogram. Second, to over-
come the curse of dimensionality, we use subspace clustering. Below, we mainly
explain points extended from [9]. Note that, for the simplicity, we denote posi-
tive, negative, reliable negative, additional negative and unlabeled examples as
“p-examples”, “n-examples”, “rn-examples”, “an-examples” and “u-examples”,
respectively.
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Table 1. Overview of our partially supervised learning method

Input: P (set of p-examples), U (set of u-examples),
Output: N (set of n-examples)
/* Reliable negative example selection */
1. Detect a set of positive features PF
2. Extract a set of rn-examples RN based on PF
/* Negative example enlargement */
3. N = RN
4. while true do
5. Cluster N into k clusters using subspace clustering PROCLUS
6. Extract a set of an-examples AN based on P and k clusters of N
7. If |AN | == 0, then break
8. N = N ∪ AN
9. end while
10. return N

In the 1st line in Table 1, in order to accurately select rn-examples, we detect a
set of “positive features” PF which are strongly associated with p-examples. For
example, for the event “a car moves in the town”, the color feature in the 20th
region in Fig. 2 (a) may be selected as a positive feature, because it characterizes
the gray-colored road shown in the bottom part. So, if a u-example do not match
with such positive features, it should be regarded as an rn-example. To detect
positive features, we measure the association of one feature with p-examples
based on similarities among p-examples for this feature. Specifically, for each
feature f , we group p-examples into clusters with similar histograms by using
histogram intersection as a similarity measure. And, we count the number of
p-examples nP (f) in the largest cluster. Also, by applying this largest cluster to
u-examples, we count the number of u-examples nU (f) included in this cluster.
Then, we evaluate how much f is associated with p-examples as follows:

H(f) =
nP (f)
maxP

− nU (f)
maxU

, (1)

where maxP and maxU are the largest value of nP (f) and the one of nU (f)
among all features, respectively. They are used to normalize nP (f) and nU (f).
Thus, H(f) becomes larger if the largest cluster includes a larger number of
p-examples and a smaller number of u-examples. So, if H(f) is larger than the
average of H(j) for all features, we regard f as a positive feature. After that,
in the 2nd line in Table 1, we use the same ranking-based approach to [9], in
order to calculate the similarity between a u-example and the set of p-examples
in terms of PF . And, if the similarity is smaller than the average similarity for
all u-examples, we regard the u-example as an rn-example.

In the n-example enlargement from 3th to 9th line in Table 1, we select an-
examples as u-examples which are significantly similar to rn-examples. Note that
since rn-examples show a variety of events and contain different features, an an-
example is not similar to all rn-examples. Let us recall the above example. Here,
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an-examples which are shots where a person walks in the mountain, are similar
only to rn-examples which are shots where the mountain is shown. Considering
such a variety of rn-examples, we firstly group rn-examples into clusters, and cal-
culate the similarity between a u-example and each cluster. Particularly, since
our shot representation is high-dimensional, we use subspace clustering “PRO-
CLUS” proposed in [12]. PROCLUS iteratively improves k clusters where bad
clusters such as the ones with few rn-examples are substituted with new clusters
by randomly selecting cluster centers. In each cluster, if the average similarity
among rn-examples for one feature is larger than the statistical expectation,
this feature is associated with the cluster. As a result, the cluster represents a
subspace consisting of its associated features.

Then, for i-th cluster of rn-examples, we compute the centroid Ci in the
subspace consisting of associated features Fi. Also, we compute the centroid of
p-examples CP in the subspace consisting of positive features PF . Then, we
examine whether a u-example u can be regarded as an an-example:

SimFi(u, Ci) > μi, (2)
SimFi(u, Ci)− SimPF (u, CP ) > γi, (3)

where SimFi(u, Ci) is the similarity between u and Ci in terms of Fi. Specifically,
we calculate SimFi(u, Ci) as the average of similarities for all features in Fi,
where the similarity for each feature is calculated by histogram intersection.
Similarly, SimPF (u, CP ) is calculated as the similarity between u and CP in
terms of PF . Also, μi and γi are respectively average values of equations (2)
and (3) for rn-examples in i-th cluster. Thus, u is selected as an an-example if
it is not only sufficiently similar to i-th cluster, but also much more similar to
i-th cluster than to the set of p-examples. Finally, as shown in the 7th and 8th
lines, we consider already selected an-examples as rn-examples, and iterate the
above n-example enlargement step until no an-example is selected.

3.2 Event Definition Based on Rough Set Theory

Given p-examples and n-examples, by using rough set theory, we aim to extract
decision rules for discriminating shots of an event from all other shots. Let pi and
nj be i-th p-example (1 ≤ i ≤M) and j-th n-example (1 ≤ j ≤ N), respectively.
And, pk

i and nk
j represent pi’s and nj ’s histograms in k-th feature (1 ≤ k ≤ 90),

respectively. Below, we extend the traditional rough set theory for categorical
features [13] to the one for features represented by histograms.

First, we represent p-examples and n-examples in the form of table, as shown
in Fig. 3 (a). This table is called “decision table”. In Fig. 3 (a), two p-examples
p1 and p2 and two n-examples n1 and n2 are given for the event “a car moves
in the town”. Each row represents an example. The rightmost column indicates
whether an example is positive (“P”) or negative (“N”), while the other columns
indicate features represented by histograms. Like this, the decision table provides
available information for discriminating between p-examples and n-examples.

Then, for each pair of pi and nj , we extract “discriminative features” which are
useful for discriminating them. For example, by comparing p1 to n1 in Fig. 3 (a),
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a) Decision table

IF C-20 is similar to , THEN Class = P

IF E-17 is similar to , THEN Class = P
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, THEN Class = Pand E-20 is similar to 

b) Decision rules
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1
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1
90sim(p  , n  )

1
2

1
2sim(p  , n  )

1
1

1
1

Fig. 3. Example of a decision table and decision rules for “a car moves in the town”

we can extract the color feature in 17th region as discriminative. It is because
the sky is shown in 17th region in p1, which is characterized by many blue-
colored pixels. On the other hand, trees are shown in 17th region in n1, which
is characterized by many green-colored pixels. Thus, by using the color feature
in 17th region, we can discriminate between p1 and n1.

To extract such discriminative features, we calculate the similarity sim(pk
i , nk

j )
between pi and nj for k-th feature. In particular, we use histogram intersection
as a similarity measure. Fig. 3 (a) illustrates the process of extracting discrim-
inative features between p1 and n1. In this way, we collect the following set of
discriminative features fi,j between pi and nj :

fi,j = {k | sim(pk
i , nk

j ) < βk}, (4)

where βk is a pre-defined threshold for k-th feature. fi,j means that when at
least one feature in fi,j is used, pi can be discriminated from nj .

Next, we extract sets of features which are needed to discriminate pi from all
n-examples. This is achieved by simultaneously using at least one feature in fi,j

for all n-examples. That is, we take a conjunction of ∨fi,j as follows:

dfi = ∧{∨fi,j | 1 ≤ j ≤ N} (5)

Suppose that the set of discriminative features between p1 and n1 is f1,1 =
{C-17,C-20,E-17} and the one between p1 and n2 is f2,1 = {C-20,E-17,E-20}.
Here, for the simplicity, we use the notation which consists of a capital letter
representing the feature name and a hyphenated digit representing the region.
For example, C-17 represents the color feature in 17th region (see Fig. 2 (b)). By
using this notation, we compute df1 = (C-17∨C-20∨E-17)∧(C-20∨E-17∨E-20).
And, df1 is simplified into df∗

1 = (C-20)∨(E-17)∨(C-17∧E-20) 1. As a result, we
1 This simplification is achieved by using the distributive law A∧ (B∨C) = (A∧B)∨

(A ∧ C) and the inclusion relation A ∨ (A ∧ B) = A.
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can know that p1 can be discriminated from all n-examples n1 and n2, by using
C-20, E-17 or the set of C-17 and E-20. Each of these represents a “reduct”
which is a minimal set of features needed to discriminate p1 from all n-examples

From each reduct, we construct a decision rule in the form of IF-THEN rule.
For example, from the above three reducts, we can construct decision rules shown
in Fig. 3 (b). Here, the conditional part of each decision rule is obtained by
describing a reduct with p1’s histograms and similarities. That is, such a decision
rule indicates a subset where p1 can be correctly identified. Then, we gather
decision rules extracted for all p-examples. And, we merge similar decision rules
into one decision rule, which indicates a subset where multiple p-examples can be
correctly identified. Finally, we retrieve shots which match with a larger number
of decision rules than a pre-defined threshold.

4 Experimental Results

We test our query-based event definition method on TRECVID 2008 video
archive, containing 71, 872 shots in 438 videos [15]. We evaluate the performance
of our method for the following three events, Event 1: a person opens a door,
Event 2: a person talks on the street and Event 3: a car moves in the town.

Table 2 summarizes the result for the above three events. As shown in the
second column, our partially supervised learning method PSL is compared to
two different n-example selection methods, Manual and Random. In Manual,
n-examples are manually selected while they are randomly selected in Random.
In order to achieve the fair comparison among Manual, Random and PSL,
each event is defined by using the same p-examples as in the third column.
Additionally, the fourth column shows that in both of Random and PSL, we
select the same number of n-examples (i.e. 50). Also, the fifth column presents
precisions calculated from 300 shots retrieved by our method, where numbers
of relevant shots are shown in parentheses. And, as seen from the rightmost
column, we compare precisions by our method to the ones by SVM. SVM has
resulted in top performances in TRECVID for the past few years [15]. Here,
in both of our method and SVM, we use the same p-examples and manually
selected n-examples.

As can be seen from Table 2, precisions depend significantly on negative ex-
amples. In particular, except for Event 1, precisions by Manual are much larger
than the ones by Random and PSL. Also, for Event 3, the precision by PSL
is much larger than the one by Random. On the other hand, for Event 1, the
precision by PSL is smaller than the one by Random. From this result, we find
that the performance of PSL depends on the number of true positive shots.
Specifically, the number of true positive shots for Event 3 is relatively large
while the one for Event 1 is very small. And, for Event 3, PSL can accurately
select n-examples by analyzing features in shots. On the other hand, Random
wrongly selects some true positive shots as negative, since it does not analyze
any feature in shots. But, for Event 1, the n-example enlargement in PSL does
not reach to n-examples which are close to p-examples. Compared to this, due to
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Table 2. Results of our query-based event definition method

n-example # of p- # of n- P@300 P@300
selection examples examples (# of rel.) by SVM
Manual 9 16 0.070 (21) 0.060 (18)

Event 1 Random 9 50 0.087 (26) −
PSL 9 50 0.070 (21) −

Manual 11 16 0.087 (26) 0.060 (18)
Event 2 Random 11 50 0.050 (15) −

PSL 11 50 0.050 (15) −
Manual 9 14 0.217 (65) 0.223 (67)

Event 3 Random 9 50 0.127 (38) −
PSL 9 50 0.170 (51) −

the randomness and the small number of true positive shots, Random can select
n-examples close to p-examples without selecting any true positive shots as neg-
ative. Thus, in order to handle a case where the number of true positive shots is
very small, it may be effective to extend PSL by incorporating the mechanism
involving the randomness, such as genetic algorithm.

From the fifth and sixth columns in Table 2, we can see that the overall
performance of our method is better than that of SVM. Especially, this validates
the effectiveness of rough set theory, because both of our method and SVM are
tested on the same condition except for classification algorithms. We find a
significant difference between the retrieval result by our method and the one by
SVM. Fig. 4 shows three retrieved shots for Event 3 by using either our method
or SVM. As seen from Fig. 4 (a), our method can retrieve shots characterized
by different shot sizes, such as tight shots like Shot 1, medium shots like Shot 2
and long shots like shot 3. Also, the sky is shown in Shot 1 and Shot 3, while
buildings are displayed in large regions of Shot 2 and Shot 3. Like this, by using
rough set theory, we can cover a large variation of features in an event.

Compared to our method, SVM tends to retrieve shots which are similar to
p-examples only for some features. For example, Fig. 4 (b) shows three retrieved
shots by SVM, where Shot 4 is true positive while Shot 5 and Shot 6 are false
positive. Here, Shot 5 and Shot 6 are retrieved only because they have features
characterizing roads, that is, many gray-colored pixels in bottom parts. On the
other hand, since our method examines whether each shot matches with many
decision rules or not, the above kind of shots are not retrieved.

Finally, we closely examine decision rules extracted by rough set theory. Fig. 5
shows the relation between one p-example Pos 1 for Event 3 and features involved
in decision rules. In Fig. 5, as one feature is involved in a larger number of
decision rules, the region corresponding to this feature becomes darker. That is,
we can see that many decision rules involve the edge histogram in 19-th region
(see Fig. 2 (a)). This characterizes the road where few edges are extracted. Also,
many decision rules involve the histogram of visual words in 18-th region, which
characterizes cars. In addition, many rules involve histograms of visual words in
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Shot 1 Shot 2 Shot 3

Shot 4 (true positive) Shot 5 (false positve) Shot 6 (false positive)

a) Retrieved shots
by our method

b) Retrieved shots
by SVM

Fig. 4. Three retrieved shots for Event 3 by our method and SVM

Pos. 1

Color distribution Edge distribution Visual word distribution

Fig. 5. Illustration of features involved in decision rules for Event 3

1-st and 2-nd regions, which characterize street trees and buildings. Like this,
rough set theory can extract decision rules which characterize essential objects
for the event.

5 Conclusion and Future Works

In this paper, in order to retrieve any interesting event in a video archive, we
introduced a query-based event definition method which defines the event from
positive and negative examples. To implement this, we address the following
three issues. First, considering the difficulty of manually collecting negative ex-
amples, we select negative examples by using partially supervised learning. Sec-
ond, to appropriately calculate similarities in a high-dimensional feature space,
we use subspace clustering which finds subspaces characterized by different sets
of features. Third, considering that shots of the same event contain significantly
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different features, we extract multiple definitions (decision rules) of the same
event by using rough set theory. Experimental results on TRECVID 2008 video
collection validate the effectiveness of our method.
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Abstract. This paper proposes a new idea and approach for the story-based 
news video retrieval, i.e. clip-based retrieval. Generally speaking, clip-based re-
trieval can be divided into two phases: feature representation and similarity 
ranking. The existing methods only adopt the content-based features and pair-
wise similarity measure for clip-based retrieval. The main deficiencies are: (1) 
In feature representation, the concept-based features is still not used to represent 
the content of video clip; (2) In similarity ranking, the learning-based method is 
not considered to rank the similar clips with the query. To address the above is-
sues, in this paper, on one hand, we consider jointly the concept-based and con-
tent-based features to represent adequately the news story; on the other hand, 
we consider jointly the learning classifier and pairwise similarity measure to 
rank effectively the similar stories with the query. Both are the main novelty of 
this paper. The model construction of learning classifier for story-based re-
trieval is our focus, which is constructed as follows: given one query story, we 
can use its all keyframes as the set of positive examples of its topic, and the re-
trieval data set in which most of the keyframes are irrelevant to the topic as the 
candidates of negative examples. The multi-bag SVM is employed to compute 
the score of all keyframes in the data set, and then the stories in the data set are 
ranked according to the average score of their keyframes, which reflects their 
similarity with the query story. We compare and evaluate the performance of 
our approach on 1334 stories from TRECVID 2005 benchmark, and the results 
show our approach can achieve superior performance. 

Keywords: Story-based Retrieval, Learning, Concept-based Features. 

1   Introduction 

Clip-based video retrieval plays a major role in video analysis and retrieval. In broad, 
we can categorize the query-by-example video retrieval techniques into shot-based 
retrieval and clip-based retrieval. Compared to shot-based retrieval, clip-based re-
trieval is relatively more meaningful since a clip usually conveys a semantic event 
which consists of more meaningful and concise information. In news video, clip is 
normally referred to as “news story”, which is generally a segment of news broadcast 
with a coherent news focus containing some shots. A news story, like clip, usually 
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conveys one meaningful event. In this paper, we focus on the story-based retrieval in 
the news video. 

Existing approaches on clip-based retrieval (story-based retrieval) can be divided 
into two categories: some researches focus on the rapid identification of similar clips 
[1-2, 13], while the others focus on the similarity ranking of video clips [3-8]. In [1], 
fast algorithms are proposed by deriving signatures to represent the clip contents. The 
signatures are basically the summaries or global statistics of low-level features in 
clips. The similarity of clips depends on the distance between signatures. The global 
signatures are suitable for matching clips with almost identical content but little varia-
tion, such as commercial retrieval. In [2], an index structure based on multi-resolution 
KD-tree is proposed to further speed up clip retrieval. In [3-8], clip-based retrieval is 
built upon the shot-based retrieval. Besides relying on shot similarity, clip similarity 
is also dependent on the inter-relationship such as the granularity, temporal order and 
interference among shots. In [4], shots in two clips are matched by preserving their 
temporal order, which may not be appropriate since shots in different clips tend to 
appear in various orders due to the editing effects. Some sophisticated approaches for 
clip-based retrieval are proposed in [6, 7] where different factors including granular-
ity, temporal order and interference are taken into account. In [6], a cluster-based 
algorithm is employed to match the similar shots. In [7], the maximum matching is 
employed to filter irrelevant video clips, while the optimal matching is utilized to rank 
the similarity of clips. Both algorithms compute the clip similarity by guaranteeing 
the one-to-one mapping among video shots. In [8], EMD is further proposed to meas-
ure the clip similarity by many-to-many matching among video shots. In addition, Wu 
et al [9] use the visual duplicate and speech transcript to measure the similarity of 
story for the news novelty detection. Hsu et al [14] adopt the visual duplicates and 
semantic concepts to study the topic tracking in news video. 

In summary, the existing methods only adopt the content-based features such as 
color feature [3, 6, 7, 8], texture feature [6], motion feature [7], and text feature [9], 
and only adopt the pairwise similarity measure [1-8] for clip-based retrieval. The 
main deficiencies are: (1) In feature representation, the concept-based feature is not 
used to represent the content of clip; (2) In similarity ranking, the learning-based 
method is not considered to rank the similar clips with the query. Both (1) and (2) can 
be the major factors to affect the performance of clip-based retrieval. To address the 
above issues, in this paper, on one hand, we consider jointly the concept-based and 
content-based features to represent adequately the news story; on the other hand, we 
consider jointly the learning classifier and pairwise similarity measure to rank effec-
tively the similar stories with the query. Both are the main novelty of this paper. 

The model construction of learning classifier for story-based retrieval is our focus, 
and our motivation is as follows: News stories from various sources and channels 
conveying the same topic usually share some common and similar content, which 
means the intra-story and inter-story have the common and similar shots, such as the 
focus of the topic like the people, object or scene. Figure 1 illustrates one example, 
which shows three different reported stories of one topic in TRECID 2005 data (each 
row represents one story, and each keyframe image represents a subshot). Since the 
topic is “Hu Jintao visited South America”, President Hu Jintao with similar scene 
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will repeatedly occur in many shots of intra-story and inter-story, which is captured as 
the focus. Under this situation, given one query story, we can use its all keyframes as 
the set of positive examples of its topic, and the retrieval data set with most of the 
keyframes irrelevant with the topic as the candidates of negative examples. In this 
way, we can use a constructed training data set to train the learning classifier, and use 
the classifier to decide the relevance score of all stories in the data set with the query. 
That is, we first use the multi-bag SVM [12] to compute the score of each keyframe in 
the data set, and then the stories in the data set are ranked according to the average 
score of their all keyframes, which reflects their similarity with the query story. Note 
that, unlike the query-by-example image and shot retrieval, which generally has only 
one query image or shot, query-by-example story retrieval uses a story as query, 
which is composed of some shots and keyframes, and directly provides a set of posi-
tive examples on the query topic. So we can directly train the classifier and apply it 
for the story-based retrieval. We compare and evaluate the performance of our ap-
proach on 1334 stories from TRECVID 2005 benchmark, and the results show our 
approach can achieve superior performance. 

 
 

 
 

 

Fig. 1. Three stories with one topic “Hu Jintao visited south America” 

2   Our Approach 

2.1   Feature Representation 

In the feature representation, the novelty of our approach mainly lies on: we employ 
jointly the content-based and concept-based features to represent adequately the news 
story for story-based retrieval. There are many works on the concept-based and con-
tent-based features, however, they are not still adopted jointly for story-based re-
trieval. In this section, we use the baseline features on Columbia374 [10, 11]. 

2.1.1   Content-Based Features 
We adopt the visual-based features including edge direction histogram (EDH), Gabor 
(GBR), and grid color moment (GCM) [10, 11] to represent the keyframes of each 
story, which is described as follows: 
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• GCM: Divides the keyframe images into 5x5 grids, calculates the mean, stan-
dard deviation, and the third root of the skewness of each color channel in LUV 
color space, resulting in a 225-dimensional color feature. 

• EDH: A histogram-based feature with 73 bins: 72 bins for edge direction and 1 
bin for non-edge points. EDH detects edge points with a Canny filter and calcu-
lates the gradient and direction of each edge point with a Sobel operator, result-
ing in a 73-dimensional edge feature. 

• GBR: uses the mean and standard deviations of the output of a two-dimensional 
Gabor filter by using the combinations of four scales and six orientations, result-
ing in a 48-dimensional texture feature. 

2.1.2  Concept-Based Features 
Besides the low-level visual features in Section 2.1.1, we also employ the concept-
based feature for story-based retrieval. Concept-based feature is based on the predic-
tion scores of Columbia374 concept detectors [10, 11]. The three features are  
described as follows: 

• GCM_P374: is a 374-dimensional feature consisting of the scores predicted by 
the models of the Columbia374 concepts, which are trained on TRECVID 2005 
training keyframes with GCM feature. 

• EDH_P374: Similar with GCM_P374, EDH_P374 is based on the prediction 
scores by the models trained on EDH. 

• GBR_P374: Similar with GCM_P374, GBR_P374 is based on the prediction 
scores by the models trained on GBR. 

2.2   Similarity Ranking 

For the ease of understanding, we use the following notations in this section:  

• Let { }1 2, ,..., mX x x x=  be a query story with m  keyframes, and ix  represents a 

keyframe in X . 
• Let { }1 2, ,..., nY y y y=  be a data set with n  keyframes, and jy  represents a key-

frame in Y . 

2.2.1   Learning Classifier 
In our approach, the learning model is constructed from X  and Y , where 

{ }1 2, ,..., mX x x x=  is used as the set of positive samples, and { }1 2, ,..., nY y y y=  is 

used as the candidates of negative samples. Note that the data set Y  generally include a 
few positive samples of the relevant stories with the query X, however, its number is far 
less than the total number of samples in Y , since most of stories and keyframes in Y  
are irrelevant to the query. The novelty of our approach mainly lies in the model con-
struction of learning classifier for story-based retrieval, which is constructed as follows: 

1. In training phase, for each query, the multi-bag SVM [12] are trained, which can 
use fully the training data of each SVM model to improve the performance of pre-
diction. For each SVM model, all keyframes in query story { }1 2, ,..., mX x x x=
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are used as positive samples. We randomly select (without repetition) a subset of 
keyframes which is ten times as the size of positive samples from 

{ }1 2, ,..., nY y y y=  as the negative samples. This is reasonable since only a  

few stories in the dataset are relevant with the query, and in consequence the ra-
tio of positive(relevant) keyframes in the data set Y is very low, which assures 
that the positive samples in Y are hardly selected as negative samples. The ex-
perimental results show the approach can achieve good performance in Table 1 
of Section 3. 

2. In the test phase, the 10 SVM models are used to predict the keyframes in the 
data set Y . Each keyframe jy  in Y  get a score from each model, and the simi-

larity score of each jy  is the average value of the output scores on 10 SVM 

models, where 10 SVM models are adopted for the average fusion on the differ-
ent negative sample sets. Based on the final score ( )jscore y of each keyframe 

jy , the similarity score of each story kY  is defined as follows: 

                       
1

( ) ( )
| |k j

k y Yj k

score Y score y
Y ∈

= ∑                                  (1) 

where jy  is a keyframe of story kY  in the data set Y , and | |kY is the number of 

keyframe of kY . 

2.2.2   Similarity Measure 
In this paper, we focus on the study of ranking capability on story-based retrieval, 
which is capable of ranking the stories in the data set according to their similarity 
values with the query, just like the learning-based method for story ranking. So we 
adopt our optimal matching (OM) algorithm in [7] to measure the similarity between 
two stories, which can maximize the total weight of matching under the constraint of 
one-to-one keyframes mapping. Given a query story X  and a story kY  in Y , one 

complete weighted bipartite graph is constructed based on the similarity of keyframes 
(vertex) between X  and kY , where we adopt the cosine similarity to compute the 

similarity value between two keyframes with GCM, EDH and GBR features defined 
in Section 2.1.1. The output of OM is a weighted bipartite graph OMG  where one 

keyframe in X  can match with at most one keyframe in kY  and vice versa. The simi-

larity of X  and kY  is assessed based on the total weight in OMG  as follows: 

                 
( , )

( , )
| |

i j
k

Sim x y
Similarity X Y

X
= ∑                                        (2) 

where ( , )i jSim x y represents the weight of edge ( , )i jx y in OMG . The similarity is 

normalized by the number of keyframes in the query story X .  
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3   Experiments 

We adopt the same experimental data set in [9], which contains 1334 stories selected 
from the TRECVID 2005 cross-lingual news video corpus. The TREC Video Re-
trieval Evaluation (TRECVID) is an open and metrics-based evaluation on video 
analysis and retrieval, and the TRECVID 2005 news videos are used from five differ-
ent sources (CCTV4, NTDTV, CNN, NBC and MSNBC) with Chinese and English, 
which sum up to about 127 hours. The 1334 stories are segmented by the story 
boundary detector from CMU Informedia[9]. The length of stories ranges from 10 
seconds to 1700 seconds, with an average of 146.2 seconds. The number of keyframes 
(subshots) in each story varies from 1 to 404, with an average of 19.4 keyframes.  

In the experiment, the stories belonging to the same topic are labeled with the rele-
vance, which is used for the experimental evaluation. We adopt the same ground truth 
of story topic in [9], which originally uses it for the story novelty detection. Under the 
guidance of TDT (topic detection and tracking), 33 topics are manually labeled and 
annotated on the 1334 stories. Among the 33 topics, 6 topics only have Chinese news 
videos, 10 topics only appear in the English channels, while the remaining 17 topics 
have stories reported in both Chinese and English(refer to [9] for details). The number 
of stories in each topic ranges from 5 to 203, with an average of about 43.5 stories per 
topic. In addition, the stories belonging to one or several topics, and the number of 
topics annotated on each story varies from 1 to 3, with an average of about 1.1 topics 
per story. We compare the following methods for the evaluation.  

I Learning classifier using concept-based feature: Employ the learning classifier in 
Section 2.2.1 and the concept-based feature in Section 2.1.2 for the story-based 
retrieval; 

II Learning classifier using content-based feature: Employ the learning classifier in 
Section 2.2.1 and the content-based feature in Section 2.1.1 for the story-based 
retrieval; 

III Optimal matching using concept-based feature: Adopt optimal matching method 
in [7], which is briefly described in Section 2.2.2, and the concept-based features 
in Section 2.1.2 for the story-based retrieval; 

IV Optimal matching using content-based feature: Adopt optimal matching method 
in [7], and the content-based features in Section 2.1.1 for the story-based  
retrieval. 

In methods Ⅰ and Ⅱ, we use the same SVM classifier of RBF kernel with the default 
parameters, and the libSVM tool for the experiment. We adopt average precision(AP) 
to evaluate the returned story list for each query story. For each relevant story in the 
returned list, we calculate a precision value for the subset of stories before (and in-
cluding) it. Average precision is the average of precision values calculated at each of 
the relevant stories. To get a fair and comprehensive evaluation, we use each of all 
1334 stories as query, and calculate the mean average precision (MAP), which is the 
mean of the AP values over all 1334 stories as an overall experimental result. 

Table 1 illustrates the detailed comparison of the four methods. The following  
conclusions can be obtained: 
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• In similarity ranking, our proposed learning-based approach, on both concept-
based features and content-based features, achieve the better performance than 
the OM-based similarity measure [7], which shows the learning-based approach 
is effective for story-based retrieval and ranking. Compared with the OM-based 
similarity measure, our learning-based approach obtains about 38.9% relative 
improvement (0.207 versus 0.149) on the average fusion of concept-based fea-
tures, and 9.6% relative improvement (0.171 versus 0.156) on the average fusion 
of content-based features respectively.  

• In feature representation, compared with the content-based feature, our concept-
based feature achieve about 21.1% relative improvement (0.207 versus 0.171) on 
learning-based method, and has 4.7% relative decrease (0.149 versus 0.156) on 
the OM-based similarity measure. Totally, our concept-based feature is effective 
for story-based retrieval and ranking on learning-based method.  

• In summary, our methodⅠ(the learning-based method using concept-based fea-
tures) achieves the best performance of all four methods. Note that the learning-
based method and concept-based feature are ignored by the existing methods for 
story-based retrieval and ranking, and we consider the two major factors and 
propose the new approach, which achieves good performance. Our methodⅠ 
obtains about 21.1%(0.207 versus 0.171), 38.9%(0.207 versus 0.149) and 
32.7%(0.207 versus 0.156) relative improvements compared with the method 
Ⅱ-Ⅳ respectively. 

We further fuse the final results by the average fusion (the average results in Table 1, 
including 0.207, 0.171, 0.149 and 0.156 in methods Ⅰ-Ⅳ), which are shown in  
Table 2. We can see that methods Ⅴ-Ⅶ do not achieve better performances compared 
with their separate results, for example, the result of average fusion is only 0.196 in 
method Ⅴ, 0.156 in method Ⅵ and 0.177 in method Ⅶ. The reasons may be that the 
mutual supplement of their separate results is not good. We also vary the weights of 
their separate results from 0 to 1 with 0.1 as step for the linear fusion scheme. How-
ever the fusion results can not still be better than the method Ⅰ on 0.207. How to 
effectively fuse the different results will be one of our future works. 

Table 1. The performance comparison of four methods 

Learning Classifier Similarity Measure  
Feature ⅠConcept-based ⅡContent-based ⅢConcept-based Ⅳ Content-based [7] 
GCM 0.195 0.166 0.143 0.158 
EDH 0.186 0.151 0.138 0.143 
GBR 0.188 0.152 0.151 0.143 

Average 0.207 0.171 0.149 0.156 

Table 2. The results on average fusion of four methods 

Methods MAP 

Ⅴ Average fusion of methods Ⅰ and Ⅱ 0.196 

Ⅵ Average fusion of methods Ⅲ and Ⅳ 0.156 

Ⅶ Average fusion of Ⅴ and Ⅵ 0.177 
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Table 3. The average time costs of four methods (in seconds) 

Learning Classifier Similarity Measure 
Concept-based Content-based 

 
Feature 

Train Test Train Test 
Concept-based Content-based [7] 

GCM(225-d) 2.5 23.7 1.5 18.0 1.0 0.6 
EDH(73-d) 3.1 18.9 0.7 7.7 0.9 0.4 
GBR(48-d) 2.7 25.5 0.4 4.3 0.9 0.4 

Average time 2.8 22.7 0.9 10.0 0.9 0.5 

In addition, we give the experimental comparison of time cost on the four methods 
in Table 3. The experiment is carried out on a machine with Intel quad-core 3GHz 
CPU and 16GB memory. For the ease of comparison, only one CPU core is used for 
each method. The time cost of each method is the average of time on all 1334 stories. 
Note that the learning-based method has the training and the test (retrieval) time, 
while the similarity measure has only the retrieval time. As shown in Table 3, we can 
see: (1) The learning-based method has the higher time cost compared with the OM-
based similarity measure. (2) The concept-based feature has the higher time cost 
compared with the content-based features, which is reasonable since the concept-
based feature has higher dimension (374 dimensions). Note that the number of feature 
dimension is a major factor to affect the time cost. For example, the GBR feature (48-
dimensions) achieves the lowest time cost on content-based features in the OM-based 
similarity measure (0.4s) and the learning method (4.7s in total). In addition, the train-
ing time is lower than the test time in the learning-based method since the size of 
training sample set is much smaller than that of the test set. 

4   Conclusion 

We have proposed a new approach for story-based retrieval. On one hand, we employ 
the concept-based and content-based feature to represent adequately the news story; 
on the other hand, we employ the multi-bag SVM classifier and OM-based similarity 
measure to rank effectively the stories. We compare and evaluate the performance of 
our approach on 1334 stories from TRECVID 2005 benchmark, and the results have 
shown our approach can achieve superior performance. 

Currently we only adopt the visual-based and concept-based feature. In the future, 
other effective features including the multimodel features will be used jointly to fur-
ther improve the performance on story-based retrieval. 
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Abstract. In this paper we focus on a novel issue in the field of video
retrieval stemming from film analysis, namely the investigation of film
montage patterns. For this purpose it is first necessary to reconstruct the
original film sequences, i.e. the camera takes. For the decision whether
or not two shots occurring anywhere in a film stem from the same take
we use edge histograms and local feature tracking. Evaluation results on
experimental film material (where montage patterns are of great impor-
tance) show a very good performance of the algorithm proposed.

1 Introduction

Conventional videos such as Hollywood movies and TV-series usually follow
specific editing rules (e.g., cross-cutting and shot reverse shot [1]) resulting in
well-defined patterns of shot editing within a scene. Documentaries, experimental
and art house films challenge the conventional filmmaking by the use of unusual
(non-narrative) camera and editing techniques [3]. Currently, the study of such
techniques is a tedious manual process performed by film experts.

In this paper we present a new topic in the domain of video retrieval, namely
the identification of editing techniques and montage patterns. Furthermore, we
introduce a novel approach for the reconstruction of the original film shooting
sequences or the camera takes. A camera take is defined as a single, continuously-
recorded performance with a given camera setup. In the editing process the
camera takes are cut into multiple shots and joined together to form a complete
movie, i.e. a camera take is a sequence of one or more consecutively recorded
video shots. Semantically related and temporally adjacent shots build a video
scene. Shots originating from the same camera take can be temporally distributed
over the entire movie (see Figure 1).

The reconstruction of camera takes yields relationships of shots that proceed
at the same place and time. This high-level structural information is beneficial for
tasks such as scene segmentation and analysis of montage patterns, editing style,
and motion rhythm. Furthermore, reconstructed camera takes allow for compact
video representation and nonlinear browsing. The reconstruction is based on the
temporal continuity of shots. It does not require the video content to be similar
over the entire camera take. For example, several shots cut out from a camera
take that contains a long camera pan can have highly dissimilar content. Methods

S. Boll et al. (Eds.): MMM 2010, LNCS 5916, pp. 379–388, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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Fig. 1. Camera takes vs. video scenes

based on keyframes and image features may not find similarities among the shots.
The presented approach is able to associate the shots with each other.

Various applications for video analysis and retrieval can benefit from the cam-
era takes reconstruction. Examples include:

– Flashback / -forward detection: A flashback is defined as a shot that is pre-
sented out of chronological order [1]. The detection of camera takes implies
the reconstruction of the original chronological order and, thus, allows for a
straightforward flashback detection.

– Montage pattern and rhythm analysis : The rhythmic relations between two
shots indicates highly semantical information. Cinematic rhythm derives
from different film techniques such as shot duration, motion, sound rhythm,
and montage patterns. For example, the use of alternating close-ups with
shorter shots creates a more intense dialog or conflict sequence.

– Film analysis and reconstruction: The reconstruction of the montage schema
allows for the identification of incomplete copies and altered versions of the
original film material.

– Video summary: The association among shots of the same camera take can
be further used to create a more compact video summary for non linear
browsing.

The remainder of this paper is organized as follows. In Secton 2 we give an
overview over related research. Section 3 describes the two stage algorithm for
camera take reconstruction. Section 4 presents the experimental results. We
conclude in Section 5 and give an outlook for further research.

2 Related Work

Current work on video structure analysis focusses mainly on scene detection
and classification. Recent approaches on scene detection and classification group
shots into a scene if they are content-correlated and temporally close to each
other [2,7,8,9,11]. Content correlation is usually determined based on color in-
formation. An essential disadvantage of this approach is that false color matches
between shots of different scenes result in falsely combined shots. Dynamic scenes
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often possess different color information which impedes the process of keyframes
selection for reliable shot representation. Motion information is often neglected
within the process of scene detection. Ngo et al. use motion information for the
selection and formation of keyframes as representative for the shot [7]. However,
motion is no further used as matching criterion. Rasheed et al. merge shots to-
gether that have high motion activity and small shot length to enable high scene
dynamics [8]. However, the assumption that shots of the same scene follow the
same dynamics holds only for very limited scenarios.

Recently, Truong et al. address the extraction of film takes [10]. The authors
apply merge-and-split clustering techniques to group similar shots based on color
histograms. A substantial assumption of the approach is that at most one shot
is presented from a single camera take. This assumption holds for a great part
of Hollywood movies but fails for the most documentary and experimental films.
A further limitation of the approach is its inapplicability to shots with exten-
sive camera and/or object motion (e.g. action shots) due to the restrictions of
the selected shot representation. Finally, the task of camera take extraction is
reduced to a shot similarity detection.

In contrast to existing approaches, we strongly rely on motion information.
Motion smoothness between frames of the same camera take allows for the reli-
able recognition of consecutive shots. Thus, shots are linked together without the
problem of appropriate keyframe selection or shot representation. Furthermore,
since shots of the same camera take can be temporally apart from each other in
the edited film, the reconstruction of camera takes captures information, which
is lost by a scene detection algorithm.

3 Camera Take Detection

The core element of the algorithm for camera take detection is the motion
smoothness analysis between different shots. However, since motion tracking
in a long video can become computationally expensive, we introduce an inter-
mediate step to limit the number of candidates for camera takes. To determine
possible camera takes we use a fast and yet reliable similarity measure based on
edge histograms. Following, we analyze the motion smoothness based on local
feature tracking. Figure 2 gives an overview over the workflow of the algorithm.

3.1 Continuity Analysis

For the detection of candidate camera takes we first construct the set of all
continuity regions for a given shot Sx. The continuity region CR between two
shots Sx and Sy is defined as the union of the last n frames of Sx and the first
n frames from Sy:

CRSx,Sy =
{
fSx

a−n+1, f
Sx
a−n+2, ..., f

Sx
a , f

Sy

1 , f
Sy

2 , ..., fSy
n

}
(1)

where a denotes the number of frames of Sx and f the respective frames in Sx

and Sy. Sy represents any other shot from the film. Thus, for a given shot Sx
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Fig. 2. Algorithm workflow

a set of continuity regions (with common Sx last frames) is constructed. In our
evaluations, n is set to three which results in a continuity region of the length 6
between any two shots.

For every frame from the regions an MPEG-7 edge histogram is computed
which has been proved to be effective for image similarity retrieval [6]. The edge
histogram captures the distribution of orientations of the edges across blocks
of a frame. Each video frame is divided into 16 non-overlapping blocks. For
each block we create a local edge histogram with 5 bins (vertical, horizontal, 45
degree, 135 degree, and non-directional edges). Thus, the edge histogram for the
entire frame contains 16× 5 = 80 bins [4].

Each frame fSx
a−n+1, f

Sx
a−n+2, ..., f

Sx
a is compared to every frame from the set of

continuity regions for Sx that represents a shot different than Sx. Following, frames
vote for the shot with the highest similarity score in terms of Euclidean distance.
A shot Sy is accepted to be a following shot of Sx if 1) the majority frames from
Sx vote for Sy, and 2) there is at least one reverse vote, i.e. at least one frame from
Sy votes for Sx. In case, Sy is a following shot of Sx, both are assigned to a new
candidate camera take: CTi =

{
Sx, Sy

}
. For every last shot of the current CTi the

process is repeated until there are no more following shots detected.

3.2 Motion Smoothness Analysis

Motion vector fields estimated for consecutive video frames are slowly varying
over both space and time. Therefore, we measure the variations of the motion
vectors along the temporal direction in the continuity region of each candidate
camera take. Figure 3 shows an example for consecutive shots. The difference be-
tween the respective motion vectors is very low and, thus, indicates high motion
smoothness. On the contrary, Figure 4 depicts frames that are visually similar
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Fig. 3. Motion smoothness for frames of the same camera take (first row: feature
tracking; second row: differences between the respective motion vectors)
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Fig. 4. Motion smoothness for frames of similar but not consecutive shots (first row:
feature tracking; second row: differences between the motion vectors)
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but belong to different, temporally non consecutive shots. The slight move of
the girl’s head results in significantly larger differences in the motion vectors.

For motion detection and tracking we apply local feature tracking based on
SIFT (Scale Invariant Feature Transform) matching [5]. However, other motion
tracking methods can be applied as well. We limit the number of extracted
SIFT features per frame to 500. The resulting feature descriptors are matched
by identifying the first two nearest neighbors in terms of Euclidean distances.
A descriptor is accepted if the nearest neighbor distance is below a predefined
threshold. The value of 0.8 was determined experimentally and used through the
evaluation tests described in Section 4. Finally, only camera takes with smooth
motion vectors are accepted.

4 Experiments

Subject of the evaluation are experimental monochromic documentaries from the
late 1920s. Noteworthy is the low quality of the material as a result of multiple
storage, copying, and playback over the last decades. The results achieved show
that the process of camera take detection performs robustly to various artifacts
such as scratches, dirt or frame shrinking.

4.1 Camera Take Detection

The first experiment focusses on the evaluation of camera take detection. The
explored movie consists of 1.768 shots (95.678 frames). Our algorithm detected
119 camera takes of two and more shots. The results were evaluated manually
by experts. 92.44% of all detected camera shots were correct (see Table 1).

The lack of motion and the same visual appearance of shots may cause false
positive detection of camera takes for identical, static shots. Another reason for
incorrect detected camera takes is the dissolve editing technique. The gradually
replacement and high degree of similarity between the shots falsely assigns them
to the same camera take (see Figure 5 for an example).

Table 1. Performance on camera take detection

True positives 110 92.44%
False positives 5 4.20%
Ambiguous camera takes 4 3.36%
Detected camera takes 119 100.00%

Fig. 5. False positive camera take due dissolve (the same scene is shoot from two
different perspectives)
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Fig. 6. Ambiguous shot

Additional four detected camera takes could not be verified due to ambiguity.
An example for such shots is presented in Figure 6. The shot depicts a figure in
a shooting gallery on a fair. Due to the repetitive movement of the timbal in the
right hand it is not possible to definitely determine if 1) multiple shots are part
of the same camera take or 2) it is always the same shot on different positions.

4.2 Montage Reconstruction

The next experiment aims at the reconstruction and the analysis of the original
montage schemas. Montage schemas describe the assemblage of a film through
editing. They allow for the analysis of editing techniques and montage patterns.
Furthermore, the reconstruction of montage schemas is essential for the analysis
of archive film material where the original versions (filmstrips) do often no longer
exist. The remaining copies are usually backup copies from film archives that
are often incomplete due to bad storage, mold, and film tears.

We investigate three different film sequences. We first detect camera takes. In
the next step, we assign labels to the shots of the same camera take.

The first sequence presents workers building a railway. The whole sequence
of 19 shots (204 frames) originates from three cross-cut camera takes. Our algo-
rithm successfully detected and assigned the respective shots (see Figure 7).

Fig. 7. Detected camera takes in sequence 1 (white arrows show dominant motion)
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Since we investigate experimental video material, not all of the resulting mon-
tage schemas comply with conventional editing patterns. Figure 8 presents the
detected montage pattern in a sequence of 31 shots (1539 frames). It exhibits an
unusual editing technique that is not reconstructable with other common scene

Fig. 8. Detected camera takes in sequence 2 (an X denotes a single shot camera take)

(a) Reproduced schema

(b) Extract from the original schema (black box frames indicate some of the
detected missing shots, oval frames: rearranged shots)

Fig. 9. Montage schema for sequence 3
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detection algorithms. The interpretation of such patterns is a research subject
for film experts.

The evaluation of the third sequence (42 shots, 773 frames) was motivated by
the discovery of the original montage schema from the mid 1920s. It shows the
experiment of the filmmaker to graphically chart the montage of shots within a
scene (see Figure 9(b)). The reconstructed montage schema indicates missing and
rearranged shots (see Figure 9(a)). Currently, it is not clear whether the original
film complied with the discovered schema and if the nowadays available copy is
a full version of the original film. Notwithstanding, the results demonstrate the
reliability of the algorithm and its applicability in a scenario where the original
montage schema is not available.

5 Conclusion and Outlook

In this paper we presented a novel application for the reconstruction of camera
takes. We applied the proposed algorithm on a test set of experimental doc-
umentaries. Presented results demonstrate the reliability of the algorithm and
outline its applicability for manifold application scenarios such as montage pat-
tern analysis or comparison of different film cuts.

Reliable camera take detection provides a new perspective to the domain of film
analysis. Fromatechnicalpointofview, it allows for the comparisonof differentfilm
cuts and the analysis of montage patterns that do not follow conventional editing
rules. Moreover, further analysis of the motion smoothness between two shots can
provide information about missing frames from the original camera take.

From a semantical point of view, reconstructed camera takes capture infor-
mation that can be missed by conventional scene detection algorithms. By the
analysis of motion smoothness within a given continuity region, the proposed
method does not require appropriate shot representation or keyframe and fea-
ture selection. Moreover, two shots to be grouped are not required to be visually
similar for the whole shot length. Highly dynamical shots (e.g. action) or large
camera motion often result in great dissimilarity in the visual perception. How-
ever, motion smoothness analysis can still detect consecutive shots due to the
smooth transition present in a continuos camera take. This information can be
further used to improve the process of video representation and retrieval.

Acknowledgment. This work was partly supported by the Vienna Science and
Technology Fund (WWTF) under grant no. CI06 024, ”Digital Formalism: The
Vienna Vertov Collection”.
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Abstract. This paper proposes a framework for automatic video sum-
marization by exploiting internal and external textual descriptions. The
web knowledge base Wikipedia1 is used as a middle media layer, which
bridges the gap between general user descriptions and exact film subti-
tles. Latent Dirichlet Allocation (LDA) detects as well as matches the
distribution of content topics in Wikipedia items and movie subtitles. A
saliency based summarization system then selects perceptually attractive
segments from each content topic for summary composition. The evalu-
ation collection consists of six English movies and a high topic coverage
is shown over official trails from the Internet Movie Database2.

Keywords: Content-based video summarisation, latent Dirichlet
allocation.

1 Introduction

Movie summarization aims to create a succinct representation of a long film.
Since a movie is a complex media with rich contents, there are various inter-
pretations for a film story. This leads to the research problem of adaptive video
summarization or personalized summarization. For example, a user writes down
his review of a film and asks for a summary which imitates the statement [12].
Money et al. [12] regard such a technique as an essential tool for the management
of personal media archives as well as for the web-based business. The major chal-
lenge in adaptive video summarization is how-to model video content properly
to facilitate the projection from video contents to unknown user requirements.
Ronfrad et al. [15] manually create textual descriptions to interpret video shots
and thus align video segments with semantics. This work shows the probability
of content decomposition in a continuous video stream. Kawai et al. [8] exploit
internal and external textual descriptions, i.e. video subtitles and electronic pro-
gram guide (EPG) data. This approach successfully links video segments with
textual descriptions, however, is not robust enough for movie summarization.
Kawai et al. even report that the performance will worsen, if the EPG document
comes from a different content provider [8].
1 www.wikipedia.com
2 IMDB, www.imdb.com
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In this paper, we propose the usage of Wikipedia as the middle media layer be-
tween user statements and internal textual descriptions, i.e. closed captions and
subtitles. As a common understanding shared by numerous viewers, a Wikipedia
movie item can be easily reshaped to match a specific preference. Moreover,
the exploitation of Wikipedia alleviates the uncertainty caused by user state-
ments. This results in a common evaluation platform and facilitates the develop-
ment of an adaptive summarization system. Latent Dirichlet Allocation (LDA) is
used to identify semantic topic distributions in both textual descriptions. These
topics are matched to identify content coherent video segments. A psychologi-
cal attention-based system is finally adapted for summary composition, which
catches the most attractive video clips in each content coherent video segment.
In summary, a general framework is proposed for automatic adaptive video sum-
marization, which projects content topics from a Wikipedia movie item to video
subtitles and selects the most attractive part in each content topic.

The remainder of this paper is organized as follows. A review of movie sum-
marisation is provided in Section 2. The system framework is found in Section 3.
The module of content modeling is addressed in Section 4, including the descrip-
tion of Wikipedia movie item, movie subtitles and the LDA based content anal-
ysis. Section 5 is for the attention based topic selection. Experimental results
and conclusions are reported in Section 6 and 7, respectively.

2 Related Work

The literature of movie summarisation can be broadly categorized into three
groups, namely scene-based, event-based and saliency-based. Despite the com-
plexity in content modeling, scene-based methods try to index a movie by di-
viding it into visual scenes [9]. Sundaram et al. [17] propose that a scene is a
coherent video segment of chromaticity, lighting and ambient sound. They de-
velop a finite memory model to allocate scene boundary. Cao et al. [1] align
audio and visual scenes to remove false alarm. However, this coherence hypothe-
sis can hardly be fulfilled, especially in action films [16]. Event-based approaches
collect shots that satisfy some priori knowledge. Chen et al. [2] detect dialogs
and violent events by audio features. Smeaton et al. [16] classify shots by em-
bedded actions to create action film trailers. Saliency-based summarisation is
an exploration of computational psychology to content analysis [14]. Hanjalic et
al. [6] assert that the interesting video content should be attractive to viewers
and that the attractiveness of a video segment reflects its importance in content
representation. In [4,14], psychological attention from audio and visual streams
are combined to estimate content importance. The main drawback of these ap-
proaches is the absence of a clear link to semantics. Little semantic information
can be garnered from proposed video structures, neither scene nor event. Kawai
et al. [8] match EPG sentences with closed captions by a Bayesian belief net-
work and an AdaBoost classifier. A semantic video segmentation is therefore
completed by projecting EPG sentences onto a video stream. However, Kawai
et al. do not analyze the embedded semantics and their approach entirely relies
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on the matching between textual terms. This results in a low topic coverage,
when EPG texts come from a different content provider [8]. In addition, EPG is
a low-level content description, which contains too many unnecessary details for
an efficient summarization.

3 System Framework

In this section, we address the framework of semantic movie summarisation
(Figure 1). We divide this system into two parts, back end and front end. The
front end accepts user statements and matches the description with a Wikipedia
movie item. The back end involves three components, namely content modeling,
topic selection and adaptive summary composition. In content modeling (Sec-
tion 4), we collect movie subtitles and the related Wikipedia item. The LDA
algorithm is used to estimate content topic distributions in both subtitles and
the Wikipedia item. We match these content topics to allocate story boundaries
in the video stream. The same approach is also used in front end to match user
descriptions and Wikipedia items. Topic selection computes the distribution of
attention intensity and removes redundant video segments. Adaptive summary
composition adjusts summary duration by managing shot candidates to meet
the prior requirement on summary length [13].

Fig. 1. Semantic Movie Summarisation Framework

4 Content Modeling

In this section, we present the method to exploit implicit semantics among two
external knowledge sources, i.e. Wikipedia and movie subtitles.
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(a) Wikipedia
entry

(b) Subtitle examples

Fig. 2. External Knowledge for the Film WallE

4.1 Wikipedia Movie Item

The Wikipedia movie item is a structured data, which starts with a short de-
scription to clarify the background of movie production. A table of contents
(Figure 2(a)) is then shown to list hyper-links to sections. Eight sections are
usually involved, namely plot, cast and characters, production, theme, reception,
see also, reference and external link. Section Plot is a brief of the film story. It
is made up by a few paragraphs, each of which describes a major scene in the
movie. This provides a valuable reference for content-based video segmentation.
We suggest that projecting the structure of a plot onto video segments would
lead to an effective scene segmentation for movies.

4.2 Subtitle

Subtitles are a specific type of closed caption, which can be extracted from DVD
textual streams or collected from the web, e.g. www.shooter.com. Some examples
are shown in Figure 2(b) from the film WallE. A subtitle includes three lines:
(1) the sequence number; (2) a time stamp which defines life hold; and (3) audio
contents or scene descriptions.

4.3 LDA Based Subtitle Segmentation

Similar to the approach in [8], we divide the subtitles into coherent segments but
follow semantic topics from a Wikipedia plot rather than from EPG sentences.
The LDA algorithm identifies semantic topic distributions in both the Wikipedia
plot and subtitles. As a probabilistic generative model, LDA is able to process
general textual description robustly and to take unseen user statements.

Topic Detection and Model Training. In the LDA framework, there are two
steps to generate a document: (1) choose a topic distribution, θdt, t = 1...T , for a
document from a Dirichlet distribution of order T ; (2) for each word occurrence
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in the document, a topic, zi, is chosen from this distribution and a word is
selected from the chosen topic. Given the topic distribution, each word is drawn
independently from every other word using a document specific mixture model.
The probability of wi, the ith word token in document d, is defined as follows.

P (wi|θd, φ) =
T∑

t=1

P (zi = t|θd)P (wi|zi = t, φ) =
T∑

t=1

θdtφtwi (1)

where P (zi = t|θd) is the probability that the tth topic was chosen for the ith

word token and P (wi|zi = t, φ) is the probability of word wi given topic t. The
likelihood of document d is a product of such terms and can be defined as:

P (Cd|θd, φ) =
V∏

v=1

[
T∑

t=1

(θdtφtv)

]Cdv

(2)

where Cdv is the count of word v in d and Cd is the word-frequency in d. Two
parameter sets require learning from a training collection: (1) the topic distribu-
tion in each document d (θdt, t = 1...T, d = 1...D) and (2) the word distribution
in each topic (φtv , t = 1...T, v = 1...V ). We use Gibbs sampling [5] and the
RCV1 document collection which includes 27,672 documents (news items), to
estimate distributions of θ and φ. α and β are hyper-parameters which define
the non-informative Dirichlet priors on θ and φ, respectively. In experiments, α
is 1 and β is 0.01. The estimations for θ and φ are derived from the counts of
hypothesized topic assignments as follows.

φtv =
Jtv + β∑V

k=1 Jtk + V β
(3)

θdt =
Kdt + α∑T

k=1 Kdk + Tα
(4)

where Jtv is the number of times that word v is assigned to topic t and Kdt is
the number of times that topic t is assigned to some word token in document
d. The distribution of words is therefore revealed in each topic as well as the
distribution of topics in each train document.

The generative model of LDA can also estimate the topic distribution of an
unseen document. We use an iterative procedure [7,10] to estimate topic distri-
butions in Wikipedia plots and subtitles3. The update rule is given by:

θdt ←
1
ld

V∑
v=1

Cdvθdtφtv∑T
t′=1 θdt′φt′v

(5)

where ld is the document length in terms of number of content words. In exper-
iments, we find the convergence can be achieved in less than 10− 15 iterations.

3 Subtitles need segmentation as described in the next section.
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610 3 4 52

Seg
1
5

Fig. 3. Example of nodes and segments in dynamic programming

Subtitle Segmentation. Subtitles are a continuous media without a clear topic
boundary. We explore all possible segmentations and use Dynamic programming
(DP) to find an optimized solution. In addition, we remove stop words and stem
all words before DP. In the setup, each possible segment is defined by two nodes,
the begin node (B) and the end node (E) as shown in Figure 3. A segment Seg5

1
(dotted line) is from begin node B1 (excluding B1) to end node E5 (including
E5). Node 0 is treated as null node. In short, each sentence start is a possible B
node and each sentence end is a possible E node.

The algorithm for subtitle segmentation is as follows [18]. Assume that a text
document d = w1w2 · · ·wld has ld word tokens. A particular segmentation S
made up of m consecutive segments can be defined by S = S1S2 · · ·Sm. The
likelihood of segmentation S is defined as

P (S|d) =
P (d|S)P (S)

P (d)
(6)

where P (d|S) refers to the score of segmentation S of the text d; and P (S) is a
prior over segmentation which corresponds to a penalty factor. In experiments,
the penalty factor is set as log P (S) = −p log(ld), where p = 3. If the segment
Si contains ni word tokens and if wj

i is the jth word token in segment Si, we
can define Wi as Wi = w1

i · · ·wni

i . Therefore, d = W1 · · ·Wm and ld =
∑m

i=1 ni.
Under these assumptions, Wi and Si have one to one correspondence. Assuming
that segments are independent of each other, Equation 6 can be rewritten as4:

P (S|d) ∝
[

m∏
i=1

P (Wi|S)

]
P (S) ∝

[
m∏

i=1

P (Wi|Si)

]
P (S) ∝

[
m∏

i=1

ni∏
j=1

P (wj
i |Si)

]
P (S)

The most likely segmentation Ŝ is found by maximizing P (S|d), namely Ŝ =
argmax

S
P (S|d). This is because the log-likelihood for a coherent segment is

typically higher than that for incoherent cases, as several topics are active for a
incoherent segment5. In the forward-pass of DP, the score of SegE

B is computed
for each node pair B and E. The path that maximizes the cumulative score
from the first to the last node is searched, and for each E node the value of
4 For a given document d, P (d) is constant for all the segmentations and can be

dropped from the equation.
5 A coherent segment indicates the begin and end nodes from the same story whereas

an incoherent segment implies that the begin and end nodes are not from the same
story.
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the best start node B is stored. Then, the information about the best start
node is used in the trace back to find the path that maximizes the score and in
turn, the segment boundaries. Algorithm details can be found in [11], where we
compare our approach with several other methods, e.g. pLSA and TextTiling. In
experiments, LDA-based text segmentation demonstrates the best performance
among all.

Content Topic Matching. Topic distributions in each paragraph of a
Wikipedia plot and in each segment of subtitles are estimated by Equation 5.
These topic distributions are matched by minimizing the negative KL divergence.
We do not rely on the sequential information for topic matching. The change in
topic description sequence therefore will not affect the matching effectiveness.

5 Attention-Based Topic Selection

In this section, we address attention-based topic selection. Attention is a psy-
chological measurement for saliency distribution, which has been widely used
for sports highlight detection and video summarisation [4,6,14]. We keep the at-
tention fusion framework of multi-resolution autoregressive [14], but adapt the
collection of audio-visual salient features for movie summarisation. Shots in a
content topic are scored by audio-visual attention intensities. The top 20% shots
in each topic are selected as candidate for summary composition.

Visual Saliency. Region-of-interest (ROI) is used to estimate visual saliency.
A ROI denotes a visual area which attracts most attention in a visual frame [6].
A pyramid is created to decompose a visual frame into a number of spatial res-
olutions. Three features, gray intensity, color contrast and motion intensity, are
computed at every pyramid layer. These feature-based stimuli are accumulated
by a salient map. The brightest area in the salient map are detected as a ROI
[14], whose size is used to score visual saliency.

Audio Saliency. Three features are used for audio saliency, maximum aver-
age Teager energy (MTE), mean instant amplitude (MIA), and mean instant
frequency (MIF). MTE, MIA and MTF describe audio energy distribution in
time and frequency domains. For an audio frame m of length N , the MTE is the
dominant signal modulation energy (Equation 7).

MTE(m) = max
1≤k≤K

1
N

N∑
n=1

ψd(s ∗ hk) (7)

where n ∈ [(m−1)∗N+1, mN ] is the sample index, hk is the impulse response for
the kth band-pass Gabor filter, and ψ() is the linear Teager-Kaiser differential
energy operator [3]. The filter j(m) = argmax

m
MTE(m) is demodulated to

derive MIA and MIF on time and frequency domain, respectively.
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6 Experiment

The evaluation collection includes six movies. Official trailers from IMDB are
gathered as ground truth. This is because film producers publish these trailers on
web sites to attract potential customers. These trails include most of interesting
aspects in a film and are therefore good enough for personal archive management.
As a conclusion, we think these trails satisfy the requirements for semantic video
summarization [12]. We cut a trailer into shots and match key frames between a
trailer and the source video. If more than 60% of visual frames in a trailer shot
are found in a source video shot, we mark the source video shot as a key shot.
It must be noted that not all shots in a trailer can be found in a movie. The
evaluation collection is listed as follows.

– Wall.E(2008) 98 min. The trailer is 94 sec long and includes 76 shots, among
which 58 shots are found in the movie.

– Sex and the City(2007) 138 min. The trailer is 57 sec long and includes 31
shots, among which 26 shots are found in the movie.

– KungFu Panda (2008) 92 min. The trailer is 71 sec long and includes 23
shots, among which 17 shots are found in the movie.

– Transformers (2007) 144 min. The trailer is 118 sec long and includes 47
shots, among which 32 shots are found in the movie.

– The Love Guru (2008) 87 min. The trailer is 150 sec long and include 66
shots, among which 60 shots are found in the movie.

– Quantum Of Solace (2008) 108 min. The trailer is 148 sec long and include
101 shots, among which 97 shots are found in the movie.

The number of key shots in a summary is calculated as topic coverage. Paul
et al. [13] assert that a high coverage shows the effectiveness of content modeling
as well as of the summarization system. To simplify the evaluation strategy, we
condense all candidate shots to meet the requirement on summary length until
all shots are of 1 sec in length. Then, shots with low attention intensity will be
removed. On one hand, candidates with a high attention intensity will be slightly
enlarged by inserting more visual frames from the source video, if the summary
size is larger than the sum of candidate size. On the other hand, candidates with
low attention score will be gradually removed when summary duration decreases,
e.g. from 5% to 1% of a source video. In addition, we keep the top 20% shots in
every topic in order to fulfill the requirement in [13]. The largest summary size
is about 20% of the source.

We take the saliency based summarization [14] as the baseline, which col-
lects the 20% most attractive shots without considering video contents. Table
1 lists two experimental results: (1) the number of subtitle segments estimated
by using LDA and (2) topic coverage rate reached by the baseline and by the
new approach. The number of subtitle segments shows how many topics we con-
sider in the summary composition. The diversity in content topics results in a
significant improvement in topic coverage. This shows the effectiveness of the
LDA-based content modeling. We think the implicit semantics learnt by LDA
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Table 1. Topic coverage for summaries of 20% source videos

Movie Subtitle Segment Saliency based Topic Improvement
Number Topic Coverage Coverage

Wall.E 22 0.650 0.862 +32.6%
KungFu Panda 11 0.400 0.765 +91.3%
Transformers 24 0.785 0.937 +19.2%

Sex and the City 18 0.542 0.823 +51.8%
The Love Guru 14 0.620 0.820 +32.3%

Quantum Of Solace 47 0.750 0.840 +12.0%
mean - 0.625 0.841 +39.8%

is essential which justifies the selection of content topics. Although being an ef-
fective feature for content selection, the saliency is unequally distributed across
a video: some meaningful scenes are not so variant and some active shots may
not be so meaningful. For example, in the trailer of KungFu Panda, most shots
are about the story how the panda masters KungFu, which are of relatively low
attention intensity. This will fail the saliency based summarization. However, in
the Wikipedia plot, the fight with Tai Lung is only one sentence and the pro-
cess for the panda to learn KungFu covers three paragraphs. The distribution
of content topics will correct the mis-selections based on saliency. In summary,
the LDA-based semantic analysis justifies the selection of key content topics and
successfully projects the general description of a Wikipedia plot to a continuous
video stream. This ensures topic diversity in a summary video and significantly
improves the effectiveness of video summarization.

Figure 4 displays the change of topic coverage rate with summary length
from 20% to 1% of a source video. The percent of video size is used as x-axis.
Topic coverage rate is at about log-like speed deceasing with the number of
removed candidate shots during the period from 4% to 1%. This decreasing
speed is significantly slower than the linear. This observation is welcomed in the
summary composition and shows that attention-based topic selection is effective
in keeping key shots.

(a) WallE (b) Transformer

Fig. 4. Topic coverage at different summary ratio from 20% to 1% of the original video
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7 Conclusion

This paper presents an approach for adaptive movie summarization. The web
knowledge base, Wikipedia, is used as a middle layer to bridge the descriptive gap
between general user statements and definite movie subtitles. This is because (1)
a user statement is usually too general to be matched on movie subtitles and (2)
movie subtitles contains too many details and noises. On one hand, a Wikipedia
plot stands for a common understanding on a film story. Such a textual descrip-
tion can be easily reshaped to meet personal preferences. On the other hand,
a Wikipedia plot contains all necessary semantic aspects. These details can be
directly projected onto subtitles. Moreover, the usage of Wikipedia data avoids
the uncertainty caused by user statements. This leads to a common evaluation
platform for adaptive video summarization. In addition, other justified resources
could be also used as the middle media layer. Our approached can be easily im-
proved to exploit textual resources.

In this work, the algorithm of LDA is used to estimate content topic distri-
butions and to segment movie subtitles. The advantage of this approach is the
exploitation of implicit semantics among Wikipedia plots and subtitles. This
improves the robustness in topic matching and allows the content projection
from a general description. The matching between a Wikipedia plot and subti-
tles results in a semantic video segmentation. This is useful for video indexing
as well as for summary composition. However, LDA is associated with a high
computational complexity and the RCV1 document collection may not be good
enough for the training in the case of movie subtitles. In future, we will try
other approaches, e.g. latent semantic analysis (LSA) and use subtitles from a
large movie collection for the training. In addition, LDA can also be used to
match user requirements and Wikipedia content topics, and some other efficient
approaches are available such as textual term based Bayesian brief network.
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Abstract. Search for multimedia is hampered by both the lack of quality anno-
tations and a quantity of annotations. In recent years there has been a growth in 
multimedia search services that emphasis interactivity between the user and the 
interface. Some of these systems present an as yet untapped resource for provid-
ing annotations for video. In this paper, we investigate the use of a new innova-
tive grouping interface for video search to provide additional annotations for 
video collections. The annotations provided are an inherent part of the search 
interface, thus providing less overhead for the user in providing annotations. In 
addition we believe that the users are more likely to provide high quality  
annotations as the annotations are used to aid the users search. Specifically we 
investigate the annotations provided as part of two evaluations of our system; 
the results of these evaluations also demonstrate the utility and benefit of a 
grouping interface for video search [8]. The results of the analysis presented in 
this paper demonstrate the benefit of this implicit approach for providing addi-
tional high quality annotations for video collections. 

Keywords: Annotation, video, search, grouping, implicit, tagging, exploitation. 

1   Introduction 

With the improving capabilities and the falling prices of current hardware systems, 
there are increasing potential to store and search for videos. It is possible for individu-
als to create their own digital libraries from videos and images created through digital 
cameras and camcorders, and use a number of resources to place these collections on 
the web. However, the current state of the art systems that are used to organise and 
retrieve these videos are not able to deal with such large and rapidly increasing vol-
umes of video. Current video retrieval systems rely on textual descriptions or methods 
that use the low-level descriptors, to retrieve relevant videos for users. To date neither 
of these methods has proved sufficient to overcome the problems associated with 
video search. The difference between the low-level data representation of videos and 
the high level concepts that people associate with video, commonly known as the 
semantic gap, provides difficulties for using these low-level features. While these 
low-level features are used in some state of the art systems, most video search sys-
tems rely only on query by text. Query by text is used by many large scale online 
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video search engines, such as YouTube1 or Blinkx2. However, query by text relies on 
the availability of satisfactory textual descriptions of a video and its content. Most of 
these online video search systems rely on annotations provided by users to provide 
sufficient descriptions of videos. It is common for users to have diverse perceptions 
about the same video and as such will annotate that video differently. This can result 
in synonyms, polysemy and homonymy, which make it particularly difficult for other 
users to retrieve the same video [6]. It has also been found that users are hesitant to 
provide a large numbers of annotations [7]. To overcome these problems these videos 
require additional and superior annotations. 

In order to help provide these annotations we investigate the use of a grouping in-
terface for video search to provide additional annotations for video collections. 
When using this grouping interface, the users organise and conceptualise their 
search, by adding relevant videos to groups in a workspace. These groups relate to 
some semantic concept which forms part of the user’s solution for the search task 
that they are carrying out. As these annotations are provided as part of the search 
process they overcome the tedium for users involved in providing annotations and do 
not rely on the users expending an additional effort to annotate the collection. In 
addition as the users are providing annotations to help their own search they are 
more likely to provide high quality annotations. While the overall goal of this system 
is not to provide annotations, it is a supplementary benefit for the use of this system. 
These usage based annotations are extremely useful to other users, as in numerous 
domains such as the web, medical image retrieval, digital libraries etc. these tags 
derived from usage data can be used as part of the retrieval index to retrieve high 
quality multimedia files. In previous work we have evaluated the usability and the 
benefit of the grouping paradigm for video search [8]. Two user evaluations were 
carried out in order to determine the usefulness of this grouping paradigm for assist-
ing users. The first evaluation involved users carrying out broad tasks on YouTube, 
and gave insights into the application of our interface for search on a vast online 
video collection. The second evaluation involved users carrying out focused tasks on 
the TRECVID 2007 video collection [12], allowing a comparison over a local collec-
tion, on which we could extract a number of content-based features. The results of 
those evaluations showed that the use of our system results in an increase in user 
performance and user satisfaction, showing the benefit of a grouping paradigm for 
video search for various tasks in a variety of diverse video collections. In this paper 
we examine the log files from these user evaluations to see how users organised their 
search results and how this organisation could be used to annotate the respective 
collections. The remainder of this paper is organised as follows: in the following 
section we will describe the grouping interface that was used for the evaluations 
outlined above. Subsequently, in Section 3 we will briefly describe the evaluations 
that were executed using this system and how the user interaction with the system 
could be used to annotate video collections. Finally, we will provide a discussion of 
our work and some conclusions.  

                                                           
1 http://www.youtube.com 
2 http://www.blinkx.com/ 
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2   Grouping Interface (ViGOR) 

2.1   Search Functionality 

The search interface that was used for our evaluations provide facilities that enable 
the user to both search and organise video search results successfully. The interface 
comprises of a search panel (A), results display area (B) and workspace (C). The 
users enter a text based query in the search panel to begin their search. The result 
panel is where users can view the search results (a). Additional information about 
each video shot can be easily retrieved by placing the mouse cursor over a video key-
frame for longer than 1.5 seconds, which will result in any text associated with that 
video being displayed to the user (e). If a user clicks on the play button the high-
lighted video shot will play in a popup panel. Users can play, pause, stop and navigate 
through the video as they can on a normal media player.  

Groups can be created by clicking on the create group button. Users must then se-
lect a textual label for the group and can potentially add any number of annotations to 
the group, but each group must have at least one annotation. Drag-and-drop tech-
niques allow the user to drag videos into a group or reposition the group in the work-
space (b). Groups can be deleted, minimised and moved around the workspace using a 
number of buttons (f). Any video can belong to multiple groups simultaneously, 
meaning that a video can have multiple labels from multiple groups. The workspace is 
designed to accommodate a potentially infinite number of groups. Each group can 
also be used as a starting point for further search queries. The description above de-
scribes the basic functionality of the grouping interface; two slightly different ver-
sions of the grouping interface were used for evaluation on two different datasets i.e. 
YouTube and TRECVID. When being used in conjunction with YouTube the inter-
face offers three expansion options for each group (see Figure 1 (c, d)): 1) related 
videos; 2) videos from the same user 3) and text expansion which is the result of a 
new search using text extracted from the selected videos. When being used for the 
TRECVID 2007 collection the interface offered three different expansion options for 
each group: 1) similar colour; 2) similar shapes, this was retrieved using edge histo-
grams 3) and similar homogenous texture. 

 In addition to our system outlined briefly above, a number of different innovative 
search interfaces which involve some sort of grouping or organisation have been 
developed to assist users while searching for multimedia. PicturePiper [3] provides a 
means to allow users access to images on the web related to a topic of interest. Cue-
Flik [4] is a web-based image search system that allows users to create their own rules 
for ranking images based on visual features. Users can then re-rank potentially rele-
vant results according to these rules. EGO [13] is a tool for the organisation of image 
collections. The main component of EGO is a workspace; the workspace serves as an 
organisational ground for the user to construct groupings of images. A recommenda-
tion system available in EGO observes the user's actions, which enables EGO to make 
suggestions of potentially relevant images based on a selected group of images.  
ImageGrouper [10] is another interface for digital image search and organisation,  
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Fig. 1. Screen shot of grouping interface 

using ImageGrouper it is possible to search, annotate, and organise images by drag-
ging and grouping images on the workspace. The MediaGLOW system [5] presents 
an interactive workspace that allows users to organise photographs. Users can group 
photographs into stacks in the workspace; these stacks are then used to create 
neighbourhoods of similar photographs automatically. The FacetBrowser [14] is a 
video search interface that supports the creation of multiple search "facets", to aid 
users carrying out complex video search tasks involving multiple concepts. Each facet 
represents a different aspect of the video search task. 

As can be seen there are a number of innovative systems that are harnessing the 
potential of users to organise multimedia search results to assist their search. The 
organisational features available in many of the systems outlined above can poten-
tially be used to assist annotation of multimedia documents, in the following subsec-
tion we demonstrate specifically how the grouping interface that has been described 
here can be used for annotation of multimedia documents. 

2.2   Support for Annotation 

The support for annotation in the group interface is provided through the grouping 
functionality. In the system videos which have some sort of link between them are 
stored in a group, this group also must have a title which assigns a semantic label to 
all of the videos of the group and in a way signifies or identifies the link between the 
videos in the group. In addition as videos can be members of multiple groups it is 
possible to associate multiple labels with a single video, and also to create links be-
tween groups and labels that are assigned to groups. 
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Fig. 2. Example of a user created group for Paris 

This approach is similar in some ways to the GroupMe! [1]. GroupMe! allows us-
ers to organise and arrange Web resources into groups. This content can be inspected 
by users immediately as resources are visualised in these groups. These groups are 
then used as the basis for folksonomy-based ranking strategies that exploit the group 
structure in their system. However, the annotation that occurs while using our group-
ing interface for video search is a by product of user interaction, the main goal of our 
group interface is to aid users conceptualise and organise their search results. In this 
way our approach is more similar to the work of van Ahn et al. on the ESP game [2]. 
In their system the annotation is brought about by harnessing the knowledge of people 
involved in a different task to annotation. In order to measure the effectiveness of the 
grouping interface for search and retrieval we conducted two user-centred evaluations 
[8]. As part of these evaluations we recorded user interactions with the system and 
collections in a number of log files. These log files form the basis for our investiga-
tion of the potential of our grouping interface for providing annotations, details of 
these evaluations and our results are given in the following section. 

3   User Evaluations 

3.1   YouTube Evaluation 

Evaluation Set Up 
For the YouTube evaluation four simulated work task situations were created in order to 
provide broad, ambiguous, open ended tasks for the users. These tasks were related to 
different topics and multiple aspects of these topics. A between subjects design was 
adopted for this evaluation. Two interfaces were evaluated; the first was the grouping 
interface. The second interface mimicked the functionality of YouTube. Users could 
search via text and when a video was playing users were presented with lists of related 
videos and videos from the same user, in the same way that YouTube does, this also 
mimicked the functionality available through the group expansions explained above (see 
Section 2.1). The order of tasks was varied; this was to avoid any order or learning effect 
associated with the tasks. Each participant was given five minutes training on their search 
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system and was allowed to carry out training tasks. Users had a maximum of 20 minutes 
to complete each of these tasks. 16 participants took part in our evaluation, they were 
randomly divided into two groups of 8 and each group used one of the systems. Thus we 
have a group of 8 users that used the grouping interface to search for and annotate videos 
for four tasks each. Full details of the evaluation can be found in [8]. 

Results 

Annotation Rate 
Our analysis began by looking at the number of videos that were annotated by the 
users.  In total the users added 1218 videos to groups in approximately 640 minutes (8 
users * 4 topics * 20 minutes maximum per topic). On average users added 38.065 
videos to groups per search session. Of the videos that were added to the groups 976 
(80.131%) were unique; some overlap is to be expected as users were carrying out the 
same topic, but the relatively low level of overlap is encouraging. In total 2430 terms 
were added to the videos, this is an average of 2.025 terms in each group label. 152 of 
these terms were unique, with many being repeated as numerous videos were added to 
the same group. 

Quality of Annotations 
One concern that we had was that if users were retrieving videos by mainly using 
keyword based search that the labels in the groups to which those videos were added 
would overlap with the annotations that were already attached to that video. To ad-
dress these concerns we compared the labels assigned via groups with the tags, title 
and description for each video. It was found that for 426 videos there was overlap 
with one of these fields with one of the terms that the user assigned in our evaluation, 
and there was no overlap for 550 videos. Looking at term level, i.e. each individual 
term in the group name compared with the tags, title and description for each video, it 
was found that there was overlap with existing annotations for 975 terms and no over-
lap for 1455 terms.  

Following the methodology of Sigburjornsson and van Zwol [11] we have mapped 
annotations onto the WordNet broad categories. However, unlike their approach we 
allow tags to be mapped to more than one category as we do not want to infer mean-
ing. Instead we want to compare annotations from different sources to see if similar 
descriptions of the video content are being created or if we are getting a different 
description. To that end we compare the distribution of categories from the annota-
tions that already exist on YouTube, the annotations provided by the users using the 
grouping interface and the queries issued by the users. Other forms of metadata such 
as titles and descriptions are not investigated here, as previous studies have demon-
strated that these types of metadata converge to a different description of multimedia 
documents in comparison with tags [9]. The queries are investigated as they provide 
an alternative source of implicit annotations for multimedia documents. In addition 
we also wish to discover if that annotations provided by using the group interface are 
closer to queries that are used to retrieve the videos or are closer to user assigned 
descriptions from YouTube. Figure 3 shows the distribution of the different sources of 
metadata over the most common WordNet categories. This figure does not show the  
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 (A) (B)

(C) 

Location 

Artefact or Object

Person or Group

Action or Event

Time 

 

Fig. 3. Most Frequent WordNet categories for queries (A), YouTube tags (B) and user assigned 
tags (C) 

tags that could not be categorised, unlike the work of Sigburjornsson and van Zwol 
[11] on Flickr3 tags, the majority of the tags in our study could be categorised using 
WordNet. The results of the categorisation of the tags assigned during this evaluation 
are different in all cases to that of Sigburjornsson and van Zwol [11], however, it 
should be noted that in this case we are investigating a small portion of very specific 
YouTube videos, where as Sigburjornsson and van Zwol [11] were investigating a 
large number of Flickr photographs from broad and diverse categories. In our evalua-
tion in all cases we find that objects are the most commonly assigned tags, followed 
by people or groups. However, it can be seen quite clearly that the descriptions based 
on the YouTube tags and the group interface tags are more closely aligned, than any 
description that can be inferred from using query terms. Although the volume of tags 
that can be assigned to videos from groups that are part of the search process in com-
parison with YouTube is much smaller, it appears that the description of the videos 
that is created is very similar. Indeed it seems that the way in which users search for 
videos and the way in which users organise their results are different. Thus using 
query terms as annotations may not result in the same description that an object would 
be assigned by using the description created by tags. 

The results of our initial investigation are very positive for a number of reasons. 
First they show that users can annotate videos at a relatively fast rate as part of the 
search process. While this rate may not be as fast as other online initiatives such as 
the ESP game [2], our approach is a seamless part of the natural search process rather 
than an artificial process external to the media search process, although both have 
                                                           
3 www.flickr.com 
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benefits and are valid approaches. In addition it was found that on average around 2 
terms were added to each video, again an encouraging result as previous research on 
online video retrieval has indicated that more annotations results in a video being 
more likely to be retrieved up to a certain point [7]. Thirdly it was found that while 
there is some overlap with already existing annotations that quite often users are pro-
viding new and different annotations, where overlap exists with existing annotation 
the possibility of creating a folksonomy exists. Finally it was found that the descrip-
tion created was aligned more closely with other descriptions created using tags, 
rather than being closer to search terms that were used to retrieve the documents. This 
indicates that users are giving a more general description of the video content than the 
search terms used to find the video, but the interaction is still part of the search proc-
ess meaning that it is in the user’s best interest to provide the highest quality of de-
scription possible.   

3.2   TRECVID Evaluation 

The evaluation of our approach for online video search using YouTube was followed 
up with a second evaluation that evaluated our approach on a collection of broadcast 
television. In this scenario we did not have user annotations and the needs and prob-
lems are slightly different than in an online scenario. 

Evaluation Set Up 
For the second evaluation a different group of participants carried out focused video 
search tasks using the TRECVID 2007 collection and tasks. In 2007 the TRECVID 
collection contained 18,142 shots (over 100 hours) of Dutch magazine television. For 
the TRECVID 2007 interactive search evaluations there were a total of 24 tasks. For 
our evaluation we limited the number of tasks that the users carry out to 8.  This al-
lowed us to carry out more evaluations, as 24 individual search topics did not have to 
be carried out for each participant. In order to examine user interactions on different 
types of tasks we choose the 8 tasks which had the highest number of shots marked as 
being relevant during TRECVID runs. For our evaluation we adopted a 2-searcher-
by-2-topic within subject’s Latin Square design. Two interfaces were evaluated; the 
first was the grouping interface. The second interface allowed the users to query the 
collection via query by text and query by example. Each participant carried out two 
tasks using each interface. The order of system usage was varied as was the order of 
the tasks; this was to avoid any order effect associated with the tasks or with the sys-
tems. Each participant was given five minutes training on each system and was al-
lowed to carry out training tasks. Each actual task had a fifteen minute maximum time 
limit.  16 participants took part in our evaluation. Thus we have a group of 16 users 
that used the grouping interface to search for videos for 2 tasks each. Full details of 
the evaluation can be found in [8]. 

Results 

Annotation Rate 
Once again our analysis began by looking at the number of videos that were annotated 
by the users.  In total the users added 468 videos to groups in approximately  
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780 minutes (16 users * 2 topics * 15 minutes maximum per topic). On average users 
added 14.625 videos to groups per search session. As these tasks were more direct 
and specific than for the YouTube evaluation it would be expected that users would 
retrieve less results. In addition for the tasks chosen there were 420 relevant shots in 
the collections on average (Maximum of 1175 relevant shots, minimum of 210 rele-
vant shots). Of the videos added to groups by the users 330 (78.571%) were unique, 
some overlap is to be expected as users were carrying out the same topic, but the 
relatively low level of overlap is encouraging. In total 560 terms were added to the 
videos, this is an average of 1.196 terms in each group label. 81 of these terms were 
unique, with many being repeated as numerous videos were added to the same group. 

Quality of Annotations 
Once again we compared the labels assigned via groups with the already existing 
annotations for each video for each video. However in this case the already attached 
annotations for each video had been created using automatic speech recognition and 
automatic translation from Dutch to English. Some videos in the collection did not 
have any metadata associated with them.  It was found that for 58 videos there was 
overlap with the metadata with one of the terms that the user assigned in our evalua-
tion, and there was no overlap for the remaining 410 videos. Looking at term level, 
i.e. each individual term in the group name compared with the metadata for each 
video, it was found that there was overlap with existing annotations for 83 terms 
and no overlap for 477 terms. Once again the query terms and user assigned tags 
were categorised using WordNet. It was found that for these more narrow tasks that 
the query terms and user assigned tags were more closely aligned than for the You-
Tube evaluation. However, there were still some differences and we did not have 
any other user assigned metadata with which to make a comparison. As with the 
results of for the online video search, the results of our initial investigation for digi-
tal libraries are positive. Once again users can annotate videos at a relatively fast 
rate as part of the search process. While this rate is not as fast as the first evaluation, 
this is due to the nature of the collections and the tasks. Indeed it is even more en-
couraging as these tasks were extremely focused and narrow and there were rela-
tively small numbers of relevant videos. Although approximately only 1 term was 
added to each video via groups, this is not a bad result as in many digital archives 
and broadcast scenarios only relatively small numbers of people interact with these 
video collections in comparison with the vast numbers online, any additional  
annotation or search terms is beneficial. Finally due to the sparseness of the meta-
data attached to these videos that there was very little overlap with already existing 
metadata, showing that new and potentially beneficial search terms were being 
added to each video. In conclusion it has been shown that users can annotate rea-
sonable numbers of videos in a short period of time as part of their search process. 
This was achieved with no extra over head to the users and with very little overlap 
between user’s assigned annotations and already existing annotations for the  
videos. In the next section we will discuss our findings and give some directions for 
future work. 
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4   Conclusion and Discussion 

Our grouping interface is a system that helps users to carry out complex video search 
tasks by allowing users to organise their results into semantic groups and to share 
results between multiple groups. Results of user evaluations have shown the benefits 
of this search paradigm for various video search tasks in a number of scenarios [8]. A 
supplementary benefit of using this system is that users are adding annotations to the 
groups that they create as part of the search process and thus to the videos that are part 
of that group. Having proper labels associated to videos either on the Web or in digi-
tal libraries could allow for more accurate image retrieval, could improve the accessi-
bility of sites, and could help users block inappropriate images.  

Although the main application of the grouping interface game is not to label images, 
our main contribution is to show how this system can be used to overcome the well 
known problem of insufficient annotations and textual descriptions for multimedia in 
many contexts [7]. What is normally a tedious task for users, i.e. providing annotations 
or textual descriptions for multimedia, has become a meaningful part of the search proc-
ess. The results of our analysis of the logs from two evaluations have shown that even 
small groups of users can annotate relatively large numbers of videos in a short space of 
time. Indeed despite the fact that these users are carrying out the same tasks the quite 
often annotate different videos; almost 80% of the videos added to groups in most tasks 
were unique. One concern might be that if users are retrieving these video through tex-
tual searches that the labels that are assigned via groups may already be part of the 
metadata for that video. However it was found that for the majority of videos that the 
group labels did not overlap with existing annotations. This is an important finding as 
previous research has indicated that the more annotations that a video has the more 
likely it is to be retrieved, up to a certain threshold of annotations [7]. In addition the 
annotations that were created using the groups match the distribution of other user as-
signed metadata, rather than any other source of implicit annotation. This indicates that 
users are providing high quality annotations independent of how they formulate queries 
as part of the search process, but the annotation is an inherent part of the search process. 

There are a number of potential directions for future work. It may be possible to 
address similar problems in the similar fashion. For example, the grouping interface 
can be used, with only minor changes, to group and label sound, images or docu-
ments. In addition the same process could potentially be used to provide multilingual 
labels to videos. While it has not been addressed here, in future work we will also 
look at the effect of this labelling on the retrieval process, i.e. can it bring about an 
increase in the retrieval performance of users and result in user retrieving more useful 
videos. In conclusion this interface is a first important step in that we demonstrate 
how annotation can seamlessly become an explicit part of multimedia the search 
process, benefiting both the searcher and people who will carry out future searches. 
Future work in this direction could be a step towards bridging the semantic gap.   

Acknowledgements 

Thank you to David Vallet, Ivan Cantador and David Hannah for all of their help with 
this work. This research was supported by the European Commission, under contract 
IST-FP6-027122 (SALERO). 



410 M. Halvey and J.M. Jose 

References 

1. Abel, F., Henze, N., Krause, D.: Groupme! In: Proceeding of WWW 2008, pp. 1147–1148 
(2008) 

2. von Ahn, L., Dabbish, L.: Labelling images with a computer game. In: Proceedings of CHI 
2004, pp. 319–326 (2004) 

3. Fass, A.M., Bier, E.A., Adar, E.: PicturePiper: using a re-configurable pipeline to find im-
ages on the Web. In: Proceedings of UIST 2000, pp. 51–62 (2000) 

4. Fogarty, J., Tan, D.S., Kapoor, A., Winder, S.A.J.: CueFlik: interactive concept learning in 
image search. In: Proceedings of CHI 2008, pp. 29–38 (2008) 

5. Girgensohn, A., Shipman, F., Wilcox, L., Turner, T., Cooper, M.: MediaGLOW: organiz-
ing photos in a graph-based workspace. In: Proceedings of IUI 2009, pp. 419–424 (2009) 

6. Guy, M., Tonkin, E.: Folksonomies Tidying Up Tags. D-Lib Magazine 12(1) (2006) 
7. Halvey, M.J., Keane, M.T.: Analysis of online video search and sharing. In: Proceedings 

of HT 2007, pp. 217–226 (2007) 
8. Halvey, M., Vallet, D., Hannah, D., Jose, J.M.: ViGOR: a grouping oriented interface for 

search and retrieval in video libraries. In: Proceedings of JCDL 2009, pp. 87–96 (2009) 
9. Marshall, C.C.: No bull, no spin: a comparison of tags with other forms of user metadata. 

In: Proceedings of JCDL 2009, pp. 241–250 (2009) 
10. Nakazato, M., Manola, L., Huang, T.S.: ImageGrouper: A Group-Oriented User Interface 

for CBIR and Digital Image Arrangement. J. Vis. Lang. Comput. 14(4), 363–386 (2003) 
11. Sigurbjörnsson, B., van Zwol, R.: Flickr tag recommendation based on collective knowl-

edge. In: Proceeding of the WWW 2008, pp. 327–336 (2008) 
12. Smeaton, A., Over, P., Kraaij, W.: Evaluation campaigns and TRECVid. In: Proceedings 

of the 8th ACM international Workshop on MIR, pp. 321–330 (2006) 
13. Urban, J., Jose, J.M.: A Personalised Multimedia Management and Retrieval Tool. Inter-

national Journal of Intelligent Systems 21(7), 725–745 (2006) 
14. Villa, R., Gildea, N., Jose, J.M.: A faceted interface for multimedia search. In: Proceedings 

of the SIGIR 2008, pp. 775–776 (2008) 



Human Action Recognition in Videos Using
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Abstract. In this paper, we present hybrid motion features to promote
action recognition in videos. The features are composed of two comple-
mentary components from different views of motion information. On one
hand, the period feature is extracted to capture global motion in time-
domain. On the other hand, the enhanced histograms of motion words
(EHOM) are proposed to describe local motion information. Each word is
represented by optical flow of a frame and the correlations between words
are encoded into the transition matrix of a Markov process, and then its
stationary distribution is extracted as the final EHOM. Compared to
traditional Bags of Words representation, EHOM preserves not only re-
lationships between words but also temporary information in videos to
some extent. We show that by integrating local and global features, we
get improved recognition rates on a variety of standard datasets.

Keywords: Action recognition, Period, EHOM, Optical flow, Bag of
words, Markov process.

1 Introduction

With the wide spread of digital cameras for public visual surveillance purposes,
digital multimedia processing has been received increasing attention during the
past decade. Human action recognition is becoming one of the most important
topics in computer vision. The results can be applied to many areas such as
surveillance, video retrieval and human computer interaction etc.

Successful extraction of good features from videos is crucial to action recogni-
tion. Yan et al. [1] extend the 2D box feature to 3D spatio-temporal volumetric
feature. Recently, Ju Sun et al. [2] propose to model the spatio-temporal context
information in a hierarchical way. Among all the proposed features, there is a
huge family directly describing motion. For example, Bobick and Davis [3] de-
velop the temporal template which captures both motion and shape. Laptev [4]
extracts motion-based space-time features. This representation focuses on hu-
man actions viewed as motion patterns. Ziming Zhang et al. [5] propose Motion
Context (MC) which captures the distribution of the motion words and thus
summarizes the local motion information in a rich 3D MC descriptor. These
motion based approaches have shown to be successful for action recognition.

S. Boll et al. (Eds.): MMM 2010, LNCS 5916, pp. 411–421, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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Acknowledging the discriminative power of motion features, we propose to
combine period and enhanced histograms of motion words (EHOM) to describe
motion in the video. Considering the large variation in realistic videos, our
method is more feasible to extract compared to 3D volumes, trajectories, spatio-
temporal interest points etc.

Period Features: Periodical motion occurs often in human actions. For ex-
ample, running and walking can be seen as periodical actions in the leg region.
Therefore, a variety of methods use period features to perform action recogni-
tion. Cutler and Davis [6] compute an object’s self-similarity as it evolves in
time. For periodic motion, the self-similarity measure is also periodic, and they
apply Time-Frequency analysis to detect and characterize the periodic motion.
What’s more, Liu et al. [7] also classify periodic motions.

Optical Flow Features: Efros et al. [8] recognize the actions of small scale fig-
ures using features derived from optical flow measurements in a spatio-temporal
volume for each stabilized human figure. Alireza Fathi et al. [9] develop a method
constructing mid-level motion features which are built from low-level optical flow
information. Saad Ali et al. [10] propose a set of kinematic features that are de-
rived from the optical flow. All of them achieve good results.

Hybrid Features: We strongly feel that period and optical flow are comple-
mentary for action recognition mainly for two reasons. First, optical flow only
capture the motion between two adjacent frames thus bringing in local problems,
while period can capture global motion in time domain. For example, suppose
we want to differentiate walking from jogging. Because they produce quite sim-
ilar optical flow, it is difficult to distinguish them based on optical flow features
alone. Yet, the period feature can easily distinguish them because when some-
body jogs, his/her legs move faster. Second, period information is not obvious
in several actions such as bending. However, the optical flow of bending with
forwarding components and rising up components are quite discriminative. To
exploit the synergy, we choose to use hybrid features consisting of both period
features (capturing global motion) and optical flow features (capturing local
motion) to develop an effective recognition framework.

2 Overview of Our Recognition System

The main components of the system are illustrated in Fig. 1. We first produce
a figure-centric spatio-temporal volume (see Fig. 1(a)) for each person. It can
be obtained by using any one of detection/tracking algorithms over the input
sequence and constructing a fixed size window around it. Afterwards, we divide
every frame of the spatio-temporal volume into m × n blocks to make the pro-
posed algorithm robust to noise and efficient to be computed. By doing this,
we also implicitly maintain spatial information in the frame when constructing
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Fig. 1. The Framework of Our Approach

features. As a result, we get m × n smaller spatio-temporal cuboids consisting
of all the blocks at the corresponding location in every frame(Fig. 1(b)). Sec. 3
addresses quasi-period extraction of the cuboid to describe the global motion in
time-domain. The feature of all the cuboid are concatenated to form the period
feature of the video. Sec. 4 introduces the EHOM feature extraction. Specifi-
cally, each frame’s optical flow is first assigned a label by k-means clustering
algorithm. Based on these labels, Markov process is used to encode the dynamic
information (Fig. 1(c)). Then the hybrid features are constructed and fed into
the subsequent multi-class SVM classifier (Fig. 1(d)). The experimental results
are reported in Sec. 5. Finally, the conclusions are given in Sec. 6.

3 Period Feature Extraction

Based on the spatio-temporal cuboid obtained by dividing the original video, our
frequency extraction approach is appearance-based similar to [11]. Fig. 2 shows
the block diagram of the module. First, we use probabilistic PCA (pPCA) [12]
to detect the maximum spatially coherent changes over time in the objects ap-
pearance. The input data that are spatially correlated are grouped together.
Different from pixel-wise approaches, pPCA considers these pixels as one phys-
ical entity. Hence the method is robust to noise. The final output consists of a
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Figure-centric cubiod pPCA Frequency Analysis

perest

fest

Fig. 2. Block diagram of period extraction module

combination of two indicators: the estimated period fest and the degree of pe-
riodicity perest. Next, we will describe the pPCA phase and frequency analysis
phase respectively.

pPCA for Robust Periodicity Detection: Let XD×N = [x1x2....xN ] rep-
resent the input video, with D the number of pixels in one frame and N the
number of image frames. The rows of an aligned image frame are concatenated
to form the column xn. The optimal linear reconstruction X̂ of the data is given
by: X̂ = WU + X̄, where WD×Q = [w1w2...wQ] is the set of orthonormal basis
vectors, principal components matrix UD×Q is a set of Q-dimensional vectors
of unobserved variables(see Fig.3(b)) and X̄ the set of mean vectors x̄ . Each
eigenvector’s corresponding eigenvalue is indicated by Λ = diag(λ1, λ2, ...λd) of
the covariance matrix S of the input data X: S = V ΛV T , which is calculated
by eigenvalue decomposition. The dimension Q is selected by setting the maxi-
mum percentage of retained variance we want to preserve in the reconstructed
matrix X̂ .

Frequency Analysis: Periodogram is a typical non-parametric frequency anal-
ysis method which estimates the power spectrum based on the Fourier Trans-
form of the autocovariance function. We choose the modified periodogram of the

non-parametric class: Pq(f) = 1
N

∣∣∣∣N−1∑
n=0

w(n)x(n) exp(−jn2πf)
∣∣∣∣2, where N is the

frame length, w(n) is the window used and x(n) is principal component vector uT
q

from the pPCA(see Fig. 3(b)). By weighing the spectra Pq(f) with the relative
percentages λ∗

q of the retained variance and summing them together, a spectrum

is obtained by P̄ (f) =
Q∑

q=1
λ∗

qPq(f), where λ∗
q = λq

D∑
d=1

λd

.

In order to detect the dominant frequency component in the spectrum P̄ (f)
(see Fig. 3(c)), we first detect the peaks and local minima which define the
peaks’ supports. The peaks with a frequency lower than fs

N are discarded, with
fs being the sampling rate of the video and N the frame length. Afterwards,
starting from the lowest found frequency to the highest, each peak is checked
against the others for its harmonicity. We require that a fundamental frequency
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Fig. 3. (a) The spatio-temporal cubic of running is denoted in red. (b) The first 2
principal components of the cubic. (c) The weighted spectrum of running, the peaks is
denoted in red and their supports in green.

should have a higher peak than its harmonics and a tolerance of fs

N is used in
the matching process. We select the one group k with the highest total energy
to represent the dominant frequency component in the data. The total energy is
the sum of the area between the left and right supports E(.) of the fundamental
frequency peak f0

k and its harmonics f i
k :

fest = argmax
f0

k

{
E(f0

k ) +
∑

i

E(f i
k)

}
(1)

The estimated frequency fest of Fig. 3(c) is 120mHz, which means that the
motion repeats itself every 8.33 frames. Note that no matter whether the data is
periodical or not, as long as there exist some minor peaks in the spectrum P̄ (f),
the above method may still give a frequency estimate. So we adopt to compare
the energy of all peaks found in P̄ (f) with the total energy to separate the above
cases:

perest =

K∑
k=1

EΔ(fk)∑
f

P̄ (f)
, (2)

where K is the number of peaks detected and EΔ(fk) as the area of a triangle
formed by the peak and its left and right supports. Note that the peak supports
should have zero energy for the spectrum of periodic signal. By only using the
triangle area for the nominator in eq.(2), we assign a lower perest value for quasi-
periodic signal. The obtained perest and fest are then concancated to generate
the period component of the hybrid feature.
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Optical Flow 
Extraction

Visual Words 
Generation

Markov Process EHOM

Fig. 4. Block diagram of EHOM extraction module

4 Enhanced Histograms of Motion Words Extraction

As motion frequency is a global and thus coarse description of motion, we adopt
a local and finer motion mode descriptor — optical flow as a complement. Fig. 4
shows the block diagram of the module. First, We extract the optical flow of every
frame. Then we generate the codebook by clustering all optical flow in training
dataset. Afterwards, we would have directly computed the histogram of words
occurrences over the entire video sequence based on the obtained visual words,
but by doing so the time domain information is lost. For action recognition,
however, the dynamic properties of these object components are quite essential,
e.g. for the action of standing up or airplane taking off. That is why we go one
step further and combine a optical flow based Bags of Words representation with
Markov process [13] to get EHOM. It is independent of the length of video and
simultaneity maintains both the dynamic information and correlations between
words in the video. To our best knowledge, we are the first to consider the
relationship between motion words in action recognition.

The Lucas and Kanade [14] algorithm is employed to compute the optical flow
for each frame. The optical flow vector field F is then split into horizontal and
vertical components of the flow, Fx and Fy . These two non-negative channels
are then blurred with a gaussian and normalized. They will be used as our
optical flow motion features for each frame. Blurring the optical flows reduces
the influence of noise and small spatial shifts in the figure centric volume. For
each frame, optical flow features of each block are concatenated to generate a
longer vector.

Next, we represent a video sequence as Bags of Words. Our method represents
a frame as a single word. In other words, a “word” corresponds to a “frame”, and
a “document” corresponds to a “video sequence” in our representation. Specif-
ically, given the optical flow vector of every frame in the video, we construct a
visual vocabulary with the k-means algorithm and then assign each frame to the
closest (we use Euclidean distance) vocabulary word. In fig. 5(a), different colors
mean the corresponding frames are assigned to different visual words.

As we mentioned, we go one step further than Bags of Words by considering
the relationship between the motion words using Markov process. Before going
deep into details, we present some basic definitions in Markov chains. A Markov
Chain [15] is a sequence of random observed variables with the Markov property.
It is a powerful tool for modeling the dynamic properties of a system. The
markov stationary distribution, associated with an ergodic Markov chain, offers
a compact and effective representation for a dynamic system.
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Fig. 5. Construction of E HOM

Theorem 4.1. Any ergodic finite-state Markov chain is associated with a unique
stationary distribution (row) vector , such that πP = π.

Theorem 4.2. 1) The limit A = lim
x→∞

An exists for all ergodic Markov chains,
where the matrix

An =
1

n + 1
(I + P + ... + Pn) (3)

2) Each row of A is the unique stationary distribution vector π.
Hence when the ergodicity condition is satisfied, we can approximate A by An.

To further reduce the approximation error when using a finite n, π is calculated
as the column average of An.

For consecutive frames in a fixed-length time window with their codebook
labels F and F ′. we translate the sequential relations between these labels into
a directed graph, which is similar to the state diagram of a Markov chain (Fig. 5
(b)). Here we get K vertices corresponding to the K codewords, and weighted
edges corresponding to the occurrence of each transition between the words. We
further establish an equivalent matrix representation of the graph(Fig. 5 (c)),
and perform row-normalization on the matrix to arrive at a valid transition
matrix P for a certain Markov chain. Once we obtain the transition matrix P
and make sure it is associated with an ergodic Markov chain, we can use eq. 3
to compute π (Fig. 5(d)).

5 Experiments

Here we briefly introduce the parameters used in our experiments. In the period
feature extraction phase, pPCA retained variance is 90%, Hanning window is
used for periodogram smoothing. If perest is less than 0.4, in other words, the
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signal is not periodic, we assign the corresponding fest to zero. In EHOM extrac-
tion phase, the vocabulary size is set to be 100 and we use n = 50 to estimate
A by An. The length of time window is 20 frames.

For classification, we use support vector machine (SVM) classifier with RBF
kernel. We adopt PCA to reduce the dimension of period feature to make it
the same as the dimension of EHOM. To prove the effectiveness of our hybrid
feature, we test our algorithm on two human action datasets: KTH human mo-
tion dataset [16] and Weizmann human action dataset [17]. For each dataset, we
perform leave-one-out cross-validation. During each run, we leave the videos of
one person as test data each time, and use the rest of the videos for training.

5.1 Evaluating Different Components in Hybrid Feature

We will show that both components in our proposed hybrid feature are quite dis-
criminative. The period features of 6 activities in KTH database are illustrated in
Fig. 6. We can see that the bottom three actions have different frequencies in the
leg regions (denoted in red ellipses). Specifically, frunning > fjogging > fwalking ,
where f stands for the frequencies of leg regions. It conforms to the intuitive
understanding. Fig. 7 shows the comparison of our proposed EHOM with tra-
ditional BOW representation and illustrates that better results are achieved by
considering correlations between motion words.

The following experiment is to demonstrate the benefit of combining period
and EHOM feature. Fig. 8 shows the classification results for period features,
EHOM features and the hybrid of them. The average accuracies are 80.49%,
89.38% and 93.47% respectively. It shows that the EHOM component achieves
better result than the period component. We can also draw the conclusion that
the hybrid feature is more discriminative than either component alone.

Fig. 6. The frequencies of different actions in KTH database
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Methods Mean Accuracy
BOW 87.25%
EHOM 89.38%

Fig. 7. The comparison between BOW
and EHOM on KTH dataset

Methods Mean Accuracy
period feature 80.49%
EHOM feature 89.38%
hybrid feature 93.47%

Fig. 8. The comparison of different features
about mean accuracy on KTH dataset

5.2 Comparison with the State-of-the-Art

Experiments on Weizmann Dataset: The Weizmann human action dataset
contains 93 low-resolution video sequences showing 9 different people, each of
which performing 10 different actions. We have tracked and stabilized the figures
using background subtraction masks that come with the dataset. In Fig. 9(a)
we have shown some sample frames of the dataset. The confusion matrix of our
results is shown in Fig. 9(b). Our method has achieved a 100% accuracy.

Experiments on KTH Dataset: The KTH human motion dataset, contains
six types of human actions (walking, jogging, running, boxing, hand waving
and hand clapping). Each action is performed several times by 25 subjects in
four different conditions: outdoors, outdoors with scale variation, outdoors with

(a) Weizmann dataset
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.00 1.0 .00 .00 .00 .00 .00 .00 .00 .00
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.00 .00 .00 .00 .00 1.0 .00 .00 .00 .00

.00 .00 .00 .00 .00 .00 1.0 .00 .00 .00
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.00 .00 .00 .00 .00 .00 .00 .00 1.0 .00
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(b) Weizmann Confusion matrix

Fig. 9. Results on Weizmann dataset: (a) sample frames. (b) confusion matrix on
Weizmann dataset using 100 codewords. (overall accuracy=100%)

Methods Mean Accuracy
Saad Ali [10] 87.70%

Alireza Fathi [9] 90.50%
Ivan Laptev [18] 91.8%

Our method 93.47%

Fig. 10. The comparison of different methods about mean accuracy on KTH dataset
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(a) KTH dataset
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.03 .96 .01 .00 .00 .00

.01 .04 .95 .00 .00 .00

.00 .00 .00 .84 .13 .03

.00 .00 .00 .09 .91 .00
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jogging

running

walking

(b) KTH Confusion matrix

Fig. 11. Results on KTH dataset: (a) sample frames. (b) confusion matrix on KTH
dataset using 100 codewords. (overall accuracy=93.47%)

different clothes and indoors. Representative frames of this dataset are shown in
Fig. 11(a).

Note that the person moves in different directions in the video of KTH
database [16], so we divide each video into several segments according to the
person’s moving direction. Since most of the previously published results assign
a single label to each video, we will also report per-video classification on KTH
datasets. The per-video classification is performed by assigning a single action
label aquired from majority voting. The confusion matrix on the KTH dataset
is shown in Fig. 11(b). The most confusion is between the last three actions:
running, jogging and walking. We have compared our results with the current
state of the art in Fig. 10. Our results outperform other methods. The reason for
the improvement is the complementarity of the period and EHOM components
in our feature. The other reason is the combination of Bags of Words represen-
tation and Markov process keeps the correlation between words and temporary
information to some extent.

6 Conclusion

In this paper, we propose an efficient feature for human action recognition. The
hybrid feature composed of two complementary ingredients is extracted. As a
global motion description in time-domain, period component can capture the
global motion in time-domain. As an additional source of evidence, EHOM com-
ponent could describe local motion information. When generating EHOM, we
integrate Bags of Words representation with Markov process to relax the re-
quirement on the duration of videos and maintain the dynamic information.
Experiments testify the complementary roles of the two components. The pro-
posed algorithm is simple to implement and experiments have demonstrated
its improved performance compared with the state-of-the-art algorithms on the
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task of action recognition. Since we have already achieved pretty good results in
benchmark databases under controlled settings, we plan to test our algorithm in
more complicated settings such as movies in future.
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Abstract. Recently, bag of spatio-temporal local features based methods have 
received significant attention in human action recognition. However, it remains 
a big challenge to overcome intra-class variations in cases of viewpoint,  
geometric and illumination variance. In this paper we present Bag of Spatio-
temporal Synonym Sets (ST-SynSets) to represent human actions, which can 
partially bridge the semantic gap between visual appearances and category se-
mantics. Firstly, it re-clusters the original visual words into a higher level  
ST-SynSet based on the distribution consistency among different action catego-
ries using Information Bottleneck clustering method. Secondly, it adaptively 
learns a distance metric with both the visual and semantic constraints for ST-
SynSets projection. Experiments and comparison with state-of-art methods 
show the effectiveness and robustness of the proposed method for human action 
recognition, especially in multiple viewpoints and illumination conditions. 

Keywords: Action Recognition, Spatio-temporal Synonym Sets, Metric  
Learning. 

1   Introduction 

Human action recognition is an important technique for multiple real-world applica-
tions, such as video surveillance, human-computer interaction, and event-based video 
retrieval. However, it still remains a challenging task due to the cluttered background, 
camera motion, occlusion and viewpoint variance, etc. 

There are two kinds of traditional methods for action recognition. One is global 
model based method. For example, Bobick et al. in [1] use motion history images to 
recognize actions and Blank et al. in [2] represent actions by describing the spatio-
temporal shape of silhouettes. However, these methods rely on the restriction of con-
tour tracking and background subtraction. Without prior foreground segmentation, 
Efros et al. in [3] correlate flow templates with videos and Shechtman et al. in [4] 
recognize actions by spatial-temporal volume correlation, but these methods are quite 
sensitive to scale, pose and illumination changes. The other is the local feature based 
method. Recently, the spatio-temporal local feature based method has been widely 
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used for human behavior analysis in [5, 6, 7, 8, 9, 10]. By using a Bag-of-Words  
representation combined with machine learning techniques like Support Vector Ma-
chine [5, 7] and graphical models [6], it performs better than the global model based 
method, especially in the situation with cluttered background and severe occlusion.  

In the above spatio-temporal local feature based method, quantizing the local fea-
tures into visual words is one of the key problem. Among the majority works to date, 
the visual words are usually obtained by unsupervised clustering methods such as K-
means. Niebles et al. in [6] learn the latent topics of the visual words using generative 
graphical models such as the probabilistic Latent Semantic Analysis (pLSA) model 
and Latent Dirichlet Allocation (LDA). To get a compact representation, Liu et al. in 
[10] propose an unsupervised method with Maximization Mutual Information princi-
ple to group visual words into video-words-clusters (VWC). Essentially, these clus-
ters of visual words obtained in the unsupervised manner only capture the common 
visual patterns in the whole training set, thus may not have the most discriminative 
power in accordance with action category semantics. However, one of the most sig-
nificant challenges in human action recognition is the different visual appearances of 
local features within the same action category in cases of viewpoint changes as well 
as geometric and illumination variance. Meanwhile, actions of different categories 
may share similar local appearances. An example of intra-class variation and inter-
class similarity is shown in Fig.1. It is clear to see that local cuboids a and b with 
relatively different visual appearances caused by viewpoint change are from the same 
action category “Running”, while cuboids b and c with higher visual similarity are 
from different action categories. Therefore, spatial-temporal visual vocabularies con-
structed only by unsupervised visual appearance similarity clustering are limited to 
handle this gap between visual appearances and category semantics, and the ambigu-
ous vocabularies projection in the visual feature space may hurt the overall classifica-
tion performance. 

 

Fig. 1. Intra-class variation and Inter-class similarity of local cuboids in action recognition. 
Cuboids a and b are from two samples of “Running” with different viewpoints, and cuboid c is 
from sample of “Jogging”. 



424 L. Pang et al. 

 

To address the above issue, motivated by the research in object recognition [11, 12], 
we propose bag of Spatio-temporal Synonym Sets (ST-SynSets) for representation of 
actions to partially bridge the gap between visual appearances and category semantics, 
where ST-SynSet is a higher level cluster of semantic consistent visual words. The 
main idea is that though it is hard to measure the semantics of visual words directly, 
visual words from the same action category with variant visual appearances in cases of 
scale, viewpoint and illustration change could still keep the similar probability distribu-
tions among different categories, which in a way means the semantic similarity. In 
addition, since the topological proximity of visual words in the visual feature space 
can’t ensure the semantic relevance, vocabulary projection just by visual nearest 
neighbor mapping lacks the concordance with category semantics. Thus we need to 
learn a new distance metric for visual vocabulary by integrating the visual and seman-
tic similarity and transfer the visual words to the ST-SynSet space to suppress the er-
rors caused by uncertainty of vocabulary projection. The ST-Synset is different from 
latent topic in pLSA and LDA in[6] for that it is not a result of a generative model. 
Without prior assumption of the distribution, the ST-SynSet is the result of a super-
vised data-mining process of compressing visual words via distributional clustering 
following the joint distribution of visual words and action categories.  

The main contribution lies in two aspects: 
First, we propose to cluster visual words which share similar category probability 

distributions to be ST-Synsets by the Information Bottleneck clustering method, and 
produce a compact and discriminative representation for actions.  

Second, we propose to learn a new distance metric for visual vocabularies based on 
the synonymy constraints to get a more accurate ST-SynSet projection.  

The remainder of the paper is organized as follows. Section 2 presents the pro-
posed method in detail. Experimental results are shown in Section 3, and Section 4 
concludes this paper. 

2   Spatio-temporal Synonym Sets Based Action Recognition 

Fig. 2 shows the flowchart of the proposed action recognition algorithm. First, we 
adopt the spatio-temporal interest points detector proposed by Dollar et al. in [5] for  
local feature extraction. This detector produces dense feature points and performs 
well on the action recognition task [6]. For each cuboid we compute gradient-based 
descriptor and apply PCA to reduce dimensionality. Then, initial visual vocabularies 
are constructed by clustering the extracted spatio-temporal local features with  
K-means algorithm. Second, Sequential Information Bottleneck (SIB) method is im-
plemented to re-cluster the visual words into Spatio-temporal Synonym Sets and in-
formative ST-SynSets are selected by the information score. Third, in order to get a 
reasonable ST-SynSet projection, we learn a new distance metric for visual vocabu-
lary with the synonym constraints. Finally, we use “Bag of ST-SynSets”, the histo-
gram of Spatio-temporal Synonym Sets to represent each action instance, and use 
Support Vector Machine (SVM) for human action recognition. 



 Bag of Spatio-temporal Synonym Sets for Human Action Recognition 425 

 

 

Fig. 2. Flowchart of the proposed action recognition algorithm 

2.1   Spatio-temporal Synonym Sets Construction  

In the state-of-art method of Bag-of-Words, an action instance is encoded as a histo-
gram of visual words by unsupervised vector quantization of local features. However, 
action instances usually have significant intra-class variations because of the different 
attributes of performers (age, gender, clothes, and velocity) and especially different 
external conditions, such as viewpoints, scales, illuminations and so on .Therefore, 
the visual words with only the similarity of visual appearances become too primitive 
to effectively represent the characteristic of each category.   

 

Fig. 3. Category probability distributions of three cuboids with different appearances extracted 
from “Running “actions in three different scenarios 

Motivated by the object recognition method in [12], we find that local features 
highly correlated with the same human action category may vary in visual appear-
ances under different circumstances but they keep the discriminative ability among 
different categories. Thus, we define P (ci | w) to measure the semantic inference 
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ability of visual word w attributed to particular category ci. Due to the motion pattern 
heterogeneity of actions, a number of local features are intrinsic and highly indicative 
to certain action categories. For example in Fig. 3, three visually different cuboids 
from “Running “ in three different scenarios with large viewpoint variances have 
similar category probability distributions P (c | w) which peak around its belonging 
classes and denote the semantic similarity of the local cuboids.  

Therefore, we define Spatio-temporal Synonym Set to be the cluster of semantic- 
consistent visual words which share the similar probabilistic distributions P (c | w) 
among different categories. This higher level representation groups visual words with 
different visual appearances but similar discriminative power together and thus can 
partially handle the significant intra-class variations of local features and have more 
discriminative power to distinguish between action categories. 

2.1.1   Distributional Clustering by Information Bottleneck Method 
Based on the definition of ST-SynSet, we use the Information Bottleneck (IB) princi-
ple [13] which provides a reasonable solution for distributional clustering to cluster 
the initial visual words to a compact representation for the construction of ST-
SynSets. In [10], Liu et al. use the Maximization Mutual Information principle to 
group visual words into video-words-clusters (VWC). In essence, the visual word 
clusters obtained in this unsupervised manner mean to capture the common visual 
patterns with similar distributions among all the video samples in the training set, thus 
may lack the discriminative power to distinguish different action categories. In our 
method, we get the most compact representation of visual words and meanwhile 
maintain as much discriminative information of the categories as possible by cluster-
ing the visual words with similar probabilistic distributions P (c | w) among different 
categories using the IB principle.  

Given the joint distribution P(w, c) of each visual word w and action category c, 
the goal of IB principle is to construct the optimal compact representation of visual 
words set W, namely the ST-SynSets S, such that S preserves as much information of 
category set C as possible. The IB principle is formulated as the following Lagrangian 
optimization problem in Equation (1). 

             ( ) ( ; ) ( ; )
S

Max F S I S C I W Sβ= −                                            (1) 

where I(S;C) and I(W;S) are the mutual information between S and C and between W 
and S respectively. And the mutual information I(X; Y) is defined as   

,

( , )
( ; ) ( , ) log

( ) ( )x X y Y

p x y
I X Y p x y

p x p y∈ ∈

= ∑                                    (2) 

Equation (1) means to cluster the visual words into the most compact representation S 
with the least mutual information with visual words W through a compact bottleneck 
under the constraint that this compression maintains as much information of the cate-
gory set C as possible.  

In [13], Noam et al. propose a sequential IB clustering algorithm to solve the opti-
mization problem in Equation (1) with the β→∞ limit to generate the hard partitions.  
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The algorithm starts from an initial random partition S0  of W, and at each step we  
draw each w out of its current cluster S(w) and choose for its new cluster by minimiz-
ing the score loss caused by merging w to every cluster si which is stated in Equa-
tion(3). Repeat this process until convergence. To avoid the algorithm being trapped 
in local optima, we repeat the above procedure for random initializations of S0 to 
obtain n different solutions, from which we choose the one that maximize F(s) in 
Equation(1).                                  

                 ( , ) ( ( ) ( )) ( ( ), ( ))F i i id w s P w P s JS P c w P c s= + ×                      (3) 

where c is the variable of category, si is the i-th cluster in the current partition S, and 
JS(p,q) is the Jensen-Shannon divergence [14] which essentially measures the likeli-
hood that the two sample distributions p and q originate from the most likely common 
source. 

2.1.2   Informative ST-SynSet Selection 
After distribution clustering, some of the ST-SynSets which have flat and non-salient 
category probability distributions are not discriminative and have more uncertainty in 
semantics. Therefore an effective ST-SynSet selection is necessary. We define the 
maximal mutual information between the ST-SynSet s and each category label c to 
measure the information score of s, which is formulated in Equation (4).  

       
,

( , )
( ) max ( ( , )) max ( , ) log

( ) ( )c c
w s c C

p w c
I s I s c p w c

p w p c∈ ∈

= = ∑                      (4) 

We select the most significant ST-SynSets with the highest I(s) and remove the others 
with lower I(s). The local appearance samples of cuboids from the three most infor-
mative ST-SynSets and their corresponding category probability distributions are 
shown in Fig 4. From the spatio-temporal patches we can see that they are all signa-
ture motion parts of the corresponding action categories.  

 

Fig. 4. Local appearance samples of cuboids from the top three informative ST-SynSets and 
their corresponding category probability distributions 
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2.2   Distance Metric Learning with Semantic Constraints  

The basic mechanism of Bag-of-Words approach involves a step of mapping the local 
features to visual words according to the distances between the local features and the 
visual words. In the proposed approach, we need to map the local features to ST-
SynSets. It is known that the visual words in the same ST-SynSet may have different 
visual appearances, while those with similar appearances may represent different 
category semantics. The inconsistency between semantic space and visual feature 
space causes the ambiguity and uncertainty of ST-SynSet projection using standard 
distance metric such as Euclid distance. Therefore, we propose to learn a new distance 
metric for the visual words by integrating semantic constraints. We use the ST-
SynSets structure to get the semantic constraints where we maintain that the visual 
words of the same ST-SynSet get closer in the new feature space than those in differ-
ent ST-SynSets. 

Given n visual words {x1. . . xn}, with all xi ∈Rd, we need to compute a positive-
definite  d × d matrix A to parameterize the squared Mahalanobis distance: 

( , ) ( ) ( )     , 1.....T
A i j i j i jd x x x x A x x i j n= − − =                      (5) 

Till now, many methods have been proposed for Mahalanobis metric learning [15, 16, 
17], and we utilize the information-theoretic metric learning method in [17] because it 
is fast and effective for the similarity constraints. Given an initial d × d matrix A0 
specifying the standard metric about inter-point distances, the learning task is posed 
as an optimization problem that minimizes the LogDet divergence between matrices A 
and A0, subject to a set of constraints specifying pairs of examples that are similar or 
dissimilar.  

Here we define the rule of the constraints to preserve small distances for visual 
words in the same ST-SynSet and large distances for those in different ST-SynSets. 
The problem is formalized as follows:  

         

1 1
0 0 00
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A i j

D A A trace AA AA d
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≥ ∈
                     

 (6) 

A0 is unit matrix for a standard squared Euclidean distance, and l and u are respec-
tively large and small values, which are given empirically according to the sampled 
distances of visual words. This problem can be optimized using an iterative optimiza-
tion procedure by projecting the current solution onto a single constraint per iteration. 

With the learned metric matrix A, the distance between local feature and visual 
word is computed as Equation (5). Then, we use the K-nearest neighbor algorithm to 
do ST-SynSet projection. The mapping to the ST-SynSet is measured by the majority 
vote of the feature’s K nearest visual words. Here, K is empirically set to be 5.  

2.3   Bag of ST-SynSets Action Classification Using SVM 

Once the ST-SynSets and the new metric for visual words are obtained, we can de-
scribe a given action video using the histogram of ST-SynSets, in the way of “Bag of 
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ST-SynSets”. We use SVM classifier to model each action category. Here, histogram 
intersection kernel in Equation (7) is used as the kernel. 

              
1 2 1 2

1

( , ) m in( ( ), ( ))
n

H I
i

k h h h i h i
=

= ∑                            (7) 

where h1, h2 are the histogram of two videos, and h(i) is the frequency of the ith bin. 

3   Experiments 

We test the proposed method on the KTH human motion dataset [7]. This dataset 
contains 598 short videos of six types of human actions (walking, jogging, running, 
boxing, hand waving and hand clapping) performed by 25 persons. The dataset is 
challenging because there are four different scenarios with variable backgrounds, 
moving camera and changed scales. 

We extract spatio-temporal interest points using the detector proposed by Dollar  
et al. in [5] and get the corresponding gradient-based descriptors. The detector’s scale 
parameters are empirically set with σ = 2 and τ = 3 and PCA is applied to get a lower 
dimension of 100. We build visual vocabulary with the videos of randomly selected 3 
persons for each action, and the initial number of visual words is set to 1000. Then we 
construct ST-SynSets using the SIB algorithm in Section 2.1.1, with a variable num-
ber of {20, 50, 100,200, 400} clusters, and after ST-SynSets selection we retain 80 
percent of ST-SynSets with higher scores. We adopt the Leave One Out Cross Valida-
tion (LOOCV) as [6]. More specifically, at each run of the LOOCV, we use videos of 
24 persons to train SVM and the rest for testing, and the average accuracy of 25 runs 
is reported as the results. The results of the algorithm with different ST-SynSets num-
bers are shown in Fig 5(a). We can see the optimal accuracy is obtained when the 
number of ST-SynSets is set to be 100, and after informative ST-SynSets refinement, 
the total number of ST-SynSets used to represent actions is 80.  

         

                                                (a)                                                                   (b) 

Fig. 5. (a)  Average accuracy of the algorithm with different ST-SynSets numbers; (b) Confu-
sion matrix of the method with the best ST-SynSets which are set to be 100 clusters and have 
an effective ST-Synsets of 80 
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Confusion matrix of the proposed method with the best ST-SynSets number is 
shown in Fig 5 (b). We can see most actions are recognized correctly, and the largest 
confusion is “jogging” vs. “running”, which share similar local features and are easily 
confused.   

 

Fig. 6. Performance comparison with other methods 

Fig. 6 shows the comparison of accuracies of the popular methods in recent years 
based on spatio-temporal local features. Although almost all the methods achieve high 
maximal accuracies for the “walking” action which has slight geometric and view-
point changes in different scenarios, the proposed method shows superior perform-
ance in the minimal accuracy especially for the easily confused actions such as  
“running”. From Fig 6, we can see the proposed method with the ST-SynSet represen-
tation and the learned metric achieves the relatively most reliable and stable perform-
ance for all types of actions, with the average accuracy of 91.16% and the standard 
deviation of only 3.13%. The main reason is that this approach fully considers the 
category semantic information and gets the most discriminative representation visual 
words clusters to handle the intra-class local variations caused by different viewpoints 
as well as geometric and anthropometry variances. By clustering the visual words to a 
semantic meaningful unit with similar discriminative power and by learning the new 
metric for visual words using synonym constraints, it can learn a category semantic 
consistent feature space for the visual vocabulary and thus partially bridge the seman-
tic gap in terms of significant intra-class variations and inter-class confusion.  

In Fig.7, we show example videos in the four different scenarios from  four con-
fusable action categories with their corresponding ST-SynSets histograms when ST-
SynSets number is set to be 20. We can see that actions from the same category share 
the similar ST-SynSets distributions. It is also clear to see from the peaks of these 
histograms that some ST-SynSets are dominating in particular actions and have the 
discriminative power among different actions. 
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Fig. 7. Examples of ST-SynSets histograms for 4 confusable actions performed in the different 
scenarios 

4   Conclusion and Future Work 

In this paper, we propose a higher level representation for action recognition, namely 
Bag of Spatio-temporal Synonym Sets to bridge the gap between visual appearances 
and category semantics of human actions. By grouping the semantic-consistent visual 
words to be ST-SynSet and learning a new distance metric for visual words with both 
visual and semantic constraints, this approach can partially handle the intra-class 
variations and inter-class similarities. Experimental results on the KTH dataset show 
the effectiveness of the proposed method for human action recognition in the scenar-
ios of different viewpoints and illumination conditions. 

Because of the good results shown by other methods using the same constrained 
action database, further comparisons in some more challenging realistic databases 
with huge variations of anthropometry ,viewpoint, illumination, occlusions and so on 
are required to highlight the advantage of our method, namely, the robustness and 
discriminative power to handle the significant intra-class variations. In addition, since 
the ST-Synset is more compact than visual word, it has relatively stronger extension 
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ability for integrating global geometry and context information. All these will be 
addressed as our future work. 
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Abstract. We propose a novel clustering scheme for spatio-temporal
segmentation of sparse motion fields obtained from feature tracking. The
approach allows for the segmentation of meaningful motion components
in a scene, such as short- and long-term motion of single objects, groups
of objects and camera motion. The method has been developed within a
project on the analysis of low-quality archive films. We qualitatively and
quantitatively evaluate the performance and the robustness of the ap-
proach. Results show, that our method successfully segments the motion
components even in particularly noisy sequences.

1 Introduction

Motion has a vital importance in human perception. This makes it a qualified
attribute for the organization and retrieval of video content. Two types of mo-
tion can be distinguished: object motion and camera motion. The detection,
description, and segmentation of both is the focus of this paper.

The segmentation of motion in low-quality video with existing methods has
shown to be unstable and noisy which led to the development of the proposed ap-
proach. We present a robust and efficient clustering scheme for the segmentation
of single object motion as well as motion of groups of objects and camera mo-
tion. In contrast to other approaches (e.g. [1–3]) we extract motion trajectories
by feature tracking directly from the raw video sequence and omit object seg-
mentation. The result of feature tracking is a sparsely populated spatio-temporal
volume of feature trajectories. Occlusions and the low quality of the video mate-
rial lead to numerous tracking failures resulting in noisy and highly fragmented
trajectories. The novel clustering scheme directly clusters the sparse volume of
trajectories into coherent spatio-temporal motion components belonging to the
same objects or groups of objects. The proposed approach takes the following
factors into account:

– Robustness to low contrast, flicker, shaking, dirt, etc.
– The input data is a sparse set of fragmented trajectories that are broken off,

have different lengths, and varying begin and end times.
– The analyzed time span may be large (shots up to a few minutes length).
– The number of clusters is unknown a priori.

S. Boll et al. (Eds.): MMM 2010, LNCS 5916, pp. 433–443, 2010.
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– The resulting clusters have to be temporally coherent (even if the majority
of the trajectories breaks off).

– Motion direction and velocity magnitude may change over time inside a
cluster (to enable tracking of e.g. objects with curved motion paths and
groups of objects that have slightly heterogeneous directions and speeds).

– Efficient computation.
– Flexible selection of trajectory features and similarity measures in order to

enable different clusterings and applications.

The organization of this paper is as follows. We present related work in
Section 2. The clustering approach is formulated in Section 3. Section 4 intro-
duces the employed video material and presents the experimental setup. Results
are discussed in Section 5. We draw conclusions in Section 6.

2 Related Work

Feature trackers are able to provide motion information over large time scales by
tracking feature points over multiple successive frames [4]. However, the resulting
trajectories are sparse in space and time and have different lengths and varying
begin and end times. Consequently, standard methods, such as Mean Shift and
K-Means cannot be directly applied for clustering.

Methods for trajectory clustering have been introduced mainly in the field
of surveillance [1, 5–9] and video event classification [10]. The methods have
different constraints depending on their application domain. Wang and Li present
an approach for motion segmentation based on spectral clustering of motion
trajectories [8]. A major limitation of their approach is that all feature points
must be trackable in all analyzed frames. This is usually not given, especially
when working with low-quality video material.

Hervieu et al. perform classification of motion trajectories by an HMM frame-
work for video event classification in sports videos [10]. While the HMM frame-
work is able to handle trajectories of different lengths, the method assumes that
the trajectories have similar lifetimes and do not break off (e.g., due to occlusions
and tracking failures). A similar assumption is made in [5] where the authors
track and cluster motion paths of vehicles. They represent trajectories by global
directional histograms which require similar motion trajectories to have similar
lifetimes. However, this is not provided for broken trajectories.

Veit et al. introduce an approach for trajectory clustering of individual moving
objects [7]. Groups of similarly moving objects, as required in this work, cannot
be tracked. Similarly, Rabaud and Belongie cluster motion trajectories on a per-
object basis in order to count people in a surveillance video [6].

For clustering of a sparse set of trajectories similarity measures are required
that take the different lengths and spatio-temporal locations of the trajecto-
ries into account. Buzan et al. employ a metric based on the longest common
subsequence (LCSS) to cluster trajectories of different sizes [1]. An asymmetric
similarity measure for trajectories of different lengths is proposed by Wang et
al. [9]. Their algorithm can handle broken trajectories during clustering due to
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the asymmetric property of the similarity measure. The measure is not directly
applicable in our work because it uses different (spatial) similarity constraints.

There is an important difference between the above mentioned methods and
our approach. The presented methods do not consider the temporal location
of the trajectories during clustering. They aim at clustering trajectories inde-
pendently of the time they occur, e.g. in [5]. In this work, we are interested in
clustering motion trajectories belonging to the same object or group of objects.
Therefore, we assume corresponding trajectories to occur within the same time
and to have similar velocity (direction and -magnitude). Note, that we do not
require the trajectories to have similar spatial location, which facilitates tracking
of large groups of objects and camera motion (in contrast to e.g. [7]).

3 Trajectory Clustering

The idea behind the proposed scheme is to cluster the entire sparse volume of
trajectories directly by iteratively grouping temporally overlapping trajectories.
Thus, it is not necessary to split trajectories into sub-trajectories [11] or use
global trajectory features [5]. The trajectories are processed in their original
representation. The first stage of the algorithm is an iterative clustering scheme
that groups temporally overlapping trajectories with similar velocity direction
and magnitude. In the second stage (described in Section 3.2) the clusters from
the first stage are merged into temporally adjacent clusters covering larger time
spans.

3.1 Iterative Clustering

Iterative clustering aims at successively grouping temporally overlapping trajec-
tories. We assume trajectories that perform similar motion at the same time to
belong to the same motion component (e.g., object or group of objects). A tra-
jectory t is a sequence of spatio-temporal observations oj = < xj , yj , fj > with
t = {< xj , yj , fj >}, where xj and yj are spatial coordinates and fj is the frame
index of the corresponding observation. The input of the algorithm is a sparse
spatio-temporal volume which is represented as a set V containing T trajectories
ti of tracked feature points: V = {ti|i = 1, 2, ..., T }.

Clustering starts by the selection of expressive trajectories (representatives of
meaningful motion components) for the initialization of clusters. We assume that
meaningful motion components span large distances. Therefore, we compute the
absolute spatial distance that each trajectory travels during its lifetime. That is
the Euclidean distance between the first and last feature point of the trajectory.
This measure favors trajectories that belong to an important motion component.
Alternatively, the lifetime of the trajectories may be employed as a measure for
their expressiveness. However, experiments have shown that the trajectories with
the longest lifetimes often represent stationary or slowly moving points, which
leads to the selection of inadequate representatives. Consequently, we do not
employ the lifetime as an indicator for expressiveness.
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We sort the trajectories according to their traveled distances and select the
trajectory tr with the largest distance as representative for the current cluster
Ctr . Then all trajectories ti from the set V are compared to the representative
tr in a pairwise manner. The similarity of trajectories that have no temporal
overlap is 0 by definition. Consequently, only temporally overlapping trajectories
are compared.

For the pairwise comparison first the temporally overlapping sub-segments
of two trajectories tr and ti are determined. Following, we extract trajectory
features from these sub-segments and a perform similarity comparison. See the
description in the following on trajectory features and similarity measures em-
ployed in this work. The result of the pairwise comparison of trajectories tr and
ti is a similarity score sr,i.

All trajectories with a score higher than a threshold λ are assigned to the
current cluster Ctr :

ti ∈ Ctr ⇔ sr,i > λ (1)

The cluster Ctr is then added to the set S of clusters (which is initially empty).
All trajectories ti ∈ Ctr that lie fully inside the cluster are removed from the

original set of trajectories V . Trajectories that are temporally not fully covered
by the cluster remain in V . That enables trajectories to be assigned to multiple
temporally adjacent clusters in further iterations. This is an important prere-
quisite for the creation of long-term clusters in the second stage of the algorithm.

After updating the set V the next iteration is started by selecting a new
representative trajectory tr from the remaining trajectories in V . The algorithm
terminates when no more trajectories are left in V .

The result of iterative clustering is a set of n overlapping clusters S =
{C1, C2, ..., Cn}. Each cluster represents a portion of a homogeneous motion
component. The temporal extent of the clusters tends to be rather short (it is
limited by the temporal extent of the feature trajectories). Consequently, the
iterative clustering yields an over-segmentation of the spatio-temporal volume.
This is addressed in the second stage (merging), see Section 3.2.

Trajectory features and similarity measures. The proposed iterative clus-
tering scheme allows for the use (and combination) of arbitrary features and
similarity measures, for example spatial features compared by Euclidean dis-
tance, purely directional features compared by cosine similarity, etc. We com-
pute features adaptively only for the temporally overlapping segments of the
compared trajectories. This is different from other approaches, where features
are computed a priori for the entire trajectories.

A straight forward way is to directly employ the spatial coordinates of the
trajectories as features. For low-quality video the coordinates of the trajectories
are often noisy (e.g., due to shaky sequences and tracking failures). For a given
segment of a trajectory we compute the dominant direction φ = (Δx, Δy) where

Δx = xbegin − xend, Δy = ybegin − yend, (2)
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and the distance ρ between the first and the last spatial coordinates of the
segment:

ρ =
√

(Δx)2 + (Δy)2 . (3)

These features are robust to noise and are location invariant (as required for
segmenting motion from the camera and of groups of objects). They represent
the velocity direction and magnitude of the trajectories. Dependence on spatial
location can easily be integrated by adding absolute coordinates as features.

The presented features require two different metrics for comparison. We em-
ploy the cosine metric for the directional features φ and a normalized difference
for the distance features ρ. The corresponding similarity measures sφ and sρ for
two trajectories u and v are defined as follows:

su,v
φ = (

φu · φv

‖φu‖ · ‖φv‖ + 1) · 1
2
, su,v

ρ = 1− |ρu − ρv|
max (ρu, ρv)

. (4)

The cosine similarity is transformed into the range [0; 1]. We linearly combine
both similarity measures in order to obtain a single similarity measure su,v as:

su,v = α · su,v
φ + (1− α) · su,v

ρ with 0 ≤ α ≤ 1, (5)

where α balances the influence of the velocity directions and the velocity mag-
nitudes of the two trajectories.

3.2 Cluster Merging

The goal of cluster merging is to connect clusters that represent the same (long-
time) motion component. This is performed by hierarchically merging clusters
which share the same trajectories.

The input to this stage is the set of clusters obtained by iterative clustering:
S = {C1, C2, ..., Cn}. We start an iteration by sorting the clusters according to
their sizes (number of member trajectories) in ascending order. Beginning with
the smallest cluster Ci, we search for the cluster Cj which shares the most tra-
jectories with Ci. We merge both clusters when the portion of shared trajectories
(connectivity) exceeds a certain threshold μ. The connectivity ci,j between two
clusters Ci and Cj is defined as:

ci,j =
|Ci ∩ Cj |

min(|Ci| , |Cj |)
(6)

The criterion for merging clusters Ci and Cj into a new cluster C
′
i is:

C
′
i = Ci ∪ Cj ⇔ ci,j > μ. (7)

After merging the clusters Ci and Cj they are removed from the set S and the
new cluster is added into an (initially empty) set S

′
. If no cluster Cj fulfills the

criterion for merging then C
′
i = Ci. Following, Ci is removed from S and C

′
i is

added to S
′
.
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Merging is repeated with all remaining clusters in S, until S is empty and
S

′
contains all combined clusters. This makes up one iteration of merging. We

perform further iterations by setting S = S
′
to repeatedly merge newly created

clusters until no cluster can be merged any more. Finally, trajectories associated
with more than one cluster are assigned to the cluster with the largest temporal
overlap. The result of the merging procedure is a smaller set of clusters S

′
where

the clusters represent distinct (long-term) motion components.
The order in which clusters are merged influences the result significantly. We

sort the clusters according to their size and begin merging with the smallest
clusters. This facilitates that the merging scheme successively generates larger
clusters out of small ones (fewer small clusters remain). Furthermore, each clus-
ter is merged with the one having the highest connectivity. This enforces that
clusters of the same motion component are merged.

4 Experimental Setup

In this section we present the video material used for the evaluation and the
motion analysis framework including pre- and postprocessing steps.

4.1 Video Material

For the evaluation of the proposed method we employ archive film material.
The analyzed movies are historical artistic documentaries from the late 1920s.
The movies exhibit twofold challenges, that originate from their technical and
from their artistic nature. From the technical point of view, the film material is
of significantly low quality due to storage, copying, and playback over the last
decades. Typical artifacts of archive film material include scratches, dirt, low
contrast, flicker, and frame displacements. Such artifacts impede the process of
feature tracking and motion recognition, resulting in noisy and broken feature
trajectories. Furthermore, frame displacements and significant camera shakes
may result in falsely detected motion.

From an artistic point of view, the applied documentary technique is highly
experimental. The filmmaker used advanced montage and photographic tech-
niques (e.g., quadruple exposure, reverse filming, etc.) to achieve complex motion
compositions. Typical compositions include hammering, camera traveling, and
contrapuntal movements (see Figure 1 for examples). Consequently the movies
are well-suited for the evaluation of the proposed approach.

4.2 Feature Tracking

We perform motion segmentation for entire shots. Ground truth containing the
shot boundaries is provided by film experts. We employ the KLT feature tracker
because of its efficiency and its ability to track feature points across large time
spans [4]. For most parameters of KLT we use the defaults proposed by the
implementation [12]. The search range for tracking is set to 3 to reduce the
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(a) Hammering (b) Water (c) Rotation (d) Group of objects

Fig. 1. Typical motion compositions

Fig. 2. The motion field before (left) and after (right) filtering

number of tracking errors. The minimum distance between selected features is
reduced to 5 in order to produce denser motion fields. The number of features
is set to 2000. The output of feature tracking is a fragmented set of trajectories
in a sparse motion field.

We perform three basic preprocessing steps in order to reduce the noise con-
tained in the motion field. First, we remove trajectories whose lifetime is less
than a predefined duration τ (τ = 0.5 seconds in our case). This removes a large
number of unstable trajectories.

Second, we detect and remove stationary trajectories. We remove trajectories
with a spatial extent in x- and y-direction below a threshold σ which directly
corresponds to the amount of shaking in the sequence.

Third, we smooth the trajectories by removing high-frequency components in
the discrete cosine spectrum of the spatial coordinates xj and yj. This dampens
the influence of shaking for the remaining trajectories. Figure 2 shows the effect
of preprocessing for a noisy motion field of an entire shot. Most of the stationary
and noisy trajectories are removed. The remaining trajectories represent the
motion of the airplane in the lower right quarter of the frame.

4.3 Trajectory Clustering

The proposed clustering approach requires three parameters to be set (λ and α
for the similarity comparison and μ for cluster merging). The similarity score
su,v as defined in Equation (5) in Section 3.1 ranges from 0 to 1. A value of λ
between 0.7 and 0.9 yields satisfactory results in the experiments. The weighting
factor α is set to 0.5.
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The second parameter μ controls the sensitivity of cluster merging. Due to the
high fragmentation of the trajectories the value of μ is chosen rather low to fa-
cilitate cluster merging. Values of μ between 10% and 20% of shared trajectories
yield the best results in the experiments.

We perform two simple postprocessing steps in order to improve the generated
motion segments. First, we detect and remove single outlier trajectories which
is necessary since we ignore spatial information during clustering. Second, we
remove small clusters (less than 5 trajectories) that usually represent noise.

5 Results

We perform qualitative evaluation by applying our approach to shots with com-
plex motion compositions. In contrast to existing work (e.g. [7, 13]) we addition-
ally evaluate the performance of the approach by a quantitative evaluation.

5.1 Qualitative Evaluation

We have selected approximately 50 shots from different films for evaluating the
quality of our approach. Three test sequences are shown in Figure 3.

The first sequence (Figures 3(a) - 3(e)) shows a group of people walking up
a hill. The people in the group first move towards the hill (in the lower right
quarter), then turn to the left, walk up the hill and finally vanish behind the

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

(k) (l) (m) (n) (o)

Fig. 3. Segmentation results for 3 test sequences. Columns 1-3 represent keyframes
(white annotations mark the dominant motion components). Columns 4 and 5 show the
clustered trajectories and the resulting motion segments with their primary direction.
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hill. At the end of the sequence a horse enters the scene at the top of the hill
in opposite direction (short arrow in Figure 3(c)). From the three keyframes
3(a)-3(c) we observe a large amount of flicker, additionally some frames con-
tain scratches and dirt as in 3(a). Since KLT is sensitive to intensity variations
the trajectories frequently break off. However, our approach is able to create
temporally coherent motion segments over the entire duration of the shot. The
movement of the group of people is represented by segments 1 and 2 (blue and
yellow) in Figure 3(d). Segment 1 represents the motion of the people away from
the camera and segment 2 captures the people walking up the hill. The third
segment (red) represents the horse that appears at the end of the scene from the
left. This sequence shows that the approach is able to segment large groups of
objects as well as small individual objects.

The second sequence (Figures 3(f) - 3(j)) shows an airplane moving from
left to right. The airplane approaches the observing camera and finally passes
it. The sequence is shot by a camera that itself is mounted on an airplane,
resulting in permanent shaking. Several frames of the shot are heavily blurred
(e.g. 3(f)) making feature tracking nearly impossible. The motion of the airplane
is represented by segments 1 and 2 (yellow and red). The first segment describes
the motion of the airplane from the beginning of the shot to the last quarter of
the shot. The second segment continues tracking this motion until the end of the
shot. While the two segments are temporally coherent they are not merged by
our algorithm because the (noisy) motion field that connects them is too sparse.
The third segment (blue) describes an intense camera shake that is not removed
during preprocessing. This shot demonstrates the limitations of the approach.

The third sequence shows a herd of horses (surrounded by the white ellipses in
Figures 3(k) - 3(m)) moving diagonally into the scene from left to right. At the
same time the camera pans to the right (indicated by the dashed arrows). Both
motion components are tracked and separated from each other by our approach.
The spatially distributed segment (segment 1, yellow) in Figure 3(n) represents
the camera motion, while the second segment (red) describes the motion of the
herd. Not all individuals of the herd can be tracked robustly by KLT due to
the low contrast between the horses and the background. However, the motion
trajectories available from tracking are correctly segmented.

Motion segmentation performs well for the presented sequences. Even under
noisy conditions the method robustly segments the motion components.

5.2 Quantitative Evaluation

We apply the proposed approach to an entire feature film, in order to perform
a quantitative evaluation. The film shows the life of workers of the 1920s and
contains a large number of motion studies of physically working people, crowds,
industrial machines (e.g., moving pistons), and vehicles (e.g., cars, trains). The
film contains 63123 frames (660 shots) and has a duration of approximately one
hour (at 18 fps).

The ground-truth is provided a priori by film experts in the form of a protocol
that contains the number of motion components per shot and a textual descrip-
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Table 1. Percentage of shots containing no false negative (FN), one FN and more than
one FN with consideration of all and only the trackable motions, respectively

0 FN 1 FN > 1 FN
All motion components 70% 26% 4%
Only trackable motion components 89% 9% 2%

tion of the (groups of) objects, their motion activity and the camera operations.
Evaluation is performed manually by comparing the computed motion segments
with the ground truth protocol and applying the following rules:

1. A motion component is considered to be correctly detected if one or more
clusters exist with similar spatio-temporal locations and similar directions.
Otherwise the motion component is considered to be missed.

2. A cluster is considered to be a false positive, if it cannot be assigned to any
motion component.

The proposed method is able to segment 60% of all motion components in the
film. This low detection rate is a consequence of a poor feature tracking perfor-
mance. While related literature reports excellent results of KLT for high-quality
video [14], the tracker misses 28% of all motion components in the employed
video material. The tracker frequently fails for very fast motions, motions in
regions with low contrast, and complex scenes of water such as in Figure 1(b).
We exclude the motions that KLT misses from the evaluation and yield a sig-
nificantly higher detection rate of 83% which shows that the proposed method
provides high performance when motion tracking is successful.

The false positive rate is relatively high (22%) due to tracking failures and
noise. For example, feature points tend to walk along edges resulting in motion
components that are wrong but have a significant velocity magnitude. On the
other hand, we have configured the system sensitive to small motion components
which makes the system prone to noise.

In addition, we test our approach on selected sequences from high-quality
video (230 shots from the movie “Lola Runs”) and yield a significantly lower
false positive rate (3%). The detection rate (for all motion components) is 72%
compared to 60% for the low-quality material.

We further evaluate the number of false negatives (motion components that
are not correctly segmented) for each shot of the low-quality material. The dis-
tribution of false negatives is summarized in Table 1. The approach successfully
segments all trackable motion components in 89% of the shots. One trackable
motion component is missed in 9% of the shots and only 2% of the shots contain
more than one missed component. The greatest potential for improvements lies
in the stage of feature detection and tracking. We currently investigate alterna-
tive methods, e.g. SIFT which so far shows comparable performance. However
this investigation is not the focus of this paper.

The proposed clustering method is computationally efficient. Motion segmen-
tation (excluding feature tracking), requires 10s per shot in average and 110
minutes for the entire film.
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6 Conclusions

We have presented a novel clustering scheme that robstly segments sparse and
noisy motion trajectories into meaningful motion components. The clustering
scheme allows for the selection of trajectory features and similarity measures
which makes it well-suited for different types of clusterings and applications.
Although the method has been developed for low-quality video, experiments
have shown that it is applicable to diverse video material. The low-quality of the
employed material mainly influences the feature tracking performance. Where
motion is trackable, motion segmentation is successful to a high degree.
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Abstract. This paper provides a new motion segmentation algorithm in image 
sequences based on gamma distribution. Conventional methods use a Gaussian 
mixture model (GMM) for motion segmentation. They also assume that the 
number of probability density function (PDF) of velocity vector’s magnitude or 
pixel difference values is two. Therefore, they have poor performance in motion 
segmentation when the number of PDF is more than three. We propose a new 
and accurate motion segmentation method based on the gamma distribution of 
the velocity vector’s magnitude. The proposed motion segmentation algorithm 
consists of pixel labeling and motion segmentation steps. In the pixel labeling 
step, we assign a label to each pixel according to the magnitude of velocity vec-
tor by optical flow analysis. In the motion segmentation step, we use energy 
minimization method based on a Markov random field (MRF) for noise reduc-
tion. Experimental results show that our proposed method can provide fine mo-
tion segmentation results compared with the conventional methods. 

1   Introduction 

The development of a powerful moving object segmentation algorithm is an important 
requirement for many computer vision and ubiquitous systems. In video surveillance 
applications, motion segmentation can be used to determine the presence of people, 
car, or other unexpected objects and then start up more complex activity recognition 
steps. In addition, the segmentation of moving objects in the observed scenes is an 
important problem to solve for traffic flow measurements or behavior detection dur-
ing sports activities [1-4]. 

Up to the present, many significant achievements have been made by researchers in 
the fields of moving object segmentation. Chang et al. proposed a Bayesian frame-
work that combines motion estimation and segmentation based on a representation of 
the motion field as the sum of a parametric field and a residual field [5]. Velocity 
vectors are obtained by affine model, and then motion and segmentation fields are 
obtained by energy minimization. For energy minimization, iterated conditional mode 
(ICM) has been used. This method has a shortcoming to input the number of clusters. 
Luthon et al. proposed motion segmentation algorithm using MRF model [6].  
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However, this algorithm has shortcomings to set threshold value by user decision and 
to generate much noise unnecessarily. Aach and Kaup proposed a motion segmenta-
tion algorithm of video objects using a statistical approach [7]. They model as a Gaus-
sian distribution the characteristics of pixel difference for background between two 
consecutive frames. For a given level of significance, the resulting threshold value is 
theoretically obtained and the frame difference image is threshold so as to yield a 
change detection mask (CDM). Jung and Kim proposed motion segmentation algo-
rithm using signal detection theory [8]. This algorithm also has poor performance if 
the number of PDF is more than three.  

However, these methods use a Gaussian mixture model (GMM) for motion seg-
mentation. They also assume that the number of PDF is two and has poor perform-
ance if the number of PDF is more than three. In this paper, we present a new motion 
segmentation algorithm which accurately segments motion of moving objects al-
though the number of PDF of velocity vector’s magnitude is more than three using 
gamma distribution. As shown in Fig. 1, the proposed motion segmentation algorithm 
consists of pixel labeling and motion segmentation steps. First, the pixel labeling step 
estimates motion by optical flow analysis and assigns a label to each pixel by the 
magnitude of velocity vectors based on gamma distribution. For the pixel labeling, we 
have found the number of PDF, and then determined each mean and threshold value. 
Next, the motion segmentation step removes errors by energy minimization and seg-
ments moving regions with motion. 

This paper is organized as follows. Pixel labeling by velocity vector is addressed in 
Section 2. In Section 3, motion segmentation by MRF is explained. Section 4 presents 
experimental results, and we conclude this paper in Section 5. 

 

 

Fig. 1. Block diagram of the proposed method 
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Fig. 2. Distribution of z 

2   Pixel Labeling 

Optical flow is defined by the velocity field in image plane due to motion of objects in 
scenes. Let I be the intensity of a pixel (x,y) of an image in time t. In traditional optical 
flow analysis techniques, the optical flow constraint equation is expressed as [9]: 

0=++ tyx IvIuI                                                  (1) 

where u and v are two components of velocity vector and Ix, Iy, It are partial deriva-
tives about x, y, t, respectively. By Horn and Schunck’s method [9], the components 
of the velocity vector is computed by (2) and (3). 
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where λ is weighted constant and i is iteration number.  
If η is threshold value, iteration is stopped by the stop criterion which is expressed as: 
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Let random variable z(x,y) be the magnitude of velocity vector of a pixel (x,y) in an 
image. Then, random variable z(x,y) is defined as: 

22 ),(),(),( yxvyxuyxz +=                                         (5) 

By various experiments, we found that the distribution of z is represented as distribu-
tion as shown in Fig. 2. Therefore, we model the distribution of z as mixture gamma 
distribution. Therefore, the distribution of z, h(z), takes the form as [10]: 
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where k denotes gamma distribution function order and M the maximum value of 
PDF’s number. δk is coefficient of each PDF and μk is gamma function decaying pa-
rameter. Here, δk is 1 in k=1,5,9,…, otherwise 0. To make pixel labeling, the correct 
number of PDF, K, should be determined. Since K is equal to the number of clusters, 
we use the cluster validity measure proposed by Rose [11]. The principle of this  
validity is to minimize the within-cluster scatter and maximize the between-cluster 
separation.  

The cluster validity measure, validity, is expressed as: 

inter
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m=l+1,…,K). Here, ml means l-th mean. In order to find the label of each pixel, we 
determine the optimal threshold value Tn. If we assume that μ1=…=μK=μ, the optimal 
threshold value Tn is computed by  
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=T . By (8), we assign a label of cluster to each pixel. 

Label field L(x,y) is expressed as:  
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where Cl is l-th cluster. Since z is smaller than 1, z is scaled for computational effi-
ciency by (10) [8]. 
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where z’ is scaled value of z.  zmax and zmin are the maximum and minimum value of z, 
respectively, and Z is a constant. The scaled value z’ instead of z is used for the pixel 
labeling.  

         (a)                                                              (b)  

Fig. 3. (a) Neighborhood system. (b) A binary click. 

3   Motion Segmentation 

If an image is segmented with the threshold Tn in Fig. 2, isolated regions by noise are 
segmented together. To remove noisy isolated regions, MRF model is used. The MRF 
model takes advantage of spatial homogeneity of moving objects and removes iso-
lated regions by noise. We have modeled z as MRF and removed the unnecessary 
regions by noise. Let a random field z be MRF. Neighborhood system N and binary 
cliques at each point (x,y) are defined as shown in Fig. 3. In the figure, s is a center 
pixel and n is a neighborhood pixel. If we regard a random field z as MRF, the prob-
ability of z is given by a Gibbs distribution that has the following form according to 
the Hammersley-Clifford theorem [6]. 

)(1)( zUeQzP −− ×=                                                (11) 

where Q is a normalized constant called the partition function and U(z) is the energy 
function. We want to find l that the posteriori probability p(l|z) is maximal. By using 
the maximum a posteriori criterion (MAP), the solution is 

)|(arg* zlPmaxl
l
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We express relationship between z and l by Bayes rule as follows. 
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where P(l|z) is a conditional probability of l in dependence on z and P(l) is a priori 
probability of l. Therefore, we can express Eq. (12) as following form. 
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From Eq. (11), we get 
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=                                         (15) 

Therefore, the maximization of the a posteriori probability is equivalent to the mini-
mization of the energy function. The energy function is classically the sum of two 
terms (corresponding to data-link and prior knowledge, respectively) [6]: 
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The link-to-data energy Ua(z|l) (attachment energy) is expressed as 

∑ −=
l

la mzlzU 2
2

)(
2

1
)|(

σ
                                         (17) 

where σ2 is the observation variance. 
The model energy Um(l) is a regularization term and puts a priori constraints on the 

masks of moving objects, removing isolated points due to noise. Its expression is 
given by 
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where c, s, and n denote a binary clique, a current pixel, and  pixel of neighbor, re-
spectively. Here, ls is a label of s, ln is a label of n and Vc(ls,ln) is a potential function 
associated with a binary clique, c=(s,n). To put homogeneity constraints into the 
model, it is defined as, 
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where the positive parameter β depends on the nature of the clique. To find the mini-
mum of the energy function, iterated conditional modes (ICM) is used [12]. For each 
pixel s of the current image, the labels from 0 to K-1 are tested and the label that in-
duces the minimum local energy in the neighborhood is kept. The process iterates 
over the image until convergence. Suppose the label of a current pixel in iteration j is 
denoted as lj and a prescribed small number is ε. The fixed label of each pixel is 
achieved if the following condition is satisfied [13]: 
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A label l is one of 0,1,…,K-1 and arranged according to the magnitude of velocity 
vectors. Therefore, motion exists in a pixel with l>0 as Eq. (21). 
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4   Experimental Results 

In order to evaluate the performance of the proposed method, four typical image se-
quences of Table tennis, Claire, Street, and Smoke were used in the experiments. All 
sequences were adjusted to the size of 176x144 pixels. Fig. 4 shows examples of each 
sequence.  

Fig. 5 shows the velocity vectors of each sequence by optical flow analysis. To 
compute the velocity vectors, we set η =10 in (4). It can be observed that the magni-
tudes of pixels with large motion are large. Table 1 shows the validity of each  
 
 

  
(a)                               (b)                                (c)                             (d) 

Fig. 4. Original images. (a) Table tennis. (b) Foreman. (c) Street. (d) Smoke. 

 

 

(a)                               (b)                                (c)                             (d) 

Fig. 5. Optical flow vectors. (a) Table tennis. (b) Claire. (c) Street. (d) Smoke. 

Table 1. Validity 

K Table tennis Claire Street Smoke 

2 0.02895 0.01135 0.00718 0.04137 

3 0.02317 0.02003 0.01754 0.09762 

4 0.03002 0.02037 0.13072 0.17936 

5 0.05300 0.08798 0.16737 0.15152 

6 0.04324 0.10868 0.27405 0.24072 

7 0.06813 0.15721 0.38423 0.20171 

8 0.07655 0.11400 0.28709 0.18637 

9 0.06501 0.18998 0.51542 0.29961 

10 0.07070 0.20081 0.77435 0.23735 
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sequence according to K. The optimal K is selected by minimizing the validity in (7). 
Therefore, the optimal K is 3 in Table tennis sequence, and 2 in the other sequences. 
By the optimal K, ml and Tl of (6) are determined. We can assign each pixel to a label 
by (9). Here, we set Z = 255 in (10). 

Fig. 6 shows the distribution of z of each sequence. It can be observed that h(z) of 
Table tennis sequence has approximately 3 PDFs and h(z) of the other sequences have 
2 PDFs. Also, we can see that h(z) of all test sequences is near mixture gamma distri-
bution as mentioned in Section 2. In the experiments, we set σ=10 and β=1. The itera-
tion number was about 5∼10 in (20). Here, we set ε=3. Fig. 7 shows final results of  
 

(a)                                                     (b) 

(c)                                                      (d)  

Fig. 6. Histogram of z. (a) Table tennis. (b) Claire. (c) Street. (d) Smoke. 

 

(a)                               (b)                                (c)                             (d) 

Fig. 7. Motion segmentation results. (a) Table tennis. (b) Claire. (c) Street. (d) Smoke. 
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(a)                               (b)                                (c)                             (d) 

Fig. 8. Motion segmentation results (a) by [6], (b) by [7], (c) by [8], (d) by the proposed 
method 

motion segmentation of each sequence by (21). Fig. 8 shows comparison results be-
tween the proposed algorithm and conventional methods. Figs. 8(a)~(d) show the 
results by motion segmentation algorithm proposed in [6], [7], [8], and this paper, 
respectively. In Figs. 8(a)∼(d), we assumed that σ2 of each sequence is equal. These 
results show that the proposed algorithm has better performance than the conventional 
methods. 

5   Conclusions 

In this paper, we have proposed a new and accurate motion segmentation algorithm in 
image sequences based on gamma distribution. The proposed algorithm consists of 
two steps: pixel labeling using gamma distribution and motion segmentation using 
MRF. In the pixel labeling step, we have found velocity vectors by optical flow 
analysis and assign a label to each pixel according to the magnitude of the velocity 
vectors based on gamma distribution. In the motion segmentation step, we have ob-
tained the final segmentation results through energy minimization based on MRF. We 
have demonstrated that the proposed algorithm can provide fine segmentation results 
compared to the conventional methods by experiments. Therefore, it can be used a 
highly effective object segmentation algorithm for semantic image analysis such as 
object detection, object recognition, and object-based video coding.  
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Abstract. Object tracking is commonly used in video surveillance, but
typically video with full frame rate is sent. We previously have shown
that full frame rate is not needed, but it is unclear what the appropri-
ate frame rate to send or whether we can further reduce the frame rate.
This paper answers these questions for two commonly used object track-
ing algorithms (frame-differencing-based blob tracking and CAMSHIFT
tracking). The paper provides (i) an analytical framework to determine
the critical frame rate to send a video for these algorithms without them
losing the tracked object, given additional knowledge about the object
and key design elements of the algorithms, and (ii) answers the questions
of how we can modify the object tracking to further reduce the critical
frame rate. Our results show that we can reduce the 30 fps rate by up
to 7 times for blob tracking in the scenario of a single car moving across
the camera view, and by up to 13 times for CAMSHIFT tracking in the
scenario of a face moving in different directions.

1 Introduction

Object tracking is a common operation in video surveillance systems. However,
given an object tracking algorithm, it is unclear what frame rate is necessary
to send. Typically, video is sent at the rate of full video camera capacity, which
may not be the best option if network bandwidth is limited.

Previously, we have shown in [1] that frame rate can be significantly reduced
without object tracking losing the object. We found that the critical frame rate
for a given algorithm depends on the speed of tracked object. The simple way
to determine the critical frame rate is to run algorithm on a particular video se-
quence, dropping frames and noticing which rate causes the algorithm to lose the
object. Such approach however is not practical, because objects in real surveil-
lance videos move with different speeds, and the critical frame rate therefore
should depend on this parameter. We suggest finding critical frame rate using
analysis based on the algorithm’s key design elements (specific object detection
and tracking mechanism) and measured speed and size of the tracked object.

In this paper, we focus on two tracking algorithms, blob tracking algorithm that
relies on frame differencing and foreground object detection by Li et al. [2] as well
as Kalman filter for tracking; and CAMSHIFT algorithm [3], in which objects are

S. Boll et al. (Eds.): MMM 2010, LNCS 5916, pp. 454–464, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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represented as color histograms, and tracking is performed using mean shift algo-
rithm. We present an analytical framework formalizing the dependency between
video frame rate and algorithms’ accuracy. We estimate critical frame rate using
analysis with assumption of known speed and size of the tracked object. Guided by
the estimation, we slightly modify these tracking algorithms making them adap-
tive and more tolerant to the videos with even lower frame rate.

In Section 2, we present analysis of the critical frame rate for object track-
ing. In Section 3, we demonstrate how the dependency between frame rate and
accuracy can be estimated specifically for the blob tracking. We also specify the
critical frame rate for this algorithm. In Section 4, we present similar analy-
sis for CAMSHIFT tracking. In Section 5, we show how, using our estimations
and measurement of speed and size of the tracked object, we can modify these
tracking algorithms adapting them to the reduced frame rate. Section 6 ends the
paper with conclusion and future works.

2 General Analysis

We degrade temporal video quality by applying the dropping pattern “drop i
frames out of i+j frames”, where i is drop gap, and j is the number of consecutive
remaining frames (see Figure 1). Note that the same frame rate can correspond to
two different dropping patterns, for instance, dropping 2 out of 3 frames results
in the same frame rate as dropping 4 out of 6 frames. The reason for choosing
such dropping pattern is because we found that drop gap is more important
factor for the performance of the tracking than simply a frame rate. Therefore,
instead of critical frame rate, we focus on finding critical drop gap, which would
determine the corresponding frame rate.

First, we present an estimation of the critical drop gap for an object track-
ing algorithm without taking into account the specific method of detection and
tracking. For simplicity, consider a video containing a single moving object, which
can be accurately tracked by the algorithm. We can notice that dropping frames
affects the speed of object. Since video is a sequence of discrete frames, the speed
of object can be understood as a distance between the centers of object posi-
tions in two consecutive frames, which we call inter-frame speed denoted as Δd.
Without loss of generality, we can say that for every object tracking algorithm
there exists a Δd̃ such that, if object moves for a larger distance than Δd̃, the
algorithm loses it.

j i

Fig. 1. Dropping i out of i + j frames. i is the drop gap.
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Let Δd0 be the maximal inter-frame speed of the object in the original video,
when no frame dropping is applied yet. If we drop frames with drop gap i = 1,
the new maximum inter-frame speed can be approximated as Δd1 = 2Δd0.
Then, for general frame dropping pattern, Δdi = (i + 1)Δd0. Assume we know
the original speed of the object and the algorithm’s threshold Δd̃. Then, we can
compute the maximum number of consecutive frames that can be dropped, i.e.,
critical drop gap ĩ, as

ĩ =
Δd̃

Δd0
− 1. (1)

3 Blob Tracking Algorithm

For blob tracking algorithm, due to frame differencing detection, the value ĩ
depends on the size and the speed of tracked object. If too many consecutive
frames are dropped, the object in the current frame appear so far away from
its location in the previous frame that the frame differencing operation results
in detecting two separate blobs (see Figure 3(b)). Such tracking failure occurs
when the distance between blob detected in the previous frame and blob in the
current frame is larger than the size of the object itself. Therefore, this distance
is the threshold distance Δd̃. To determine its value, we need to estimate the
coordinates of the blob center in the current frame, which depend on its location
and size in the previous frame.

In this analysis, we assume a single object monotonously moving in one di-
rection. Although this assumption considers only a simplified scenario, many
practical surveillance videos include objects moving in a single direction towards
or away from the camera view. Also, such movements of the object in cam-
era’s view as rotating or only changing in size (when object goes away/towards
camera view but does not move sideways) do not have a significant effect on
frame differencing object detection. We also assume, without loss of generality,
that the object moves from left to right with its size increasing linearly. The
assumption allows us to consider only changes in coordinate x, and width w.
Increase/decrease in size is important because when tracked objects approach or
move away from the camera, their size changes. In practice, when object moves
in both x and y coordinates, the overall critical drop gap would be the minimum
of the two values estimated for corresponding coordinates.

Consider the original video when no frames are dropped. We assume the
average distance between fronts of the blob when it shifts from the previous
frame to the current frame is Δx0. We consider the front of the object because
it is more accurately detected by frame differencing. When frame differencing
is used, the resulted detected blob is the union of the object presented in the
previous and current frames (see Figure 3(b)). Therefore, when we drop frames,
the width of the blob in the frame following after the drop gap will be larger
than that in the original video sequence (see Figure 2 for illustration). However,
the front of the blob would be detected in the same way as in the original video.

Since frame dropping affects size of the detected object, we consider average
change in size as Δw0. The superscript indicates the size of the drop gap, which
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Δx0

original video drop gap i = 1

Fig. 2. The schema of the difference between object foreground detection for original
video and for video with dropped frames

(a) Detected foreground object with
drop gap 14 frames. PETS2001 video.

(b) Binary mask of the frame in 3(a). Ef-
fect of drop gap on frame differencing.

Fig. 3. The foreground object detection based on frame differencing

is 0 when frames are not dropped. Assume that x0
k is x-coordinate of blob’s

center in k-th frame, then, we can estimate its coordinate in the frame k + i + 1
as following,

x0
k+i+1 = x0

k + (i + 1)Δx0 − (i + 1)
Δw0

2
. (2)

If i frames are dropped after frame k, the detected blob in the k + i + 1 frame
is the union of actual object appearing in frames k and k + i + 1 (as Figure 2
illustrates). Then, the width difference (wi

k+i+1/2−w0
k/2) can be approximated

as (i + 1)Δx0/2. Therefore, the blob’s center in the k + i + 1 frame can be
estimated as,

xi
k+i+1 = xi

k + (i + 1)Δx0 − (i + 1)
Δx0

2
= x0

k + (i + 1)
Δx0

2
, (3)

since xi
k = x0

k.
As was mentioned, Δd̃ = |xĩ

k+ĩ+1
−xĩ

k|, where ĩ indicates the critical drop gap.

The failure of the blob tracking implies that Δd̃ = w0
k, where value w0

k is the
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width of the blob detected in frame k. Therefore, from equation (3), we obtain
w0

k = Δd̃ = (̃i + 1)Δx0

2 , from which we can find the critical drop gap to be

ĩ =
2w0

k

Δx0 − 1. (4)

In practice, values w0
k and Δx0 can be determined by either keeping the history

of speed and size of tracked object or by estimating their average values for a
particular surveillance site.

In addition to the estimation of the critical drop gap for blob tracking, we
can estimate the dependency function between accuracy of the algorithm and
video frame rate. Such estimation is possible because of the way drop gap affects
the accuracy of the frame differencing object detection algorithm used in blob
tracking. We can define blob detection error for a particular frame as the distance
between blob centers detected in this frame for the degraded video (with dropped
frames) and the original video. Then, the average error, denoted as εij , is the
average blob tracking error for all frames in the video. This εij function can
be used as accuracy metric for the blob tracking depicting the tradeoff between
tracking accuracy and video frame rate.

Using equations (2) and (3) we can estimate the blob tracking error for k+i+1
frame as following,

∣∣xi
k+i+1 − x0

k+i+1

∣∣ = (i + 1)

∣∣∣∣∣
(
Δx0 −Δw0

)
2

∣∣∣∣∣ = (i + 1)C, (5)

where constant C ≥ 0 depends on the size and the speed of object in the original
video.

Since we apply the dropping pattern “drop i frames out of i + j frames”, we
need to estimate the blob tracking error for each of the remaining j frames in the
video. There is no error in detecting blob for j− 1 frames that do not have drop
gap in front of them, i.e., for these frames, the result of the frame differencing
would be the same as in original video with no dropping. Therefore, the average
error for all j frames is the error estimated for the frame, which follows the drop
gap (equation (5)) divided by j:

εij =
i + 1

j

∣∣∣∣∣
(
Δx0 −Δw0

)
2

∣∣∣∣∣ =
i + 1

j
C. (6)

Note the important property of this function that the average error is propor-
tional to i and inversely proportional to j.

We performed experiments to validate the estimation of the average blob
tracking error εij . We use several videos from ViSOR video database, PETS2001
datasets, as well as videos we shot on campus with a hand-held camera (example
screenshots in Figure 3(a), Figure 4(c), and Figure 4(d)). Videos include moving
cars, person on a bicycle and people walking in a distance. We ran blob tracking
algorithm on these videos and applied different dropping patterns. We plot the
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(a) Fast moving face shot with a web-
cam (CAMSHIFT face tracking).

(b) From database by SEQAM labora-
tory (CAMSHIFT face tracking).

(c) Shot on campus with hand-held cam-
era (blob tracking).

(d) From VISOR video database (blob
tracking).

Fig. 4. Snapshot examples of videos used in our experiments

resulted average error against drop gap i when value j is 1, 3, 6, and 12. The
results are shown in Figure 5(a) (original video is 158 frames of 384 × 288, 30
fps) and Figure 6(a) (original video is 148 frames of 320 × 256, 30 fps).

Figure 5(a) shows the resulted average tracking error plotted against the drop
gap i when value j is 1, 3, 6, and 12. It can be noted from the Figure 5(a) that
for each fixed value j the average error is proportional to i. Also, average error
is inversely proportional to j, as indicated by the angles of each line in the
graph (for instance, angle of the line marked as “j=1” is three times larger than
the angle of the line “j=3”). Figure 6(a) demonstrates similar results. These
experimental results strongly support our analytical estimation of the average
error given in the equation (6). The figures do not reflect the critical drop gap
value because even for large drop gaps the blob tracking did not lose the track
of the car in this test video sequence.
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Fig. 5. Accuracy of original and adaptive blob tracking algorithm for PETS2001 video
(snapshot in Figure 3(a))
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Fig. 6. Accuracy of original and adaptive blob tracking algorithm for VISOR video
(snapshot in Figure 4(d))
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4 CAMSHIFT Algorithm

CAMSHIFT object tracking [4] relies on color histogram detection and mean
shift algorithm for tracking. The algorithm searches for a given object’s his-
togram inside a subwindow of the current frame of the video, which is computed
as 150% of the object size detected in the previous frame. Therefore, if the object,
moves between two frames from its original location for a distance larger than
half of its size, the algorithm will lose the track of the object. Hence, assuming
we drop i frames before frame k + i + 1, the threshold distance Δd̃ = w0

k

2 , where
w0

k is the width of the blob detected in frame k. Since CAMSHIFT does not
use frame differencing, drop gap does not have an additional effect on object’s
size. Therefore, we can estimate the center of the blob after drop gap i using the
equation (2) instead of equation (3). Hence, the critical drop gap can be derrived
as

ĩ =
w0

k

2Δx0 −Δw0 − 1. (7)

Estimating the average tracking error loses its meaning for CAMSHIFT tracking
because it uses a simple threshold for detection of the object in the current frame.
If the drop gap of the given frame dropping pattern is less than critical drop gap
in equation (7), the algorithm continue tracking the object, otherwise it loses
it. And the critical drop gap depends on the changes in speed and size of the
object.

We performed experiments with CAMSHIFT tracking algorithm to verify our
analytical estimation of the critical drop gap (equation (7)). We used several
videos of a moving face shot with a simple web-cam, videos of talking heads by
SEQAM laboratory and some movie clips (example screenshots in Figure 4(a)
and Figure 4(b)). Figure 8(a) (original video is 600 frames of 352 × 288, 30 fps)
and Figure 7 (original video is 303 frames of 320 × 230, 30 fps) show average
tracking error vs. drop gap for CAMSHIFT tracking and various frame dropping
patterns. Figure 7, corresponding to the video of a talking head (see snapshot in
Figure 4(b)), demonstrates that tracking algorithm does not lose the face even
when drop gap is 14 frames. The reason is because the face in the video does
not move around and is always present in the search subwindow of CAMSHIFT
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Fig. 7. Accuracy of original and adaptive CAMSHIFT tracking algorithm for video
with slow moving face (snapshot in Figure 4(a))
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Fig. 8. Accuracy of original and adaptive CAMSHIFT tracking algorithm for video
with fast moving face (snapshot in Figure 4(a))

tracker. However, for the experiments shown in Figure 8(a), the video with fast
moving head was used (see snapshot in Figure 4(a)). It can be noted that the
algorithm does not lose the face until value of drop gap is 8, because for the
smaller drop gaps, the face is still within a search subwindow and can be detected
by the histogram matching. The fluctuations in the average error for the larger
drop gaps appear because the face is either lost by the tracker or, for some large
enough gaps, it would move out of the subwindow and move back in, hence
the tracker does not lose it. We conducted experiments with more videos and
observed that the critical drop gap value is smaller for videos with faster moving
faces and larger for videos with slower moving faces. These observations agree
with equation (7).

5 Adaptive Tracking

We propose to modify blob tracking and CAMSHIFT algorithms and make them
more tolerant to video with low frame rate. We have shown that average error
and the critical frame rate of tracking algorithms depend on speed and size of
the object in the original video. Therefore, if we record these characteristics for
previous frames, the location and the size of object in the frame that follows
a drop gap can be approximated. Adjusting to frame dropping in such way
allows us to reduce the average error for blob tracking algorithm and increase
the critical drop gap for the CAMSHIFT algorithm.



Reducing Frame Rate for Object Tracking 463

Blob tracking algorithm tracks the detected foreground object using the sim-
plified version of Kalman filter: xk = (1 − α)xk−1 + αzk, where xk and xk−1
represent estimated coordinates of the object in the current and previous frames,
zk is the output of the object detector, and α ≤ 1 is some constant. When α = 1,
then the tracker trusts the measurement zk fully and its average error can be
estimated by equation (6). In cases when α < 1, the accuracy of the tracking
against the frame dropping worsens, due to the larger shifts in blobs’ centers
for videos with high drop gap. We propose using adaptive Kalman filter [5] to
make blob tracking more tolerant to the frame dropping. We apply the filter
only to the width of the object, because the front is detected correctly by frame
differencing (see Figure 2). The filter can be defined as following,

w̃k = wk−1 + Kk (wk−1 + uk) P̃k = Pk + Qk

Pk = (1−Kk)P̃k Kk =
P̃k

(P̃k + Rk)
,

where Qk and Rk are the process and measurement noise covariances; w̃k is the
new estimate of the blob’s width in the current frame; wk−1 is blob’s width
in the last not dropped frame; uk is the width measurement provided by the
frame-differencing based detector.

Kalman filter depends on correct estimation of the error parameters, Qk and
Rk. By looking at Figure 2, we can set Qk = (iΔw0)2, which estimates how big
the tracked object should be at frame k + i + 1 compare to its width before the
drop gap at frame k. Rk is essentially the error of the measurement, i.e., the
output of the foreground object detector, therefore, Rk = (wi

k+i+1 − w0
k+i+1)

2.
Since wi

k+i+1 can be estimated as w0
k + (i + 1)Δx0 and w0

k+i+1 as w0
k + (i +

1)Δw0, we can approximate Rk = (i + 1)2(Δx0 −Δw0)2. We obtain the values
of Δw0 and Δx0 by recording the speed of the object and how fast it grows in
size using last two available frames.

To compare how adaptive Kalman filter improves the accuracy of blob track-
ing, we performed the same experiments varying frame dropping pattern. The
average error for blob tracking with adaptive Kalman filter is plotted in Fig-
ure 5(b) and Figure 6(b), which can be compared to results with original algo-
rithm in Figure 5(a) and Figure 6(a) respectively. We can note that the accuracy
of the adaptive blob tracking algorithm is improved for larger drop gaps (larger
frame rate reduction). In both figures, Figure 5(b) and Figure 6(b), the angles
of the lines in the graph are not inversely proportional to j anymore, giving fun-
damentally different bound on the average error. All lines with j > 1 are almost
parallel to x-axis. It means that Kalman filter adapts very well to the drastic
changes in speed and size of the object that occur due to the frame dropping.
The constant increase in the average error for j = 1, is because, for such drop-
ping pattern, all remaining frames are separated by drop gaps. In this scenario,
adaptive Kalman filter accumulates the approximation error of object’s size and
speed. Therefore, the critical frame rate can be achieved with j that is at least
equal to 2. If we take i = 12, the original frame rate is reduced by 7 times.
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We also modified the CAMSHIFT tracking algorithm, adjusting the size of its
search subwindow to the frame dropping. We simply increased the subwindow
size in the current frame by iΔx0, where i is the drop gap. The average error of
this adaptive CAMSHIFT algorithm for the video with fast moving face is shown
in Figure 8(b). Comparing with the results of original algorithm in Figure 8(a),
we can notice that the adaptive tracker performs significantly better for the larger
drop gaps. The experiments show that we can drop 13 frames out of 14 with a
tradeoff in small average error. It means that CAMSHIFT algorithm, for this
particular video sequence, can accurately track the face with frame rate reduced
by 13 times from the original. For the news videos of talking heads, where face
does not move significantly around, adaptive algorithm performs with exactly
the same accuracy results as the original algorithm. Therefore, Figure 7 illus-
trates essentially both versions of the algorithm, original and adaptive. These
experiments demonstrate that by using analysis to modify CAMSHIFT algo-
rithm, we can improve its performance on videos with fast moving faces, while
retaining the original accuracy on videos with slow moving faces.

6 Conclusion

In this paper, we use analysis to estimate the tradeoff between accuracy of two
common tracking algorithms and video frame rate. Such estimation depends
on the speed and size of the tracked object, and therefore, in practice, such
measurements of the object need to be taken (for instance, running average of
these values during the last few frames). We also show that slight modifications
to existing algorithms can significantly improve their accuracy for the video with
larger reductions in frame rate. These findings motivate us to use reasoning for
determining critical frame rate (not just running many different experiments) for
other video analysis algorithms. The findings also encourage the development of
the new object tracking algorithms robust to highly degraded video.
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Abstract. We investigate the relative strengths of existing space-time
interest points in the context of action detection and recognition. The
interest point operators evaluated are an extension of the Harris corner
detector (Laptev et al. [1]), a space-time Gabor filter (Dollar et al.[2]),
and randomized sampling on the motion boundaries. In the first level
of experiments we study the low level attributes of interest points such
as stability, repeatability and sparsity with respect to the sources of
variations such as actors, viewpoint and action category. In the second
level we measure the discriminative power of interest points by extract-
ing generic region descriptors around the interest points (1. histogram
of optical flow[3], 2. motion history images[4], 3. histograms of oriented
gradients[3]). Then we build a simple action recognition scheme by con-
structing a dictionary of codewords and learning a recognition system
using the histograms of these codewords. We demonstrate that although
there may be merits due to the structural information contained in the
interest point detections, ultimately getting as many data samples as
possible, even with random sampling, is the decisive factor in the inter-
pretation of space-time data.

1 Introduction

The amount of data in the digital domain is increasing at an unprecedented
rate1. However, manual search for arbitrary patterns is dauntingly impractical
for respectably sized video corpora due to the sheer amount and high redun-
dancy of the content in videos. It is imperative to develop methods which can
index and search the content in the space-time domain. The applications of such
1 According to Google official statement in May 2009, the upload rate of new content

to the popular video sharing site YouTube has recently surpassed 20 hours of content
per minute.
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methods range from simple semantic search to automatic surveillance of high
risk environments.

Human motion analysis can be roughly categorized in three fields: 1) motion
analysis of body parts, 2) tracking of human motion and 3) recognition of human
activities[5]. Our study concentrates on the last task, where the activity is defined
as a short duration repetitive motion pattern. Examples for such visual entities
are actions, objects with characteristic motion patterns or events. Fortunately,
the constant increase of computational resources has made video processing and
pattern analysis more feasible. Yet the ultimate goal of designing a recognition
system which can uncover arbitrary query patterns in data residing in space-
time domain still remains to be achieved. We build our study on a structure
that mimics the experimental nature of Laptev et al.[3] and Nowak et al.[6],
except that we work in the video domain instead of the image domain. Here
we study the characteristics and usefulness (in comparison to a naive sampling
approach) of space-time interest point operators as modules on a standard action
recognition system pipeline. The main dataset used for training and testing is
the KTH dataset[7], which has been a well established standard for evaluating
video action recognition problem. In the action recognition system, initially we
find the interest points on the body of the subject performing the action. Next
we extract local descriptors on the interest point detections. Then a codeword
dictionary is learned for each detector/descriptor combination, and the interest
points in each video are histogrammed using the learned dictionary of codewords.
In the last step we build a decision system using a multi-class SVM [8].

Extracting features from sampled interest points has several motivations. By
sampling the moving parts we retain most of the information about the mo-
tion in the scene, but without looking at the entire dataset. The latter has the
drawbacks of low signal to noise ratios, the curse of dimensionality, and high
computational overhead. Furthermore the bag of features approach[9], where
the features are extracted only from the neighborhood of the interest points has
demonstrated impressive results in recognition problems in static images. There
is reasonable evidence to believe that this approach should be suitable for video
domain also, where the interesting parts of the data are even sparser than in
the image domain. We concentrate on two established interest point operators;
Laptev et al [1] and Dollar et al. [2]. Laptev detector is a straightforward exten-
sion of the well known Harris operator used for corner detection in images. Dol-
lar detector utilizes a quadrature pair of time oriented Gabor filters to uncover
periodic motion patterns. In addition, we consider a random-sampling based
approach.

In the remainder of the paper we first describe the interest point detectors
(Section 2) and local region descriptors (Section 3) for capturing features of
motion data. We describe the experimental setup of our test bed (Section 4). A
brief analysis of interest point detector characteristics is included in Section 5.1,
and an overall analysis on several aspects of consideration when working with
interest point / descriptor combinations follows in (Section 5).
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2 Detectors

2.1 Laptev et al.[1]

This detector is an extension to the well known Harris corner detector. For the
space-time case, the scale space L : R

2 × R× R
2
+ �→ R is defined by:

L(·; σ2
l , τ2

l ) = g(·; σ2
l , τ2

l ) ∗ V (·) (1)

g(x, y, t; σ2
l , τ2

l ) =
1√

(2π)3σ4
l τ2

l

exp(−(x2 + y2)/2σ2
l − t2/2τ2

l ) (2)

where V (x, y, t) is the video volume and g is the Gaussian kernel. The time scale
parameter τ2 is handled independently since in general the spatial and temporal
dimensions are independent. From the scale space representation the space-time
second moment matrix is straightforward to define:

μ(·; σ2
i , τ2

i ) = g(·; σ2
i , τ2

i ) ∗

⎛⎝ L2
x LxLy LxLt

LxLy L2
y LyLt

LxLt LyLt L2
t

⎞⎠ (3)

where the first order derivatives are computed as Lε(·, σ2
l , τ2

l ) = ∂ε(g ∗ f) and
σ2

i = sσ2
l and τ2

i = sτ2
l . The space-time corners are detected by finding the local

maximum of:

H = det(μ)− k trace3(μ) = λ1λ2λ3 − k(λ1 + λ2 + λ3)3 (4)

2.2 Dollar et al.[2]

The interest points of Dollar et al. are inspired by Gabor filters in the image
domain, which are filters built by multiplying a harmonic function with a 2D
Gaussian kernel. In image processing, the harmonic functions are generally a
quadrature pair of sin and cos filters tuned to the fundamental frequency of
an image texture or a ridge pattern. The sin and cos envelopes decay expo-
nentially in the direction of their spatial frequency, such that the response to
the filter is spatially maximized at the center of the particular pattern. The
modifications made to this model to form a space-time interest operator are
simple yet effective. The frames are filtered with a Gaussian smoothing kernel
(g(x, y; σ2)) and multiplied with a quadrature pair of even (hev = sin(t; τ, ω))
and odd (hodd = cos(t; τ, ω)) harmonic envelopes on the time axis. The response
function of the interest point operator is defined as:

R(x, y, t) = (V (.) ∗ g(x, y; σ2) ∗ hev(t))2 + (V (.) ∗ g(x, y; σ2) ∗ hodd(t))2 (5)

We then find the local maxima of the response function and filter out the faux
maxima which have a small magnitude and are most likely produced by noise.
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2.3 Random Sampling on the Motion Boundary (RSMB)

We also devise a random sampling method by simple sampling from the mo-
tion boundaries obtained by thresholding the pixel-wise difference between two
consecutive frames. This sampling method is rather naive, yet it is still more
structured than uniformly sampling from all pixels in the video. It is logical in
this case since information relevant to action recognition is mostly contained
in the regions with motion. Furthermore, since the previous two interest point
operators’ affinity functions obtain their local maxima on the motion boundary,
this random sampling approach is rather close to uniformly sampling from the
support of the interest points found with the other approaches. We set the sam-
pling rate to get C samples per frame on the average. This is done by finding
all the foreground pixels in a video and then randomly selecting C ×N of them,
where N is the number of frames in the video. This ensures that more samples
are collected from frames with large amounts of motion and few get selected
from frames with little motion. Note that this method is more randomized than
selecting a certain fraction of foreground pixels at each frame. The latter ensures
that in the case of motion in the frame, at least some samples will be selected in
the particular frame, whereas with the random selection over the entire video’s
foreground pixels, this may not be the case. We opted to use the first approach
because there is no hard coded per frame selection rule in the Laptev and Dollar
detectors, thus this method of random sampling provides a fairer comparison.
For robustness measures, we generate 3 different sets of random point samples
in the video and report the average results over these 3 sets.

3 Descriptors

3.1 Histograms of Oriented Gradients and Optical Flow[3]

We construct histograms of the video gradients (HOG) and optic flow (HOF) to
describe an interest point. The bins of the histograms are over the orientations
and we ignore the magnitude of the image gradients or optic flow. We used eight
orientation bins for the HOG descriptor and five bins for HOF.

We define a fixed size volume centered at each interest point. and then subdi-
vide it into ns and nt blocks. HOG and HOF descriptors are computed for each
block. The histograms of every block of the volume are concatenated to produce
one HOG and one HOF descriptor for the interest point. The dimension of the
volume used were 7×7×11 pixels, and we set ns and nt to 3 and 2 respectively.

3.2 Motion History Images (MHIST)[4]

Motion History Images have first been proposed for representation and recog-
nition of simple actions, where the subjects are thought to be well localized
and scale adjusted. In our implementation we use the MHIST as a local region
descriptor in which we extract the motion history image of an (X × Y × T ) re-
gion centered around the sampling point. This process for obtaining foreground
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pixels is far more robust than background subtraction in noisy datasets, and in
datasets obtained by hand held cameras. The drawback is that the non moving
pixels of the foreground objects are not registered. However, since the descriptors
are designed to capture motion characteristics, this is not a significant drawback.
Formally a motion history image H of a (X × Y × T ) sized region R centered
around a point (x0, y0) at time t0 in the video volume V (x, y, t) is described as
follows:

D(x, y, t) = |V (x, y, z)− V (x, y, t− 1)| (6)

h(x, y, t) =

{
0, D(x, y, t) < k

1, D(x, y, t) ≥ k
(7)

Hx0,y0,t0(x̂, ŷ) = max
0≤t̂≤τ

(1− t̂
τ )h(x0 + x̂, y0 + ŷ, to + t̂), |x̂| ≤ X

2 , |ŷ| ≤ Y
2 (8)

4 Experiments

We take the KTH action dataset as our baseline dataset for comparing the action
recognition performance of different detector-descriptor combinations. The KTH
dataset consists of 6 actions (boxing, hand clapping, hand waving, jogging, run-
ning, walking), performed by 25 actors in 4 different settings (indoors, outdoors,
outdoors with different clothing and outdoors with camera zooming motion). All
actors perform each action in each setting about 4 times, yielding obtain 400 shots
per action and 2400 samples in total. For robust results, we split the dataset in 3
disjoint partitions by the actor identities ({1,..,8},{9,..,17}, {18,..,25}). We train
the system on one partition, set the classifier parameters using a second partition,
and utilize the third partition for testing. In total this gives us 6 combinations of
training, validation, and test sets, and we run the analysis on all of them. Unless
otherwise noted, all performance figures reported are the geometric mean of the
performance values over the 6 folds. The recognition system is trained by com-
bining the decision outputs of 15 one vs one SVMs with a global SVM as final
classifier, which uses these 15 decision values as feature input. We test two differ-
ent kernel types for the SVMs (linear and radial basis function) and pick the best
performing kernel/parameter combination in each case.

(a) (b) (c)

Fig. 1. Examples from the KTH dataset: a) Boxing (outside), b) Running (outside
with different clothing), c) Handwaving (indoors)
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(a) Laptev (b) Dollar (c) Random

Fig. 2. Examples of interest points found with different detectors at their native de-
tection thresholds. All the interest points are accumulated up to 10 frames prior to the
one shown. The scale of the marker denotes recency.

5 Analysis

5.1 Analysis of the Detectors

The rate at which the detectors produce interest points varies due to different
formulations of the response functions (Figure 2). The Laptev detector favors cor-
ners in 3 dimensional video data. These corners are produced by strong changes
in direction and/or speed of the motion; thus, the detections are quite sparse.
The Dollar detector is sensitive to periodic motions. These include but are not
limited to space-time corners. Therefore at the native operating point, the Dollar
detector tends to fire a bit more than the Laptev detector. The random detector
fires the most; however, this is purely due to the rate that we have purposefully
set. It can be seen from Table 1 that actions in which the subject traverses the
frame produces significantly more interest points than the stationary actions.
This is justified because in stationary actions only the upper limbs of the body
are moving, where as in translation the entire body moves.

Table 1. Median number of detections per
frame for each shot in an action class

Laptev Dollar Random
Boxing 1.67 11.36 40.73
Handclapping 1.23 8.49 40.00
Handwaving 1.50 11.41 41.12
Jogging 4.49 19.96 66.65
Running 4.49 20.92 78.78
Walking 4.96 14.50 61.88

Another aspect of consideration
is the repeatability of the interest
points under sufficiently similar con-
ditions. To test an upper bound on
this, we partition the KTH Dataset
into 100 partitions per action (25 ac-
tors and 4 settings). Each partition
has about 4 shots where the actor
performs the same action in an iden-
tical setting and manner. We extract
a detector signal by counting the number of interest point detections at each
frame of the shots2. We find the maximum normalized cross correlation value
2 We exclude the shots from the “outdoors with camera zoom” settings from the exper-

iments in this section because the camera motion introduces artificial inconsistencies
to the fundamental periodicity of the motion.
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Table 2. Average correlation values over the similar shots per action class

Laptev Native Rate Dollar N. R. Random N. R.
Laptev Random Dollar Random

Boxing 0.224±0.054 0.182±0.029 0.190±0.048 0.220±0.074
Handclapping 0.246±0.067 0.189±0.033 0.197±0.038 0.305±0.098
Handwaving 0.203±0.034 0.180±0.027 0.213±0.060 0.361±0.089
Jogging 0.510±0.057 0.417±0.066 0.586±0.141 0.750±0.066
Running 0.573±0.063 0.492±0.064 0.637±0.115 0.795±0.055
Walking 0.480±0.079 0.334±0.045 0.395±0.122 0.715±0.078

for each shot pair in a partition and take the average over the whole set for
one action. A more robust way of measuring repeatability would be to take lo-
cations of the interest points in the consideration. However, the detections are
very sparse and the camera is not stabilized. A much larger training data would
be needed to infer reliable statistics.

It is desirable that the output of an ideal detector be highly correlated over the
shots taken in a similar setting. The number of detected points per time instance
we use in the normalized cross correlation metric provides an upper bound for
this correlation measurement. As it can be seen in Table 2, the RSMB detector
produces the most consistent detections. However this may be due to the fact
that by design RSMB is forced to detect certain number of interest points and
as this number grows, sampling over time will be more dense. Indeed when the
detection rate is lowered to match the detection rate of Laptev detector, the
RSMB detector does perform less consistently.

Some actors perform some actions very differently. One person may wave
with the entire arm while another person can wave just by bending the forearm
by the elbow. However the intra-person variation of an action should be small
regardless of the setting. Based on this assumption, we test the repeatability
of the interest points over the same actors. We take the average normalized
cross correlation value of all shots from the same actor and action and average
this value over the actors. The results are tabulated in Table 3. As it was seen
before the densely sampling random detector demonstrates the most consistent
detections. But when the sampling rate is limited, Laptev interest point detector
actually outperforms random. This suggests that the interest point operators
are able to pick up some structural characteristics in the space-time data. It is

Table 3. Average of the correlation values over the same actors

Laptev Native Rate Dollar N. R. Random N. R.
Laptev Random Dollar Random

Boxing 0.209±0.027 0.181±0.016 0.189±0.019 0.200±0.031
Handclapping 0.217±0.024 0.178±0.040 0.195±0.020 0.252±0.042
Handwaving 0.188±0.015 0.178±0.011 0.198±0.025 0.317±0.065
Jogging 0.478±0.030 0.396±0.041 0.487±0.076 0.659±0.051
Running 0.554±0.042 0.470±0.043 0.538±0.056 0.715±0.053
Walking 0.436±0.047 0.315±0.029 0.341±0.085 0.628±0.066
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Fig. 3. Recognition rate with respect to
the number of interest points collected.
The dictionary size is 1000 codewords,
while the histograms of codewords are raw
unnormalized counts. At the lowest rate
of interest point collection Laptev detec-
tor is more informative than random point
selection but the recognition performance
of random sampling consistently improves
with the increasing number of points.

Fig. 4. Effect of dictionary building
method to the overall performance. Hor-
izontal axis (log-scale) shows the dictio-
nary size, while vertical axis shows the
average recognition accuracy. K-means
is more effective in designing dictionar-
ies.

also worth noting that in both experiments the “boxing“ action class showed
the poorest cross correlation values for all detectors. This is an expected result
because it is the action that shows the least periodicity in the sequences of the
dataset. Actors often pause of change the frequency of their arm swings.

5.2 Number of Interest Points

Next, we measure the effect of number of interest points on the recognition
performance. As mentioned in Section 5.1 the Laptev detector gives the sparsest
set of outputs. We configure the Dollar and RSMB detectors to match the rate of
the Laptev detector by raising the threshold for the Dollar detector and lowering
the collection rate for the RSMB detector. Next we match the native rate of the
Dollar detector with the RSMB. Finally we run the system with the entire set
of random interest points from RSMB. The end results (Figure 3) are consistent
with the findings of Nowak et al.[6] in the sense that, while structurally collected
interest points may carry slightly more information than random point collection,
it is ultimately the number of samples that defines the recognition performance.
It is worth noting that the number of points is the single system parameter which
has the biggest impact on the recognition performance (Table 6).

5.3 Descriptor Types

Results on Table 6 demonstrate that explicitly encoding motion information
(MHIST, HOF) outperforms the shape based descriptor (HOG). When all other
factors are equal, the Motion History descriptor generally is the top performer.
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5.4 The Dictionary

We trained dictionaries for our vector quantization codebook using Lloyd’s al-
gorithm. We randomly initialize the centers and optimize the objective for 300
iterations. (Many of the dictionaries converged significantly faster.) For each
training fold the a separate dictionary is learned. We do not learn a separate
dictionary for each action class pair. This probably degrades the one vs one SVM
performance but allows for a more straightforward comparison. To further facil-
itate the comparison, we use the dictionary trained on the maximum number of
available points even when we are considering reduced rate detection results.

The effect of dictionary building process is shown in Figure 4, where we com-
pare the results using the dictionaries built by k-means with dictionaries built by
simply random sampling of the feature descriptors extracted from the dataset. It
is clear that k-means outperforms random descriptor sampling at any dictionary
size. The descriptor used for this experiment was motion histograms, while the
binning method was just using raw counts.

After the dictionaries are built we vector quantize all of the interest points in
a video shot and generate a histogram of the code words. The histogramming
process presents several choices for post processing. One method is to leave the
counts as is and use the “raw” histogram as the feature presented to the classifier.
Another method is the normalize the histogram bins to sum to one such that the
histogram resembles a probability mass function. The last method we considered
is to convert the histogram to a binary vector by thresholding. We choose the
threshold for each bin individually, maximizing the mutual information between
the class labels and bin label. This technique of histogram preprocessing has
demonstrated strong performance in several cases [10]. As Table 4 shows, the

Table 4. Effect of histogramming method. Table shows performances of each his-
togramming method according to the dictionary size (leftmost column) and the de-
tection rate of the interest points (top row). The detector whose results are shown is
RSMB while the feature used is Motion History Images. The “raw” histogram refer to
unaltered counts. The “norm” histogram has the bin sums normalized to 1. The “mt.i”
histogram has each bin thresholded in a way to maximize mutual information. The
feature used is Motion History Images. The results for the other detector/descriptor
combinations are similar.

Rate of the Random Detector
Laptev N.R. Dollar N.R. Random N.R.

Raw 0.681 0.804 0.844
1000 Norm 0.708 0.799 0.840

Mt.I. 0.594 0.804 0.848

Raw 0.675 0.792 0.833
500 Norm 0.701 0.791 0.825

Mt.I. 0.626 0.783 0.819
Raw 0.671 0.772 0.811

200 Norm 0.701 0.779 0.818
Mt.I. 0.614 0.720 0.756
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Table 5. Effect of interest point operator and histogramming method on the Weizmann
dataset. As in the KTH dataset, the mutual information binning works the best when
the dictionary size and the number of interest points are large.

Laptev Native Rate Dollar N. R. Random N. R.
Laptev Dollar Random Dollar Random Random

Raw 0.373 0.336 0.304 0.380 0.590 0.676
1000 Norm 0.611 0.271 0.478 0.477 0.562 0.652

Mt.I. 0.140 0.311 0.318 0.442 0.579 0.713

Table 6. Effect of various parameters on action recognition. Leftmost column denotes
the dictionary size. The top row signifies the per frame rate of interest point detec-
tion. In each case the detectors are modified to match the rate of a sparser interest
point operator. The best performing feature-interest point combination is the random
sampled motion history features at as many locations as possible. The best performing
dictionary size is also the one with the highest number of codewords.

Laptev Native Rate Dollar N. R. Random N. R.
Laptev Dollar Random Dollar Random Random

Motion History 0.741 0.590 0.681 0.756 0.804 0.844
1000 Hist. of Optical Flow 0.722 0.527 0.694 0.705 0.804 0.828

Hist. of Oriented Gradients 0.715 0.504 0.623 0.681 0.748 0.784

Motion History 0.717 0.595 0.675 0.734 0.792 0.833
500 Hist. of Optical Flow 0.704 0.523 0.691 0.684 0.797 0.816

Hist. of Oriented Gradients 0.701 0.529 0.668 0.656 0.768 0.794

Motion History 0.691 0.588 0.671 0.720 0.772 0.811
200 Hist. of Optical Flow 0.707 0.475 0.622 0.670 0.736 0.777

Hist. of Oriented Gradients 0.673 0.480 0.609 0.640 0.719 0.759

mutual information method equals the other techniques at the largest detection
and dictionary sizes but is otherwise inferior. Perhaps this is because the thresh-
olding process throws out information, and that the effect is less pronounced as
the number of bins grow.

For verification of the results, we repeated the experiments on the Weizmann
dataset [11]. In this dataset there are 9 actions performed by 9 actors. All of the
actions are performed once by each actor, except for 3 individual cases where
the actors performed the actions twice. We exclude these cases from the training
and testing for consistency. We performed the experiments similarly over three
fold cross validation scheme where 1/3 of the dataset was used for training and
the remaining 2/3 for testing. The results in Table 5 are consistent with those
for the KTH data.

6 Conclusions

We have presented a study of a general action recognition system using a bag of
features approach. The main criticism of the interest point operators has been
the fact that they produce a very sparse set of samples, which is undesirable for
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most statistical learning methods relying on robust statistics. This low sample
size problem seems to be a real obstacle for gathering enough evidence about the
visual data as demonstrated in the recognition experiments, and also confirmed
by the recent study of Wang et al. [12] in which they found a dense grid sampling
operator to perform the best. Amongst the interest point detection schemes we
considered, randomly sampling the motion boundary yielded the best results.
This is not surprising because random sampling approach has the ability to
gather arbitrary number of samples from the data, and the more samples the
better is the ability of a learning method to distinguish relevant patterns. On
the other hand, objective function driven interest point operators are looking
for points that satisfy the local maximum condition by comparing the objective
value at least to 26 immediate pixel neighbors in 3D, which evidently is even more
difficult to satisfy than in the 2D counterpart where only 8 immediate neighbors
would be considered. However there seems to be some structural information,
though little, embedded in the interest point detections. Figure 3 points out that
in the low sample case Laptev detector gives the best performance for any type
of feature descriptor probably because the interest point detections themselves
contain some information about the action classes being classified.

This paper covers some of the important design variables that need to be
considered while building an action recognition system. Certainly many im-
provements to this basic system have been been proposed and demonstrated
improvements to the state of the art [13,14]. The underlying principles of sam-
pling, however, should transfer to the more sophisticated approaches.
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Abstract. Color cues are important for recognizing flames in fire surveillance. 
Accordingly, the rational selection of color space should be considered as a 
nontrivial issue in classification of fire elements. In this paper, quantitative 
measures are established using learning-based classifiers to evaluate fire recog-
nition accuracy within different color spaces. Rather than dealing with color 
channels separately, the color pixels are encoded as quaternions so as to be 
clustered as whole units in color spaces. Then, a set of quaternion Gabor wave-
lets are constructed to establish an comprehensive analysis tool for local  
spectral, spatial and temporal characteristics of fire regions. Their quaternion 
Gaussian kernels are used to represent the spectral distribution of fire pixel 
clusters. In addition, a 2D band-pass filter kernel contained in the quaternion 
Gabor extracts spatial contours of fire regions. Another 1D temporal filter ker-
nel is enforced to capture random flickering behavior in the fire regions, greatly 
reducing the false alarms from the regular moving objects. For early alerts and 
high detection rate of fire events, smoke region is also recognized from its dy-
namic textures in the proposed fire surveillance system. Experimental results 
under a variety of conditions show the proposed vision-based surveillance 
method is capable of detecting flame and smoke reliably. 

Keywords: Fire Surveillance, Quaternionic features, Flame recognition, Smoke 
detection. 

1   Introduction 

Early fire detection is vital to insure human’s safety and prevent hazards before fire 
gets out of control. Conventional sensor-based fire alarm systems detect chemicals by 
either ionization or photometry, overlooking the physical presence of combustion 
material at the location of the sensor. This requirement makes these systems depend-
ent on the distance to fire source as well as sensors’ positional distribution. To pro-
vide quick responses to fire and gain capability in monitoring open spaces, vision 
based fire surveillance systems are developed to efficiently identify the danger of 
flame or smoke with early alerts in areas previously deemed to be impractical for 
sensor-based systems. 
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Color cues are important for recognizing flames in fire surveillance. Various color 
spaces have been used to perform flame pixel classification, including RGB[1][2], 
YUV[3], HIS[4] and YCbCr[5]. Fire color models are trained in the specified color 
space for flame detection. However, the color space is selected in an ad hoc manner 
without foundation of quantitative analysis. 

Most of current fire detection methods focus on the feature description of flames 
[1-6]. The superior ones take into account the disordered spatial features and temporal 
flickering features to characterize the fire regions. Shape complexity is commonly 
used to depict the spatial fire features [7][8]. However, it is difficult to figure out the 
contour finely for fire regions. In addition, rather a long time is needed to detect tem-
poral periodicity of fire flickering behavior [5][7]. Thus, the classification approach 
with low computational cost is preferred. Smoke is another important element to indi-
cate fire appearance. It is assumed that smoke’s color varies within the range from 
black-grayish to black [2]. However, the smoke color might reflect the color of the 
background due to semi-transparent property. The shape of the smoke is also consid-
ered in some research works [9]. These approaches are dependent on the assumption 
that smokes have distinct contours, which is not the fact for the thin smokes. Texture 
features are effective to extract smoke regions. Cui’s approach [10] demonstrated 
high detection accuracy but should extract at least 48 features from each candidate 
smoke region for final discrimination.  

Dynamic characteristics of flame and smoke are important clues to reduce search 
range of candidate fire regions. Frame differencing is commonly used to filter out the 
moving regions. But it still needs other decision rules to remove unwanted dynamic 
features and noises. Flames and smokes are always pointed at the top and spread up-
ward by hot airflows. This is an important visual feature of fire. Yuan performed the 
orientation analysis using integral image to find candidate fire regions [11]. The 
block-wise orientation analysis in this method is not quite precise.  

In this paper, a unified detection scheme of flames and smoke is presented. It is 
highlighted in three aspects: (1) Quantitative measures are established to evaluate the 
flame classification accuracy within the commonly-used color spaces, including RGB, 
HIS, YCbCr and LAB color spaces. (2) A set of quaternion Gabor wavelets are con-
structed to establish an comprehensive analysis tool for local spectral, spatial and 
temporal characteristics of fire regions, where the color cues, contour cues and turbu-
lent motion cues are treated altogether in the filtering process. (3) Motion history 
image (MHI) analysis combined with statistical texture description and temporal 
wavelet transform is used to reliably recognize smoke regions. 

The content is organized as follows. Section 2 evaluates the impact of color space 
selection, e.g. RGB, HIS, YCbCr and LAB, on flame element classification. In learn-
ing-based clustering process, quaternion representation is adopted to cluster color 
pixels as units in the color spaces. Section 3 presents a novel quaternionic Gabor 
filtering method to detect fire region. These quaternion Gabors are capable of con-
ducting spectral analysis together with spatio-temporal wavelet filtering, resulting in 
reliable fire region detection. A cost-effective framework of smoke detection is given 
in Section 4. Then section 5 presents experimental comparison with the state-of-the-
art methods. Finally, conclusion remarks are drawn in Section 6. 
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2   Color Space Selection for Flame Detection 

Color cues are important for recognizing flames in fire surveillance. In previous 
works, various color spaces are selected to perform flame classification in an ad hoc 
way, including RGB[1][2], YUV[3], HIS[4] and YCbCr[5] color space. In this sec-
tion, we establish a foundation of quantitative analysis of flame recognition accuracy 
in these commonly-used color spaces. Two of the most popular classifiers based on 
machine learning model, i.e. Adaboost and SVM, are used to extract the flame-
colored regions. It is interesting to show that comparable detection rates and false 
alarm rate are achieved in these four color spaces if the fire color model is trained 
with parameter optimized in the specified color space. 

Most flame pixels have color components of red, orange and yellow. We collect 
fire pixels from 19 fire video sequences and compute the spectral distribution of these 
pixels. Fig.1 illustrates the fire color distribution in RGB, HIS and Lab color spaces.  

   

(a)RGB (b) HIS (c) Lab 

Fig. 1. Spectral distribution of fire pixels gathered from 19 video sequences 

Most former researches select HIS, YCbCr and Lab color spaces rather than RGB 
color space, assuming more independence among the three channels results in better 
classification performance. Here we rely on the quantitative analysis to evaluate  
the flame classification results under different selection of color spaces. We gather non-
fire color samples from 15 videos of indoor and outdoor scenes, and classify them 
against fire colors via Support Vector Machine (SVM) and Adaboost. Each color pixel 
is represented by a pure quaternion[12], i.e. kzjyix ... ++ , where ,1222 −=== kji  

kijji =−= .. and imaginary parts zyx ,, denote the color channels. Rather than treating 

each color channel independently, quaternion encodes color pixel as an entity, well 
preserving interrelationship between three color channels. Quantitative analysis for the 
classification results is listed in Table 1 and Table 2, respectively obtained by SVM and 
Adaboost approach. It is observed that comparable detection rates and false alarm rates 
are achieved in different color spaces if the fire color model is trained with parameter 
optimized in the specified color space. Thus, the selection of any commonly-used color 
spaces is reasonable in fire surveillance task. In the following content, we adopt quater-
nion to represent RGB color vector without additional explanation. 
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Table 1. Classification results using SVM 

Color Spaces RGB HIS YCbCr Lab 
Accuracy 95.4% 96.9% 95.7% 95.9% 

False Alarm 10.67% 10.86% 9.46% 10.62% 

Table 2. Classification results using Adaboost 

Color Spaces RGB HIS YCbCr Lab 
Accuracy 96.17% 96.17% 96.21% 96.04% 

False Alarm 9.96% 10.18% 8.86% 10% 

We conduct experiments to classify fire color produced by different inflamers us-
ing color models trained above. Different kinds of inflamers generate fires with dif-
ferent colors. Still, we can segment fire-color regions (labeled with green pixels) from 
non-fire color regions successfully no matter what inflamer is, as shown in Fig.2.  

 

   
(a) Fire of ignited paper (b) Iron fire (c) Forest fire 

Fig. 2. Classification Results of fire colors generated by different inflamers 

3   Construction of Quaternionic Wavelet Filters 

In vision-based fire surveillance system, detection of inherent features is fundamental 
for the whole surveillance performance. Spectral distribution is dominantly exploited 
as an essential static property to recognize existence of fire. In the state-of-the-art 
methods, flickering analysis is effective to depict dynamic features of fire elements 
[4][5]. As for the current fire surveillance systems, they conduct spectral, spatial and 
temporal analysis sequentially. Multiple threshold constraints should be established 
by learning-based techniques or empirical experience. In this section, we construct a 
set of quaternion Gabor wavelets to establish an comprehensive analysis tool for local 
spectral, spatial and temporal characteristics of fire regions, where the color cues, 
contour cues and turbulent motion cues are treated altogether in the filtering process. 
As a result, unitary threshold constraint is available in such an analysis scheme. These 
quaternion Gabors consist of three components, namely quaternion Gaussian kernel, 
bandpass filter kernel and temporal filter kernel, respectively responsible for spectral 
analysis, spatial contour filtering and temporal flickering detection, 
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3.1   Quaternion Gaussian Kernel for Spectral Analysis 

As shown in Fig.3, 20 quaternion Gaussian kernels are utilized to represent the spec-
tral distribution of fire pixels in RGB color space. Given mean value i

qm  and standard 

deviation i
qσ  ( )20,,1…=i , we can formulate the quaternion Gaussian kernels as, 
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where i
qm is a pure quaternion and located at ith cluster center of fire colors. Around 

each cluster center, the spectral probability density is represented by a quaternion 
Gaussian kernel with standard deviation i

qσ . When the quaternion color vector μ  falls 

into any one Gaussian envelope, we can estimate the probability of current pixel to 
have a fire color. Otherwise, we remove current pixel from candidate fire regions. 

 

Fig. 3. 20 cluster centers of fire colors in RGB space, circled with different colors 

As listed in Table 3, parameters of 20 quaternion Gaussian kernels are provided. In 
the extensive tests of fire region classification, it is noted that non-fire pixels usually 
fall into 3 Gaussian envelopes (marked with red cells in Table 3), increasing false  
alarms in the fire surveillance. These quaternion Gaussians contain the color of sky, 
road and brilliant yellow objects. In the following classification tests, we assign these 
Gaussian kernels with lower confidence to greatly reduce the false alarms.  

3.2   Band-Pass Filter Kernel for Spatial Contour Filtering 

Fire is a complex natural phenomenon involving turbulent flow. The turbulent flames 
due to an uncontrolled fire expose a flickering characteristic. At the boundary of a 
flame region, pixels appear as fire elements at a certain flickering frequency. Consid-
ering extensive variations of the size and contour orientation of fire regions, we set up 
a set of band-pass filter kernels to conduct multi-scale and multi-orientation contour 
analysis. They are formulated as the real part of complex Gabor filter, 
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Table 3. Parameters of Quaternion Gaussian Kernels 

1
qm  

1
qσ  

2
qm  

2
qσ  

3
qm  

3
qσ  

0.24i+0.76j+0.95k 0.06183 0.42i+0.81j+0.98k 0.04769 0.13i+0.65j+0.93k 0.07479 
4
qm  

4
qσ  

5
qm  

5
qσ  

6
qm  

6
qσ  

0.39i+0.62j+0.78k 0.10804 0.44i+0.72j+0.9k 0.06713 0.35i+0.7j+0.97k 0.0535 
7
qm  

7
qσ  

8
qm  

8
qσ  

9
qm  

9
qσ  

0.86i+0.94j+0.94k 0.08257 0.11i+0.34j+0.71k 0.12228 0.27i+0.63j+0.87k 0.07861 
10
qm  10

qσ  11
qm  11

qσ  12
qm  12

qσ  

0.22i+0.48j+0.94k 0.06608 0.71i+0.78j+0.87k 0.08201 0.41i+0.5j+0.9k 0.09518 
13
qm  13

qσ  14
qm  14

qσ  15
qm  15

qσ  

0.52i+0.82j+0.92k 0.05826 0.33i+0.87j+0.93k 0.05341 0.43i+0.89j+0.93k 0.04847 
16
qm  16

qσ  17
qm  17

qσ  18
qm  18

qσ  

0.28i+0.59j+0.98k 0.04847 0.65i+0.93j+0.95k 0.06505 0.36i+0.8j+0.91k 0.04967 
19
qm  19

qσ  20
qm  20

qσ    

0.12i+0.41j+0.87k 0.08967 0.52i+0.92j+0.96k 0.05528   
 

 

   
(a) Fire movie 2 (b) Fire movie 6 (c) Fire movie 3 

   
(d) Detected fire in movie 2 (e) Detected fire in movie 6 (f) Detected fire in movie 3 

Fig. 4. Fire region detection using spatial filtering (labeled with green color in subfigures (d)-(f)) 

M
f

u
m =
5.02

6σ                                                       (3) 

where ( )yx,  is the 2D spatial location of current color pixel, mf  denotes the central 

frequency of the filter with the smallest scale. Parameter u  indicates the number of 
scales and N is the orientation number of the filters. The formulation in (3) is en-
forced to obtain octave bandwidth filters. Parameter M is a constant, enumerating the 
number of sinusoidal oscillations within the spatial Gaussian envelope. Denotation σ  
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is the standard deviation of the Gaussian envelope. Because of the substantial power 
at low frequencies in natural signals, DC sensitivity is eliminated by the term in the 
square bracket to avoid a positive bias of the response. 

In the experiments, we conduct spatial filtering for fire region detection at 4 scales 
and 8 orientations. In Fig.4, intermediate filtering results with strong responses are 
illustrated as candidate fire regions. 

3.3   Temporal Filter Kernel for Flickering Detection 

In this section, we analyze flickering behavior of fire using temporal filtering method. 
Similar to the spatial filter kernel, temporal wavelet filters are formulated as the prod-
uct of a Gaussian window and a sinusoid function. To obtain octave bandwidth prop-
erty, we construct a set of filters according to (4) and (5), 
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where t  indicates the frame time of current color pixel, S  is the temporal scale num-
ber of the filters. Given an arbitrary filter in the set, which has a Gaussian envelope 
with standard deviation Tσ  and central frequency Tk , constant number TM of sinu-

soidal oscillations is observed within the spatial Gaussian envelope. Also, DC sensi-
tivity is eliminated to avoid a positive bias of the response. 

   
(a) (b) (c) 

Fig. 5. Fire area detection results (a) not using analysis of temporal features (b) using analysis 
of temporal features 

Finally, we can form a set of quaternion Gabor wavelets to perform comprehensive 
analysis of spectral, spatial and temporal features of fire regions. The representation 
of these quaternion Gabors can be formulated as, 

( ) )(,. , tGyxGGG
Tvu

i
qW σ⊗=  ( )3,,0,7,,0,3,,0,20,,1 ………… ==== Tvui    (6) 

where symbol ‘ ⊗ ’ denotes tensor product operator. 
The related fire detection results are shown in Fig.6. The flowchart of our fire de-

tection scheme is depicted in Fig.7. 
In our fire detection framework, one threshold constraint is established for the level 

crossings in the comprehensive analysis of fire regions. It is noted that the search 
range of fire regions is greatly reduced by a preprocessing step of dynamic object  
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(a) Fire scenes in Movie 4 (b) Fire scenes in Movie 5 (c) Fire scenes in Movie 6 

Fig. 6. Fire detection using comprehensive analysis of spectral, spatial and temporal features 
based on quaternion Gabor filtering 

 

Fig. 7. Our fire Detection framework 

extraction. The computation time is reduced to 20% of the time needed in the opera-
tion without motion filtering. The motion areas are extracted by Motion History Im-
age (MHI) approach [13][14]. The following discussion of smoke detection is also 
based on MHI motion filtering method. 

4   Smoke Region Detection 

As mentioned in section 3.3, we extract moving objects as candidate fire regions us-
ing MHI method. Smokes always move upwards because of hot airflow. Hence, we 
indicate a moving object as smoke candidate if its main orientation points to the posi-
tive vertical component. Spectral features are not considered in our smoke detection 
framework, since semi-transparent smokes always reflect the color of background. 
Similar to flame regions, flicker process inherent in fire can be used as a clue for 
smoke detection. An instance of smoke flicker is shown in Fig.8. A similar technique 
modeling flicker behavior proposed in section 3.3 is developed to detect smoke 
flicker. Then, we use the GLCM-based texture descriptors in Cui’s work [9], i.e. En-
tropy, Contrast, Angular Second Moment, Inverse Difference Moment and Image 
pixel correlation to match smoke regions with high confidence. 

Get rectangle motion regionMHI result Intermediate  result after 
spectral and spatial filtering Input frame 

Level crossings 
exceed threshold 

Temporal filtering to get flicker pixelsFinal fire detection result 

Fire Alarm
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Fig. 8. An instance of smoke flicker (a) Smoke pixel at position (134, 85) (b) Temporal flicker 
behavior at the smoke pixel 

These 5 GLCM features together with the mean value of the candidate smoke re-
gion are used to train a robust smoke texture model. As shown in Fig.9, candidate 
smoke regions are first extracted based on MHI method and flicker analysis. Then 
they are segmented into small blocks to check if the textures of these blocks are 
smoke-like ones, where the trained SVM classifier distinguishes smoke textures from 
other ones. 

 

Fig. 9. Smoke Detection framework 

5   Experimental Results 

The proposed flame detection framework using Quaternionic features is implemented 
on a PC with an Intel Core Duo CPU 1.86GHz processor. We testify our framework on 
12 sample videos. Fire movies 3, 6 are downloaded from Internet. The other fire movies 
are obtained from the following website: http://www.ee.bilkent.edu.tr/~signal/VisiFire/. 
The database of ordinary scenes is available at URL: http://homepages.inf.ed.ac.uk/ 
rbf/CAVIAR/.  

Some detection results are shown in Fig.10, where fire region is bounded by the 
red rectangle. It is observed in subfigures (h)~(l) that false alarms are alleviated in the 
cases of flashlight, illumination variations and clutters in the fire color regions. As 
compared with the state-of-the-art methods, including Toreyin’s Method [4] and Ko’s 
method [5] (Only fire detection results of movie 1,2,5,8 are available in [5] for these  
 

Input frame MHI and orientation detection Segment motion area into blocks 

Block-wise flicker detection 
using temporal analysis

Final detection using smoke 
texture model 

Fire Alarm Level corssings 
exceed threshold 

-R channel 

-G channel 

-B channel 
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(a) Movie 1 (b) Movie 2 (c) Movie 3 (d) Movie 4 (e) Movie 5 (f) Movie 6 

(g) Movie 7 (h) Movie 8 (i) Movie 9 (j) Movie 10 (k) Movie 11 (l) Movie 12  

Fig. 10. Test videos and our flame detection results, Movie description: (a) Burning tree; (b) 
Forest fire; (c) Burning paper; (d) Fire in garden; (e) Burning box; (f) Building fire; (g) Burning 
bin; (h) Car crash in tunnel; (i) Lighting dynamo; (j) Warm-toned store; (k) Hall of pedestrians; 
(l) Shining patio 

two methods.), our framework outperforms these methods both in true positive and 
false positive, as listed in Table 4. True positive means the rate of correctly detecting 
a real fire as a fire and false positive means the rate of recognizing a non-fire as a fire, 
while missing means the rate of not recognizing a real fire. 

Table 4. Comparison of fire detection results 

Toreyin’s Method Ko’s method Our method Movie Frame 
number  TP FP TP FP TP FP 

1 245 82.6 4.9 77.7 0.0 100.0 0.0 
2 199 63.7 10.0 97.9 0.0 95.2 0.0 
3 128     83.6 0.0 
4 545     93.6 1.3 
5 1200 7.1 44.1 56.3 0.0 97.2 0.0 
6 635     95.5 3.4 
7 696     78.2 0.0 
8 375 100.0 0.0 97.5 1.5 100.0 0.0 
9 143     100.0 0.0 
10 284     100.0 0.0 
11 2226     100.0 0.0 
12 1147     100.0 6.9 

For an image of 200*160 pixels, the processing time per frame in flame detection 
scheme is about 50ms-200ms. For such an image, our smoke detection method takes 
about 90ms-200ms per frame. As shown in Fig.11, the motion regions which are  

 

 
(a) Smoke movie 1 (b) Smoke movie 2 (c) Smoke movie 3 

Fig. 11. Test videos and our smoke detection results 
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detected as smoke is bounded in the yellow frame. Subfigures (b) and (c) show that 
our method can detect thin smoke, which is available for early alerts for fire  
accidents. 

6   Conclution 

Instead of selecting color spaces for flame analysis in an ad-hoc manner, in this paper, 
quantitative measures are established to evaluate the flame classification accuracy 
within the commonly-used color spaces, including RGB, HIS, YCbCr and LAB color 
spaces. It is interesting to find that using different kinds of color space is all reason-
able if the fire color model is trained with parameter optimized in the specified color 
space. More important, a new fire surveillance framework available for flame and 
smoke detection is presented, where a comprehensive analysis tool is established for 
local spectral, spatial and temporal characteristics of fire regions based on quaternion 
wavelet filtering method. Compared with the state-of-the-art method, better detection 
rate and lower false alarm rate is acquirable in our fire detection scheme.  
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Abstract. Local appearance of object is of importance to content analysis, ob-
ject recognition and forensic authentication. However, existing video surveil-
lance systems are almost incapable of capturing local appearance of object in a 
remote scene. We present a video surveillance system in dealing with object 
tracking and local appearance capturing in a remote scene, which consists of 
one pan&tilt and two cameras with different focuses. One camera has short fo-
cus lens for object tracking while the other has long ones for local appearance 
capturing. Video object can be located via just one manual selection or motion 
detection, which is switched into a modified kernel-based tracking algorithm 
absorbing both color value and gradient distribution. Meanwhile, local appear-
ance of object such as face is captured via long focus camera. Both simulated 
and real-time experiments of the proposed system have achieved promising  
results. 

Keywords: Remote scene, video surveillance, object tracking, local appearance 
capturing. 

1   Introduction 

Recently, intelligent video surveillance system has attracted more and more attention 
from different researchers[1] [2] [3], because it possesses great potential in both civil-
ian and military security applications. However, most of existing video surveillance 
systems either work on close-up view with short surveillance distance or work on 
remote scene surveillance with incapability of providing local appearance of object. 
However, local appearance of object often plays a crucial role in content analysis, 
object recognition and forensic authentication. For example, it is an urgent need for 
video surveillance system to provide distinguishable local appearance or features such 
as human face when intruder appears in surveillance scene. In addition, many of real-
time video surveillance systems are only motion detection, not object tracking indeed. 
So these systems just can deal with surveillance by static camera, and fail once cam-
era becomes moving. Especially, tracking in a remote scene and capturing local  
appearance simultaneously become a challenging task. 
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Various tracking algorithms have been proposed to overcome the difficulties that 
arise from noise, occlusion and changes in the foreground objects or in the surround-
ing such as Kalman Filter(KF), Particle Filter(PF), Active Shape Model(ASM),  
meanshift, and their variants[4], [5], [6], [7]. Among these algorithms, meanshift has 
achieved considerable success in object tracking due to its simplicity and  
robustness[8], [9]. However, it takes feature spatial distribution into little considera-
tion, so that object and background with partly similar color or texture can not be 
distinguished. 

Yang[10] proposed an object tracking method in joint feature-spatial spaces, fea-
ture spatial distribution such as pixel position has been taken into consideration, and 
experiments on several video sequences achieved satisfactory results. However, in 
Yang’s method, time-consuming iteration always is a problem since it perhaps leads 
to local optimum. In addition, the use of feature spatial distribution is not adequate in 
Yang’s method, more than one kind of feature need to be introduced simultaneously. 

Collins[11] proposed an online tracking features selection method from linear 
combination of RGB values.  This method can adaptively select the top N features, 
and meanshift algorithm was utilized. The median of N locations produced by mean-
shift is selected as the final object location. Liang[4] pointed the scale adaptation 
problem of literature[11] out, giving a corresponding resolution. And an evaluating 
principle is suggested to perform feature selection. Unfortunately, in their 
work[4],[11], feature selection was focused on while feature spatial distribution was 
ignored.  

In this paper, we design a remote scene video surveillance system for object track-
ing and local appearance capturing with two cameras, and present a probabilistic 
tracking framework integrating feature value combination and feature spatial distribu-
tion. In the proposed system, we introduce: 1) a video surveillance system construc-
tion consisting of two cameras and a pan&tilt; 2) a 1-dimension feature combining 
hue, saturation and value; 3) a new formula to compute weight image, avoiding the 
interference from cluttered background; 4) a modified kernel-based tracking approach 
absorbing both color value and gradient of sample pixels, which is performed on 
weight image, not the whole image. 

The structure of this paper is as follows: Section 2 presents hardware structure of 
the proposed system and the computing method of relationship of two views from two 
cameras. Section 3 shows feature value combining method, new computing method of 
weight image and a modified kernel-based tracking approach. Both simulated and 
real-time experimental results are shown in Section 4. Finally, Section 5 concludes 
the paper with a discussion.  

2   The Proposed Surveillance System Structure 

2.1   The Hardware Structure  

To track object in remote scene and capture local appearance of this object, two kinds 
of focus lens are necessary in video surveillance system: one is short focus for track-
ing while the other one is long focus for capturing local appearance. Also two image 
outputs are necessary for performing different processing algorithms. Meanwhile, to 
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deal with the condition of moving camera, a pan&tilt at least is need to rotate the 
camera. The ideal case of imaging device is to find a camera with two different focus 
lens of the same optic axis and two according video outputs, and a pan&tilt used to 
rotate the camera to tracking object. Unfortunately, no such camera can be found. 
Since the distance of surveillance is between 50m and 150m, so we select two cam-
eras with different focus lens to simulate ideal camera with different focus lens. For 
convenience, we name the short focus camera as panorama camera and name the long 
focus camera as close-up camera in the following context. 

For the proposed video surveillance system, some points need to be addressed: 

(i) Though the panorama camera has a relatively broad view, no camera can cover 
overall angles of view in a remote scene without rotation. 

(ii) The tracked object, which is usually in a remote scene, needs to capture local 
appearance in the close-up camera during the surveillance process. 

(iii) It is troublesome to align the views of two cameras at the same center exactly. 
The common case is that the close-up view corresponds to some part of the panoramic 
view, rather than the central part. 

Considering above issues, we fix the two cameras on the same pan&tilt, i.e., the posi-
tion relationship of two cameras’ view is unchangeable in the running. And a control-
ler and computer are employed to adjust the pan&tilt according to the tracking results 
in panoramic view. Our system is illustrated in Fig. 1.  

 
 

 

Fig. 1. Hardware structure of the proposed system 

2.2   Computing the Relationship of Views from Two Cameras 

When an object is found to appear at a certain position in panoramic view, the  
controller should be informed the direction in which the pan&tilt is rotated for the 
close-up view, since these two views are not aligned to the same center. This means, 
though the position relationship of the views of two cameras is unchangeable, the 
relationship still remains unknown. However, this relationship is of utmost impor-
tance to make object remain in close-up view. 

Panorama camera 

Close-up camera 

Pan&tilt 
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A reasonable assumption is made that there is no rotational diversity between two 
coordinate systems from different views, and it can be guaranteed readily while cam-
eras are fixed. Therefore, translation and scale are the parameters that we take into 
consideration. We adopt convolution between panoramic view image and close-up 
view image with varying resolutions to estimate position x  in the panoramic view 
image to which the close-up view image corresponds: 

( ) ( )( )
( )

arg max
Avg

Area
σ σ

σ

⎛ ⎞∗ −
= ⎜ ⎟⎜ ⎟

⎝ ⎠x

P x G G
x

G
 (1)

where σG is a scaled version of close-up view image with variable scale parameterσ , 

and ( )P x  which has the same width and height as σG  is the image blob located at 

the position x  of panoramic view image. ( )Avg σG  is the average of pixel values in 

σG , and ( )Area σG  is the area of σG . The symbol * indicates spatial convolution. 

And convolution is performed on gray images. 

( )Area σG  is used as a normalization term in order to remove the influence of 

σG ’s size. This convolution can be treated as run a mask (i.e. ( )Avgσ σ−G G ) 

through the panoramic view image. Like some other digital masks, e.g. Sobel and 
LoG, the average of the above mask is zero. Considering that x  only needs to be 
 

              

                      (a) Panoramic view                            (b) Close-up view 

   
 (c) σ =0.1                            (d) σ =0.2                           (e) σ = 0.4 

Fig. 2. Two gray images from the proposed system and the comparison of their convolution 
results at different parameters 
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computed once after cameras are fixed, we search exhaustively in the spatial-scale 
space to guarantee global optimum of x , without considering the computational  
efficiency. 

Fig. 2(a) and Fig. 2(b) show two gray images from panoramic view and close-up 
view, respectively. The size of the two images is 640×480 pixels. Fig. 2 (c), Fig. 2(d) 
and Fig. 3(e) are the convolution results with σ =0.1, 0.2 and 0.4. In our experiment, 
peak value of convolution results gets maximum, when σ =0.2. Therefore, the loca-
tion of peak value in Fig.2 (d) is the estimated as position x . 

3   Tracking Approach 

3.1   Color Components and Combination 

HSV color model had been used in many image retrieval algorithms for having iden-
tical color discrimination with human vision systems. Hue is used as the only feature 
of object in traditional camshift, in which 1-dimension hue histogram is computed. 
Lacking of saturation and value, the tracker appears far from robustness. To overcome 
this disadvantage, many literatures [12], [13] prefer to employ higher-dimension fea-
ture spaces. 

However, high-dimension space is not suitable to our applications, since our 
tracked object in the remote scene is relative small, containing few samples pixels in 
image. Using few samples to cover high-dimension feature space will lead to “curse 
of dimensionality” without doubt. Therefore, we adopt a 1-dimension feature combin-
ing hue, saturation and value with different weights. Hue is non-uniform quantized 
into 32 portions, while saturation and value are non-uniform quantized into 6 portions 
respectively: 

h h s s v vL w Q w Q w Q= + +  (2)

32hQ = , 6s vQ Q= =  (3)

: : 16 : 2 :1h s vw w w =  (4)

where
hQ ,

sQ  and 
vQ are the quantitative level of hue, saturation and value respec-

tively, i.e.,.  
hw ,

sw and 
vw  are the weight of hue, saturation and value, respectively. 

The range of L is from 0 to 511.  

3.2   A New Formula of Computing Weight Image 

Weight image is an effective tool for estimating the position and the deformation of 
object in simple scene. It is generated in traditional camshift by using histogram back 
projection to replace each pixel with the probability associated with that color value in 
the target model. 

( ) ( )oI bη= ⋅x x  (5)
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where ( )oI x  is the value of x  in weight image, and ( )b •  is a function to map pixels 

into its color feature space has. η  is a constant to normalize the value from 0 to 511. 

Camshift algorithm works well in simple scenes, but fails in cluttered scenes due to 
the contamination of weight image. A new formula of computing weight image is 
proposed to make the weight image more reliable. This formula is established under 
the observation that the size and the location of tracked object changes smoothly in 
successive frames. 

Before the computation of weight image, we first analyze the connected regions of 
original weight image ( )oI x  using the method in [14], and then a map of size of 

connected regions is generated by 

( ) ( )|i iJ sizeof R R= ∈x x  (6)

where 
iR  is the i-th connected region, and ( )sizeof •  is  a function to map pixels into the 

size of  the connected region which it belongs to. The new formula can be written as: 

( ) ( ) ( )( )expn n tI C b J Jα β= ⋅ ⋅ − − − −x x x x C  (7)

where 
tJ  is the number of pixels in the target model region, and C  is the centroid of  

tracking result in last frame. α  and β  are the adjustable parameters. This formula 

means to give different weights to ( )b x . The pixels in object tend to get boosted 

weights while those in background tend to get suppressed weights. 
Fig. 3 illustrates the comparison of weight images from different methods and pa-

rameters. Fig. 3(a) is the input frame. Fig. 3(b) is the weight image generated by tradi-
tional camshift. Fig. 3(c) and Fig. 3(d) are the weight images generated by proposed 
formula with different parameters. 

 

     
       (a) Input frame (a)                (b) Weight using traditional camshift 

     
                  (c) 0α = and β=0.01                        (d) 0.1α =  and β=0.01 

Fig. 3. Comparisons of different weight images 
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3.3   A Modified Kernel-Based Tracking Approach Absorbing Color Value and 
Gradient Distribution 

Although Collins’ method[11] and Liang’s method[4] selected and updated the fea-
tures set, the tracking results mainly relied on “shift” of mass center of target image 
region, which is numerically unstable. Yang[10] proposed an efficient tracking algo-
rithm via meanshift and new similarity measure, one of the advantages of this algo-
rithm is to embed the Euclid distance between feature pixels and region center in 
meanshift. The new similarity measure is as follows: 
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where yx II , are sample points in model image and target image respectively, K is 

width of object region and M is height, x and y are the 2D coordinates of model image 
and target image, u and v are the selected feature vector for model image and target 
image, *x and y are the center of sample points in the model image and the current 

center of the target points, respectively. )(xκ  is the Radial-Basis Function(RBF) kernel, 

h is bandwidth, w(x) is another RBF kernel in the spatial domain, and τ  is bandwidth. 
Yang’s method[10] actually integrated feature value with the Euclid distance between 
feature pixels and region center. It provides a fine kernel-based tracking framework. 
However, there are three points that need to be strengthened in Yang’s method. 

Firstly, it’s not enough that only the Euclid distance between feature pixels and 
region center is absorbed into kernel-based tracking algorithm. The more precise 
information of feature spatial distribution needs to be introduced. Since gradient is 
one of most discriminative spatial features, so we can define gradient similarity and 
embed it into similarity measure in literature[10]. Let p and q are the corresponding 
gradients of model image and target image, respectively. Then new similarity measure 
is defined as follows: 
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In equation (9), u and v are 1-dimension feature combining hue, saturation and value 
with different weights(see section 3.1) for model image and target image, respec-
tively. 

Secondly, computing method of tracking algorithm in literature[10] is a typical 
time-consuming iteration, which perhaps leads to local optimum. It can be assumed 
that the tracked object will appear in the position with large weight in weight image 
because the color change of object remains smoothly and slowly in several successive 
frames intervals. Thus we compute similarity measure in these pixels with large 
weight achieving global optimum and reducing time consumption.  

Thirdly, since width and height of the object is not same usually, the bandwidth τ  
for x coordinate and y coordinate should be also different. Actually in our approach, 
computing of inscribed circle from square in Yang’s method[10] is changed into 
computing of inscribed eclipse from rectangle.  
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4   Experiments 

Both simulated experiments on MPEG testing sequences and real-time outdoor ex-
periments are performed to verify the proposed approach. In all experiments, image 
gradient, which is obtained by the employment of Sobel operator after a Guassian 
smoothing operation, is the horizontal and vertical gradient of L in equation (2). 

The first experiment, the Ball sequence for MPEG is tested, the contrast between 
object(white ball) and background(brown wall) is high. The object is initialized with a 
manually selected rectangular region in frame 0. The tracking results for frame 3, 16 
and 26 are shown in Fig. 4. 

   
                Frame 3                                  Frame 16                         Frame 26 

Fig. 4. The results of simulated experiment on Ball sequence 

In the second experiment, a complex video sequence Library is used to test. The 
size of image is 720×480 pixels. The contrast between object and background changes 
in a wide range and occlusion exists. Especially, contrast is rather low when pedes-
trian in white passed by white pillar. The object is automatically detected by Gaussian 
Mixture Modeling (GMM) of background. Fig. 5 shows the tracking results when 
pedestrian passed by white pillar. Though being similar in color to white pillar, the 
pedestrian is located accurately. 

   

             Frame 269                          Frame 287                             Frame 312 

Fig. 5. The results of simulated experiments on the Library sequence 

In the third experiment, we test the proposed surveillance system for two real-time 
scenes named by Bridge and Lawn. The distance between camera and object for 
Bridge scene is about 70m. The size of panoramic and close-up frame is the same, 
640×480 pixels. Fig. 6 shows the overall results of our system for Bridge scene with 
software interface. Image on the left is from panorama camera, while that in the right 
is from close-up camera. Although it seems very small in image, the object is tracked 
accurately(see blue rectangle in Fig. 6). Adaboost algorithm[15] is used to detect 
human face(see red rectangle in Fig. 6). Certainly，many other works, e.g., face rec-
ognition and gait recognition, can be tried on the close-up image.  
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Fig. 6. The real-time outdoor experiments results for Bridge scene 

 

Fig. 7. The real-time outdoor experiments results for Lawn scene 

The distance between camera and object for Lawn scene is about 150m. Fig. 7 
gives a tracking result for frame 21. Our system provides a framework and platform 
for object recognition and content analysis, etc in video surveillance for remote scene. 
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Please note that the pan&tilt is rotated by controller to make object remain in close-up 
view, therefore the object is almost at the same position in panoramic view all the 
time. 

5   Discussion and Conclusions 

In this paper, we established a remote scene surveillance system with a panoramic 
view for object tracking as well as a close-up view for local appearance capturing, 
aiming at enhancing the practical functionalities of video surveillance system. In 
tracking algorithm, we proposed a modified object tracking approach integrating color 
feature combination with feature pixel spatial distribution. Namely, The HSV color 
value of pixels and gradient of pixels both are introduced into kernel-based tracking 
framework. A method to compute the position relationship of these two views is pro-
posed. In addition, a new formula of computing weight image is explored to avoid the 
interference from cluttered background. Both simulated and real-time experimental 
results demonstrated that the proposed tracking approach and surveillance system 
work well.  

We will focus on improving the quality of close-up image and the operationality of 
pan&tilt in future research. Also, real-time online face recognition, gait analysis and 
recognition will be tried on the basis of our remote scene video surveillance frame-
work. In addition, we set manually several fixed bandwidths and thresholds in ex-
periments, their adaptive selection will be studied in the future work. 
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Abstract. Accurate gait recognition from video is a complex process involving
heterogenous features, and is still being developed actively. This article intro-
duces a novel framework, called GC2F, for effective and efficient gait recog-
nition and classification. Adopting a ”refinement-and-classification” principle,
the framework comprises two components: 1) a classifier to generate advanced
probabilistic features from low level gait parameters; and 2) a hidden classifier
layer (based on multilayer perceptron neural network) to model the statistical
properties of different subject classes. To validate our framework, we have con-
ducted comprehensive experiments with a large test collection, and observed sig-
nificant improvements in identification accuracy relative to other state-of-the-art
approaches.

1 Introduction

Increasing demand for automatic human identification in surveillance and access con-
trol systems has spurred the development of advanced biometric techniques. Biomet-
rics that are exploited in such identification systems include shoeprint [9], iris [11],
fingerprint [12] and palm print [13]. However, many of those techniques have limited
effectiveness and feasibility, due to 1) poor robustness on low-resolution videos, and 2)
cumbersome user interactions in the course of capturing the biometric parameters. In
contrast, human gait holds great promise for biometric-based recognition. Gait analysis
offers a number of unique advantages including uniqueness [14] and unobtrusiveness.

Motivated by the potential of automatic gait identification and classification, many
techniques have been developed. Some of the earliest studies on this topic have targeted
medical and behavioral applications. For example, gait categorization was used in [15]
to identify personal friends. It has also been proposed as a basis for clustering patients
into treatment groups [16]. Existing gait analysis techniques generally fall into two
classes – model-based versus appearance-based.

– Model-based schemes: Such schemes aim to model the human body structure and
movement patterns. They can be used to construct generic models for extracting
gait parameters, such as kinematic values.
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– Appearance-based schemes: This category of techniques attempt to recognize gait
from sequences of binary images of the moving body. The major foci of the tech-
niques include 1) how to track silhouettes, 2) how to study the property of the sil-
houettes for the purpose of extracting more effective features, and 3) how to design
corresponding identification algorithms.

The basic idea of model-based approaches is to recognize human gaits based on prede-
fined structural templates of the human body. One of the earliest work in this domain
was done by Niyogi and Adelson [20]. Their gait pattern identification system is based
on a 2D skeleton of the human body and joint angles of the lower body, which can be
estimated as features for the purpose of gait recognition. In [21], Bregler developed a
probabilistic compositional framework to integrate abstractions of different granular-
ity levels, using various statistical schemes including mixture models, EM, and Hidden
Markov Model. The framework can be use for tracking and recognition tasks over gait
video sequences. Its performance was evaluated with a small test collection containing
33 sequences on 5 different subjects with the gait classes: running, walking and skip-
ping. The achieved classification accuracy varied from 86% to 93%, depending on the
initial settings of the framework.

The above approaches generally considered only either dynamic or static information
of the body as gait feature. Based on the observation that a combination of the two could
improve recognition performance, Wang et al. developed a feature fusion scheme using
different combination rules [8]. Experiments on a small test collection (20 subjects)
illustrate the potential of their scheme. In [1], Liu et al. designed a simple template
using the average of the silhouettes of each gait cycle as gait signature. As each gait
cycle could contain a few shuffled frames, their template could not capture information
about gait dynamics; this weakness leads to significant performance degradation. More
recently, Guo et al. proposed a family of feature subset selection schemes for capturing
discriminative gait features [18]. They built their techniques on the notion of mutual
information (MI), after comparing it with different statistical methods including feature
correlation and One-Way ANOVA. Experiment results showed that they were able to
achieve about 95% identification accuracy. This is the current state of the art for the
model-based approach.

Obviously, the effectiveness of gait recognition hinges on the ability to extract dis-
criminative features from the videos. Human gait involves various kinds of features,
such as head features, upper body features and dynamic gait features. They offer differ-
ent discriminative capabilities and play different roles in the recognition task, and it is
impossible to achieve good performance with just one group of features. Therefore, a
fundamental research issue is to combine features effectively. While there has been con-
siderable effort in developing feature extraction methods [2,19], less attention has been
given to designing proper schemes for fusing features. In addition, there is a lack of a
unified learning framework that combines feature extraction and classification. Without
taking class distribution into account, the features generated by current methods may
not be sufficiently informative for the recognition task. The main contributions of our
study are summarized as follows:

– We have developed a novel dual phase classification framework, called GC2F (Gait
Classifier based on Composite Features), for accurate gait class recognition. This
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framework allows multiple kinds of features, as well as high-level discriminative
information, to be combined effectively within a unified learning framework. In
addition, an efficient learning strategy, called backprop.ECOC, is designed for ef-
fective feature combination.

– We have carried out a detailed empirical study and deep analysis of the experiment
results based on large test collections. The testbed contains 600 short indoor video
sequences on 35 subjects. The experiment results show that our framework achieves
superior performance over existing solutions.

The rest of the paper is structured as follows: Section 2 introduces the architecture of
our proposed system. Section 3 explains the experiment configuration, while Section 4
presents a detailed analysis of the experiment results. Finally, Section 5 draws some
conclusions and discusses future research directions.

2 System Architecture

Inspired by neural network architecture, our proposed GC2F gait identification system
adopts the ”multiple refinement” principle. As depicted in Figure 1, the system contains
three functional layers – a feature generation layer (input layer), a hidden classifier layer
(middle layer), and a decision layer (output layer). The first layer comprises several ba-
sic classifiers. Each classifier contains a set of Gaussian Mixture Models (GMM), with
one GMM for each gait class. In the current setting, we have four basic classifiers, cor-
responding to four different kinds of gait features. The output of each basic classifier is
a probability histogram, which captures the probability of the input object belonging to
different gait classes according to feature f . The hidden classifier layer includes one node
for each gait class. Each of those nodes embeds a neural network, and is connected with
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Fig. 1. Structure of GC2F Gait Classification Framework
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all the basic classifiers. The hidden classifiers use the statistical features from the input
layer to derive the distance patterns between gait classes. Those patterns enable the de-
cision layer to carry out the final categorization process. The following sections provide
detailed descriptions of the three layers, their relationships, and the learning algorithms.

2.1 Low Level Gait Feature (Gait Parameter) Extraction

Feature generation is an important prerequisite for gait recognition. There are different
parameters for the human gait, corresponding to various positions of the human body.
The GC2F framework considers four feature categories that are extracted from the given
video sequences. They include Head features (HF), Upper body features (UBF), Lower
body features (LBF) and Dynamic gait features (DGF). Detail information is given in
Table 1.

Table 1. Summary of different feature types considered in this study

Feature Type Detail Description Dimension

Head Head width, Head height, Head area, Head x offset,
9Features Head y offset, x center of neck,

(HF) y center of neck, Neck width, Neck height

Upper Torso height, Torso width, x center of torso, y center of torso,

12
Body x pelvis rotation, y pelvis rotation, x center of left elbow,

Features y center of left elbow, x center of right elbow,
(UBF) y center of right elbow, x center of right palm y center of left palm

Lower Thigh length, Shin length, Leg width at hip, Leg width at knee(upper),

12
Body Leg width at knee (lower), Leg width at ankle, Hip y offset,

Features Foot width, Foot height, x center of left foot, y center of left foot,
(LBF) x center of right foot, y center of right foot

Dynamic Gait Gait phase, Gait frequency, Knee rotation, Neck rotation,
8

Features (DGF) Hip rotation, Ankle rotation, Gait speed, Elbow rotation

2.2 Statistical Features Generated by Independent Gaussian Mixture Models

The feature generation layer of GC2F contains a set of basic classifiers, which are in-
tended to model the statistical characteristics of each feature. The classifiers are con-
structed on Gaussian Mixture Models (GMM). The main reason for choosing GMM is
due to its demonstrated effectiveness, simplicity and flexility [27]. As a semi-parametric
technique for data modeling and analysis, GMMs can seamlessly combine the advan-
tages of both the KNN and quadratic classifiers into a single structure, and they have
been used successfully in many classification and recognition tasks.

A basic classifier employs multiple GMMs, with each GMM independently built
with training sets from one gait category. (The training examples are manually selected
from the test collection.) In a GMM, the probability of class c is a random variable
drawn from the probability distribution for a particular feature f . Given a parameter set
Θs

f and input feature Xf , the probability of the input object belonging to gait class c,
pcf , is calculated using a mixture of multivariate component densities:

Gcf = pcf(Xf |Θs
f ) =

J∑
j=1

wc
fjφcf (Xf | μc

fj , Σ
c
fj) (1)
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where Xf = {x1f , x2f , ..., xdf} is a input vector containing gait feature f extracted
from the video sequence. The Gaussian density is used as the multivariate component
in this study, according to GMM Θs

f = {wc
fj , μ

c
fj , Σ

c
fj |, 1 < j < J}, where wc

fj ,
μc

fj and Σc
fj denote, respectively, the mixture weights, mean vectors and covariance

matrices. In addition, pcf (Xf | μc
fj , Σ

c
fj) is the probability of a class label c based on

feature f extracted from the gait sequence (Xf is the related feature vector input), and
is easily calculated using the Gaussian density function φcf :

φcf (Xf | μc
fj , Σ

c
fj) = 1

(2π)d/2(Σc
fj)2 exp[− 1

2 (Xf − μc
fj)

tΣc
fj(Xf − μc

fj)] (2)

where {μc
fj , Σ

c
fj} are associated parameters. The output of each basic classifier is a

probability histogram: PHf = {p1f , p2f , ..., pcf , ..., pCf}, where
C∑
1

pcf = 1. The

histogram models the probability distribution of the input object belonging to different
gait classes using feature f .

To train the GMMs, we use an EM algorithm to estimate the model parameters [28].
(The EM is a data-driven optimization method for deriving unknown parameters.) At
the same time, the K-means algorithm is used to obtain initial parameters for the mix-
ture model. In essence, the process of estimating the parameter set is an iterative proce-
dure that searches for an optimal parameter configuration Θs

f via a maximum likelihood

estimation: (Θs
f )

′
= argmax

Θs
f

pcf ({Xf |Θs
f}). The EM-based estimation process ter-

minates when the MAP (maximum posterior) parameter set is found.

2.3 Hidden Classifier Layer of Artificial Neural Networks

The function of the hidden classifier layer is to derive likelihood values between the
input object and the gait class labels. The choice of classifiers has important influences
on performance. Our proposed system employs multilayer perceptron neural networks
because of their ability to model complex mappings between input and output patterns.
The second layer of GC2F consists of C multilayer perceptron neural networks. Similar
to the first layer, each of them is trained independently through supervised learning, and
corresponds to one gait class.

Multilayer Perceptron-based Classifier. Each classifier is a three-layer neural net-
work, consisting of an input layer, a hidden layer and an output layer. The number of
neurons in each layer is configured prior to the training process. The interconnected
neurons serve as elementary computational elements for information processing. The
activation value si of a neuron is computed from inputs from its predecessor layer. The
first step is to calculate the local field neti of neuron i,

neti =
N∑

n=1

xnwni + w0i (3)

where N denotes the number of neurons in the predecessor layer, Wi = {w0i, w1i, ......,
wNi} is the weight vector for neuron i, and w0i is the bias parameter. The combined
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input is passed through a non-linear function to produce the activation value si. We
apply the popular sigmoid logistic function here:

si =
1

1 + exp[−neti]
(4)

After the neural network is trained, its output can be calculated with Equation 3.

Learning with Backprop.ECOC. The backprop.ECOC algorithm is developed for
training our system. The algorithm combines two well known training schemes – back-
propagation algorithm [29] and error-correcting output code (ECOC) [30, 31]. Assume
that we have a neural network and a training set R = (x1, t1), ......, (xp, tp) consist-
ing of p pairs of input and target patterns. After training with learning pattern R, the
corresponding output pattern oi and target pattern ti should be identical ideally. How-
ever, there might exist difference in real case and this value can be used to estimate the
distance pattern between label and input distance histograms. We apply the backprop-
agation learning algorithm with gradient descent to search for the minima of the error
(objective) function in the space of weights. The relative error function E is defined as:

E =
1
2

I∑
i=1

(oi − ti)2 (5)

where p denotes the number of learning examples in the training set R, and i iterates
over the training samples to aggregate the difference between the calculated output oi

and the predefined target output pattern ti. The following partial derivatives give the
adjustments to the neuron parameters, in order to effect gradient descent:

∂E

∂wij
=

∂E

∂si

∂si

∂wij
(6)

where
∂si

∂wij
=

∂si

∂neti

∂neti
∂wij

(7)

We apply error correcting output codes (ECOC) to encode different classes and to fur-
ther reduce training errors [23]. It consists of two steps: training and classification. In
the first step, we define the coding matrix M where M ∈ {−1, 1}C×n, and n is the
length of the code. Each row of M is the base codeword created for one class. The
creation process of matrix M can be treated as a group of learning problems - sepa-
rating classes, one per each column. The classification is carried out by comparing the
base codeword for each class with the classifier outputs. Before training, each gait class
is allocated one codeword ti using M . The backprop.ECOC scheme is summarized in
Algorithm 1.

Given the probability histograms for different gait features and the trained neural
network NN

′
c, the likelihood value of gait class c is computed as ldc = ‖o′

i − tc‖,
where o

′
i is the output vector generated by NN

′
c. The set of likelihood values ld =

{ld1, ld2, ......, ldC}, produced by the hidden classifiers, are fed into the decision layer.
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Algorithm 1. backprop.ECOC learning algorithm to train multilayer feedforward
network
Input: tc: ECOC codeword for gait class c.

NNc: multilayer feedforward network.
Output: Trained multilayer feedforward network NN

′
c .

Description:
1: Initialize the weights of NN to small random values;
2: Select an input training example (xc, tc) and feed it into the network;
3: Output result oi;
4: Compute the gradient of output units using

5: ∂E
∂si

= 1
2

∂((oi−tc)2)
∂si

= oi − ti;
6: and compute the gradient of other units with
7: ∂E

∂si
=
∑

l∈succ(i)
∂E
∂sl

∂sl
∂si

;
8: Update the weights according to the following equation;
9: Δwij(t) = ε ∂E

∂wij
(t);

10:
11: if E > Λ, where Λ is predefined then
12: Go back to step 2;
13: else
14: Output trained neural network NN

′
c ;

2.4 Decision Layer and Gait Recognition with GC2F

Taking the set of likelihood values ld = {ld1, ld2, ......, ldC} from the hidden classifiers,
each node in the decision layer implements a classification function,

dec = φc(ld) (8)

where φc is a discriminative function and dec denotes the distance between the input
object and gait class c. Similar to the hidden classifier layer, we select a sigmoid func-
tion to model the discriminative function φc. Thus, the output of decision node c is
express as:

dec =
1

1 + exp[
C∑

c=1
wicldc]

(9)

where wic is the weight of the connection from node i in the hidden classifier layer
to decision node c. wic can be estimated via the backpropagation learning algorithm.
Once the whole system is trained, it can perform gait identification. Given an image
sequence, the first step is to extract different gait features. As summarized in Table 1,
we consider four different types of low-level human gait parameters corresponding to
different parts of the human body, including head and neck, upper body, lower body, and
dynamic gait. Following that, the basic classifiers in the first layer generate a probability
histogram for each feature type, which is input to the hidden classifier layer. Using
the probability histograms, the neural networks in the second layer compute likelihood
values for the various gait classes. Based on their outputs, the decision nodes in the last
layer derives class distances that quantify the closeness between the class labels and
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the input object. Finally, the object is assigned to the class with the minimum distance,
using c∗ = argmin

1≥c≥C
dec.

3 Experiment Configuration

This section explains the experiment configuration for our performance evaluation,
which covers test collection, evaluation metrics and parameter setting for different com-
ponents of the GC2F framework. The test machine is a Pentium(R) D, 3.20GHz PC
running the Microsoft Windows XP operating system. We compare the performance
of a range of gait signature generation methods for model-based approach, including
our proposed GC2F and state-of-the-art techniques like GUO and its variants [18],
WANG [8], and BJ [22].

Our test collection contains 600 short indoor video sequences on 35 subjects, which
we selected manually from the Southampton HiD Gait database1. All subjects walk
either from the left to the right, or from the right to the left. Each video was filmed
at a rate of 25 frames per second, at a resolution of 720 × 576 pixels. The competing
systems are evaluated on their recognition rates at top n results (R@n). For example,
R@5 means the percentage of subjects identified correctly in the top 5 results.

4 Experiment Results and Analysis

In this section, we present evaluation results on the identification effectiveness of our
proposed system. We also study the effects of different kinds of gait feature combina-
tions on the proposed system.

4.1 Effectiveness Study

The first set of experiments is a comparative study on the identification accuracy of the
various gait recognition schemes. Table 2 shows experiment results obtained with the
test collection described in Section 3. Among the competing schemes, BJ performs the
worst; for example, its recognition rates at top 5 and 7 results are 86.17% and 86.52%.
WANG gives better accuracy, outperforming BJ by a margin of 4% in some cases.
Meanwhile, GUO and its variants achieve further improvements, with recognition rates
that are very close to those reported in [18]. GC2F is the overall winner, giving an
average improvement of 1.75% over its closest competitor. While the improvements
achieved are lower for some of the test cases, the performance gain is consistent across
recognition rates measured at different number of top results.

4.2 Importance of Combining Gait Features

In this section, we investigate how different gait feature combinations influence the
recognition rate. The methodology is as follows. First, we prepare 14 combinations of
gait features, including HF+UBF+LBF+DGF, HF+UBF+LBF, UBF+LBF+DGF,

1 http://www.gait.ecs.soton.ac.uk/database
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Table 2. Identification Accuracy Comparison of Different Gait Recognition Methods. For GUO-
MI, GUO-ANOVA and GUO-Cor methods, dimension of feature set is 45.

Rank
Gait Recognition Methods (%)

GC2F GUO-MI GUO-ANOVA GUO-Cor WANG BJ
1 97.45 96.21 95.89 95.41 88.25 85.56
2 97.87 96.28 96.01 95.58 88.39 85.64
3 97.81 96.64 96.14 95.67 88.45 85.79
4 98.15 96.85 96.23 95.87 89.54 85.91
5 98.61 97.01 96.51 96.06 89.75 86.17
6 98.72 97.11 96.78 96.32 89.87 86.29
7 98.83 97.34 96.99 96.54 89.91 86.52
8 98.97 97.57 97.27 97.01 90.09 86.79
9 99.14 98.01 97.54 97.19 90.21 86.87

Table 3. Identification Accuracy Comparison of Different Gait Feature Combinations with GC2F

Feature Recognition Rate with Different Number of Top Results
Combination R@1 R@2 R@3 R@4 R@5 R@6 R@7 R@8

HF+UBF+LBF+DGF 97.45 97.87 97.81 98.15 98.61 98.72 98.93 99.07
UBF+LBF+DGF 88.65 88.73 88.95 89.21 89.36 89.59 90.27 91.01
HF+UBF+LBF 86.15 86.72 86.81 87.15 87.53 87.96 88.95 89.12
HF+LBF+DGF 82.67 82.93 83.27 83.56 83.91 84.39 84.73 85.16

UBF+LBF 78.67 79.13 79.97 80.17 80.46 81.29 81.65 82.01
LBF+DGF 71.21 71.43 71.97 72.06 72.27 72.54 73.23 73.89
HF+LBF 71.51 71.55 71.83 72.01 72.29 72.72 73.08 73.21
HF+LBF 71.29 71.56 71.87 71.97 72.17 72.61 73.16 73.75
HF+DGF 69.17 69.49 69.45 69.95 70.91 71.43 72.85 73.18

UBF 68.12 68.62 69.09 70.02 70.86 71.17 71.49 73.07
LBF 67.45 68.09 69.31 69.57 70.29 70.56 71.53 72.07
DGF 44.05 44.76 46.35 47.80 48.91 49.13 50.54 49.79
HF 42.45 43.59 44.72 45.32 45.91 46.13 47.03 48.17

HF+LBF+DGF, UBF+LBF, HF+UBF, HF+DGF, LBF+DGF, HF+LBF, UBF+DGF,
HF, UBF, LBF and DGF. The combinations are then used to build different versions
of GC2F.

Table 3 summarizes recognition rates for the various feature combinations. The last
four rows demonstrate that GC2F performs very poorly with just a single type of gait
feature. In particular, HF and DGF achieve less than 50% accuracy. This proves that
good identification rate cannot be achieved with just one feature type. Interestingly,
UBF and LBF appear to be more effective than HF and DGF. We also observe a steady
improvement in accuracy as more features are integrated. For example, UBF+LBF pro-
vides an additional 9.8% in accuracy over UBF or LBF alone, while adding HF gives
another 5.3% gain. Among all the feature combinations, HF+UBF+LBF+DGF offers
the best performance, delivering about 10% better accuracy over the closest competitor
(UBF+LBF+DGF).
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5 Conclusion

Due to its special characteristics, gait recognition is becoming more attractive recently
as effective biometric techniques. In this article, we propose and evaluate a novel gait
recognition system, called GC2F. In contrast to previous solutions, GC2F allows multi-
ple kinds of features and high level discriminative information to be effectively
combined within a unified learning framework. The system is developed on the ”refine-
and-classify” principle, and has a multilayer architecture. The first layer is made up of
basic classifiers, constructed from the Gaussian Mixture Model (GMM). The outputs
of the basic classifiers take the form of probability histograms that model the proba-
bility relationship between the input object and various gait classes. The second layer
employs multilayer perceptron neural networks to model the statistical properties of
the gait classes. To reduce error in the trained system, we develop an efficient learning
algorithm called backprop.ECOC. We have carried out a detailed empirical study and
analysis of GC2F with a large test collection of human gait videos. The experiment
results show that the system achieves superior identification accuracies over existing
solutions.
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Abstract. The automatic detection of semantic concepts is a key technology for 
enabling efficient and effective video content management. Conventional tech-
niques for semantic concept detection in video content still suffer from several 
interrelated issues: the semantic gap, the imbalanced data set problem, and a 
limited concept vocabulary size. In this paper, we propose to perform semantic 
concept detection for user-created video content using an image folksonomy in 
order to overcome the aforementioned problems. First, an image folksonomy 
contains a vast amount of user-contributed images. Second, a significant portion 
of these images has been manually annotated by users using a wide variety of 
tags. However, user-supplied annotations in an image folksonomy are often 
characterized by a high level of noise. Therefore, we also discuss a method that 
allows reducing the number of noisy tags in an image folksonomy. This tag re-
finement method makes use of tag co-occurrence statistics. To verify the effec-
tiveness of the proposed video content annotation system, experiments were 
performed with user-created image and video content available on a number of 
social media applications. For the datasets used, video annotation with tag re-
finement has an average recall rate of 84% and an average precision of 75%, 
while video annotation without tag refinement shows an average recall rate of 
78% and an average precision of 62%. 

Keywords: Folksonomy, semantic concept detection, tag refinement, UCC. 

1   Introduction 

Nowadays, end-users can be considered both consumers and producers of multimedia 
content. This is for instance reflected by the significant growth in the amount of user-
generated image and video content available on social media applications. An exam-
ple of a highly popular website for the consumption of user-created video content is 
‘YouTube’ [1], an online video sharing service that has nine million visitors every 
day, with 50,000 videos being uploaded on a daily basis [2]. Online user-created 
video content is currently estimated to have a size of approximately 500,000 tera-
bytes, while it is predicted that the amount of user-created video content will continue 
to increase to 48 million terabytes by the end of 2011 [3]. Similar observations can be 
made for Flickr, a highly popular website for image sharing. 
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The availability of vast amounts of user-created image and video content requires 
the use of efficient and effective techniques for indexing and retrieval. However, 
users typically do not describe image and video content in detail [4]. This makes it 
difficult to bring structure in the image and video collections of users. Therefore, the 
automatic detection and annotation of semantic concepts can be seen as a key tech-
nology for enabling efficient and effective video content management [5-7]. Although 
tremendous research efforts have already been dedicated to advancing the field of 
automatic semantic concept detection, robust methods are not available yet. 

Semantic concept detection still suffers from several major problems: the semantic 
gap, the imbalanced data set problem, and the use of a constrained concept vocabulary 
[8] [9]. Traditional approaches typically use a training database and classifiers in 
order to detect a limited number of semantic concepts [8-12]. These approaches make 
use of low-level features that are extracted from the video content and that are subse-
quently mapped to semantic concepts. However, people typically perceive a gap be-
tween the meaning of low-level features and the meaning of semantic concepts. As 
such, it is hard to model a high number of semantic concepts using a training database 
and classifiers [13]. The imbalanced data set problem refers to concepts that may 
occur infrequently. Consequently, the detection performance for rarely occurring 
concepts may be low due to the unavailability of a high number of training samples. 

Current social media applications such as Flickr and YouTube provide users with 
tools to manually tag image and video content using their own vocabulary. The result 
of personal free tagging of image and video content for the purpose of retrieval and 
organization is called a folksonomy [14] [15]. The term ‘folksonomy’ is a blend of the 
words ‘taxonomy’ and ‘folk’, essentially referring to sets of user-created metadata. 

A folksonomy typically contains a high number of images that have been manually 
annotated by users with a wide variety of tags. Therefore, a folksonomy may provide 
enough training data to learn any concept. However, tags in an image folksonomy are 
frequently characterized by a significant amount of noise. The presence of tag noise 
can be attributed to the fact that users may describe images from different perspec-
tives (imagination, knowledge, experience) and to the fact that manual tagging is a 
time-consuming and cumbersome task. For example, batch tagging may cause users 
to annotate images with concepts not present in the image content. 

This paper discusses semantic concept detection for user-created video content us-
ing an image folksonomy. Relying on the collective knowledge available in an image 
folksonomy is a promising approach to overcome the interrelated issues that still taunt 
conventional semantic concept detection. In addition, we discuss a method that allows 
reducing the number of noisy tags in an image folksonomy. This tag refinement 
method essentially uses tag co-occurrence statistics. Preliminary results show that our 
method is able to reduce the level of noise in an image folksonomy. Further, we dem-
onstrate that the use of an image folksonomy allows for the effective detection of an 
unlimited number of concepts in user-generated video content. 

The remainder of this paper is organized as follows. Section 2 presents an overall 
overview of the proposed system for semantic concept detection, while Section 3 
describes how to refine tags in an image folksonomy. In addition, a method for com-
puting the similarity between a video shot and images in a refined folksonomy is 
outlined in Section 4. Experimental results are subsequently provided in Section 5. 
Finally, conclusions are drawn in Section 6. 



 Semantic Concept Detection for User-Generated Video Content 513 

2   System Overview 

Fig. 1 shows the proposed system for annotating user-created video content. Our 
method mainly consists of two modules: a module responsible for image folksonomy 
refinement and a module responsible for semantic concept detection. Given a target 
concept w, the folksonomy refinement module collects images that are representative 
for concept w. The functioning of this module will be explained in more detail in 
Section 3. To determine whether a concept w is present in a video segment, we meas-
ure the similarity between the video segment and the folksonomy images that are 
representative for concept w. 

Concept w

Input video

Folksonomy refinement 

Semantic concept detection

Folksonomy 
refinement

Video analysis Calculation of 
relatedness 

Refined folksonomy 

Folksonomy 

Semantic concept 
detection

 

Fig. 1. Proposed system for annotating user-created video content by means of a folksonomy 

3   Image Folksonomy Refinement 

3.1   Definition of Correct and Incorrect Tags 

It is well-known that manual tagging of image content is a time consuming and cum-
bersome task. The use of batch tagging may reduce the effort required by manual 
image tagging. However, this often results in image content annotated with incorrect 
tags [4]. Moreover, user-driven image tagging also introduces a personal perspective. 

Image

User-defined tags
village, valley, grass, horses, 

flowers, hills, water, lake, pond, 
waterfalls

church, valley, temple, tower, light, 
street, night, palm, tree, star

 

Fig. 2. Example images with user-defined tags (retrieved from Flickr). Underlined tags repre-
sent tags that are regarded as correct by human visual perception. 
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In our research, we assume that users assign two types of tags to image content: 
correct and incorrect tags. Correct tags are tags that are representative for the visual 
semantics of the image content, while so-called incorrect or noisy tags are not visually 
related to the image content. Fig. 2 shows a number of example images retrieved from 
Flickr, annotated with user-provided tags. Correct tags are underlined, differentiating 
these tags from the incorrect tags. 

3.2   Measuring Confidence between a Concept and Folksonomy Images 

Techniques for reducing the number of noisy tags in an image folksonomy are impor-
tant in order to allow for precise search and tag-based data mining techniques [17]. To 
mitigate the amount of noise in an image folksonomy, we explore the relationship 
between different tags. In particular, the co-occurrence of several tags is taken into 
account. For example, the presence of the tag ‘valley’ typically implies that the pres-
ence of the tag ‘hills’ is also relevant (as shown in Fig. 2). 

In general, user-generated images are created in regular situations. In other words, 
user-generated images rarely contain artificially organized scenes. For example, an 
image depicting the concepts ‘sphinx’ and ‘water’ is rare compared to an image con-
taining the concepts ‘beach’ and ‘water’. Consequently, we assume that the semantic 
concepts depicted in an image are correlated. As such, if noisy tags are present in the 
set of tags for a particular image, it ought to be possible to differentiate the noisy tags 
from the correct tags by analyzing the tag co-occurrence statistics. 

We define the notion of concept confidence to represent the degree of cohesiveness 
between an image I and an associated semantic concept w. In this work, the confi-
dence value is obtained by making use of the tags assigned to images. The concept 
confidence value is normalized, thus varying between 0 and 1. If an image I is not 
related to the concept w, then its confidence value will be close to 0. Likewise, if a 
confidence value is close to 1, then we assume that image I is highly related to con-
cept w. The confidence value for an image I and a concept w is measured as follows: 
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where T represents the set of user-supplied tags for image I, where |T| represents the 
number of tags in T, and where relation() denotes a function that maps tags on rela-
tion information. In this paper, we measure relation information between tags using 
tag co-occurrence statistics. In particular, the proposed method measures how often a 
particular tag co-occurs with another tag. This can be expressed as follows: 
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where }{ tw∩I denotes the set of images annotated with both concept w and tag t, where }{tI  
represents the set of images annotated with tag t, and where |·| counts the number of elements in 
a set. 
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3.3   Refinement of Folksonomy Images 

Let I be an image in the folksonomy F and let T be the set of user-defined tags asso-
ciated with image I. Given the target concept w, images need to be found that are 
related to concept w. To find related images, the proposed refinement method uses the 
concept confidence computed using Eq. (1). This process can be described using the 
following equation: 

},),(|{, thresholdwConfidenceIrefinedw ≥= TF  (3)

where w represents a concept to be detected, where T denotes the set of tags for image 
I, where confidence() is a function that measures concept confidence (as defined in 
Eq. (1)), and where threshold is a value that determines whether an image is related to 
the given target concept w or not. 

4   Semantic Concept Detection 

In our research, concept detection is based on measuring the similarity between a 
video shot and refined folksonomy images. In this section, we first describe how to 
extract visual features from a video shot. Next, we explain how to measure visual 
similarity between a video shot and a single folksonomy image. We then proceed with 
a discussion of how to measure the relatedness between a video shot and a set of folk-
sonomy images all related to the same concept, enabling semantic concept detection. 

4.1   Shot-Based Extraction of Visual Features 

A shot in a video sequence is composed of visually similar frames. In addition, a shot 
is typically used as the basic unit of video content retrieval. Therefore, semantic con-
cept detection is carried out at the level of a shot. In order to extract visual features, a 
video sequence S is first segmented into N shots such that S = {s1, s2, …, sN}, where si 
stands for the ith shot of video sequence S [18]. Next, low-level visual features such as 
color and texture information are extracted from several representative key frames. 
The extracted low-level visual features are described using the following MPEG-7 
color and texture descriptors [20][21]: the Color Structure Descriptor (CSD), the 
Color Layout Descriptor (CLD), the Scalable Color Descriptor (SCD), the Homoge-
neous Texture Descriptor (HTD), and the Edge Histogram Descriptor (EHD). Besides 
color and texture information, we also extract spatial information from the key 
frames. This is done using the rectangle division technique described in [19]. Finally, 
we denote the set of visual features for shot si as Xi = {xi,1, xi,2, …, xi,L}, where xi,l 
represents the lth low-level feature extracted from shot si and where L is the total num-
ber of low-level features. 

4.2   Similarity Measurement between a Video Shot and a Folksonomy Image 

The proposed method uses a refined image folksonomy for the purpose of detecting 
semantic concepts in user-created video content. Specifically, the presence of a con-
cept w in a particular video shot is estimated by making use of the visual similarity 
between the video shot and a set of folksonomy images that contain concept w. 
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Let I be an image in the refined folksonomy Fw,refined. Similar to a shot in a video 
sequence, a set of low-level visual features is extracted for image I. This set of low-
level features is represented by Xf. The visual similarity between a video shot and the 
fth image in the image folksonomy can be measured as follows: 
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where xi,l denotes the lth low-level visual feature of shot si and where xf,l denotes the lth 
low-level visual feature of the fth image in the refined image folksonomy. 

4.3   Semantic Concept Classification 

Given a target concept w, a refined image folksonomy can be denoted as a finite set of 
images Fw,refined = {I1, I2, …, IF}. The refined image folksonomy only contains images 
related to the concept w. To estimate the presence of concept w in a particular video 
shot, we measure the visual similarity between the video shot and all of the refined 
folksonomy images. The visual similarity or relatedness between a video shot si and 
the complete set of folksonomy images related to concept w is measured as follows: 
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where Xi denotes the visual feature set of video shot si, where Xf denotes the low-level 
visual feature set of folksonomy image If, and where Sim() is defined in Eq. (4). If the 
relatedness value is higher than a pre-determined threshold, then the shot contains 
concept w. 

5   Experiments 

In this section, we first describe our experimental setup, including the construction of 
the image and video datasets used. We then present our experimental results. 

5.1   Experimental Setup 

A number of experiments were performed in order to verify the effectiveness of the 
proposed method for semantic concept detection in user-created video content. Our 
image folksonomy is constructed using the MIRFLICKR-25000 image collection 
[22]. This dataset consists of 25,000 images downloaded from ‘Flickr’ using its public 
API. Each image in the data set is annotated with tags provided by anonymous users. 
The average number of tags per image is 8.94. Also, the data set contains 1386 tags 
that have been assigned to at least 20 images. 

The video annotation performance was tested for 6 target concepts: ‘street’, ‘tree’, 
‘architecture’, ‘water’, ‘terrain’, and ‘sky’. Further, 70 different user-generated video 
sequences were retrieved from ‘YouTube’, resulting in a set of 1,015 video shots that 
need to be annotated. In order to evaluate the performance of the proposed semantic 
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concept detection technique, the ground truth for all video shots was created in a 
manual way. In particular, three participants independently selected ground truth 
concepts by relying on their visual perception. Fig. 3 shows a number of extracted key 
frames and the corresponding ground truth concepts. 

Key frames

Ground truth architecture, tree, sky terrain, sky, architecture

Key frames

Ground truth street, water, sky water, sky
 

Fig. 3. Extracted key frames and corresponding ground truth concepts 

5.2   Experimental Results 

We compare the accuracy of our semantic concept detection method with a technique 
that does not make use of a refined image folksonomy. The performance of the differ-
ent concept detection methods is measured using the traditional ‘recall’ and ‘preci-
sion’ metrics. The corresponding definitions can be found below: 

True
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N
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NN

N
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+
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In the equations above, NTP denotes the number of true positives, NFP represents the 
number of false positives, and NTrue is the number of positive samples (i.e., the total 
number of samples in the ground truth annotated with a particular target concept). 

Given a target concept w, the annotation technique that does not make use of re-
finement uses all images in the image folksonomy that have been tagged with concept 
w. Consequently, the annotation performance is affected by folksonomy images with 
visual semantics that do not contain concept w. Fig. 4 summarizes our experimental 
results. Specifically, video annotation with refinement has an average recall rate of 
84% and an average precision of 75%, while video annotation without refinement has 
an average recall rate of 78% and an average precision of 62%. 
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Fig. 4. Performance of semantic concept detection 

Fig. 5 shows two example images that have been filtered by the proposed method. 
Although the user-defined tags contain the target concepts (street and tree), the con-
tent of the images does not contain these target concepts. Due to the presence of im-
ages with incorrect tags, the performance of the folksonomy-based annotation method 
degrades when tag refinement is not used. However, the proposed method is able to 
detect and remove folksonomy images with incorrect tags by making use of concept 
confidence values. 

Concept street tree

Folksonomy

User-defined tags
buh, brescia, colori, fdsancorastorta,

ben, muibien, street
amanda, tattoo, cherries, harrypotter, 

tree, shamrock, girls, explored

Concept confidence 
value

0.1713 0.1301

 

Fig. 5. Example images (street and tree) filtered by the proposed method 

Refined
folksonomy

User-defined tags
hollywood, florida, beach, resort, 

roadtrip, sea, clouds
grand canyon, sunset, sun, clouds, hill, 

landscape, blue, peaceful

Concept confidence 
value

0.4339 0.4756

 

Fig. 6. Example images that are recommended for the sky by the proposed method 
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Further, even if the user-defined tags do not contain the target concept, the actual 
content of the images may still include a particular target concept. The proposed folk-
sonomy refinement process is able to find such images by exploring the tag relations. 
Fig. 6 shows two example images that are recommended for the concept ‘sky’. While 
the corresponding tag sets of the two images do not include the concept ‘sky’, tags 
that are highly related to the concept ‘sky’ were used to annotate the images. Highly 
related tags include ‘clouds’ and ‘beach’ for the image to the left, and ‘blue’ and ‘sun-
set’ for the image to the right. 

However, while the video annotation method with refinement mitigates the impact 
of noise in an image folksonomy, we have observed that the performance of our 
method is low for concepts such as ‘tree’ and ‘street’. Indeed, although the images in 
the refined image folksonomy are all related to the target concepts ‘tree’ and ‘street’, 
the diversity of the respective image sets is high in terms of visual similarity and tags 
used. This observation is for instance illustrated in Fig. 7 for the concept ‘tree’. 

Refined
folksonomy

User-defined tags
tree, cliff, windswept, 

wales
tree, pine, spiral

Snow, albero, foglie, 
tree

Concept
confidence value

0.5108 0.5000 0.5410

 

Fig. 7. Example images and corresponding confidence values for the concept ‘tree’ 

6   Conclusions and Future Work 

This paper discussed a new method for semantic concept detection in user-created 
video content, making use of a refined image folksonomy. Tag refinement mitigates 
the impact of tag noise on the annotation performance thanks to the use of tag co-
occurrence statistics. That way, the proposed annotation method can make use of 
folksonomy images that are better related to the concept to be detected. Our experi-
mental results show that the proposed method is able to successfully detect various 
semantic concepts in user-created video content using folksonomy images.  

Despite the use of tag refinement for the purpose of tag noise reduction, the refined 
image folksonomy may still contain a diverse set of images that are all related to the 
same target concept. Future research will conduct more extensive experiments in 
order to study the aforementioned observation in more detail. In addition, future re-
search will focus on improving the concept detection accuracy by also making use of 
a video folksonomy. 



520 H. Min et al. 

References 

1. YouTube, http://www.youtube.com/ 
2. 7 things you should know about YouTube (2006), http://www.educause.edu/ 

ELI/7ThingsYouShouldKnowAboutYouTu/156821 

3. Ireland, G., Ward, L.: Transcoding Internet and Mobile Video: Solutions for the Long Tail. 
In: IDC (2007) 

4. Ames, M., Naaman, M.: Why We Tag: Motivations for Annotation in Mobile and Online 
Media. In: ACM CHI 2007, pp. 971–980 (2007) 

5. Wang, M., Hua, X.-S., Hong, R., Tang, J., Qi, G.-J., Song, Y.: Unified Video Annotation 
via Multi-Graph Learning. IEEE Trans. on Circuits and Systems for Video Technol-
ogy 19(5) (2009) 

6. Wang, M., Xian-Sheng, H., Tang, J., Richang, H.: Beyond Distance Measurement: Con-
structing Neighborhood Similarity for Video Annotation. IEEE Trans. on Multime-
dia 11(3) (2009) 

7. Yang, J., Hauptmann, A., Yan, R.: Cross-Domain Video Concept Detection Using Adap-
tive SVMs. In: Proceedings of ACM Multimedia, pp. 188–197 (2007) 

8. Chen, M., Chen, S., Shyu, M., Wickramaratna, K.: Semantic event detection via multimo-
dal data mining. IEEE Signal Processing Magazine, Special Issue on Semantic Retrieval of 
Multimedia 23(2), 38–46 (2006) 

9. Xie, Z., Shyu, M., Chen, S.: Video Event Detection with Combined Distance-based and 
Rule-based Data Mining Techniques. In: IEEE International Conference on Multimedia & 
Expo. 2007, pp. 2026–2029 (2007) 

10. Jin, S.H., Ro, Y.M.: Video Event Filtering in Consumer Domain. IEEE Trans. on Broad-
casting 53(4), 755–762 (2007) 

11. Bae, T.M., Kim, C.S., Jin, S.H., Kim, K.H., Ro, Y.M.: Semantic event detection in struc-
tured video using hybrid HMM/SVM. In: Leow, W.-K., Lew, M., Chua, T.-S., Ma, W.-Y., 
Chaisorn, L., Bakker, E.M. (eds.) CIVR 2005. LNCS, vol. 3568, pp. 113–122. Springer, 
Heidelberg (2005) 

12. Wang, F., Jiang, Y., Ngo, C.: Video Event Detection Using Motion Relativity and Visual 
Relatedness. In: Proceedings of the 16th ACM International Conference on Multimedia, 
pp. 239–248 (2008) 

13. Jain, M., Vempati, S., Pulla, C., Jawahar, C.V.: Example Based Video Filters. In: ACM In-
ternational Conference on Image and Video Retrieval (2009) 

14. Ramakrishnan, R., Tomkins, A.: Toward a People Web. IEEE Computer 40(8), 63–72 
(2007) 

15. Al-Khalifa, H.S., Davis, H.C.: Measuring the Semantic Value of Folksonomies. Innova-
tions in Information Technology, 1–5 (2006) 

16. Lu, Y., Tian, Q., Zhang, L., Ma, W.: What Are the High-Level Concepts with Small Se-
mantic Gaps? In: Proceedings of IEEE Conference on Computer Vision and Pattern Rec-
ognition, CVPR (2008) 

17. Xirong, L., Snoek, C.G.M., Worring, M.: Learning Tag Relevance by Neighbor Voting for 
Social Image Retrieval. In: Proceeding of the 1st ACM International Conference on Mul-
timedia Information Retrieval, pp. 180–187 (2007) 



 Semantic Concept Detection for User-Generated Video Content 521 

18. Min, H., Jin, S.H., Lee, Y.B., Ro, Y.M.: Contents Authoring System for Efficient Con-
sumption on Portable Multimedia Device. In: Proceedings of SPIE Electron. Imag. Inter-
net Imag. (2008) 

19. Yang, S., Kim, S.K., Ro, Y.M.: Semantic Home Photo Categorization. IEEE Trans. on 
Circuits and Systems for Video Technology 17(3), 324–335 (2007) 

20. Ro, Y.M., Kang, H.K.: Hierarchical rotational invariant similarity measurement for 
MPEG-7 homogeneous texture descriptor. Electron. Lett. 36(15), 1268–1270 (2000) 

21. Manjunath, B.S., et al.: Introduction to MPEG-7. Wiley, New York (2002) 
22. Huiskes, M.J., Lew, M.S.: The MIR Flickr Retrieval Evaluation. In: ACM International 

Conference on Multimedia Information Retrieval (MIR 2008), Vancouver, Canada (2008) 



Semantic Entity-Relationship Model for Large-Scale
Multimedia News Exploration and Recommendation�

Hangzai Luo1, Peng Cai1, Wei Gong1, and Jianping Fan2

1 Shanghai Key Lab of Trustworthy Computing, East China Normal University
2 Department of Computer Science, University of North Carolina at Charlotte

Abstract. Even though current news websites use large amount of multimedia
materials including image, video and audio, the multimedia materials are used
as supplementary to the traditional text-based framework. As users always prefer
multimedia, the traditional text-based news exploration interface receives more
and more criticisms from both journalists and general audiences. To resolve this
problem, we propose a novel framework for multimedia news exploration and
analysis. The proposed framework adopts our semantic entity-relationship model
to model the multimedia semantics. The proposed semantic entity-relationship
model has three nice properties. First, it is able to model multimedia semantics
with visual, audio and text properties in a uniform framework. Second, it can be
extracted via existing semantic analysis and machine learning algorithms. Third,
it is easy to implement sophisticated information mining and visualization algo-
rithms based on the model. Based on this model, we implemented a novel mul-
timedia news exploration and analysis system by integrating visual analytics and
information mining techniques. Our system not only provides higher efficiency
on news exploration and retrieval but also reveals extra interesting information
that is not available on traditional news exploration systems.

1 Introduction

News reports are the major information source for most people. As a result, news re-
ports have significant impact on routine life of the masses. From watching and analyzing
news, the users not only have fun but also learn new technologies, make investment de-
cisions, understand the trend of the people’s thought and even international affairs. Con-
sequently, there is an urgent demand for deep analysis of large-scale multimedia news
collections. However, news websites still adopt a framework with hierarchical brows-
ing, headline recommendation and keyword-based retrieval. This framework may bring
more hits to the websites, but can hardly help users to deeply analyze and explore the
large collection of multimedia news reports. Criticisms have been given by journalists
and general audiences [1] for a long time. Therefore, it is essential to provide effective
and efficient exploration and retrieval on large-scale news collections, especially for
multimedia news reports carrying text, image and video.

Several systems have been put online to address the problem [2,3,4]. Several ap-
proaches are proposed to analyze special types of information in news reports [5,6].
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However, these systems and approaches still cannot satisfy the news analysis and ex-
ploration requirements due to several problems. First, they can only extract and present
very limited information of large-scale news collections to the users and generally lack
exploration tools. These approaches summarize the large-scale news collection into a
very compact summarization and present only the summarization to the users. Even
though the summarization is a good general overview of the whole news collections,
it can carry few details. Second, they can only summarize and present one type of
medium. Most of them work on textual information. Only 10 × 10 [2] displays the
summarization via news pictures. As more and more news reports adopt multimedia,
summarization on single medium can hardly present enough attractive information ef-
fectively and efficiently.

Based on the above observations, a novel multimedia news summarization and explo-
ration approach is needed to satisfy the user’s demand on news exploration and analysis
applications. The new approach must summarize the large-scale news reports in multi-
media format, and provide powerful exploration and retrieval tools on multimedia data
to help users explore and analyze the large volume of information. However, to develop
such a system, several challenging problems must be resolved.

The first problem is how to extract and model the semantics of the large-scale
multimedia data mathematically. Any exploration, retrieval or summarization algo-
rithm needs to process, analyze and transform the semantics of the raw news collection.
But the raw news reports may be in different forms and media. Therefore, there is an
urgent need for a computable semantic model that is able to uniformly model differ-
ent types and media of news reports. Currently, multimedia documents are generally
modeled as raw visual features [7] and semantic concepts [8], and text documents are
modeled as document vectors. These models are suitable for document level semantic
modeling, but may not be suitable for other granularity. However, event and entity level
modeling is needed for news exploration and analysis applications as the same event or
entity may be reported by many different news reports.

The second problem is how to evaluate and extract interesting information from
the semantic model. Even though the semantic model carries most information of the
large-scale news collection, most of it is uninteresting and unattractive. Only very lim-
ited information can catch the eye of the users. To implement efficient and effective
news exploration and analysis applications, the system must present only the interest-
ing and attractive information to the users and filter out others. However, it is a very
difficult task because the “interestingness” property of a news report is always sub-
jective. There are algorithms that can evaluate document level interestingness, such as
tf-idf[9], Pagerank[10] and HITS [11]. But the news exploration and analysis applica-
tions prefer event and entity level computation as discussed above. How to evaluate the
event and entity interestingness is still a challenging problem.

The third problem is how to organize and display the information to enable most
efficient human-computer information exchange. The total amount of the news infor-
mation reported everyday is very large. As a result, users may need to spend a long time to
find an interesting news report. However, the user’s patience is limited. A user may submit
at most 3-5 queries for a task. Therefore, if the system cannot present interesting reports
to the users in these 3-5 queries, the user may no longer use the system. Consequently,
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it’s very important to enable the users to find the news report of interest as fast as possi-
ble. To resolve this problem, the system must provide highly efficient human-computer
information exchange approaches, so that the user can receive as much information as
possible for each query. As the vision is the most efficient perception for people to ac-
cept and process information, different visualization approaches are proposed to improve
human-computer information exchange efficiency [12,6]. But these techniques are de-
signed for special summarization information. To visualize the large-scale multimedia
semantics efficiently, new algorithms must be developed.

The above problems are inter-related and cannot be resolved independently. The
central problem is the semantic model. It is the basis of interestingness weighting and
visualization algorithms. Thus its design must consider the requirements of both the
semantic extraction algorithms and the interestingness weighting and visualization al-
gorithms. To resolve this problem, we propose the semantic entity-relationship model to
model the multimedia semantics of large-scale news collections. The proposed model
is able to model the multimedia semantics in a uniform framework and is flexible
enough to implement sophisticated information mining and visualization algorithms.
By integrating a novel interestingness weighting algorithm and hyperbolic visualization
technique with this model, we have implemented a visual recommendation system for
multimedia news exploration and analysis. The system not only provides more efficient
news exploration and analysis services but also disclose interesting information that is
not available on traditional news exploration systems. In this paper we will introduce
the proposed models and algorithms.

2 Semantic Entity-Relationship Model

As discussed above, a proper semantic model must be proposed to model the multime-
dia semantics of the large-scale news collection. Because a news event or entity may be
reported in different news with different formats, the model must be able to model the
semantics at event or entity level. In addition, the relationship among events and entities
are important news semantics. Each news report can be summarized as several seman-
tic entities and their relationships. Based on this observation, we propose the semantic
entity-relationship model to model the news semantics.

The semantic entity is defined as any entity that has stable and real semantics during
a period of time. The semantic entity is the extension of traditional named entity. It
can be a person, organization, number, event, product or mathematical equation. For
example, “United States”, “General Motor”, “2009/4/17”, “Purchase Manager’s Index”,
“Boeing 747” and “subprime mortgage crisis” are all semantic entities. Further more,
each semantic entity can have different names and visual, textual or audio properties,
as shown in Figure 1. One can find that the primary semantics of a news report can be
carried by its semantic entities. In addition, the semantic entities may carry not only the
text semantics but also the multimedia semantics from relevant images and video shots.
Therefore, the semantic entity is suitable for news semantic modeling.

Aside from the semantic entities, the primary information in news reports are the
relationships among semantic entities. Consequently, news semantic model must carry
such information. Therefore, the news semantics can be modeled as a graph with se-
mantic entities as nodes and relationships as edges. The relationship among semantic
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Barack Obama 

Obama 

Barack Hussein Obama II 

Barack H. Obama 

U.S. President 

Barack Obama 

Fig. 1. The semantic entity “U.S. President Barack Obama” is represented as different text strings,
images and video shots in different news reports

Fig. 2. Examples of semantic entity-relationship model

entities are defined by the verbs in sentences. Ideally, the relationship can be modeled
by typed, directed edges between two semantic entities. However, the syntax parsing
algorithms cannot achieve high accuracy on large-scale data. Therefore, we simplify
the problem by defining the relationship as the co-occurrence of two semantic entities:
if two semantic entities appear in a sentence, image or video shot at the same time, then
a relationship is recognized between the two semantic entities. Based on this simpli-
fication, our semantic entity-relationship model can be represented as a unidirectional
graph with semantic entities as nodes and relationship as edges. To preserve the se-
mantics of verbs, we treat verbs as abstract semantic entities. An example of semantic
entity-relationship model is given in Figure 2.

One may argue that a semantic entity or relationship may not be attractive if it ap-
pears only a few times in a large-scale news collection. To resolve this problem, we
enable each node/edge to carry a weight in the semantic entity-relationship graph. The
weight represents the interestingness of the associated semantic entity or relationship.
Therefore, the semantic entity-relationship model can be represented as a weighted uni-
directional graph:

D = {(ki, wD (ki)) , (r (ki, kj) , wD (r (ki, kj)))} (1)

where ki represents a semantic entity, wD (ki)is its weight, r (ki, kj) represents a re-
lationship, and wD (r (ki, kj)) is its weight. Obviously, the interestingness weight may
be different for the same semantic entity or relationship for different purpose or users.
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Consequently, there may be different semantic entity-relationship model for the same
collection of news reports. The simplest weighting algorithm is to use the frequency
as the weight. We call such semantic entity-relationship model the raw model. It is the
basis to compute more sophisticated models.

One can find that the semantic entity-relationship model preserves most semantics
of the news reports. It can model the semantics of not only a single news report but also
a collection of news reports. In addition, the multimedia semantics can be modeled uni-
formly in the model. However, no matter how many nice properties it has, the model is
useless without efficient extraction algorithm and interestingness weighting algorithm.
To resolve this problem, we propose an algorithm to extract semantic entity-relationship
model from a large-collection of multimedia news reports. We will introduce the raw
model extraction algorithm in this section. The interestingness weighting algorithm will
be discussed in the next Section. As the semantic entity-relationship model is complex,
it cannot be extracted in one simple step. To extract the semantic entities from news re-
ports, the first step is to segment the semantic entities from different media. Apparently,
the semantic entity segmentation algorithms in different media are different. Below we
will discuss the problems separately.

2.1 Text Semantic Entity Detection

As the semantic entity is similar to the named entity, a potential approach for detect-
ing it is to adopt algorithms for named entity detection. The most advanced named
entity detection algorithm is the CRF (Conditional Random Field) -based algorithm
[13]. However, because the CRF-based algorithm can only utilize short context in-
formation and part of linguistic features, it performs very poor on new semantic en-
tities. On the contrary, the new semantic entities have significant different statistical
properties than common strings. Therefore, a novel algorithm that can take the ad-
vantages of both approaches are needed to detect the semantic entity. However, the
CRF-based algorithm is a sequence annotation approach, but the statistical approach
is a typical classification approach. They have totally different methodology. As a re-
sult, they cannot be integrated easily. To resolve this problem, we propose an approach
that integrates the CRF intermediate probabilities, statistical features and linguistic fea-
tures as the multi-modal features to perform classification. Our algorithm trains a bi-
nary classifier for consecutive strings s = (w1, ..., wn), where wi is a word. For a
s in a sentence ξ = (..., c−2, c−1, s, c1, c2, ...), where cj is a context word, several
features are extracted for classification. The features used in our system are listed in
Table 1. In Table 1, Bl (s) is the probability that a semantic entity starts between c−1
and w1 in text stream based on the observation ξ. It can be computed via a CRF
model [13]. So does Br (s). Cl (s) is the probability that c−1 leads a semantic en-
tity. Some word may inherently have higher probability to lead a semantic entity, such
as “the”. Therefore, Cl (s) may carry useful information for semantic entity detec-
tion. So does Cr (s). The four features discussed above can be computed in advance
via manually annotated training data. R (s) is the internal relevance of words of s:
R (s) = n×f(s)∑

n
i=1 f(wi)

. Where f (x) is the frequency that string x occurs in recent news

report sentences. R (s) measures the internal relevance of words in s. If R (s) is close
to 0, it means the occurrence ofs is just by chance. Therefore, only s with high R (s)
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Table 1. Features for semantic entity detection

Group Feature(s) Explanation

Sequence Bl (s) and Br (s) Left and Right Boundary Probability
Statistical El (s) and Er (s) Left and Right Context Entropy
Statistical R (s) Internal Relevance
Linguistic Cl (s) and Cr (s) Left and Right Context Leading Probability

Table 2. Context examples of “swine flu”

see 2009 swine flu outbreak
known as " swine flu ", is due

new strain of swine flu will develop

lying to get swine flu drug
Swine flu is a type of

suspected swine flu victim in quarantine

can be a semantic entity. El (s) is the word context entropy measured at the position
−1: El (s) = −

∑
x∈Ω(s,c−1) p (x) log (p (x)). Where Ω (s, c−1) is the set of words

that may appear in front of s (i.e. at position −1), p (x) is the probability that word
x appears in front of s. El (s) can be computed via a large collection of recent news
reports. So does Er (s). A semantic entity may appear in different context, as shown in
Table 2. The more complex the context are, the higher probability will s be a semantic
entity. Therefore, the context entropy El (s) and Er (s) carry useful information for
semantic entity detection and can be used as the features for classification. Because
the statistical features measure the properties of recent news reports, there is no need
to train R (s), El (s) and Er (s) in advance. They are extracted from the data to be
processed.

We have evaluated our algorithm on datasets with different languages. The results
are shown in Figure 3. One can find that our algorithm outperforms CRF algorithm on
text semantic entity detection on both Chinese and Spanish data.

2.2 Multimedia Semantic Entity Extraction and Coreference

With the above algorithm, semantic entities in text sentences can be detected. These
semantic entities carry abundant semantic information and are thus suitable for semantic
modeling. However, a semantic entity may be represented as not only text strings but
also images and video shots. Therefore, visual representations of the semantic entities
must be extracted for complete semantic entity representation. There are two major
sources of visual properties of semantic entities. The first one is the video shots of TV
news broadcasts. The second one is the informative images of web news reports. As the
two sources have different properties, we use different algorithms to extract the visual
representation of semantic entities from different sources.

For TV news video clips, video shot is the basic units for video content representa-
tion. Thus it can be used as the basic unit for semantic modeling. However, the video
shot must be associated properly with the text semantic entities before we can model
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(b) Conll 2002 Spanish dataset

Fig. 3. Text semantic entity detection performance

the semantic entity via video shots. One potential approach is to perform semantic clas-
sification to extract the representative semantic keywords from the video shots. To do
so, we have proposed a salient object-based algorithm in previous works [14]. However,
the semantic keywords extracted via semantic classification are not enough to fully rep-
resent the semantics of video shots. To resolve this problem, we propose to use the syn-
chronized ASR (automatic speech recognition) script or closed caption text to associate
video shots with proper text semantic entities. First, each video shot is associated with
an ASR script or closed caption text sentence that is synchronized in the audio channel
with this video shot. Second, the text semantic entities in the ASR script or closed cap-
tion sentence can be extracted via the algorithm addressed in above subsection. Finally,
the video shot is used as the video representation of all text semantic entities in the ASR
script or closed caption sentence. It is obvious that a text semantic entity may appear
many times in the same or different news reports. Therefore, many video shots may
be associated with the same text semantic entity via above approach. As a result, it is
very important to select the most representative video shots for a text semantic entity
and remove irrelevant ones. Consequently, the video shots must be weighted via their
visual and semantic properties. To resolve this problem, we have proposed a set of algo-
rithms to evaluate the representativeness of video shots via its visual semantic objects,
repeat frequency/pattern and other visual properties [14]. Our algorithm will assign low
weights to unrepresentative shots (like anchor shots) and high weights to representative
ones. With this algorithm, only the few video shots with the highest weights are selected
as the video representation of the text semantic entity.

Many web news reports may have associated picture or video. These informative
multimedia materials carry abundant visual information of the news event thus are suit-
able to represent the visual properties of the relevant semantic entities. However, a news
web page may embed many pictures and video clips that are ads., page structural ele-
ments and images for other news reports. Apparently, the informative images and video
clips must be detected from the large number of embedded multimedia materials be-
fore they can be adopted to interpret the visual properties of the semantic entities. The
most relevant techniques are web data extraction techniques [15]. However, as web
data extraction algorithms are designed for the semi-structured data in web pages (such
as a HTML formatted table), they may not adapt to informative multimedia elements
that are mostly short HTML tags. As a result, it is more attractive to develop approaches
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Table 3. The number of samples in informative image extraction dataset

English Pages Chinese Pages
Training Test Training Test

Irrelevant Images 15036 15002 11481 11364
Informative Images 531 560 786 757

Ratio 28.3 26.8 14.6 15.0

extracting informative multimedia elements via only the inherent features of the HTML.
There are 4 types of features that may imply whether a HTML multimedia tag is an in-
formative element or not. Type I is the element’s URL features, such as the file type
(gif, jpg, flv, etc.), length of URL, special chars (+, -, ?, etc.), and special words (button,
arrow, logo, etc.). Type II is the other attributes of the HTML tag, such as width, height
and aspect ratio, alignment, alt, etc. Type III is the relationship between the element
URL and the page URL, such as: if they are in the same Internet domain; if they carry
the same word. Type IV is the surrounding tag properties of the HTML tag, such as: if it
has an link (surrounded by A tag) or is an list item (surrounded by LI tag). More details
of the features can be found at http://memcache.drivehq.com/infimg/

After the representative features are extracted, the next problem is that the number of
irrelevant multimedia elements is far more than that of informative multimedia elements
in news web pages. As shown in Table 3, the ratio between the irrelevant images and
the informative images is up to 28.3 in our dataset. Consequently, existing machine
learning algorithms will have reduced performance on these imbalanced training data
[16]. To resolve this problem, we propose an automatic filtering algorithm to eliminate
most irrelevant elements that are obviously not informative before classification.

For the i-th dimension of feature fi, the most simple form of rule is Rj ≡ (fi = d).
It matches any sample that its i-th dimension is equal to d. Similarly, we can define
rules in the form of Rj ≡ (fi ≥ c) and Rj ≡ (fi ≤ c). In addition, multiple rules can
be combined to form a complex rule: Rk ≡ (Rj1 ∧Rj2). It matches any sample that
matches Rj1 and Rj2 simultaneously. Obviously, many rules can be extracted from a
training set Ω but most of them are useless. Because our purpose is to filter out most
negative samples and reduce the ratio between negative and positive samples, only those
rules that match large amount of negative samples and little positive samples are useful
for us. Therefore, we first select rules that satisfy:

α (Rj) =
|Ω+ (Rj)|
|Ω− (Rj)|

< ε
|Ω+|
|Ω−| (2)

where Ω+ (Rj) is the set of positive samples in Ω that matches with Rj , and Ω− (Rj)
is the set of negative samples in Ω that matches with Rj . Ω+ is the set of positive
samples in Ω, and Ω− is the set of negative samples in Ω. 0 < ε < 1 is a constant.
In our experiments we select ε = 0.1. Any rules satisfying Eq. (2) will match higher
proportion of negative samples than positive samples in the training set. Therefore, if
we eliminate all matching samples from the training data, the proportion of negative
samples in the training data will be reduced.

http://memcache.drivehq.com/infimg/
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(a) English Pages (b) English+Chinese Pages

Fig. 4. Overall classification performance

Even though rules selected via Eq. (2) is guaranteed to reduce the negative/positive
samples ratio in training data, not all of them are suitable for filtering. Some rules may
be a sub rules of other rules (i.e. Ω (Rj1) ⊆ Ω (Rj2)). Some rules may match too few
samples thus may be just an overfit. To resolve this problem, we iteratively select the
best rule and apply to the training data via R̂ = arg maxRj {|Ω− (Rj)|}, i.e. we select
the rule that matches the most number of negative samples. After one rule is selected,

it is applied to the training data: Ω ← Ω − Ω
(
R̂
)

. Then another rule can be selected

with the modified training data. The iteration continues until
∣∣∣Ω (R̂

)∣∣∣ < λ, where λ is

a constant. We use λ = 10 in our experiments.
After the training data is filtered with above algorithm, a SVM classifier can be

trained from the remaining data. By integrating our filtering algorithm and the SVM
classification algorithm, the classification performance can be improved. We have eval-
uated our algorithm on the dataset shown in Table 3. The overall classification perfor-
mance is given in Figure 4. The horzontal axis is the number of rules used in the filtering
step. One can find that the overall classification performance can be improved via our
filtering algorithm. After the informative pictures and video clips are detected, they can
be associated with the alt text and title text in HTML files. Then the same approach
introduced at the beginning of this subsection can be applied to associate the pictures
and video clips with the text semantic entities.

3 Interestingness Weighting

With semantic entities extracted, their relationships can be extracted by counting the co-
occurrence frequencies of semantic entities in images, video shots and text sentences.
As a result, the raw semantic entity relationship model can be extracted. However, the
raw model is not very attractive, as frequent entities and relationships may not always
interesting. For example, the semantic entities “USA” and “Obama”may have very high
weights in the raw model. But most users have already known them thus may not be
interested. Only those unknown entities or relationships may be interesting. Conse-
quently, a good interestingness weighting algorithm needs to evaluate how well a user
may know the semantic entities and relationships. To do this, the user’s personal knowl-
edge can be used to predict the semantic entities and relationships. If one entity or
relationship can be predicted accurately, then it is already known by the user and is
uninteresting at all. Only unpredictable entities and relationships are interesting for the
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user. However, to use this approach, 3 problems must be resolved: (1) how to model the
user’s knowledge mathematically; (2) how to perform the prediction; (3) how to extract
the user’s knowledge model. We will discuss these problems separately below.

As the user’s knowledge about news is composed of a set of news events, it is in-
deed a news report collection. Therefore, the user’s knowledge can also be modeled by
our semantic entity relationship model. If we use K to represent the user’s knowledge
model and Dr to represent the raw semantic entity relationship model for the news
collection of interest, the next step is to predict Dr via K . By observing the semantic
entity relationship model carefully, one can find that it can be normalized to a prob-
ability distribution model, i.e. the weights are normalized to item probabilities. If Dr

and K are two distributions, then their difference can be computed via KL-divergence:
d (Dr ‖ K) = Σx∈{ki,r(ki,kj)}wDr (x) log wDr (x)

wK(x) . Apparently, the difference is the
most interesting part for the user. Therefore, by decomposing d (Dr ‖ K) and normal-
izing the result, the interestingness weights of each semantic entity or relationship can
be computed. More details can be found in our previous publication [17].

The remaining problem is how to estimate K . It sounds impossible to estimate K
accurately at first glance, because users may learn a piece of information from may
uncontrollable information sources, like a friend. However, by checking the route of in-
formation spread carefully, one can find that almost all important pieces of information
are rooted from a publicly available report, e.g. a web report, a blog or a video report,
no matter how the user knows it directly. Therefore, the most important knowledge of
K can be estimated from the historical public reports. Certainly, the user’s personal
preference, memory ability and other properties have significant impact on K . We have
discussed these problems and proposed detailed solutions to estimate K via the histor-
ical public reports and the user’s properties in our previous work [18].

4 Knowledge Visualization and Visualization Based Retrieval

With the above algorithms, a semantic entity relationship model carrying appropriate
interestingness weights can be extracted from the multimedia news collection of in-
terest. However, it is obvious that no user has interest to examine this model directly,
because it is just abstract data. To enable the users explore and retrieve the model more
efficiently and effectively, hyperbolic visualization technique is used in our system to
display the semantic entity relationship model [17,18,14]. As our semantic entity re-
lationship model has nice mathematical structure, sophisticated computation can be
implemented and thus advanced applications can be developed. We have developed
personalized news recommendation, visualization based visual/text retrieval and explo-
ration and other applications in our previous works [14,19].

5 Conclusion

In this paper, the semantic entity relationship model is proposed to represent the se-
mantic information of large-scale multimedia news collections. Algorithms to extract
the model from the raw news report data is also proposed. The proposed model can
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represent both text and multimedia semantic information in a uniform framework. In
addition, the proposed model inherently enables cross-media semantic analysis on mul-
timedia data like video clips and web pages. Therefore, the difficult visual semantic
analysis task on video and image can be simplified. As the proposed model has nice
mathematical structure, advanced applications can be developed based on it.
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Abstract. Pseudo-relevance feedback is a popular and widely accepted
query reformulation strategy for document retrieval and re-ranking. How-
ever, problems arise in this task when assumed-to-be relevant documents
are actually irrelevant which causes a drift in the focus of the reformu-
lated query. This paper focuses on news story retrieval and re-ranking,
and offers a new perspective through the exploration of the pair-wise
constraints derived from video near-duplicates for constraint-driven re-
ranking. We propose a novel application of PageRank, which is a pseudo-
relevance feedback algorithm, and use the constraints built on top of text
to improve the relevance quality. Real-time experiments were conducted
using a large-scale broadcast video database that contains more than
34,000 news stories.

Keywords: PageRank, Video Near Duplicate, News Story Re-ranking,
Video Data Mining.

1 Introduction

News videos are broadcast everyday across different sources and times. To make
full use of the overwhelming volume of news videos available today, it is neces-
sary to track the development of news stories from different sources, mine their
dependencies, and organize them in a semantic way. News story retrieval is a
fundamental step for news topic tracking, threading, video summarization, and
browsing from among these research efforts. News story retrieval aims at search-
ing for evolving and historical news stories according to the topics, such as the
Trial of Saddam Hussein and 2006 North Korean nuclear test.

1.1 Background

News story retrieval is normally studied under the Query by Example theme us-
ing the textual features as the underlying cues [3,4,11]. Relevance feedback is a
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popular and widely accepted query reformulation strategy for this task. Some re-
searchers have attempted to automate themanualpartof relevance feedback,which
is also known as pseudo-relevance feedback [1,5,10]. Pseudo-relevance feedback is
obtained by assuming that the top k documents in the resulting set containing n
results (usually where k � n) are relevant, and has the advantage in that asses-
sors are not required. However, in pseudo-relevance feedback, problems arise when
assumed-to-be relevant documents are actually irrelevant, which causes a drift in
the focus of the reformulated query [10]. How to reduce the inappropriate feedback
taken from irrelevant documents or how to guarantee the relevance quality is the
main focused issue for pseudo-relevance feedback studies.

To tackle this issue, we offer a new perspective that explores the pairwise con-
straints derived from video near duplicates for news story retrieval and constraint-
driven re-ranking. The main points of discussion include: (1) a novel scheme for
pseudo-relevance feedback on the basis of near duplicates built on top of text, (2)
a novel application of PageRank as a pseudo-relevance feedback algorithm used
for constraint-driven re-ranking, and (3) real-time experiments conducted on a
large-scale broadcast video database containing more than 34,000 news stories.

1.2 Framework Overview

Our system works on a large-scale broadcast video database. The system uses
a news story as the search query and outputs stories depicting the query topic
from within the database. A news story is formally defined as a semantic segment
within a news video, which contains a report depicting a specific topic or incident.
A story is described as a group of shots. Each shot is described by using a set
of representative keyframes and closed-captions. Figure 1 depicts our proposed
news story retrieval and re-ranking system.

Initially, candidate news stories that are similar to the query are searched us-
ing a topic-tracking method based only on the textual information. The reason

Fig. 1. Proposed news story retrieval and re-ranking system
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that we use a text-based method first before using the near-duplicate detection is
because the latter requires visual information processing and is computationally
far more expensive than textual information processing. On the other hand, the
coverage of near duplicates is normally insufficient for conducting a complete
and thorough topic tracking compared that of the textual information. After
text-based topic tracking, near duplicates are detected from the set of candidate
news stories and used to group together the stories that share these near du-
plicates. We believe that video near-duplicate constraints are highly-useful for
guaranteeing a higher relevance quality than the textual constraints. PageRank
is then applied as a pseudo-relevance feedback algorithm on the basis of these
pairwise constraints, and used to re-rank news stories depicting the same topic.

2 News Story Retrieval Based on Textual Information

News story retrieval is normally studied under the Query by Example theme
with the textual features used as the underlying cues [3,4,11]. In news videos,
the focal point or content of evolving stories depicting the same topic normally
varies slowly with time. The news story retrieval method used in this work should
be robust enough for this focal-point variation. In this paper, [3] is used for this
purpose, which uses the semantic and chronological relation to track the chain
of related news stories in the same topic over time.

A story boundary is first detected from a closed-caption text broadcasted si-
multaneously with the video. The resemblances between all story combinations
are evaluated by adopting a cosine similarity between two keyword frequency vec-
tors generated from two news stories. When the resemblance exceeds a threshold,
the stories are considered related and linked. Tracking is achieved by considering
the children stories related to the search query as new queries to search for new
children stories. This procedure forms a simple story link tree starting from the
story of interest, i.e. the search query. Children stories are defined as news stories
related to a parent, under the condition that the time stamps of the children
stories always chronologically succeed their parent. The link tree can also be
considered a set of candidate news stories that is similar to the search query,
which is further used for near-duplicate detection.

3 Video Near-Duplicate Detection

In addition to the textual features, in broadcast videos, there are a number of
video near duplicates, which appear at different times and dates and across vari-
ous broadcast sources. Near duplicates, by definition, are sets of shots composed
of the same video material used several times from different sources or material
involving the same event or the same scene, as shown in Fig. 2. These near dupli-
cates basically form pairwise equivalent constraints that are useful for bridging
evolving news stories across time and sources.

After text-based news story retrieval, near duplicates are detected only from
the set of candidate news stories. This can not only dramatically reduce the



536 X. Wu, I. Ide, and S. Satoh

Fig. 2. Near duplicates across different stories of two topics. The label under each
image is the program name and the airdate. Above: Trial of Saddam Hussein. Below:
2006 North Korean nuclear test.

computation burden due to visual information processing, but also reduce the
probability of potential errors caused by near-duplicate detection. We used an
interest-point-based algorithm with a local description for the near-duplicate
detection. This algorithm was proposed by Ngo et al. [9] and proved to be robust
to variations of translation and scaling introduced due to video editing and
different camerawork.

They tested their algorithm using a keyframe database instead of a video
archive [9]. We extract multiple keyframes from each video shot to extend it
to near-duplicate shot detection. The shot length is equally divided, and the
frames at the points of division are selected as the keyframe. This is to tol-
erate the variation introduced by the camera and object motion. In equation
terms, given the shot length L, the (i × L/(N + 1))th frames are extracted as
the keyframe, where i = 1 · · ·N . N indicates the number of keyframes and is
empirically set to three in this paper. To tolerate the significant impact of video
captions, we propose cropping the keyframe beforehand so that only the central
part is used for the near-duplicate detection. On the other hand, we also manu-
ally excluded anchorperson shots that are not related to the topic while highly
possible to be detected as near duplicates. Since anchorperson-shot detection
has been extensively studied and many good algorithms were already proposed,
this process can be automated if needed.

4 PageRank with Near-Duplicate Constraints

4.1 PageRank

Eigenvector centrality is a measure of the importance of a node in a network.
It assigns relative scores to all nodes in the network based on the principle that
connections to high-scoring nodes contribute more to the score of the node in
question than equal connections to low-scoring nodes. PageRank [2] is a variant
of the Eigenvector centrality measure. PageRank (PR) is iteratively defined as
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PR = d× S∗ ×PR + (1− d)× p (1)

S∗ is the column normalized adjacency matrix of S, where Si,j measures the
weight between node i and j. d is a damping factor to be empirically determined,
and p = [ 1

n ]n×1 is a uniform damping vector, where n is the total number of
nodes in the network. Repeatedly multiplying PR by S∗ yields the dominant
eigenvector of the matrix S∗. Although PR has a fixed-point solution, in prac-
tice, it can often be estimated more efficiently using iterative approaches. PageR-
ank converges only when matrix S∗ is aperiodic and irreducible. The former is
generally true for most applications and the latter usually requires a strongly
connected network, a property guaranteed in practice by introducing a damping
factor d. It is generally assumed that the damping factor is set around 0.85.

The simplicity and effectiveness of PageRank for text mining were demon-
strated through document summarization studies [12,14], which suggested
combining PageRank with text similarity. However, except the study [7], lit-
tle attention has been paid to applying PageRank to the document retrieval
task. This is because PageRank usually requires a strongly connected network
where the group of good nodes should comprise a majority of all the nodes in
this network. This fundamental assumption is feasible for document summariza-
tion because people normally seek to summarize a set of documents, all of which
are strongly related to a certain topic. However, for document retrieval, the set
of documents searched for by the query normally contains errors that are irrel-
evant to the topic of interest. The potential existence of these assumed-to-be
good nodes that are actually bad nodes will have a large impact on the majority
distribution of the network, and thus, they cause a drift in the focus of PageR-
ank. This issue is similar to the problem existing in pseudo-relevance feedback
studies that were introduced in Sec. 1.1.

4.2 Near-Duplicate Constraints

A variety of algorithms have been proposed for applying near-duplicate con-
straints to news video retrieval tasks. Zhai et al. [6] linked news stories by com-
bining image matching and textual correlation. Hsu et al. [8] tracked four topics
with near duplicates and semantic concepts, and found that near duplicates sig-
nificantly improve the tracking performance. These two works use video near
duplicate and textual information as two independent modalities. Since each
modality is individually processed and fusion is based only on the score func-
tions of their processing results, the potential inter-modal relationships between
the two modalities have not been thoroughly explored and thus are wasted. Apart
from these multimodality fusion studies, Wu et al. [13] presented a system built
on near-duplicate constraints, which are applied on top of text to improve the
story clustering. This work depends on manual near-duplicate labeling, which is
impossible to handle within large-scale databases.

In this paper, we apply PageRank as a pseudo-relevance feedback algorithm
and integrate video near-duplicate constraints to guarantee the relevance quality.
Given a story used as a search query, candidate stories similar to the query are
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Fig. 3. Group stories sharing near duplicates

searched across various news programs (Fig. 3). Two stories are linked together
if they share at least one pair of near duplicates. This kind of two stories can
be regarded as having a must-link constraint, which indicates that they discuss
the same topic. Stories are then clustered into groups based on these links. We
make the following two assumptions.

– Assumption 1
Most stories in the same story group depict the same topic.

– Assumption 2
The largest story group depicts the same topic as the query.

Assumption 1 is feasible in most cases because near duplicates are detected
only from the set of candidate stories that are similar to the query, so that
the probability of potential errors caused by near-duplicate detection is small.
Assumption 2 is also feasible because most near duplicates are shared between
stories depicting the same topic as the query. From another point of view, the
noise or outlier topics are normally different from each other so that fewer near
duplicates are shared between them.

The experimental results from news story grouping based on ten search queries
are listed in Table 1 (Sec. 5.1 for more information on these queries). From
#Story (#TP), we can see that most news stories clustered in the largest group
depict the same topic as the search query (except for T6). In other words, both
Assumption 1 and Assumption 2 described above were feasible in our exper-
iment. For T6, the news topic is on a child abduction-murder that occurred in
Hiroshima, and the query story was broadcasted on 2005/12/01. The next day,
another child abduction-murder was reported near Tokyo. In most news pro-
grams, these two news topics were continuously broadcasted. Due to the high
similarity between them, the story segmentation method [3] used in this paper
failed to segment them from each other, so that the stories of the query topic also
contained shots of the noise topic. As a result, stories depicting these two topics
were clustered in the same story group based on the near-duplicate constraints.

Given both Assumption 1 and Assumption 2 are feasible, it is reasonable
to assume that stories in the largest story group would satisfy the PageRank
requirement in a strongly connected network where the group of good nodes
comprises a majority among all the nodes in this network (Sec. 4.1). Based on
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Table 1. Experimental results of news story grouping. #Candidate: number of stories
in the candidate story set. #TP: number of relevant stories depicting the same topic as
the search query. #Group: number of clustered story groups based on near-duplicate
constraints. #Story: number of stories in the largest story group.

Topic Number #Candidate (#TP) #Group #Story (#TP)
T1 106 (43) 11 9 (9)
T2 370 (174) 3 72 (72)
T3 164 (115) 3 75 (71)
T4 35 (13) 3 10 (10)
T5 93 (64) 1 47 (47)
T6 148 (25) 7 28 (4)
T7 119 (60) 7 26 (22)
T8 35 (34) 3 13 (13)
T9 48 (44) 2 30 (30)
T10 65 (54) 3 39 (38)

Fig. 4. Examples of near duplicates depicting Trial of Saddam Hussein. #story: num-
ber of stories sharing the corresponding near duplicate.

these assumptions, the largest story group is chosen as the relevance feedback.
For example, story group 1 shown in Fig. 3 is the largest story group, so it will be
used as the relevance feedback and further integrated with PageRank. Examples
of near duplicates within the largest story group depicting the Trial of Saddam
Hussein are shown in Fig. 4.

4.3 Applying PageRank

To define the text similarity, we use term frequency-inverse document frequency
(tf -idf) weighting, which is one of the best-known schemes for text mining,
to represent each story. To do so, a semantic analysis is first applied to the
compound nouns extracted from each story to generate a keyword vector for
four semantic classes, general, personal, locational/organizational, and temporal.
From our experimental results, we found that the keywords from the temporal
class are normally not helpful for identifying news stories depicting the same
topic. Therefore, only the compound nouns of the other three classes are used
as the keywords.

For each story, a keyword vector V can be created as follows. The keyword
similarity between two stories is thus defined by the cosine similarity shown in
Eq. 3.
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V = (tfidf(t1), tf idf(t2), · · · , tf idf(tN )) (2)

cos(V i, V j) =
V i · V j

‖V i‖‖V j‖
(3)

The set of stories may be represented by a cosine similarity matrix S, where
each entry Si,j = cos(V i, V j) in the matrix is the similarity between the cor-
responding story pair (si, sj). Different from document summarization studies
where sentences are regarded as nodes, we regard one document or one story
as one node. Thus, we have the overall relevancy (PR) of each story given its
similarity to other stories, iteratively defined by using PageRank (Eq. 1).

This is equivalent to using all the stories searched for by the query as relevance
feedback, which is highly sensitive to the potential existence of irrelevant stories.
To guarantee the relevance quality, we put restrictions on the adjacency matrix
S based on the video near-duplicate constraints. In Sec. 4.2, stories are clustered
into groups based on the near-duplicate constraints. Given the largest story
group being denoted by S, each entry in the adjacency matrix S is defined by
using Eq. 4. In other words, we only regard stories in S as high-quality nodes,
and for each node sj in the whole network, we only use the connection between
sj and these high-quality nodes {si : si ∈ S} as a vote of support to iteratively
define the overall relevancy of sj .

Si,j =
{

cos(V i, V j) (si ∈ S)
0 (si /∈ S) (4)

5 Experiments

5.1 Database

We tested our system using a large-scale broadcast video database comprised
of actually broadcasted videos from 2005/10/19 to 2007/01/19. These videos
were broadcasted from six different news programs produced by three different
Japanese TV stations. Closed-captions were segmented into stories using the
algorithm developed by Ide et al. [3], and the videos were segmented into shots by
comparing the RGB histograms between adjacent frames. The stories and shots
were used as the basic units of analysis. The keywords were derived from a list
of compound nouns extracted from the closed-captions [3], while the keyframes
were derived by equally dividing the shot and selecting the points of division.
The set of near-duplicate pairs was detected using the algorithm developed by
Ngo et al. [9]. The database was comprised of 34,279 news stories (compared to
around 800 news stories used by Wu et al. [13]).

Ten search queries were selected for experimentation, as listed in Table 2,
including five Japanese and five foreign news stories. The design of these queries
is based on the biggest topics of the important domestic and international news
stories from 2005/10/19 to 2007/01/19. The candidate stories that were similar
to these queries were searched for across the six news programs, and the near
duplicates were detected from the set of candidate news stories. The duration
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Table 2. Ten search queries selected for experimentation

Topic Number Topic Duration Domestic / Foreign
T1 Trial of Saddam Hussein (1) 15 months Foreign
T2 Architectural forgery in Japan 2 months Domestic
T3 Fraud allegations of Livedoor 2 months Domestic
T4 Trial of Saddam Hussein (2) 2 months Foreign
T5 7 July 2005 London bombings 1 month Foreign
T6 Murder of Airi Kinoshita 1 month Domestic
T7 Murder of Yuki Yoshida 1 month Domestic
T8 Murder of Goken Yaneyama 1 month Domestic
T9 2006 North Korean missile test 1 month Foreign
T10 2006 North Korean nuclear test 1 month Foreign

within which the search was conducted varied from 1 to 15 months. Our experi-
ments on news story re-ranking were conducted based on our proposed algorithm
discussed in Sec. 4.

5.2 News Story Re-ranking

The stories searched for using the ten queries were ranked based on PageRank
with video near-duplicate constraints. To evaluate the performance, we compared
our algorithm with the four baseline algorithms listed as follows. Note that BL2,
BL3, and BL4 can also be considered traditional algorithms under the pseudo-
relevance feedback theme.

– Baseline 1 (BL1)
The cosine similarity between each news story and the original query is
evaluated and used for the story ranking.

– Baseline 2 (BL2)
After ranking the stories using BL1, the top-k (k = 10, 20, 30) stories were
chosen as the relevance feedback. The Rocchio algorithm [1], which is a classic
algorithm for extracting information from relevance feedback, is used to re-
rank the stories. The Rocchio algorithm formula is defined by using Eq. 5,
where V m is the expanded query, V 0 is the original query, Drel and Dirr

are the sets of relevant and irrelevant stories, respectively, and α = 1, β = 1,
and γ are weights. In this baseline, we allow only positive feedback, which
is equivalent to setting γ = 0. Note that |Drel| = k. The cosine similarity
between each news story and the expanded query is then evaluated and used
for story re-ranking.

V m = α× V 0 + β ×
∑

V i∈Drel
V i

|Drel|
− γ ×

∑
V i∈Dirr

V i

|Dirr|
(5)

– Baseline 3 (BL3)
Apply PageRank to all stories searched for by the query.
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– Baseline 4 (BL4)
After ranking the stories using BL1, the top-k (k = 10, 20, 30) stories are
chosen as the relevance feedback. PageRank is used for the story re-ranking.
Each entry in the adjacency matrix S is defined by using Eq. 6, where Drel

is the set of top-k stories.

Si,j =
{

cos(V i, V j) (si ∈ Drel)
0 (si /∈ Drel)

(6)

5.3 Experimental Results and Discussions

An evaluation using the average precision (AveP ) was performed using Eq. 7.
In Eq. 7, r denotes the rank, N the number of stories searched, rel() a binary
function on the relevance of a given rank, and P () the precision at a given cut-off
rank. Nrel denotes the number of relevant stories with Nrel ≤ N . Table 3 lists
the results, where PRND denotes our proposed algorithm using PageRank with
Near-Duplicate constraints and MAP is the Mean Average Precision.

AveP =
∑N

r=1(P (r) × rel(r))
Nrel

(7)

Table 3. Experimental results of story re-ranking (AveP : %)

BL1 BL2 10 BL2 20 BL2 30 BL3 BL4 10 BL4 20 BL4 30 PRND

T1 82.6 69.92 67.58 80.37 65.99 69.73 69.22 82.02 96.38

T2 87.92 87.47 91.35 93 67.61 92.06 92.41 94.35 97.45

T3 88.4 96.92 97.05 97 97.33 97.89 97.54 97.78 98.36

T4 81.68 94.85 90.79 90.99 85.93 95.3 80.35 62.91 100

T5 93.46 97.37 97.67 97.63 96.08 97.11 98.12 97.95 99.42

T7 85.36 96.86 98.12 98.15 93.91 98.21 99.09 99.3 99.42

T8 99.46 99.83 100 100 100 100 100 100 100

T9 98.28 98.62 98.74 98.64 98.62 98.97 98.85 98.74 98.87

T10 94.92 97.09 97.22 97.13 95.13 97.27 97.58 96.95 97.34

MAP 89.87 92.55 93.63 95.01 85.81 94.22 94.11 95.2 98.25

From Table 3, we can see that our proposed re-ranking algorithm outper-
formed the baselines for most topics, and the MAP of PRND is higher than all
baselines. The main reason for this is that our re-ranking algorithm based on
PageRank improves the informativeness and representativeness of the original
query (BL1), and near-duplicate constraints guarantee a higher relevance qual-
ity than the textual constraints used in traditional pseudo-relevance feedback
algorithms (BL2, BL3, and BL4).

In particular, for T1, T2, and T4, we can see they had a higher level of
improvement than the other topics. By observing the results, we found that
ranking based on the original query tends to associate higher rank to stories
closer to the query in terms of their airdates. Therefore, stories temporally closer
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to the query (normally within one week in our experiments) tend to comprise
the majority from among the top-k stories chosen as the relevance feedback in
BL2 and BL4. This is because the focal point of the evolving stories depicting
the same topic normally varies over time, so the stories temporally distant from
the query tend to have less similarity to the query. For long topics like T1, T2,
and T4, stories that are relevant but temporally distant from the query tend
to acquire less contribution or a lower vote of support from the top-k relevant
stories. On the other hand, evolving stories always repeatedly use the same
representative shots, even if their airdates are distant from each other. Figure 2
shows two examples, from which we can see that the detected near-duplicates
guaranteed a larger coverage of evolving stories in terms of airdate. This leads
to increased coverage of textual information for the relevance feedback when
applying PageRank based on these near-duplicate constraints. This can explain
the greater improvement of T1, T2, and T4 compared to the other topics. This
is also considered one of the contributions of our proposed re-ranking algorithm.
For another long topic T3, because the focal-point variation is small in this case,
the problem described above was not reflected in this experiment.

6 Conclusion

This paper focuses on news story retrieval and re-ranking, and offers a new per-
spective by exploring the pairwise constraints derived from video near duplicates
for constraint-driven re-ranking. Compared to some other similar works, we use
the constraints built on top of text to improve the relevance quality. As a future
work, an experiment is under development for evaluating the actual time nec-
essary to process the dataset during each phase of our proposed system. Also,
we are developing an experiment for integrating the near-duplicate constraints
into pseudo-relevance feedback, and comparing it to PageRank. Another future
work is quantitatively evaluating the performance of near-duplicate detection
algorithm, and checking up on whether the false alarms will have a large impact
on the proposed system.
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Abstract. Approximate near neighbor search plays a critical role in
various kinds of multimedia applications. The vocabulary-based hash-
ing scheme uses vocabularies, i.e. selected sets of feature points, to de-
fine a hash function family. The function family can be employed to
build an approximate near neighbor search index. The critical problem
in vocabulary-based hashing is the criteria of choosing vocabularies. This
paper proposes a approach to greedily choosing vocabularies via Ad-
aboost. An index quality criterion is designed for the AdaBoost approach
to adjust the weight of the training data. We also describe the parallelized
version of the index for large scale applications. The promising results
of the near-duplicate image detection experiments show the efficiency of
the new vocabulary construction algorithm and desired qualities of the
parallelized vocabulary-based hashing for large scale applications.

1 Introduction

Approximate nearest neighbor search plays a critical role in various kinds of
multimedia applications, including object recognition [13], near-duplicate im-
age detection [10], content-based copy detection [11,16]. In such applications,
typically, the multimedia objects are represented as sets of elements (e.g., local
feature points), between which the similarity can be evaluated via searching the
nearest neighbors of each element.

The recent explosion of multimedia data has led the research interest into
large scale multimedia scene. The various typical approximate near neighbor
search algorithms, such as ANN [4] and LSH[5,8], show high performance in
relatively small datasets, but do not fit in the large scale scene. For example,
the popular Euclidean locality sensitive hashing based on p-stable distributions
(E2LSH)[5] typically requires hundreds of bytes for each point. Also, instead
of all points in the buckets, it performs a refinement step to return only those
within a distance threshold, which requires loaded data in the memory. These
shortcomings prevent it from usage in large datasets.

The bag-of-features (BOF) image representation [17] is introduced in this
context. Each feature point in the dataset is quantized by mapping to the ID

S. Boll et al. (Eds.): MMM 2010, LNCS 5916, pp. 545–555, 2010.
� Springer-Verlag Berlin Heidelberg 2010
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of the nearest one in a selected set of feature points called a visual vocabulary.
The vector quantization approach can be interpreted as an approximate near
neighbor search: the space is partitioned into Voronoi cells by the vocabulary,
and points are treated as neighbors of each other if they lie in the same cell. The
BOF approach can deal with large scale datasets for its efficient and space-saving
property. However, it is an approximation to the direct matching of individual
feature points and somewhat decreases the performance [10].

The vocabulary-based hashing scheme [12] combines the merits of BOF and
LSH. Vocabularies are employed to define a hash function family in which each
function maps an input point to the ID of the nearest one in the corresponding
vocabulary. The function family is incorporated into the locality sensitive hash-
ing scheme in [9] to build an index for approximate near neighbor search. This
approach shows better performance than BOF and LSH, and it is efficient for
large databases. In this vocabulary-based hashing scheme, the vocabularies de-
fine the hashing functions and thus determine the index, so they play a key role
and should be carefully designed. The vocabulary construction algorithm in [12]
first generates random vocabularies and then selects from them according to two
criteria. However, it is time-consuming since it must generate a large amount of
random vocabularies to select effective vocabularies.

In this paper, a new approach utilizing AdaBoost [7] is proposed for the vo-
cabulary construction in vocabulary-based hashing. An index quality criterion is
designed for AdaBoost to adjust the weight of the training data. We also describe
the parallelized version of the index for large scale applications. Near-duplicate
image detection experiments are carried out to demonstrate the effectiveness and
efficiency of the approach. The results show that the new vocabulary construc-
tion algorithm is significantly more efficient than that in [12], and the parallelized
vocabulary-based hashing shows desired qualities for the large scale scene.

This paper is organized as follows. The vocabulary-based hashing index is
briefly reminded in Section 2. Section 3 presents the proposed vocabulary con-
struction algorithm and Section 4 describes the parallelization. Experimental
results are provided in Section 5. Section 6 concludes the paper.

2 Vocabulary-Based Hashing

In this section we briefly describe the vocabulary-based hashing scheme proposed
in [12].

Denote a hash function family mapping a domain S into U as H = {h : S →
U}. [12] propose to use feature point vocabularies to define hash functions by
partitioning the space into Voronoi cells. Formally, A hash function h ∈ H is
defined as

h(q) = arg min
0≤i<t

D(q, wi
h), wi

h ∈ Vh

where
Vh = {wi

h, 0 ≤ i < t}
is a vocabulary associated with h, t is the size of the vocabulary and D(q, w) is
the Euclidean distance between points q and w.
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Here we remind the hashing index scheme using a given function family [9].
First for a given parameter k, define a function family G = {g : S → Uk} such
that g(p) = (h1(p), . . . , hk(p)), where hi ∈ H. Then for a given parameter L,
choose L functions g1, . . . , gL from G. During the construction of the index, each
data point p is stored in the buckets gj(p), for j = 1, . . . , L. To find neighbors
for a query point q, search all buckets g1(q), . . . , gL(q) and return all the points
encountered. Thus, the functions g1, . . . , gL define a hashing index and different
hashing function familyH leads to different index. The vocabulary-based hashing
index is constructed by employing the vocabulary-based hash functions. For sim-
plicity, we call Vg = (Vh1 , . . . , Vhk

) a vocabulary associated with g = (h1, . . . , hk)
and let V = (Vg1 , . . . , VgL).

3 Vocabulary Construction

As mentioned above, the vocabularies play a key role in the scheme. The ba-
sic idea for the vocabulary construction in [12] is to select vocabularies of best
quality from randomly generated ones. It is time-consuming because sufficient
amount of random vocabularies are required for selection. We propose an algo-
rithm that utilizes AdaBoost [7] to speed up the construction. The AdaBoost
approach needs a criterion for representing the quality of a point being indexed
to adjust the weight of the training data. So the first subsection focus on design-
ing the criterion. Then we describe the vocabulary construction algorithm and
provide an analysis of the AdaBoost approach in this context.

3.1 Index Quality Criterion

As noted in [12,10], a high-quality search index should return ground truth points
and filter noise points with high probability at the same time. For example, in
the typical application of similar image search, the retrieved neighbors are used
for voting. Here the true positive neighbors can be regarded as useful information
while the false positive neighbors bring noise into the voting. Thus we define the
index quality of a point to be the signal/noise ratio of the returned neighbors if
the point is used as a query. Formally, denote the dataset as P . Suppose p and
q are near neighbors if D(p, q)<R. Let

TPg(q) = {p : g(p) = g(q), D(p, q) < R}
T (q) = {p : D(p, q) < R}

Pg(q) = {p : g(p) = g(q)}.

Assume there is only one true positive neighbor. Its possibility of being returned
is |TPg(q)|/|T (q)|, which can be used as the measure for information brought in.
Further assume the weight of the noise brought in by one returned neighbor is
w. We define the index quality of q in g to be

v̂g(q) =
|TPg(q)|/|T (q)|+ 1

w|Pg(q)|+ 1
(1)
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where | · | is the number of points in the set. Note that better designs are possible
but left for future work.

Here we discuss the setting of w in detail. We simplify the analysis by making
the following assumptions. First, the noise brought in by n returned neighbors
will counteract the useful information brought in by true neighbors and thus
w=1/n. Second, the data points come from No multimedia objects (e.g., images
or videos) and the returned neighbors scatter among these objects uniformly
and independently. Then if two or more of the n returned points belong to the
same object, the information of the true neighbors will be counteracted. Thus,
we expect that the n noisy points belong to different multimedia objects with
high probability: ∏n−1

i=1 (No − i)
Nn−1

o

> 1− ε.

Since ln(1 + x) ≈ x with small x, approximately we have,

n−1∑
i=1

( i

No

)
< ε.

Setting ε=0.05, we have

w =
1
n
≈
√

10
No

. (2)

The formula (1) and (2) define the criterion v̂g(p). We tune it to fit the AdaBoost
scheme as follows: if v̂g(p) is among the smallest |P|/10 ones, then vg(p)=−1,
indicating that p is not well-indexed in g and needs more emphasis; otherwise,
vg(p)=1. Formally,

Ig(p, q) =
{

1 if v̂g(p) > v̂g(q)
0 otherwise (3)

vg(p) =
{
−1 if

∑
q∈P Ig(p, q) < |P|/10

1 otherwise
(4)

3.2 AdaBoost for Vocabulary Construction

Now we have the criterion vg(p) describing the quality of a point p indexed
in the hash table g and thus can utilize AdaBoost in vocabulary construction.
During the construction of V = (Vg1 , . . . , VgL), we compute {vgi(p), p ∈ P}
after Vgi is constructed. Then the weights of the points are adjusted accordingly,
emphasizing points with low index quality in the construction of Vgi+1 .

The algorithm is described in ConstructVocabulary(P , t, k, L, C): P is the
training dataset;W is the weight for points in P ; t, k and L are index parameters;
C is a parameter indicating the number of repetitions, typically C =10.

We first briefly analyze the AdaBoost approach in the context of vocabulary
construction, which is analogous to that in the classification context. During the
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Procedure. ConstructVocabulary(P , t, k, L, C)
1 For each p ∈ P , assign the weight W1(p) = 1/|P|
2 For i=1 to L

1) Vgi = ConstructVg(P ,Wi, t, k, C)

2) Compute {vgi (p), p ∈ P}
3) αi= ComputeAlpha(Wi, vgi)

4) For each p ∈ P , Wi+1(p) = Wi(p) exp{−αivgi(p)}
5) Zi =

∑
p∈P Wi+1(p)

6) For each p ∈ P , Wi+1(p) = Wi+1(p)/Zi

3 Return V = (Vg1 , . . . , VgL)

analysis, we specify the subprocedures ConstructVg and ComputeAlpha.
Let N = |P|, vi(p)=vgi(p). We have

WL+1(p) =WL(p)
exp{−αLvL(p)}

ZL

=W1(p)
exp{−

∑L
j=1 αjvj(p)}∏L
j=1 Zj

=
exp{−

∑L
j=1 αjvj(p)}

N
∏L

j=1 Zj

.

As
∑

p∈PWL+1(p) = 1,

L∏
j=1

Zj =
1
N

∑
p∈P

exp
{
−

L∑
j=1

αjvj(p)
}

≥ 1
N

∑
p∈P

(
1−

L∑
j=1

αjvj(p)
)

= 1− 1
N

L∑
j=1

αj

∑
p∈P

vj(p).

Assume that the query shares the same distribution with the dataset, which
leads to E

[
vj(q)

]
≈ 1

N

∑
p∈P vj(p), then

L∏
j=1

Zj ≥ 1−
L∑

j=1

αj
1
N

∑
p∈P

vj(p)

≈ 1−
L∑

j=1

αjE
[
vj(q)

]
.
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Thus, 1−
∏L

j=1 Zj serves as a lower bound for
∑L

j=1 αjE
[
vj(q)

]
, which indicates

the quality of the index defined by g1, ..., gL. So we turn to minimize
∏L

j=1 Zj .
A greedy approach is adopted, i.e. incrementally minimize Zj from j = 1 to L.
So the problem becomes

(gj , αj)∗ = arg min
g,α

∑
p∈P
Wj(p) exp{−αvg(p)}

We greedily select gj and then optimize αj . An approximate solution of gj will
be

gj = arg max
g

∑
p∈P
Wj(p)vg(p)

which leads to the following ConstructVg.

Subprocedure. ConstructVg(P ,W , t, k, C)
1 Compute the mean m of P and its bounding box B, i.e. the minimum and

maximum value in each dimension
2 For i=1 to C, j =1 to k

Draw t random points pi
j,s(0≤s<t) within B uniformly and independently

3 Centralize to

wi
j,s = pi

j,s − 1
t

t−1∑
s=0

pi
j,s + m

4 Let
V i

hj
= {wi

j,s}, V i
g = (V i

h1 , . . . , V i
hk

)

5 Return V i
g that maximizes

∑
p∈P W(p)vg(p)

The objective Zj becomes a function of α. It has nice analytical properties,
and many algorithms exist for the optimization. We use Newton’s algorithm in
ComputeAlpha. During the experiments, we observe that setting the param-
eter T=20 will be sufficient for the procedure to converge.

Subprocedure. ComputeAlpha(W , vg)

1 α(0) = 1.0
2 For i = 1 to T

α(i) = α(i−1) +

∑
p∈P W(p)vg(p) exp{−α(i−1)vg(p)}∑
p∈P W(p)v2

g(p) exp{−α(i−1)vg(p)}

3 Return α(T )
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3.3 Implementation for Large Datasets

As in [12], we adopt a hierarchical approach for large datasets: the dataset is
partitioned into t1 subsets and vocabulary construction is performed for each
subset. More specifically, during the vocabulary construction step, the dataset
P is first clustered into t1 points, which form the first level vocabulary V̂ =
{ŵi, 0 ≤ i < t1} for all h ∈ H. Then we hash points on V̂ and each bucket forms a
subset Pi. The algorithm ConstructVocabulary uses each Pi as input dataset
to construct vocabularies Vi = (Vi,g1 , . . . , Vi,gL), Vi,g = (Vi,h1 , . . . , Vi,hk

), Vi,h =
{ws

i,h, 0 ≤ s < t2}, which form the second level. During the search step, we hash
the query point on V̂ , find which Pi it falls in, and use Vi to find its approximate
near neighbors.

4 Parallelization

The vocabulary-based hashing can be parallelized naturally for the tables work in
parallel. The parallelized version of the index is illustrated in Figure 1(L=2)[12].
The query is sent to each table and further forwarded to the corresponding
bucket. Points in those buckets are then returned. The search time in vocabulary-
based hashing consists of two parts: hashing on the first level V̂ needs O(t1) if
brute-force search is adopted; hashing on Vi needs O(t2kL). After parallelization
the second part of the search time is reduced to O(t2k). Also, each table can hold
more points and thus the index can deal with larger datasets. Additionally, a
single table can be further split into two or more tables which still work in parallel
and thus can be deployed on machines without large memory. Our experiments
in the next section show its benefits.

Query

1g

2g

...

...

...

...

Fig. 1. Parallelized vocabulary-based hashing[12]
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5 Experiments

5.1 Settings

We evaluate our index scheme in the typical application of near-duplicate im-
age detection. The experiments are carried out on a Intel(R) Xeon(R) machine
with 16GB of memory. The parallelized index is also distributed on other ma-
chines with Intel(R) Pentium(R) 4 CPU and 4G memory. The algorithms are
implemented in C++.

Fig. 2. Examples of near duplicates. From left to right, first row: original, change
gamma to 0.5, crop 70%; second row: scale down by 5 times, frame, rotate 90◦.

Datasets. We construct the vocabularies on Flickr60k and evaluate on the
Holidays and Flickr1M datasets [10,2]. The Holidays (1491 images) is di-
vided into 500 groups, each of which represents a distinct scene or object. The
Flickr60k (67714 images) and Flickr1M (1 million images) are two distinct
datasets downloaded arbitrarily from Flickr[1].

For vocabulary construction, we use a dataset Flickr60k distinct from the
testbed, in order to show more accurately the behavior in large scale scenes,
where the dataset itself is too large, or it is updated incrementally so that we
do not have the entire dataset at hand for the construction.

For evaluation, we construct the testbed similar to the web scale context from
Holidays and Flickr1M . The first image of each group in Holidays is selected to
form the query set. Transforms are applied to each query image and the generated
duplicates are added into the Flickr1M to form the test dataset. The transforms
are similar to those in [11,14], and are implemented using ImageMagick[3]. They
are listed below and the number in brackets next to each operation denotes the
number of near-duplicate images generated.

SIFT [13] descriptors extracted from the images by the software in [2] are
used in the experiments.
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1. Exact duplicate [1].
2. Changing contrast [2]: (a) change contrast with default parameters in Im-

ageMagick; (b) increase constrast by 3x.
3. Changing intensity [2]: intensity (a) decreased by 50%; (b) increased by 50%.
4. Changing gamma [2]: change gamma to (a) 0.5 or (b) 2.0.
5. Cropping [3]: crop the image by (a) 10% or (b) 50% or (c) 70%, preserving

the center region.
6. Framing [1]: Add an outer frame to the image, where the size of the frame

is 10% of the framed image.
7. Scaling [2]: scale the image down by (a) 2 or (b) 5 times.
8. Rotating [2]: Rotate image by (a) 90◦, (b) 180◦.
9. Inserting text [1]: insert the text at the center of the image.

10. Changing format [1]: change the image format JPEG to GIF.

Evaluation Measure. To evaluate the performance of the index, the near
neighbor retrieved from the index are used to perform a vote on the images as
in [10]. Note that in practice there is usually a post-verification step of the top
n positions, especially in large scale scenes where the voting results need further
refinements. So rate of true positives returned in the top n positions after voting
(perf@n) serves as a suitable performance measure [15,10,6,12]. As there are 17
duplicate images, we choose perf@20 for our evaluation.

5.2 Results
Effectiveness. Figure 3 shows the effectiveness of the index while evaluat-
ing on the test data subsets of different sizes. VBH Ada is the proposed ap-
proach with the index parameters t1 = 20000, t2 = 2, k = 8, L = 8. BOF is the
bag-of-features approach with a codebook size of 20000. VBH Ada outperforms
BOF and shows better scalability since it is a refinement of BOF. VBH Rs
and VBH Rn are vocabulary-based hashing with the same index parameters as
VBH Ada. VBH Rs employs the construction approach in [12], generating 100
random vocabularies. VBH Rn uses random vocabularies with words drawn from
the bounding box of the dataset uniformly and independently at random. The
better performance and scalability of VBH Ada and VBH Rs indicates that the
construction algorithms do contribute to the effectiveness of the index.
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Parameters. Figure 4 shows the performance of vocabulary-based hashing on
the 1M dataset with different index parameters t1, t2, k, L. All the settings use
t1 =20000, and txky means t2 =x, k = y. Indexes with similar number tk2 shows
similar performance and larger number leads to better results for larger tk2 in-
dicates finer partition of the feature space. Also the performance increase with
table number L.

Time. The vocabulary construction time for the approach in [12] and our pro-
posed approach is presented in table 1. Both approaches are applied on Flickr60k
to construct vocabularies with index parameters t1 =20000, t2 =2, k=8, L=16.
The approach in [12] generates 100 random vocabularies for selection. The pro-
posed approach consumes significantly less time since the AdaBoost method
avoids the need for generating a large amount of random vocabularies. This
makes it more practical in the large scale scene.

Table 1. Vocabulary construction time

Method Time
[12] 154hr

proposed 21hr

Table 2. Feature extraction and search
time per query (Flickr1M dataset)

Method Feature extraction Search
serial VBH 0.51s 8.97s

parallelized VBH 0.51s 1.27s
BOF 0.51s 9.16s

The search time for a query in the near-duplicate detection task is presented in
table 2. Although the vocabulary-based hashing approach does more computa-
tion while searching the near neighbor, it filters out much more noisy points than
BOF, thus the total query time does not increase. Further, after parallelization,
the approach consumes much less time than the serial version.

Space. The dataset consists of 2072M SIFT descriptors, which occupy a space
of 323G. They are impractical to load into memory and thus can not be indexed
by some typical structures like E2LSH. Our index keeps only one integer for one
point in each table, so each table occupies 8G space. And the parallelized version
can be deployed across typical PCs without large amount of memory. If global
descriptors are used, such as GISTIS[6], two orders of magnitude more images
can be handled, approaching to web scale applications.

6 Conclusion

This paper proposed a new vocabulary construction algorithm for vocabulary-
based hashing index. Experiment results show its efficiency which makes it more
practical for large scale applications. We also described the parallelized version
of the index scheme. Near-duplicate image detection experiments on a dataset
with 1M images show its effectiveness and efficiency in the large scale scene.
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Abstract. In recent years, we have witnessed the blooming of Web 2.0
content such as Wikipedia, Flickr and YouTube, etc. How might we ben-
efit from such rich media resources available on the internet? This paper
presents a novel concept called Mediapedia, a dynamic multimedia ency-
clopedia that takes advantage of, and in fact is built from the text and
image resources on the Web. The Mediapedia distinguishes itself from the
traditional encyclopedia in four main ways. (1) It tries to present users
with multimedia contents (e.g., text, image, video) which we believed
are more intuitive and informative to users. (2) It is fully automated
because it downloads the media contents as well as the corresponding
textual descriptions from the Web and assembles them for presentation.
(3) It is dynamic as it will use the latest multimedia content to compose
the answer. This is not true for the traditional encyclopedia. (4) The
design of Mediapedia is flexible and extensible such that we can easily
incorporate new kinds of mediums such as video and languages into the
framework. The effectiveness of Mediapedia is demonstrated and two po-
tential applications are described in this paper.

Keywords: Web Knowledge, Multimedia Encyclopedia.

1 Introduction

The word “encyclopedia” comes from the classical Greek and was first used in
the title of a book in 1954 by Joachimus Fortius Ringelbergius [7]. The encyclo-
pedia as we recognize it was developed from the dictionary in the 18th century.
However, it differs from dictionary in that each article in encyclopedia covers not
a word, but a subject. Moreover, it treats the published article in more depth
and conveys the most relevant accumulated knowledge on the subject. Thus en-
cyclopedia is a wealth of human knowledge and has been widely acknowledged.

Most early encyclopedias are laid out using plain text with some drawings or
sketches [7]. Their presentation is also somewhat plain and not so vivid. This
aroused because of the initiation of print and photograph technologies at that
time. In the 20th century, the blooming of multimedia technology has fostered
the progress of encyclopedia. One landmark development in encyclopedia is the
production of Microsoft’s Encarta, which was published on CD-ROMs and sup-
plemented with videos and audio files as well as high quality images. Recently

S. Boll et al. (Eds.): MMM 2010, LNCS 5916, pp. 556–566, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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Fig. 1. The manually grouped Flickr’s top 60 images accompanied with the disam-
biguation entries for ”apple” on Wikipedia (Yellow dots denote some other images in
top 60). We can see the diversity and somewhat noisy nature of Flickr images and the
inherent ambiguity of the concept.

web based encyclopedias such as Wikipedia emerge by leveraging on the hyper-
text structure and the attributes of user contributed contents. Although there
are some criticisms on Wikipedia’s bias and inconsistencies, it is still the most
popular encyclopedia due to the timeliness of its contents, its online accessibil-
ity and it is free of charge. To date, Wikipedia contains more than 13 million
articles, of which about 2.9 million are in English1. Considering the success of
Wikipedia, is it the ultimate form of encyclopedia, or are there other ways to
construct a more interesting, useful and attractive encyclopedia?

As we know, Web 2.0 content such as Flickr, Zoomr, YouTube, etc. allow
users to distribute, evaluate and interact with each other in the social network.
Take Flickr as an example, it contains more than 3.6 million images as of June
2009 and many of the images are in high resolution. Thus the characteristics
of Web 2.0 enrich the resources available online. Is it then possible to utilize
these rich multimedia repositories to offer the dynamic meaning of concepts as
well as new concepts by ways of automatically assembling them for multimedia
encyclopedia? Actually projects such as Everything, Encarta and Wikipedia have
included some images, audios, and even videos. However, they only appear in a
limited number of but not all entries, and they may not be the latest and most
representative. Moreover, the presentation is somewhat tedious and unattractive
as it focuses mostly on textual description with multimedia contents used mostly
as illustrations.

In this paper, we propose a multimedia encyclopedia called Mediapedia which
is automatically produced and updated by leveraging on the online Web 2.0
resources. The novel form of encyclopedia interprets the subject in a more in-
tuitive and vivid way. The key characteristics of Mediapedia that distinguishes
it from other encyclopedias are that: (1) the presentation is in form of video;

1 http://en.wikipedia.org/wiki/Wikipedia
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Fig. 2. The system framework of the proposed Mediapedia. It mainly consists of: (1)
image clustering for producing exemplars; (2) association of exemplars to Wikipedia
and (3) multimedia encyclopedia presentation.

(2) it is fully automatically produced, (3) it is updated dynamically; and (4) the
whole framework is flexible and extensible that facilitates more potential appli-
cations. Through Mediapedia, the users can choose to view the concept based on
its most ”common” meaning or in ”diverse” form, which affects the duration of
presentation for the concept. When users input a query, the system first crawls
the diverse images from Flickr and generates the exemplar images; it then as-
sociates the exemplars with Wikipedia summary after noise tag filtering; and
finally it automatically produces the multimedia encyclopedia for the concept
with synchronized multimedia presentation.

Although Mediapedia is promising and desirable, we have to face many chal-
lenges. As an example, Fig. 1 illustrates the manually grouped Flickr’s top 60
images accompanying with disambiguation entries for the concept ”apple” on
Wikipedia. We can see that the retrieved images are diverse and somewhat noisy.
The disambiguation page on Wikipedia identifies different senses or sub-topics
of the concept. Thus we have to find the exemplars from the piles of images and
associate them with the corresponding concise Wiki description. We conclude
the challenges as follows. (1) How to make the tradeoff between ”typicality” and
”diversity”. In other words, face with the list of retrieved images, which ones are
more typical for characterizing the concept and to what extent they are suffi-
cient for showing the diversity. (2) Where and how to discover the corresponding
textual contents and prune them to describe the image exemplars. (3) How to
present the multimedia content (e.g., text, image and audio) to ensure coherence
and elegance of the multimedia encyclopedia. (4) The final and most important
challenge is why do we do this work? Are there any potential applications based
on this work? In next section, we will answer the ”how to construct” question to
tackle the challenges (1), (2) and (3). Section 3 evaluates the performance of Me-
diapedia. We describe several potential applications in Section 4, and conclude
the paper in Section 5.

2 How to Construct

This section describes the system framework and the algorithms involved. Figure
2 illustrate the proposed framework for Mediapedia. We first elaborate on the
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image clustering for producing the exemplars. We then discuss the association
of exemplars with Wikipedia that aims to associate the exemplars with user
contributed contents on Wiki [9][17][18]. We finally assemble the exemplars and
the concise descriptions to produce the multimedia encyclopedia, where images,
transcripts and the background music are presented in an attractive and vivid
way. We describe the detailed algorithms in the following subsections.

2.1 Image Clustering for Producing Exemplars for Concepts

Considering the attributes of images from Flickr, a question naturally arise is
how to efficiently present the representative images for the concept to users?
Some works have been proposed to organize the retrieved images into groups for
improving user experiences[1][3]. However, these works are based on traditional
clustering algorithm, and although they can produce a more organized result,
how to present the clusters to users is still challenging. The studies on finding
exemplars from piles of images can be seen as a further step to solving the
problem, where the most popular way may be the k-centers algorithm such as
[3]. Frey et al. proposed affinity propagation to discover exemplars from a set of
data points and it has been found to be more effective than the classical methods
[4]. It can also be considered as an effective attempt to tackle the problem of
finding image exemplars [12][5], which is consistent with the first of the four
challenges. Here, we take advantage of the Affinity Propagation (AP) algorithm
[4] to acquire exemplars for presentation.

We denote a set of n data points as X = {x1, x2, · · · , xn} and the similarity
measure between two data points as s(xi, xj) . Clustering aims at assembling
the data points into m(m < n) clusters, where each cluster is represented by an
”exemplar” from X . Two kinds of messages are propagated in the AP algorithm.
The first is the ”responsibility” r(i, k) sent from data point i to data point k,
which indicates how well k serves as the exemplar for point i taking into account
other potential exemplars for i. The second is the ”availability” a(i, j) sent from
data point k to data point i, which indicates how appropriate for point i to
choose point k as exemplar taking into account the potential points that may
choose k as their exemplar. The messages are iterated as:

r(i, k)← s(i, k)−max
k′ 	=k
{a(i, k′) + s(xi, xk′)}, (1)

a(i, k)← min{0, r(k, k) +
∑

i′ /∈{i,k}
max{0, r(i′, k)}}. (2)

where the self-availability is updated in a slightly different way as:

a(k, k)←
∑
i′ 	=k

max{0, r(i′, k)}. (3)

Upon convergence, the exemplar for each data point xi is chosen as e(xi) = xk

where k maximizes the following criterion:

arg max
k

a(i, k) + r(i, k) (4)
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2.2 Association of Exemplars to Wikipedia Pages

The AP algorithm facilitates the finding of exemplars for each cluster. Given
the exemplars, we have to face the second challenge of where and how to obtain
the corresponding textual description and prune it for those exemplars. As we
know, most uploaded images contain a large number of user contributed tags
in social media network. However, the tags tend to contain a lot of noise, and
are inadequate to help users understand the inherent meaning of the images.
An intuitive way is to associate the exemplars with Wikipedia by leveraging the
exemplar’s tags. We thus need to remove the noisy tags first and then analyze
the correlation of remaining tags of each exemplar with its corresponding Wiki
pages. We also need to prune the Wiki pages by summarization techniques to
produce a brief description in Mediapedia.

Noisy Tag Filtering. Since we aim to describe the exemplars with their cor-
responding text descriptions in Wikipedia by leveraging on the tags of the ex-
emplars, the quality of the tags should therefore be of high quality. In other
words, we need to remove insignificant tags such as typo, number, model ID and
stop-words, etc., from the tag list. WordNet2 is a popular lexical database and
has been widely used in eliminating noisy tags [8]. Here we list the tags in their
respective word group and removing those tags that do not appear in WordNet.
We denote the tags after noise filtering as T = {tij , 1 ≤ i ≤ m, 1 ≤ j ≤ N(ti)},
where j indicates the tag in the group ti and N(ti) indicates the total number
of tags in ti.

We then utilize the Normalized Google Distance (NGD) [10] between the
concept and its associated tags in each cluster as a metric for the semantic
relationship between them. Since NGD is a measure of semantic inter-relatedness
derived from the number of hits returned by Google search engine, it can be used
to explore the semantic distance between different concept-tag pairs. Given the
concept q and tag tij , the NGDbetween them is defined as:

ngd(q, tij) =
max{log f(q), log f(tij)} − log f(q, tij)

log M −min{log f(q), log f(tij)}
(5)

Here, M is the total number of retrieved web pages; f(q) and f(tij) are the
number of hits for the concept q and tag tij respectively; and f(q, tij) is the
number of web pages containing both q and tij . We then use the NGD metric to
rank the tags with respect to the concept q. Note that some tags may appear in
more than one cluster since a concept usually possesses a variety of presentations
and the AP algorithm only groups the images with feature similarity.

Linking to Wikipedia. As aforementioned, for each concept, we obtain several
exemplar images via clustering the retrieved Flickr images. We then collect the
corresponding documents from Wikipedia by Wiki dump3. By considering these

2 http://wordnet.princeton.edu/
3 http://en.wikipedia.org/wiki/Dump
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exemplar images as characterizing the various aspects of the query in a visual
manner while the Wiki documents provide textual descriptions of different senses
of a concept, we thus argue that the seamless combination of the visual and
textual description can help users better comprehend the concept[15]. However,
it is nontrivial to automatically associate each image with the corresponding
document.

Here we resort to Latent Semantic Analysis (LSA) method to calculate the
similarity between each image and the documents, while the similarity is in turn
used to associate the images with the documents [14]. LSA is an approach for
automatic indexing and information retrieval that maps document as well as
terms to a representation in the so-called latent semantic space. The rationale
is that documents which share frequently co-occurring terms will have a similar
representation in the latent space. We give the necessary mathematical equations
and methodology for LSA here. More detailed theoretical analysis can be found
in [14].

LSA represents the association of terms to documents as a term-document
matrix:

R =

⎛⎜⎝ r11 · · · r1n

...
. . .

...
rm1 · · · rmn

⎞⎟⎠= [d1, · · · , dn] = [t1, · · · , tm]T (6)

where element rij denotes the frequency of term i occurs in document j and
properly weighted by other factors [16]. di is the i-th column of R corresponding
to the i-th document, and tj is the j-th row of R corresponding to the j-th term.
The documents and terms are then re-represented in a k -dimensional latent
vector space. This is achieved using the truncated singular value decomposition
as follows:

R = UkΣkVk
T (7)

where Uk and Vk are orthonormal matrices consisting of the left and right
singular vectors respectively, and Σk is a diagonal matrix containing the singular
values.

Given a concept q consisting of the tags of a image, its corresponding repre-
sentation in k-dimensional latent semantic space is qT Uk, and the documents
are represented as columns of ΣkVk

T . The similarities between the concept and
documents are calculated as:

sim = (qT Uk)(ΣkVk
T ) (8)

where the i-th column of sim is the similarity between the concept and the i-th
document.

2.3 Encyclopedia Presentation and User Interface

Given the exemplars and the associated Wiki pages, the next problem is how
to present the multimedia content to ensure coherence and elegance of the mul-
timedia encyclopedia. Since the articles from Wikipedia are highly structured
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Fig. 3. The user interface of Mediapedia. The five annotations indicate the functional-
ities of the corresponding parts.

and cover as many sub-topics about the concept as possible, it is infeasible to
directly incorporate the Wiki content into Mediapedia. A concise summary of
the concept would be more desirable.

There are many methods focusing on the summarization of individual doc-
ument or multiple documents. In the scenario of web documents, the perfor-
mance of those methods can be improved by leveraging the hypertext structure
including anchor text, web framework etc. Ye et al. proposed to summarize the
Wikipedia pages by utilizing their defined Wiki concepts and inforbox structure
through the extended document concept lattice model [6]. Moreover, it produces
summary with various lengths to suit different users’ needs. We therefore employ
the summarization method in [6] to provide a concise description for the concept
where the length of summary can be controlled by the users.

In the presentation of encyclopedia, we claim that video or well structured
audio visual presentation is more attractive and vivid as compared to plain text
even with hypertext links to sound, images and motion. In this study, we employ
the APIs from imageloop4 for presenting the multimedia encyclopedia by way of
slideshow which consecutively displays the images ordered by the size of clusters.
The display effect is constrained to the options of imageloop. In order to demon-
strate the performance of exemplars generation and Wiki page association, we
design the user interface to show the composed slideshow accompanying with the
exemplars and text summary from Wiki on the same panel. Figure 3 illustrates
the user interface. We embed background music to Mediapedia for enhancing
its presentation. In our rudimentary system, the background music is randomly
selected from a pool of Bandari Rhythms5.

4 http://www.imageloop.com/en/api/index.htm
5 http://en.wikipedia.org/wiki/Bandari music
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3 Evaluation of Mediapedia

In this section, we briefly evaluate the performance of the generation of exem-
plars and their links to Wikipedia pages respectively. More detailed analysis
of the performance on individual components can be referred to the literatures
[4][11][6][14]. We choose 20 concepts, most of which are from the ”NUS-WIDE”
concept list [8] and crawl the top ranked 1000 returned images for each concept.
For simplicity, we adopt the 225-D block-wise color moment as the visual fea-
tures. The similarity between two images is considered as the negative distance
between their feature vectors [4]. The damping factor in AP algorithm is set to
0.5 and all the preferences, i.e., the diagonal elements of the similarity matrix
are set to the median of s(i, k), i 
= k. After clustering, we rank the clusters ac-
cording to their size. Figure 4(a) illustrates the top 12 exemplars for the concept
”apple” generated by the AP algorithm.

(a) (b)

Fig. 4. Evaluation on the modules. (a) the top 12 exemplars for the concept ”apple”
generated by affinity propagation. (b) two exemplar images for the concept ”apple”
and their associated Wiki summaries with the option of two sentences.

For the association of exemplars to Wiki pages, we download the Wikipedia en-
tries for each concept as well as the disambiguation entries for those concepts that
contain ambiguity. Here, the concepts are directly used as queries for download-
ing. We utilize NGD to filter some irrelevant tags with respect to the concept. We
then apply LSA to the relationship matrix constructed by the tags and the doc-
uments. For each image, the value of its relevance to Wiki pages is accumulated
by the normalized similarity between each tag-document pair, which is similar to
the metric of Normalized Discounted Cumulative Gain (NDCG). Note that if the
concept is without ambiguity (by referring to Wikipedia), the exemplar images
and Wiki pages are directly associated. For concise presentation, Wiki pages are
summarized by the method in [6]. Figure 4(b) illustrates the two exemplar images
associated with the summary from Wiki pages. Note that the number of the sen-
tences is optional and here we show the summaries with two sentences only. The
tags in yellow font are removed by the step of noisy tag filtering.

We briefly introduce the process of testing and present some experimental re-
sults for the concept ”apple”. Since the individual component has been evaluated
in other works[4][11][6][14], we only briefly test the overall performance of this sys-
tem. In this paper, we define three metrics for user based evaluation: 1) experience,
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(a) (b)

Fig. 5. User based evaluation on the overall performance: (a) experience and (b) in-
formative

do you think the system is interesting and helpful? 2) informative, do you feel the
system can properly describe the concept (taking account of both ”typicality” and
”diversity”)? Four students are involved in the user study. For the metrics, each
student is asked to score the system performance on 10 levels ranging from 1 (un-
acceptable) to 10 (enjoyable). Figure 5 demonstrates the user based evaluation.We
can see that the overall performance is not as good as expected and should be im-
proved further. On the one hand, the images from Flickr are too diverse and noisy
to be ideally grouped. On the other hand, the rational of our study is based on the
assumption that the distribution of images from Flickr can automatically make a
tradeoffbetween”typicality” and”diversity”.However, in somecases, this assump-
tion may not agree with the truth. Thus we can see for the option of ”common”, the
performance is acceptable while should be improved for the option of ”diverse”.

4 The Potential Applications

This section answers the final challenge about why we do this work. Similar
to encyclopedia which has been widely used all around our lives, Mediapedia
can also be applied to many fields: as the coinage Mediapedia indicates, we
can lookup Mediapedia for interpretation with multimedia form. Imaging the
scenario of child education, such a vivid and colorful encyclopedia would be very
attractive. Here, we simply present another two potential applications to show
how we can benefit from Mediapedia.

4.1 Definitional Question-Answering

Definitional QA in multimedia is emerging following the blooming of internet tech-
nology and the community contributed social media. Chua et al. presented a survey
on Multimedia QA and the bridge between definitional QA in text and multimedia
[2]. Analogous to textual definitional QA, it is a way of Multimedia QA by incor-
porating some defined key-shots, which equate the sentences in textual QA and
indicate the key sub-topics of the query, into the answers. The idea has been ap-
proved successfully in event driven web video summarization, i.e., multimedia QA
for events [11]. Mediapedia can be viewed as another way for multimedia QA.

The attributes of intuitiveness and vividness of Mediapedia facilitate the appli-
cation in multimedia QA. Compared to the process of determining key-shots first
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and then combining them into the answer, the way of Mediapedia would be more
direct and flexible. Moreover, we can apply some image processing techniques such
as the film digital effects to produce more coherent and elegant video answers.

4.2 Tourist Site Snapshot

There are a huge number of images related to some popular tourist sites on Flickr.
Moreover, more photos are taken on some landmark buildings or scenes. Take
”Paris” as an example, the ”Eiffel Tower” can be deemed as one of the famous
landmarks. Thus in our system, the images from those sites will be grouped
into comparatively larger clusters by the AP algorithm. After association to the
entry on Wikipedia, the produced slideshow will comprise of views of the popular
landmark and their corresponding descriptions. This will provide informative
snapshots of the tourist sites to the users.

It is more exciting that many images from the social sharing websites offer
geo-information which specifies the specific world location of the photo taken
[13]. Considering the fact that Flickr alone carries over one hundred million geo-
tagged photos (out of a total of 3 billion photos), the use of these images would
improve the performance of selecting the exemplar images and provide better
tourist site snapshots, even tourism recommendation.

5 Discussions and Conclusions

This paper presented a novel concept named Mediapedia which aims to con-
struct multimedia encyclopedia by mining web knowledge. The Mediapedia dis-
tinguishes itself from traditional encyclopedia in its multimedia presentation,
full automated production, dynamic update and the flexible framework where
each module is extensible to potential applications. In the proposed system, we
employed the AP algorithm in producing the exemplars from image pool, while
using LSA to associate exemplars to Wiki pages and utilizing document lattice
model to perform Wiki pages summarization. We finally assembled them for
multimedia encyclopedia. Two potential applications are described in detail.

This study can be deemed as an attempt at constructing Mediapedia by lever-
aging on web knowledge. The experimental results, however, were not as good as
expected and should be improved further. This may be aroused by the assump-
tion that the distribution of images from Flickr can automatically make a tradeoff
between ”typicality” and ”diversity”. However, this is not the truth for all the con-
cepts. Improvement can be made by taking into account the tags in producing the
exemplar, and leveraging the images embedded in Wikipedia to facilitate better
association and so on. An alternative approach to tackle the problem is to start
our Mediapedia from Wikipedia, by identifying different senses of the concept by
Wikipedia first and then associating them with images/audios. Thus, the frame-
work proposed in this study is still evolving. The main contribution of this work
can be seen as an attempt to construct multimedia encyclopedia by mining the rich
Web 2.0 content. Moreover, we provide an interesting system which performance
is acceptable. In future works, we will improve the performance of Mediapedia by
incorporating interactivity and exploring another design alternative.
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Abstract. News materials are reports on events occurring in a given time and 
location. Looking at the influence of individual event, an event that has news 
reported worldwide is strategically more important than one that is only covered 
by local news agencies. In fact, news coverage of an event can accurately de-
termine the event’s importance and potential impact on the society. In this pa-
per, we present a framework which extracts the latent impact factor of events 
from multimedia news resources by a geographical approach to support: (a) lo-
calized retrieval for end users; and (b) pre-screening of potential news elements 
that should be filtered for use by web monitoring agencies. 

Keywords: Multimedia News Impact Factor, Retrieval, Filtering. 

1   Introduction 

Information retrieval especially in the domain of multimedia news is increasingly 
important with the ever increasing amount of multimedia data. With the rise of mul-
timedia news search engines such as Yahoo!, Google and MSN, it has become ex-
tremely easy for end-users to gain access to the wide range of published multimedia 
news available on the Web. This has however created a scenario where the end-user is 
subjected to an extensive amount of unrelated and undesired information. In particu-
lar, regulating agencies are also facing difficulties in filtering undesirable news mate-
rials, especially those in non-text formats such as videos. Consequently, to handle this 
problem and enhance news video retrieval, some form of advanced video processing 
is needed. 

Most prior researches in video processing rely strongly on features within video 
source only for retrieval [1], [2]. A recent approach [3] demonstrated that features from 
external information such as blogs and online news articles may also be useful in im-
proving retrieval. In this paper, we propose another useful facet of news, the geographi-
cal news coverage, or what we term as the event impact factor. News reports consist of 
essential events occurring in a given time and location, with different news agencies 
having its own degree of involvement. A piece of news that has a worldwide coverage  
is termed more strategically important than one that is only covered by local news  
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agencies. In fact, the news coverage of an event has direct implications to its impact on 
the society. Based on this observation, we propose a framework to extract and utilize the 
derived event impact factor as a major enhancement for: (a) supporting localized  
multimedia news retrieval; (b) acting as a gauge for filtering of sensitive news for data 
governing agencies. 

Sensing the Impact factor. The impact factor of an event can be inferred from the 
news coverage of the event. In reality, a unique event can have different video presen-
tations and be narrated in different languages for different locations or lingual groups. 
In order to determine the news coverage for an event, it is necessary to find all the 
related news materials reporting about the event. We therefore perform clustering of 
the collected news materials to obtain coherent groups of news for different events. 
The process is similar to topic detection and tracking (TDT) [4]. Using the groups 
obtained, the news coverage of an event can then be inferred through the strategic 
influence of each news agency. For example: “[Straits Times, Channel 5] Singapore”, 
“[人民日报(People’s Daily), CCTV] China”, “[CNN, NYT, MSNBC] US”. Subse-
quently, the impact factor matrix is derived for each cluster of news materials to  
support retrieval and filtering. 

Utilizing the Impact factor for localized retrieval and news filtering. To leverage 
the impact factor matrix, we first need to know an event’s actual occurrence location. 
We determine this by space and frequency analysis of location entities mentioned in 
news articles and news videos. There might be more than one location entity men-
tioned, but through the analysis, confidence score can be assigned to each entity. One 
useful heuristic rule to aid in confidence scoring is that news reports will commonly 
begin by highlighting the event location. At present, news search engines localize 
searches through the detection of IP address. Our proposed impact factor can similarly 
be exploited like IP address to further rank news accordingly. The rationale is that 
impact factor scores can effectively depict an event’s importance. In retrieval we can 
allow users to indicate several locations which they are interested so as to view the 
highly important news in these locations. As for news filtering, we can forbid users 
from a targeted location “T” in gaining access to sensitive news materials, for exam-
ple politics-related news videos. As an illustration, a particular event E which occurs 
in “T” may have a large amount of news coverage in many countries (high impact 
factor), but significantly low impact factor in “T” itself. This scenario can signal that 
news regarding the event could be sensitive in nature for “T”. The intuition for this is 
built upon a reverse psychologically effect where local media in “T” have likely done 
preventive measures to block sensitive news. 

2   Sensing Event Impact Factor 

The influence of an event is location sensitive, as people living in different parts of the 
world are likely to see only news which is made known to them through their local 
media broadcasters. Thus, it makes perfect sense to rank news according to the location 
sensitive impact factor. Figure 1 shows the overall framework for event impact factor 
sensing. The first step to understand the news coverage is to obtain semantic groups of 
news reports related to an event. News reports of the same event can be in the form of 
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video, text or audio, and presented differently across multiple agencies even in different 
languages. It is necessary to pre-cluster related news materials on a per-event basis. 
Catering to this, we construct an event space to model events and utilize an unsuper-
vised temporal multi-stage clustering algorithm to obtain coherent groups of news. With 
this grouping, it is possible to infer the coverage of an event and its impact by analyzing 
the strategic influence of the news agencies reporting the event. 

Multimedia and 
Mutlingual  News 

Resources

Event Modeling Clustering

Coverage of 
event e 

Global Impact GI of e
Regional Impact RI of e

e ......

Strategic Influence of 

Organization Ak: ak

 

Fig. 1. Framework for Sensing Impact Factor 

2.1   Multimedia News Event Modeling and Clustering on News Video and 
Online Articles 

There are subtle differences between news and events. While an event is the occur-
rence of an incident, news is the report on a series of events. Regardless of the media 
format in publication for a news report, it will contain various event aspects such as: 
Location, Time, Subject, Object, Quantity, Action and Description, etc. Thus by trans-
lating a piece of news onto a distinct point in a multi-dimensional event space, where 
each dimension is an event aspect, we can effectively use news materials to model 
events. For this task, we have chosen the event feature space and methods according 
to the observed effectiveness in [3]. The features used in our event space consist of: 
(a) text entities from speech; (b) high level features (HLF); (c) near duplicate (ND) 
information. They are extracted from videos and online news articles. In our model, 
we define essential text event entities as follows: Location {country, city, county, 
places of interest, etc}, Time {video timestamp or specific date mentioned, etc}, 
Object {tangible like car, people, intangible like war, oil prices}, Subject {person’s 
name, organization, etc}, Quantity {numerical}, Action {death, birth, murder, etc} 
and Descriptions {other deeds}. 

Apart from text entities, HLF is also utilized, which are extracted from the visual 
content of videos through support vector machine analysis on low level features. As 
shown in [5], the use of HLF allows news to have more semantic information. Cou-
pled with this, our model is further enhanced by ND information [6], which can easily 
provide the linkage between different news video events. This is because reports of 
the same event can sometimes have the same footage or slightly different footages.  
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Fig. 2. Temporal Multi-stage Event Clustering 

In order to obtain coherent groups of news from news video and online articles, an 
unsupervised temporal multi-stage clustering algorithm as shown in Figure 2 is used. 
The multi-stage clustering framework uses text during the first stage of clustering and 
a combination of text, HLF and ND for the second stage. The aim of the first stage is 
to identify possible events using text, which is one of the best feature for event  
detection and tracking. However, text from speech transcripts may be erroneous and 
insufficient. Therefore we supplement it with text from parallel news articles. This 
combination enables key entities in events (from text) to be correctly extracted for 
effective event clustering. In the second stage, HLF and visual features are utilized to 
refine the initial clusters. News resources are then divided into temporal partitions 
before clustering. The aim of temporal partitions is to reduce the computation time, 
and provide a smaller clustering space from which better clustering results can be 
obtained. More details can be obtained from [3]. 

2.2   Strategic Influence of News Agencies and Event Impact Factor 

As news materials are copyrighted, details of publishing agencies are usually ap-
pended with the news elements. Considering such a characteristic, we introduce a 
two-stage approach to map events into their news coverage areas with respect to 
agencies by: a) identify the agencies and their strategic area of influence; and b) map 
the news reports or videos in clusters from Section 2.1 to corresponding agencies and 
tabulate their impact scores. We use a list containing over 1000 news agencies for 
computing the impact scores. This list is a subset of which Google online news [7] 
performs their crawling. The approximate breakdown for the new agencies across 
countries is given in Figure 3. 

In many countries, events that are reported by authoritative agencies are relatively 
more influential than those reported by smaller agencies. The strategic penetration 
depth (or circulation) of the agency also plays a significant role in determining the 
amount of potential readers and viewers. This strategic reach of an agency can be 
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Fig. 3. Strategic breakdown of news agencies at marco-continental level 

estimated through its local viewer/readership population (at county, province or coun-
try level, depending on the area of circulation). Another observation about authorita-
tive agencies is that they tend to produce larger amount of news reports. It is therefore 
possible to evaluate the agency strategic importance (ASI) by counting the daily re-
ports. We approximate this value by the number of reports of each news agency dur-
ing a certain period. The ASI ka of each news agency kA is defined in equation 1 to 

provide the underlying strategic importance. 

 
k kk A Aa n p= ⋅  (1) 

where
kAn is the total number of reports issued by kA during the given period and 

normalized to [0,1] by standard normalization;
kAp is the population normalized to 

[0,1] in the location of kA which is extracted together with agencies. 

With the individual ASI ka , it is then possible to measure the impact of an event ap-

propriately with respect to various locations. In particular, we consider the impact factor 
of an event e at an individual country-level since this is most appropriate for many ap-
plications. The regional impact factor |e LRI of e at location L is given in equation 2. 

 ( ) ( ) ( )1|e L i e j e
i j

RI a n a lenλ λ= ⋅ + − ⋅∑ ∑  (2) 

where en is the total of text articles about event e (for text-based news) and elen is 

the length of videos about event e (for video news), both of which are normalized to 
[0,1] by standard normalization. Since video news usually emphasizes events that 
are most interesting or important due to expensive and limited airtime, we give 
higher weight to video news. Empirically the weight λ for text news is set as 0.3, 
weight for video news as 0.7. The impact of an event to various countries is tabu-
lated in the form of an impact factor table. In addition, a global impact factor eGI of 

e can be calculated by aggregating the scores of all reporting locations. Figure 4 
shows the impact of event “Sichuan Earthquake” collated from news report during 
the period 12th to 22nd of May2008 normalize to 4 shading intensity with the region 
of highest impact in black. 
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Fig. 4. Impact of event “Sichuan Earthquake” 

3   Utilizing Event Impact Factor 

After getting the impact factor table, a prior step to extract the event occurrence loca-
tion is carried out by spatial and frequency analysis of location text entities from each 
news cluster. With the available event feature space, the features are then employed 
for: (a) localized news retrieval; and (b) pre-screening of potential news elements that 
should be filtered for data monitoring agencies. 

3.1   Getting the Event’s Occurrence Location 

Content of news usually contains more than one location entity, which makes it 
challenging to determine the event’s occurrence location. We make decisions with the 
help of text pragmatics and video cinematic in a rule-based fashion considering the 
following two characteristics. First, it is observed that news is often presented in a 
top-down fashion where highlights of news are usually presented at the beginning. 
This characteristic increases the likelihood that the actual event location appears in 
the beginning rather than at the end. Second, the actual location entity is likely to be 
mentioned more frequently than other location entities for emphasis. 

Combining the above two characteristics, we propose a spatial-freq approach to 
determine event’s location of occurrence. Let LE={L1,…, Li,…Ln}be all location 
entities in a news article or video, the event’s occurrence location Le is defined as 
follows: 

 ( )( )1arg max
i i

i

e L L
L

L r fβ β= ⋅ + − ⋅  (3) 

where
iLr is the reciprocal of number of words before the first appearance of location 

entity Li, and
iLf is the frequency of Li in news content; β is set as 0.6 to emphasize the 

relative position of Li. Recognizing the first appearance of Li requires high complexity 
in checking for each word. Thus, we use Aho-Corasick algorithm[8] which is 
designed for fast matching of strings and finding the first possible substrings for our 
problem. 

3.2   Localizing Geo-based News Retrieval 

Current online news search engines facilitate localized news searching through users’ 
IP addresses and display news from their localized news agencies. (For example: 
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CNN and NYT for US, “Straits Times” for Singapore, etc) This rationale is straight-
forward as news agencies situated near the location of the user are likely to deliver 
news which is of interest to that user. However, if there is no news coverage of an 
event by that local broadcaster, it is possible for users to miss that event. With the 
knowledge of an event location together with its global and regional impact factors, 
our system aims to further enhance localized retrieval with respect to user’s interest, 
location and IP. Given an event e with its occurrence location Le, global im-
pact eGI and regional impact |e LRI , the modified ranking score |e LRs for news report Re 

(article or video) about e at location L is shown in equation 4. 

 ( )1θ θ
⎛ ⎞

= ⋅ + − ⋅⎜ ⎟
⎝ ⎠

|
|

e L e

e L
R R

e

RI
s s

GI
 (4) 

where
eRs is the original ranking scores generated by initial retrieval algorithm on a 

scale from 0 to 1 (1 is most relevant) for each news report, the weight θ for impact-
based ranking score is empirically set as 0.4 for aggregation. 

3.3   News Filtering for Network Monitoring 

The idea of online news monitoring is to restrict users within a location to news mate-
rials which could be sensitive in nature, as monitoring organizations do not have ac-
cess control over overseas news agencies. Traditional news filtering systems performs 
filtering using a predefined list of key words and various matching strategies. That 
approach can only detect sensitive text in news according to a preference list, and 
have much limitation on news video. With the discovered event impact factor, it is 
now possible to estimate the sensitivity |e LS of an event e with respect to location L as 

in Equation 5. 

 |
|

e e L
e L

e

GI RI
S

GI

−
=  (5) 

where the regional impact |e LRI of e in L and its global impact eGI can be accessed 

through the impact factor table generated in Section 2. The larger the value of |e LS is, 

the event e is more sensitive in the location of L. This criterion is based on the as-
sumption that events should be reported more in its happening places.  

4   Experiments 

In this section, we will present the experimental results to the proposed tasks of re-
trieval and filtering. We leverage news video corpus from TRECVID 2006[5] testing 
dataset, consisting of about 160 hours of multilingual news videos in English, Arabic 
and Chinese. In addition, we crawled 463,000 news articles through various online 
news archives, including the Highbeam Research database [9] which archived over 
1000 sources. These archived news articles are reported during the same period with 
TRECVID news video. 
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4.1   Clustering Performance 

Clustering performance is crucial as it will have a predecessor effect on the later ap-
plications. To evaluate the clustering performance, manual assessment is done to 
measure the clustering quality using human annotators. As it is too labor-intensive to 
screen through all clusters, a subset is selectively chosen for evaluation. This subset 
stretches over a 7-day period equivalent to approximately 15% of the testing corpus. 
During evaluation, the human annotators are asked to access inter-cluster and intra-
cluster correctness. Three runs are designed to test the effectiveness of: (1) text  
features, (2) high level features and (3) near duplicate information. The results are 
tabulated in Table 1. 

Table 1.  Performance of clustering 

TRECVID2006 Baseline A B C 
Prec. 0.376 0.418 0.437 0.478 

where Baseline: (text event entities with temporal partitions) 
A) baseline+ HLF 
B) baseline + near duplicate 
C) baseline+ HLF + near duplicate 
 
From Table 1, we can draw the following conclusions. First, improvements can be 

seen with the addition of HLF and near duplicated information. In particular, near 
duplicate information seem more effective. This can be attributed to the fact that an 
event can have similar footages across multiple news report and this makes near du-
plicate information important. The run which utilizes both HLF and near duplicate 
information yields the best performance, demonstrating the complementary boosting 
effect. 

4.2   Effects of Localizing Geo-based Retrieval 

This series of experiment is designed to investigate the effects brought by the en-
hancement of localization. Ten users with prior knowledge of news video retrieval are 
selected for the experiments. The users are asked to use the retrieval system and 
evaluate the retrieved results on a scale of 1 to 5 (5 as with best performance). The 
following are two sample questions from the evaluation questions list: How relevant 
is the news to the input query? Does the news reflect the location you are interested? 

For comparison, we make use of the previous news video system as in [3]. The re-
sults are tabulated in Table 2, which shows that users prefer our system with the local-
ization effect. Interactive user interface is suggested by users as part of our future 
system enhancement. 

Table 2. User rating (average) 

 [3] without impact factor [3] with impact factor 
Score 3.97 4.64 
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4.3   Sensitive News Video Filtering 

The last series of test is designed to access the effectiveness of the system in ranking 
sensitive news video. For this test, we select 5 locations of interest: China, India, 
Saudi Arabia, Russia, and Japan. For each location, the system ranks news videos 
according to the sensitivity score S generated by equation (5). Top n (Max: n= 100) 
News videos with |e LS above threshold T is selected as potentially to be filtered, where 

T is determined by Gaussian estimation as |e LS +3δs, where |e LS is mean of |e LS , δ
|e LS is 

variance of |e LS . As there is no ground truth available to access the performance, we 

employ 5 human assessors to manually judge the sensitivity. Each human assessor 
will view the news video clip of the top n list and evaluate the sensitivity by three 
categories: sensitive, not sensitive, and unable to judge; depending on the impact on 
politics, military or economic at that location. The purpose of this manual assessment 
is to compare between the judgments of sensitive news videos from our system and 
from human perception. Subsequently, the agreement values are measured in term of 
Fleiss' kappa for measuring agreements[10]. 

Table 3. Kappa User Agreement (k) 

TRECVID2006 Highest Lowest Average 
Inter User 0.89 0.51 0.74 
User vs. System 0.78 0.46 0.63 

 
From Table 3, we can conjecture that the agreement between users is quite high (an 

average of 0.74). This is also true for the agreement score between user and our sys-
tem on sensitive news (an average of 0.63). Although little news which is not sensi-
tive to users is potentially filtered by our system, this is much because of the threshold 
is too strict. Better estimation of threshold can improve the results. Overall, this signi-
fies that our system is able to filter and detect sensitive news quite reasonably. 

5   Conclusion 

In this paper, we presented the idea of mining geographical impact factor of news 
events to support news video retrieval. Two applications are proposed based on our 
framework: (a) localized news retrieval for end users; and (b) pre-screening of poten-
tial news elements for data monitoring agencies. Preliminary results using the 
TRECVID 2006 dataset and archived news articles demonstrate the effectiveness and 
usability of our framework. For future work, we are looking into analyzing different 
opinions across multiple news agencies to summarize and provide more various as-
pects of news events. 
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Abstract. This paper presents how cross-media correlation facilitates summari-
zation of photos and videos captured in journeys. Correlation between photos 
and videos comes from similar content captured in the same temporal order. We 
transform photos and videos into sequences of visual word histograms, and 
adopt approximate sequence matching to find correlation. To summarize photos 
and videos, we propose that the characteristics of correlated photos can be util-
ized in selecting important video segments into video summaries, and on the 
other hand, the characteristics of correlated video segments can be utilized in 
selecting important photos. Experimental results demonstrate that the proposed 
summarization methods well take advantage of the correlation.  

Keywords: Cross-media correlation, photo summarization, video summarization. 

1   Introduction 

Recording daily life or travel experience by digital videos or photos has been widely 
accepted in recent years, due to popularity and low cost of digital camcorders and 
cameras. Large amounts of videos and photos are especially captured in journeys, in 
which people are happy to capture travel experience at will. However, massive digital 
content burdens users in media management and browsing. Developing techniques to 
analyze travel media thus has drawn more and more attention.  

There are at least two unique challenges in travel media analysis. First, there is no 
clear structure in travel media. Unlike scripted videos such as news and movies, vid-
eos captured in journeys just follow the travel schedule, and the content in video may 
consist of anything people willing or unwilling to capture. Second, because amateur 
photographers don’t have professional skills, the captured photos and videos often 
suffer from bad quality. The same objects in different photos or video segments may 
have significant appearance. Due to these characteristics, conventional image/video 
analysis techniques cannot be directly applied to travel media.  

People often take both digital cameras and digital camcorders in journeys. They usu-
ally capture static objects such as landmark or human faces by cameras and capture 
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evolution of events such as performance on streets or human’s activities by camcorders. 
Even with only one of these devices, digital cameras have been equipped with video 
capturing functions, and on the other hand, digital camcorders have the “photo mode” to 
facilitate taking high-resolution photos. Therefore, photos and videos in the same jour-
ney often have similar content, and the correlation between two modalities can be util-
ized to develop techniques especially for travel media.  

In our previous work [1], we investigate content-based correlation between photos 
and videos, and develop an effective scene detection module for travel videos. The 
essential idea of this work is to solve a harder problem (video scene detection) by first 
solving an easier problem (photo scene detection) accompanied with cross-media 
correlation. In this paper, we try to further take advantage of cross-media correlation 
to facilitate photo summarization and video summarization. We advocate that summa-
rizing a media can be assisted by other media’s characteristics and the correlation 
between them.  

Contributions of this paper are summarized as follows.  

 We explore cross-media correlation based on features resisting to significant 
visual variations and bad quality. Two-level cross media correlations are inves-
tigated to facilitate the targeted tasks.  

 We advocate that the correlated video segments influence selection of photos 
in photo summaries, and in the opposite way, the correlated photos influence 
selection of video segments in video summaries.  

The rest of this paper is organized as follows. Section 2 gives literature survey.  
Section 3 describes the main idea of this work and the components developed for 
determining cross-media correlation. Photo summarization and video summarization 
are addressed in Section 4. Section 5 gives experimental results, and Section 6 con-
cludes this paper.  

2   Related Works 

We briefly review works on home video structuring and editing. Then, studies espe-
cially about highlight generation and summarization are reviewed as well. Gatica-
Perez et al. [2] cluster video shots based on visual similarity, duration, and temporal 
adjacency, and therefore find hierarchical structure of videos. On the basis of motion 
information, Pan and Ngo [3] decompose videos into snippets, which are then used to 
index home videos. For the purpose of automatic editing, temporal structure and mu-
sic information are extracted, and subsets of video shots are selected to generate high-
lights [4] or MTV-style summaries [5]. Peng et al. [6] further take media aesthetics 
and editing theory into account to perform home video skimming.  

For summarizing videos, most studies exploit features such as motion and color 
variations to estimate the importance of video segments. However, different from 
scripted videos, drastic motion changes in travel videos don’t imply higher importance, 
because motion may be caused by hand shaking. Similarly, drastic color changes may 
be from bad lighting conditions or motion blur. In this paper, we exploit correlation 
between photos and videos to define importance of photos and video segments.  
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3   Cross-Media Correlation 

In travel media, a photo scene or a video scene means a set of photos or video shots 
that were captured in the same scenic spot. To faithfully represent a journey by a 
photo summary or a video summary, we have to consider important parts of media 
and fairly select data from each scene to generate summaries. Scene boundaries of 
photos and videos are therefore important clues to the proposed summarization mod-
ules. We will determine cross-media correlation first, and briefly review video scene 
detection utilizing correlation [1].  

Figure 1 shows the flowchart of finding cross-media correlation between a photo 
set and a video. Note that all video segments captured in the same journey are con-
catenated as a single video stream according to the temporal order.  
 

 Photo Scene Detection 
There are large time gaps between photos in different scenic spots because of trans-
portation. This characteristic can be utilized to cluster photos into several scenes. We 
check time gaps between temporally adjacent photos, and claim a scene boundary 
exists between two photos if their time gap exceeds a dynamic threshold [7]. The 
method proposed in [7] has been widely applied in photo clustering, and has been 
proven very effective. After this time-based clustering, photos taken at the same sce-
nic spot (scene) are clustered together.  

Video

Photos

Photo Scene
Detection

Keyframe
Extraction

Filtering

Shot Change
Detection

VisualWord
Representation

Approximate
Sequence
Matching

Cross-Media Correlation

1.

2.

3. 4.

6.5.
Feature

Extraction

7.

Feature
Extraction

5.
VisualWord

Representation

6.

 

Fig. 1. Flowchart for finding cross-media correlation 

 Keyframe Extraction 
For the video, we first segment it into shots based on difference of HSV color histo-
grams in consecutive video frames. To efficiently represent each video shot, one or 
more keyframes are extracted. We adopt the method proposed in [8], which auto-
matically determines the most appropriate number of keyframes based on an unsuper-
vised global k-means algorithm [9]. The global k-means algorithm is an incremental  
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deterministic clustering algorithm that iteratively performs k-means clustering while 
increasing k by one at each step. The clustering process ends until the clustering re-
sults converge.  
 

 Keyframe Filtering 
Video shots with blurred content often convey less information, and would largely 
degrade the performance of correlation determination. To detect blurred keyframe, we 
check edge information in different resolutions [10]. The video shots with blurred 
keyframes are then put aside from the following processes.  

Video shot filtering brings two advantages to the proposed work. First, fewer video 
shots (keyframes) are needed to be examined in the matching process described later. 
Moreover, this kind of filtering reduces the influence of blurred content, which may 
cause false matching between keyframes and photos.  
 

 Visual Word Representation 
After the processes above, correlation between photos and videos is determined by 
matching photos and keyframes. Image matching is an age-old problem, and is widely 
conducted based on color and texture features. However, especially in travel media, 
the same place may have significantly different appearance, which may be caused by 
viewing angles, large camera motion, and overexposure/underexposure. In addition, 
landmarks or buildings with apparent structure are often important clues for image 
matching. Therefore, we need features that resist to luminance and viewpoint 
changes, and are able to effectively represent local structure.  

We extract SIFT (Scale-Invariant Feature Transform) features [11] from photos 
and keyframes. The DoG (difference of Gaussian) detector is used to locate feature 
points first, and then orientation information around each point is extracted to form 
128-dimenional feature descriptors.  

SIFT features from a set of training photos and keyframes are clustered by the k-
means algorithm. Feature points belong to the same cluster are claimed to belong to the 
same visual word. Before matching photos with keyframes, SIFT features are first ex-
tracted, and each feature point is quantized into one of visual words. The obtained visual 
words in photos and keyframes are finally collected as visual word histograms. Based 
on this representation, the problem of matching two image sequences has been trans-
formed into matching two sequences of visual word histograms. According to the ex-
periments in [1], we present photos and keyframes by 20-bin visual word histograms.  

Conceptually, each SIFT feature point represents texture information around a 
small image patch. After clustering, a visual word presents a concept, which may 
correspond to corner of building, tip of leaves, and so on. The visual word histogram 
presents what concepts compose the image. To discover cross-media correlation, we 
would like to find photos and keyframes that have similar concepts.  

 Approximate Sequence Matching 
To find the optimal matching between two sequences, we exploit the dynamic pro-
gramming strategy to find the longest common subsequence (LCS) between them. 
Given two visual word histogram sequences,  and 

, which correspond to photos and keyframes, respectively. Each 
item in these sequences is a visual word histogram, i.e., , , 
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where  is the number of visual words. The longest common subsequence between 
two subsequences  and  is described as follows.  

                    
(1) 

where  denotes the ith prefix of , i.e., , and  de-
notes the length of the longest common subsequence between  and . This recur-
sive structure facilitates usage of the dynamic programming approach.  

Based on visual word histograms, the equality in eqn. (1) occurs when the follow-
ing criterion is met:  

  if  ,                                     (2) 

where  and  are the visual word histograms corresponding to the images  and . 
According to this measurement, if visual word distributions are similar between a 
keyframe and a photo, we claim that they are conceptually “common” and contain 
similar content.  
 

 Video Scene Detection 
Figure 2 shows an illustrated example to conduct video scene detection based on 
cross-media correlation. The double arrows between photos and keyframes indicate 
matching determined by the previous process, and are representation of the so-called 
cross-media correlation. If a video shot’s keyframe matches the photo in the ith photo 
scene, this video shot is assigned as in ith video scene as well. For those video shots 
without any keyframe matched with photos, we apply interpolation and nearest 
neighbor processing to assign them. Details of visual word histogram matching and 
scene detection processes please refer to [1].  

Time

Photos

Video

Keyframes

Scene 1 Scene 2 Scene 3
Modality

Scene 1 Scene 2 Scene 3

 

Fig. 2. Illustration of video scene detection 
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4   Photo Summarization and Video Summarization 

On the basis of photo scenes and video scenes, each of which corresponds to a scenic 
spot, we develop summarization modules that consider characteristics of the corre-
lated media. In a word, how video content evolves affects the selection of photos in 
photo summary. On the other hand, how photo being taken affects the selection of 
video segments in video summary. This idea is totally different from conventional 
approaches, such as attention modeling in photo summarization and motion analysis 
in video summarization.  

4.1   Local Cross-Media Correlation 

Matching based on visual word histogram and the LCS algorithm comes from two 
factors: First, the matched photos and keyframes contain objects with similar con-
cepts, e.g., both images contain large portion of grass and tree, or both images contain 
artificial objects. Second, the matched images were taken in the same temporal order, 
i.e., a photo at the beginning of a journey unlikely matches with a keyframe at the end 
of a journey.  

Correlation determined by this process suffices for scene boundary detection. 
However, to select important data as summaries, finer cross-media correlation is 
needed to define importance value of each photo and keyframe. In this work, we call 
the correlation described in Section 3 global cross-media correlation, which describes 
matching in terms of visual concepts. In this section, we need further analyze local 
cross-media correlation to find matching in terms of objects.  

For the photos and keyframes in the same scene, we perform finer matching be-
tween them by the SIFT matching algorithm [11]. Let  denote a feature point in the 
photo , we calculate the Euclidean distance between  and each of the feature 
points in the keyframe , and find the feature point  that are nearest to . That is,  

.                                           (3) 

Similarly, we can find the second nearest feature point  to . The feature point  is 
claimed to match with the point  if  

,                                                     (4) 

where the threshold  is set as 0.8 according to the suggestion in [11].  
For the photo  and the keyframe , we claim they contain the same object, 

such as a building or a statue, if the number of matched feature points exceeds a pre-
defined threshold . This threshold can be adjusted dynamically according to the 
requirements of users. The experiment section will show the influence of different 
thresholds on summarization performance.  

We have to emphasize that local cross-media correlation is determined based on 
SIFT feature matching rather than visual word histograms. Visual word histograms 
describe global distribution of concepts (visual words), while feature points describe 
local characteristics that more appropriate whether two images have the same building 
or other objects.  
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4.2   Photo Summarization 

The idea of defining each photo’s importance comes from two perspectives. The first 
factor directly comes from the determined local cross-media correlation. When a view 
or an object is both captured in photos and videos, the captured content must attract 
people more and is likely to be selected into summaries. We propose the second factor 
by considering the characteristics of videos to define photo’s importance. When peo-
ple take a closeup shot on an object, this object must attract people more and is likely 
to be selected into summaries. Therefore, a photo’s importance is set higher if it 
matches with a keyframe that is between a zoom in action and a zoom out action, or is 
between a zoom in action and camera turning off.  

To detect zoom in and zoom out actions, we first find motion vectors and motion 
magnitudes based on the optical flow algorithm. A keyframe is equally divided into 
four regions, i.e., left-top, right-top, left-bottom, and right-bottom regions. If motion 
vectors in all four regions point to the center of the keyframe, a zoom out action is 
detected. If all motion vectors diverge from the center of the keyframe, a zoom in 
action is detected.  

Two factors defining importance values can be mathematically expressed as  
follows.  

 Factor 1:  
The first importance value of the photo  is defined as 

,                                           (5) 

where M is the number of photos in this dataset. The value  is calculated as 

 

where  and  are visual word histograms of the photo  and the keyframe , 
respectively. The value  denotes -distance between two histograms.  

 
 Factor 2:  

The second importance value of the photo  is defined as 

,                              (6) 

where  if the keyframe  that matches with  locates between a 
zoom in action and a zoom out action, or between a zoom in action and camera turn-
ing off. The value , otherwise.  

Note that two importance values are normalized, and then integrated by linear 
weighting to form the final importance value of :  

.                                (7) 

Currently, the values  and  are set as 1.  
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In photo summarization, users can set the desired number of photos in summaries. 
To ensure the generated summary contain photos of all scenes (scenic spots), we first 
pick the most important photo in each scene to the summary. After the first round, we 
sort photos according to their corresponding importance values in descending order, 
and pick photos sequentially until the desired number is achieved.  

According to the definitions above, only photos that are matched with keyframes 
have importance values larger than zero. If all photos with importance values larger 
than zero are picked but the desired number hasn’t achieved, we define the impor-
tance value of a photo  not picked yet by calculating the similarity between  and 
its temporally closest photo  that has nonzero importance value, i.e., 

.                                                     (8) 

We sort the remaining photos according to these alternative importance values in 
descending order, and pick photos sequentially until the desired number is achieved.  

4.3   Video Summarization 

Similar to photo summarization, we advocate that photo taking characteristics in a 
scene affect selection of important video segments in video summaries. Two factors 
are also involved with video summary generation. The first factor is the same as that 
in photo summarization, i.e., video shots whose content also appears in photos are 
more important. Moreover, a video shot in which many keyframes match with photos 
is relatively more important. Two factors defining importance values can be mathe-
matically expressed as follows.  

 Factor 1:  
The first importance value of a keyframe  is defined as 

,                                          (9) 

where M is the number of keyframes in this dataset. The value  is calculated as 

 

where  and  are visual word histograms of keyframe  and the photo , 
respectively.  
 

 Factor 2:  
The second importance value of the keyframe  is defined as 

,                                          (10) 

where the value  is the sum of visual word histogram similarities between key-
frames at the same shot as  and their matched photos. That is,  

.                                         (11) 
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This expression means there are  keyframes in the shot containing , and the nota-
tion  denotes the photo matched with the keyframe .  

These two importance values are integrated by linear weighting to form the final 
importance value of :  

.                                     (12) 

In video summarization, users can set the desired length of video summaries. To ensure 
the generated summary contain video segments of all scenes (scenic spots), we first pick 
the most important keyframe of each scene. Assume that the keyframe  is selected, we 
determine length and location of the video segment  corresponding to  as 

,                                (13) 

where  denotes the timestamp of the keyframe , and  and  are two 
nearest keyframes that are before and after , and with nonzero importance values. 
Two values in the parentheses respectively denote the start time and end time of the 
segment .  

We pick keyframes and their corresponding video segments according to key-
frame’s importance values until the desired length of video summary is achieved. If 
all keyframes with nonzero importance values are picked but the desired length hasn’t 
achieved, we utilize a method similar to that in eqn. (8) to define remaining key-
frame’s importance, and pick appropriate number of keyframe accordingly.  

5   Experimental Results 

We collect seven sets of travel media captured in seven journeys for performance 
evaluation. Each dataset includes a video clip and many photos. The video is encoded 
in MPEG-1 format, and the resolution is . Each photo is normalized into 

 in experiments. The first five columns of Table 1 show information about 
the evaluation data.  

To objectively demonstrate summarization results, we ask content owners of these 
data to manually select subset of keyframes and photos as the ground truth of summa-
ries. In generating video summaries or photo summaries, we set the number of key-
frames or photos in manual summaries as the targeted number to be achieved. For 
example, in generating the video summary for the first dataset, 98 keyframes and their 
corresponding video segments should be selected in the video summary. We measure 
summarization results by precision values, i.e.,  

.                            (14) 

Note that precision and recall rates are the same due to the selection policy.  
Figure 3(a) shows precision/recall rates of video summarization for seven datasets 

under different matching thresholds , while Figure 3(b) shows precision/recall rates of 
photo summarization. In Section 4.1, a photo is claimed to has local cross-media corre-
lation with a keyframe if matched SIFT points is larger than the threshold . Generally, 
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we see that using five or ten matched points as the threshold we can obtain better sum-
marization results, i.e., looser thresholds draw slightly better performance. The second 
dataset has the worst performance, because photos and videos in this dataset don’t have 
high content correlation as that in others, and the content in them is involved with large 
amounts of natural scenes such that local cross-media correlation based on SIFT match-
ing cannot be effectively obtained. This result conforms that cross-media correlation 
really impacts on the proposed photo and video summarization methods.  

We also conduct subjective evaluation by asking content owners to judge summa-
rization results. They give a score from five to one, in which a larger score means 
higher satisfaction. Table 2 shows results of subjective evaluation. Overall, both video 
and photo summarization achieves more than 3.7. The worse performance on the 
second dataset also reflects in this table.  

Table 1. Information of evaluation data 

Dataset # scenes length #kf #photos #kf in manual 
sum. 

#photos in man-
ual sum. 

S1 6 12:57 227 101 98 48 
S2 4 15:07 153 30 32 12 
S3 5 8:29 98 44 71 11 
S4 5 11:03 176 62 97 21 
S5 3 16:29 136 50 103 15 
S6 2 5:34 67 23 43 12 
S7 6 15:18 227 113 112 32 
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Fig. 3. Performance of (a) video summarization and (b) photo summarization 

Table 2. Subjective evaluation on summarization results 

 S1 S2 S3 S4 S5 S6 S7 Overall 
Video sum. 4 2 4 3 5 4 4 3.7 
Photo sum.  5 2 4 3 4 5 4 3.8 

6   Conclusion 

Two novel ideas have been presented in this paper. Because photos and videos captured 
in journeys often contain similar content, we can find correlation between them based 
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on an approximate sequence matching algorithm. After that, we first solve an easier 
problem (photo scene detection), and then solve a harder problem (video scene detec-
tion) by consulting with the correlation. To summarize photos and videos, we further 
exploit cross-media correlation and propose that photo summarization is influenced by 
the correlated video segments, and contrarily video summarization is influenced by the 
correlated photos. We respectively consider two factors based on correlation to conduct 
summarization, and demonstrate the effectiveness of the proposed methods.  

In the future, extensive experiments will be conducted to demonstrate the effec-
tiveness and limitation of the proposed methods. For those datasets with less content 
correlation, more elaborate techniques should be integrated to accomplish the targeted 
tasks. Moreover, we will try to extend this work to other domains, in which different 
modalities have high content correlation.  
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Abstract. We present an augmented reality tourist guide on mobile
devices. Many of latest mobile devices contain cameras, location, orien-
tation and motion sensors. We demonstrate how these devices can be
used to bring tourism information to users in a much more immersive
manner than traditional text or maps. Our system uses a combination
of camera, location and orientation sensors to augment live camera view
on a device with the available information about the objects in the view.
The augmenting information is obtained by matching a camera image to
images in a database on a server that have geotags in the vicinity of the
user location. We use a subset of geotagged English Wikipedia pages as
the main source of images and augmenting text information. At the time
of publication our database contained 50 K pages with more than 150 K
images linked to them. A combination of motion estimation algorithms
and orientation sensors is used to track objects of interest in the live
camera view and place augmented information on top of them.

Keywords: Mobile augmented reality, image matching, SIFT, SURF,
location and orientation sensors, optical flow, geotagging.

1 Introduction

In the past few years, various methods have been suggested to present aug-
mented content to users through mobile devices [1,2,3,4,5]. Many of the lat-
est mobile internet devices (MIDs) feature consumer-grade cameras, WAN and
WLAN network connectivity, location sensors (such as Global Position System -
GPS) and various orientation and motion sensors. Recently, several applications
like Wikitude (www.wikitude.org) for G1 phone and similar applications for
iPhone have been announced. Though similar in nature to our proposed system,
these solutions rely solely on the location and orientation sensors, and, there-
fore, require a detailed location information about points of interest to be able
to correctly identify visible objects. Our system extends this approach by using
the image matching techniques both for recognition of objects and for precise
placement of augmenting information.

S. Boll et al. (Eds.): MMM 2010, LNCS 5916, pp. 588–602, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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In this paper, we demonstrate a complete end-to-end mobile augmented reality
(MAR) system that consists of Intel R© AtomTM processor-powered MIDs and
Web-based MAR service hosted on a server. On the server, we store a large
database of images crawled from geotagged English Wikipedia pages that we
update on a regular basis. The MAR client application is running on a MID.
Figure 1 demonstrates a snapshot of the actual client interface. In this example
the user has taken a picture of a Golden Gate bridge in San Francisco. The MAR
system uses the location of the user along with the camera image to return
top 5 candidate matching images from the database on the server. The user
has an option of selecting the image of interest, which retrieves a corresponding
Wikipedia page with an article about the Golden Gate bridge. A transparent logo
is then added to the live camera view ”pinned” on top of the object (Figure 1).
The user will see the tag whenever the object is in the camera view and can click
on it later on to return to the retrieved information.

Fig. 1. A snapshot of our MAR system

The following are the main contributions of this paper:

– In [6], we relied on location and orientation sensors to track objects. In
this paper, we additionally use the image content for tracking objects using
motion estimation, thus improving the precision of placement of augmenting
information in the live camera view.

– We created a representative database sampled from the large Wikipedia
database to perform systematic testing of the MAR performance in a realistic
setting.

– We propose a new method to improve the matching algorithm based on
histograms of minimum distances between feature descriptors and present
the results for our sample database.

– We propose a simple and promising way to extend our database of images
by combining text and GPS information and various sources of images like
Google image search and Wikiepdia. As a result we enhance the accuracy of
image matching of our system.

– We implemented a fully-functional client application and optimized its per-
formance for Intel R© AtomTM processor.

The organization of our paper is as follows. In Section 2, we give an overview of
our MAR system. In Section 3, we describe the small sample Wikipedia database.
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In Section 4, we present an enhanced version of the matching algorithm based
on our testing results on this database. In Section 5, we extend our matching al-
gorithm by investigating histograms of minimum distances between descriptors.
In Section 6, we supplement our database by images from Google image search
and show better image matching results on our sample database. In Section 7,
we illustrate our algorithms with experimental results. In Section 8, we explain
some of the implementation and code optimization aspects. Finally, we conclude
in Section 9.

2 System Overview

In this section, we present the overview of MAR system as illustrated in Figure 2.
The system is partitioned into two components: client MID and a server.
The MID continuously communicates with the server through WAN or WLAN
network.

Fig. 2. MAR system Diagram with the image acquisition, feature extraction, rendering,
and tracking on the client side, and the database and image matching on the server
side

2.1 Client

– Query acquisition. Client MID devices contain cameras, orientation and
location (such as GPS) sensors. Client continuously acquires live video from
the camera and waits for the user to select the picture of interest. As soon
as a picture is taken, sensor data from location and orientation sensors is
written to the images EXIF fields.

– Feature extraction. Visual features are then extracted from the picture.
We use 64-dimensional SURF [7] which are fast to compute compared to
SIFT [8]. Client sends extracted feature vectors and recorded sensor data to
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the server for searching matched images and related information. The reason
of sending the compact visual features instead of full resolution images is to
reduce network bandwidth, hence reduce latency.

– Rendering and overlay. Once the matched information is found, related
data including matched image thumbnail, wikipage link, etc. will be down-
loaded to the client via WAN or WLAN network. Client will render the
augmented information such as wiki tag related to the query object and
overlay it on the live video. Our device has orientation sensors: a compass,
an accelerometer, and a gyroscope. As the user moves the device around, the
augmented information representing the query will be pinned to the position
of the object. This way, multiple queries can be interacted with separately
by simply pointing the camera at different locations.

– Tracking. When a query is made, the direction of the MID is recorded
using the orientation sensors on the device. Client will continuously track
the movement of orientation sensor [6]. However, tracking using orientation
sensors is not very precise. We extend our tracking method to also include
the visual information. The image based stabilization is based on aligning
neighbor frames in the input image sequence using a low parametric motion
model. The motion estimation algorithm is based on a multi-resolution, iter-
ative gradient based strategy [9], optionally robust in a statistical sense [10].
Two different motion models have been considered, pure translation (2 pa-
rameters) and pure camera rotation (3 parameters).

2.2 Server

– Database collection. We crawled Wikipedia pages, in particular those with
GPS information associated with them [6]. We downloaded the images from
these pages to our server, extracted visual features from images and built our
image database. At the time of publishing [6], the database had 50K images.
Currently, it has over 150K images and it is constantly growing. This fact
further emphasizes the need and the importance of applications exploring
large resources of images.

– Image match. Once the server receives query from client MID, the server
will perform image match. For image matching, we combine both the GPS
information and the image content. More explicitly, we restrict the database
of candidate matching images to those within certain search radius from
the user GPS location. Next, we use computer vision techniques to match
the query image to the GPS-constrained set of images. Downscaling the
database from 150K images to a much smaller candidate image set after GPS
filtering enhances the performance of image-based matching algorithms. If
the number of nearby candidates is reasonable (< 300) we perform brute-
force image matching based on the ratio of the distance between the nearest
and second nearest neighbor descriptors [8]. Otherwise, for scenarios with
highly dense nearby images or with no GPS location available, the database
is large and we use indexing as proposed by Nister & Stewenius in [11].
Details of the matching algorithm are presented in the following sections.
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3 Building a More Realistic Database

In our previous paper [6], we showed quantitative results on the standard ZuBuD
test set [12] with 1005 database images and 115 query images. Also, we only had
qualitative results for a small benchmark of images of iconic landmarks in an
effort to represent MAR. Although the results on the ZuBuD set are informative,
they do not precisely reflect the performance of the actual MAR system. To
better represent MAR, we select 10 landmarks around the world: the triumph arc
(France), the Pisa tower (Italy), the Petronas towers (Malaysia), the colosseum
(Italy), the national palace museum (Taiwan), the golden gate bridge (California,
USA), the Chiang Kai-Shek memorial hall (Taiwan), the capitol (Washington
D.C., USA), the palace of justice (France), and the Brandenburg gate (Germany).
For each landmark, we follow the steps of the MAR system. First, we filter the
150K images database on the server to a smaller set that includes only the images
within a radius of 10 miles1. Next, we randomly pick one of the landmark images
in the set as a query image, and keep the others as the database images. We now
have a set of 10 query images and 10 databases. The total number of images in all
the databases is 777. Please refer to Figure 3 for samples from these databases.
Each row corresponds to one landmark and the leftmost image is the chosen
query image. In the leftmost column, we show the number of relevant images
out of the total number of images in the database. For example for the triumph
arc landmark, the database has 5 images of the arc out of all the 27 images
inside it. Moreover, the characteristics of these databases vary. For instance,
the size of the database is only 5 for the national palace museum, while it is
200 for the justice palace. Also, the database corresponding to the golden gate
bridge has 12 relevant images out of 19 images, while that of the justice palace
has only 1 relevant image among 200 images. Finally, we manually annotate
the databases. Simulating MAR on these databases, we obtain representative
quantitative results for its performance since such databases are sampled from
the Wikipedia data on our server, i.e, the actual database queried by MAR. Note
that images labeled by the same landmark might look different depending on
the lighting conditions, the viewpoint, and the amount of clutter.

4 Matching Enhancement by Duplicates Removal

4.1 Original Matching Algorithm

In order to recognize the top matching database images, our algorithm inspects
each database image at a time and compares it to the query image. More specifi-
cally, for each SURF keypoint in the query image, the algorithm finds the nearest
and the second nearest neighbor keypoints in the database image based on the
L1 distance between descriptors. Next, it computes the distances ratio and de-
cides whether the query keypoint matches the nearest keypoint in the image
database as in [8]. After the algorithm detects the matching pairs between the

1 Our MAR system uses this radius also.
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Fig. 3. Sample images from the GPS-constrained databases for 10 landmarks

query image and all the database images, it ranks these images in a descending
order according to the number of such pairs.

4.2 Duplicates Removal

Running MAR on the data collected in Section 3, we identified one problem
in the matching algorithm that degrades MAR’s performance: having multiple
matching keypoints in the query image corresponding to one keypoint in the
database image magnifies false matches and degrades the matching accuracy.
We adjusted the algorithm to remove duplicate matches and improve matching
accuracy at no computational cost as shown below.

Example. In Figure 4, we see the top 5 images returned by MAR for the golden
gate bridge query. The features used are SURF with a threshold2 of 500. Clearly,
the top 1 image is a mismatch.

In Figure 5, we see that many of the matches between the query image and the
top 1 image are actually duplicates: for example, the 14 keypoints in the query
image correspond to only one keypoint in the database image. Moreover, these
matches are actually false. It turns out that many of the 60 matches are due
2 The threshold is a parameter in the SURF algorithm. The larger this parameter is,

the less sensitive is the keypoints detector and the smaller is the number of keypoints.
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Fig. 4. Top 5 matches retrieved by MAR for the golden gate bridge query

Fig. 5. Right: query image. Left: database image. Illustration of a typical problem of
the matching algorithm: one keypoint in the database image has duplicate matches in
the query image (14 matches in this example).

to duplicates. Even when these matches are false, they are highly amplified by
their multiplicity, which eventually affects the overall retrieval performance. We
believe that this problem particularly arises in cases of strong imbalance between
the number of keypoints in the database and query images (155 versus 2169).
The imbalance forces many keypoints in the query image to match one single
point in the database image. The standard ZuBuD data set does not have this
issue since its images are more or less uniform and have comparable numbers of
keypoints. Contrarily, Wikipedia and web images in general are highly variant,
which emphasizes the necessity of having representative sample databases as
in Section 3. To solve this problem, our adjusted algorithm prohibits duplicate
matches. Whenever a keypoint in the database image has multiple matches in
the query image, we only pick the keypoint with the closest descriptor. Applying
the new algorithm to the golden gate query, the number of matches between the
query image and the previously top 1 image decreases from 60 to 21, and the new
top 5 images are shown in Figure 6. We recognize that duplicate matches may still
be correct in particular for repetitive structures, however as it is shown for this
particular example and in the more extensive results in Section 7, substituting
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Fig. 6. Top 5 matches retrieved by the adjusted algorithm for golden gate bridge query

the duplicates with the “best” matching descriptor, i.e., the nearest, improves
the overall performance of our system.

5 Matching Enhancement by Histograms of Distances

For each keypoint in the query image, the current matching algorithm computes
the minimum distance and the second minimum distance between its descriptor
and the descriptors of the database image keypoints. Next, the ratio between the
distances is used to decide about the match as explained in Section 4.1. Instead of
merely relying on the distances ratio, we propose further exploring other statis-
tics based on descriptors’ distances. More explicitly, we compute the histogram of
minimum distances between the query image and the top ten retrieved database
images. Our purpose is to extract more information from these distances about
the similarity/dissimilarity between the query and the database images. Next, we
examine these histograms in order to remove obviously mismatching images. The
cost of this approach is not high, since the distances are already computed and
hence we are only leveraging their availability. We applied this approach to 10
query images and their corresponding GPS-constrained databases. We obtained
promising results.

5.1 Algorithm

Let Q be the the query image. We first apply our existing matching algorithm
and we retrieve the top 10 database images D1, D2, . . ., D10. Next, we consider
each pair (Q, Di) at a time and build the histogram Hi of minimum distances
from keypoints in the query image Q to the database image Di. There is no
additional overhead since these distances were already calculated by the existing
matching algorithm. For each histogram Hi, we obtain its empirical mean Mi

and and skewness Si:

Mi =
1
n

n∑
j=1

Hi,j ,

Si =
1
n

∑n
j=1 (Hi,j −Mi)

3(
1
n

∑n
j=1 (Hi,j −Mi)

2
)3/2 .
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The smaller the skewness is, the closer to symmetric is Hi. Our main assumptions
are:

1. If Mi is large then many of the descriptors pairs between Q and Di are quite
distant and hence are highly likely to be mismatches. Therefore, image Di

must not be considered a match for image Q.
2. If Si is small (close to zero), then the histogram Hi is almost symmetric.

Having many descriptors in Q and Di that are “randomly” related, i.e., not
necessarily matching, would result in this symmetry. We expect this scenario
when the the two images Q and Di don’t match and hence there is no reason
for the histogram to be biased.

Based on these assumptions, we remove database images that have very low skew
Si. We also cluster the images based on the means M1, M2, . . ., M10 into two
clusters (we used k−means). We remove the images that belong to the cluster
with the higher mean. For the experimental results, please refer to Section 7.2.
Figure 7 displays the block diagram of our adjusted matching algorithm.

Fig. 7. Block diagram of our algorithm for image matching with the duplicates removal
and enhancement based on histograms added

6 Matching Enhancement by Database Extension

As mentioned before, the images on our server are downloaded from Wikipedia.
Although Wikipedia is a good source for information in general, it is not the best
source for images. As we see in Figure 3 there is only one image that matches
the justice of palace query out of 200 images in the database. However, not only
the matching algorithm but also the number of matching images in the database
impacts the performance accuracy. Moreover, the query image might be taken
from different views and under different light conditions. Having a small number
of matching images, e.g., one image in the day light for the justice of palace
query, would limit the performance of MAR. For this reason, we prefer if the
database has more matching images to the query and we aim at extending it
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by combining GPS-location, geotagged Wikipedia pages, text in these pages,
and the large resources of web images. For each Wikipedia page, we don’t only
download its images, but we also use its title as a text query on Google image
search engine. Next, we pick the first few retrieved images and associate them
with the same Wikipedia page. As we will see in Section 7.3, the performance of
our MAR system improves significantly.

7 Experimental Results

7.1 Duplicates Removal

To test the impact of duplicate matches removal, we ran both the original and
the new matching algorithms (see Section 4) on the sample databases of Section 3
for various SURF thresholds. In Figure 8, we display the average of the top 1, top
5, and average precision over the 10 databases. Clearly, removing the duplicate
matches improves the performance at almost the same running time.

Fig. 8. Top 1, top 5, and average precision results for the 10 landmarks of Section 3
vs. the SURF threshold

7.2 Matching Enhancement through Histograms of Distances

In Figure 9, we display the top 10 retrieved images for each of the 10 databases
in Section 3 by the updated matching algorithm of Section 4.2 with duplicates
removal. We also used the histograms of distances to further refine the match as
explained in Section 5.1. Based on the histograms analysis, images labeled with
a red square in the figure are rejected and those tagged with a blue square are
not rejected. From these experiments, we see that portraits and statues of people
can be clearly distinguished and rejected since most of the queries are those of
buildings. Such images in general have a very low skew, i.e., a very symmetric
histogram. They also may have a large mean.
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Fig. 9. Results for matching enhancement based on histograms of distances. Images
before the red line are the queries.

7.3 Matching Enhancement through Database Extension

For each of our 10 landmarks, we download the top 21 images returned by
Google image search when queried with the title of the landmark Wikipedia
page and add them to the corresponding landmark database. Next, we apply
our improved matching algorithm with no duplicates and using histograms of
distances and display the improved results in part (a) of Figure 10. Part (b)
illustrates the top 10 images returned by MAR for query images under new light
conditions (golden gate bridge at night and triumph arc during the day). The
top returned images have similar lighting conditions due to the sensitivity of
SURF features to light conditions, which applies to other popular features such
as SIFT. Hence we need a diverse set of images in the database in order to
compensate for the limitation of visual features. Finally, in the actual scenario
Google images relevant to all geotagged Wikipedia pages must be added to our
databases, while in part (a) we only added the images corresponding to the query
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Fig. 10. Results for matching enhancement based on database extension, images before
the red line are the queries. (a) All the 10 landmarks. (b) New light conditions for
query: night for golden gate bridge, day for triumph arc. (c) Add also a large number
of mismatching images to the database (427 mismatching images and 21 google images
to 174 database.

landmark. For this reason, in order to make sure that the improvement in the
matching accuracy is not due to the bias in the number of matching vs. mis-
matching images, we added 427 various mismatching images to the Brandenburg
gate database in addition to the 21 google images (original size 174 images).
In part (c), we view the top 10 retrieved images. Clearly, we still have a sig-
nificant improvement in performance due to the database extension. Note that
for parts (b) and (c) we only use the improved matching algorithm excluding
duplicates but without refinement based on histograms of distances. Indeed, the
main point of the results in part (b) is to stress the sensitivity to light con-
ditions and the need for diverse databases, while the purpose of the results of
part (c) is to prove the success of database extension. Both points are clear
from the results independently of the particular refinements of the matching
algorithm.
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8 Implementation and Optimization

8.1 Code Optimization

The original SURF feature extraction code is based on OPENCV implementation
(http://sourceforge.net//projects/opencv/library) and match algorithm
as described in Section 2.2. We further identified the hot spots in the MAR source
codes and employed the following optimization:

– Multi-threaded all the hotspots, including interesting point detection, key-
point description generation and image match.

– Data and computation type conversion. In the original implementation, dou-
ble and float data types are used widely, and floating point computations as
well. We quantized the keypoint descriptor from 32-bit floating point format
to 8-bit char format. We also converted many floating point computation to
fixed point computations in key algorithms. By doing that, not only the data
storage is reduced by 4X , but also the performance is improved by taking
advantage of the integer operations. The image recognition accuracy isn’t
affected from our benchmark results.

– Vectorization. We vectorized the image match codes using SSE intrinsic to
take advantage of 4-way SIMD units. Significant speedups are observed com-
pared to original implementation.

8.2 Tracking

The tracking algorithm explained in Section 2.1 has been optimized by: 1) using
a simplified multi-resolution pyramid construction with simple 3-tap filters; 2)

Fig. 11. Performance measured in fps of the image-based stabilization method on
an Intel R© AtomTM processor based platform (1.6GHz, 512KB L2 cache) for several
choices of model, estimation method, resolution levels and iterations per level

http://sourceforge.net//projects/opencv/library


An Augmented Reality Tourist Guide on Your Mobile Devices 601

using a reduced linear system with gradients from only 200 pixels in the image
instead of from all the pixels in the images; 3) using SSE instructions for the
pyramid construction and the linear system solving; 4) using only the coarsest
levels of the pyramid to estimate the alignment. Performance was measured on an
Intel R© AtomTM system (1.6GHz, 512KB L2 cache) using VGA (640×480) input
video and different options. The results are shown in Figure 11, which displays
the measured frames per second (fps) for different models (displacement/camera
rotation), estimation method (robust/non-robust) and resolution levels and iter-
ations per level used. For pure displacement model, using non-robust estimation
and running 5 iterations in the levels 3 and 4 of the multi-resolution pyramid
(being level 1 the original resolution) the performance is over 80 fps.

9 Conclusion

In [6], we presented MAR with a fully functional prototype on a MID device with
Intel R© AtomTM processor inside. In this paper, we described new improvements
to the matching and tracking algorithms in addition to the design of the system
and its database. We also built a new realistic testing database. With all these
improvements, MAR demonstrates the powerful capabilities of future mobile
devices by integrating location sensors, network connectivity, and computational
power.
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Abstract. Wi-Fi based indoor 3D localization is becoming increasingly preva-
lent in today's pervasive computing applications. However, traditional methods 
can not provide accurate predicting result with sparse training data. This paper 
presented an approach of indoor mobile 3D location estimation based on TRM 
(Transfer Regression Model). TRM can reuse well the collected data from the 
other floor of the building, and transfer knowledge from the large amount of 
dataset to the sparse dataset. TRM also import large amount of unlabeled train-
ing data which contributes to reflect the manifold feature of wireless signals and 
is helpful to improve the predicting accuracy. The experimental results show 
that by TRM, we can achieve higher accuracy with sparse training dataset com-
pared to the regression model without knowledge transfer.  

Keywords: 3D Location, Transfer Regression Model, Semi-Supervised Learn-
ing, Manifold Regularization. 

1   Introduction 

Nowadays, location information is an important source of context for multimedia 
service systems, especially for mobile service systems. For instance, in a LBS (Loca-
tion Based Services) system of video on demand, users in different location will  
receive different video program or same video with different qualities, and more accu-
rate location will promise better video quality. 

Wi-Fi based location systems are becoming more and more popular for some advan-
tages of WLAN (Wireless Local Access Network). Today, GPS provides localization 
for users outdoors, but it can not provide precise indoor location because of the techni-
cal constraints. Historically, we have seen indoor location systems based on infra-red, 
ultrasound, narrowband radio, UWB, vision, and many others in 2D location [1]. But 
deployments of high precision indoor location systems have not involved large coverage 
areas due to the cost of equipping the environment, meanwhile, the accuracy or de-
ployment cost is unsatisfactory. On the other hand, many systems which use the 802.11 
WLAN as the fundamental infrastructure is more and more popular. Considering the 
expanding coverage of Wi-Fi signals and Wi-Fi modules are equipped in the mobile 
devices widely, existed WLAN usually is selected as the manner for indoor localization 
system to minimize the cost of deployment and infrastructure. 
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Most systems use RSS (Received Signal Strength) as Wi-Fi feature. Those meth-
ods employ machine learning or statistical analysis tools. The algorithms of those 
learning methods usually contain two phases: offline training phase and online local-
ization phase. Ferris et al. in [2] proposed a framework using Gaussian process  
models for location estimation. Nguyen et al. [3] apply kernel methods and get more 
accurate result for location prediction. Pan et al. [4] realized a system based on mani-
fold regularization as a semi-supervised algorithm to mobile-node location and track-
ing. This method can reduce greatly the calibration effort.  

However, those works addressed 2D location problems. Today, indoor 3D location 
is becoming more and more important. As we all know, many public or proprietary 
services are always based on the geospatial locations and therefore named as Location 
Based Services (LBS). As the rapid developments of ubiquitous computing systems 
as well as wireless networking, location sensing techniques, LBS is increasingly con-
sidered as a very important service. However, most existing LBS can only deal with 
2D geospatial data and offer related 2D geospatial services. They lack in supporting 
3D datasets as well as 3D services. In the mean time, 3D information is rapidly in-
creasing, partly due to the fast data acquisition techniques, which can bring people 
more vivid presentations of the real world .To use the existing and newly emerging 
3D datasets, implement 3D LBS systems turn to be more and more necessary. 

This paper presented TRM (Transfer Regression Model) and its application in indoor 
3D location estimation. TRM is essential a regressive model which also learns the map-
ping function between signal space and location space. It has the advantage that can 
import the other dataset in training progress when the training dataset is rather sparse, 
which will refine the regressive model and improve the prediction accuracy. 

The rest of this paper is organized as follows. We describe related research works 
in Section 2, and present in details the theory of TRM and TRM based 3D location in 
Section 3. Section 4 shows the experiments. Finally, we give our conclusions and 
future works in Section 5. 

2   Related Works 

Some systems on 3D location [5, 6, 7, 8] have been developed to realize 3D LBS, the 
most significant achievements in the 3D research area concerning key issues of 3D 
GIS, which is intensive and covers all aspects of the collecting, storing and analyzing 
real world phenomena. Chittaro et al. in [6] presented an approach to give evacuation 
instructions on mobile devices based on interactive location-aware 3D models of the 
building. This system uses RFID technology to determine user’s position in the real 
building. It needs place RFID tags in needed part of the building. RFID tags have a 
range of about 4 meters and send their signal to the RFID reader every 500 millisec-
onds. But few systems can provide accurate and satisfactory 3D location and easily be 
implemented especially in indoor environment. 

There are also some pure 3D location systems such as SpotON [9], an indoor 3D lo-
cation sensing technology based on RF signal strength, can be used to locate indoor but 
it is too expensive compared with WLAN based systems and it alone is almost certainly 
not the ultimate solution in the problem space. Pedestrian Localization [10], a foot-
mounted inertial unit, a detailed building model, and a particle filter be combined to 
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provide absolute positioning in a 3D building, but the foot-mounted inertial unit is ex-
pensive and each building needs a detailed building model which is time-consuming. 

From those documents described above, 3D location estimation is still an on going 
problem. Furthermore, the current systems always require changing the infrastructure 
which sequentially leads to high cost. Intuitively, we can train dedicated 2D location 
model in each floor, but it would bring huge human labors to collect the data and label 
the data. 

In this case, we propose the method of 3D location based on TRM. TRM is de-
signed to train effective regressive model for the target floor with sparse training data 
by reusing the large amount of data collected from the other floor. 

3   TRM for 3D Location Estimation 

In this section, we first demonstrate the 3D location problem. Then, TRM a regression 
model with the capability to import knowledge from the third party of dataset is intro-
duced. Then, TRM based 3D location estimation is described. 

3.1   Indoor 3D Location Problem 

Let us define some parameters formally. Suppose there are totally r  APs deployed in 
the wireless environment, and they can be detected both on the third and fourth floors. 

The RSS values can be represented as a row vector rr Rxxxx ∈= ),...,,( 21 , where 

ix  stands for the RSS value received from AP i  and sometime we fill the value with -

100db if no actual signal strength is detected. The value of -100db is the lowest signal 
strength that can be detected in our experiment. 

 

 

Fig. 1. The 3D location problem 

We carry out the 3D location experiment on the third and fourth floor in a building. 
As shown in Fig. 1, the black circles represent the position with labeled coordinates 
while the red stars represent the position we want to know the coordinates. There are 
some labeled pairs, and each pair means two points with same physical coordinates 
but from different floors. In the case of 2D location estimation, we may train two 

prediction model )(3 xfy =  and )(4 xfy =  respectively for third floor and fourth 

Location Point 

Labeled Pair 

Third Floor 

Fourth Floor 
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floor. x  is the Wi-Fi signal vector and y  a two dimensional vector represents the 

coordinates of the location point. The problem is: If we just use the labeled data on 

the third floor to train the location estimation model 3f , the prediction accuracy is 

very limited for the training data is so sparse. So can we reuse the plentiful data of the 

fourth floor to improve the prediction accuracy for model 3f ? If the old data can be 

reused well, the labeled data and human calibration effort would be reduced greatly. 
This is always a meaningful direction to build 3D location model with less manual 
cost. 

Now, the 3D location problem is to train a regressive model 3f  with three datasets 

ZYX ,, , that is: ZYXf |:3 → . X  is the Wi-Fi signal set collected in third 

floor, Y is the coordinates of the location points, and Z  is the Wi-Fi signal set col-
lected in fourth floor. As we know, some regressive model such as SVR (Support 
Vector Regression) and BP (Back Propagation) network can not perform such learn-
ing task which is based on three datasets, so we propose the novel learning framework 
of Transfer Regression Model. 

3.2   Transfer Regressive Model 

This section proposes TRM (Transfer Regression Model), a kind of regression 
method for learning from sparse training data. Limited training data will lead to re-
duction of regression accuracy for traditional regression method. TRM can adopt 
large number of unlabeled data based on Manifold Regularization and transfer useful 
knowledge from third part of dataset when training the regression model. For TRM is 
original from MR (Manifold Regularization), we give a brief introduction of the the-
ory of regularization and manifold regularization. 

3.2.1   Regularization for Regression Problems 
Regularization is a well built mathematical approach for solving ill-posed inverse 
problems. It is widely used in machine learning problem [11], and many popular algo-
rithms such as SVM, splines and radial basis function can be broadly interpreted as 
the instance of regularization with different empirical cost functions and complexity 
measures.  

Here we give a brief introduction of regularization on regression learning, whose 

detail can be referred in [11]. Given a set of data with labels liii yx ,...,2,1},{ = , the 

standard regularization in RKHS  (Reproducing Kernel Hilbert Space) is to estimate 

the function *f  by a minimizing: 

( ) 2

1

* ,,
1

minarg
K

l

i
ii

f
ffyxV

l
f γ+= ∑

=Η∈ Κ

                             (1) 

Where V is some loss function, and 
2

K
f  is the penalizing on the RKHS norm 

reflecting smoothness conditions on possible solutions. The classical Representer 
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Theorem states that the solution to this minimization problem exists in RKHS  and 
can be written as: 

( ) ( )x,xKxf i

l

i
i

* ∑
=

=
1

α                                                (2) 

Substituting this form in the problem above, it is transformed to optimize *α . In the 

case of the squared loss function of ( ) ( )( )2,, iiii xfyfyxV −= .  We can get final 

RSL (Regularized Least Squares) solution: 

                                                  (3) 

3.2.2   Manifold Regularization 
M. Belkin, et al [12] extended the standard framework to manifold regularization, 
which is described as the following form: 

( ) 22

1

* ,,
1

minarg
IIKA

l

i
ii

f
fffyxV

l
f γγ ++= ∑

=Η∈ Κ

                           (4) 

The differences between manifold regularization and standard framework lie in two 
aspects. The first is the former incorporate geometric structure of the marginal distri-

bution XP  in the minimizing, which is reflected by the third item 
2

I
f . While 

minimizing, the coefficient Iγ  controls the complexity of the function in the intrinsic 

geometry of XP  and Aγ  controls the complexity of the function in ambient space. M. 

Belkin, et al [12] employ Laplacian manifold to represent the geometric structure 
embedded in high dimensional data. The second difference is the importing of unla-

beled data ui
liiX =
+= 1}{  by manifold regularization. While the lost function is calculated 

only by the labeled samples as before, when calculating the third penalizing item 
2

I
f , manifold regularization imports large mount of unlabeled samples that reflect 

the manifold distribution structure. So the solution changed with a new form: 

( ) ( )i

ul

i
i xxKxf ,

1

** ∑
+

=

= α                                              (5) 

And the corresponsive solution of *α is in Equation (6). )0,0,...,1,1(diagJ =  with 

the first l  diagonal entries as 1 and the rest 0. L  is the Laplacian graph. We can 

notice that if Iγ =0 which means there is no unlabeled data in training, the Equation 

(6) will be identical with Equation (3).  

( ) YlIK* 1−+= γα 
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( )
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⎜
⎝

⎛

+
++= γγα                                 (6) 

3.2.3   Transfer Regression Model 
We extend framework of manifold regularization to TRM, which can transfer the 
knowledge of the third party of dataset to the training model while importing large 
amount of unlabeled data.  

We first have a survey on our transfer problem in Fig.1. The target is to build the 
regressive relationship )(xfy =  between variables of X and Y . X and Y corre-

spond to two sparse training data. There is another variable Z , and Y is the function 
of Z , that is )(zhy = . In the task of 3D location estimation, X  means the signal 

vectors collected on the third floor and Z  means the signal vectors collected on the 
fourth floor and Y means the physical coordinators of the corresponding location 
points. There are some data pairs in X  and Z , and these data have same function 
value in Y , which represent the same physical coordinates in different floor. Our 
purpose is to find schedules to reuse the data Z  to improve the regressive model of 
X  and Y .What we can depend on is the data pairs in X  and Z , and the relation-

ship of Z  and Y  . 

 

Fig. 2. Transfer problem in location estimation 

Obviously, the traditional regression model such as BP (Back Propagation) net-
work and SVM (Support Vector Machine) can not perform regressive training based 
on three datasets. In this paper, based on the framework of MR, we designed the 
schedule of TRM to improve )(xfy =  by importing data Z and optimize the re-

gression model )(xfy =  and )(zhy =  at the same time.  The strategy is to make 

the output of h  and f  have identical output while keep normal constraints of model 

h  and f  . 
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Now we construct the optimization problem: 
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          (7)  

Sequentially, according to the classical Representer Theorem, the solution to this 
minimization problem exists in RKHS (Reproducing Kernel Hilbert Space). We 
construct the regressive function as follows: 

( ) ( )xxKxf i

l

i
i ,1

1

* ∑
=

= α                                               (8) 

( ) ( )zzKzh i

l

i
i ,2

1

* ∑
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= ω                                               (9) 

Substitute them to (7),  we can obtain the optimization problem of α  and ω : 
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(10) 
For h  and f  are both based on the labeled pairs, which means the number of the 

labeled data is the same, so JJJ == 21 , uuu == 21 . 

After derivation, we can represent α  and ω  as: 

( ) )(2 2
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Combine two formulations above, and let 
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Then, the solutions are: 

)()( 2
1

12
* BYAJKAYBJKAJKI +−= −α                              (15) 

)()( 1
1

21
* AYBJKBYAJKBJKI +−= −ω                              (16) 

We can observed from the Equation (15) that the solution of *α  is based on the pa-
rameters 21 ,,,, KBYKA , the later two parameters is computed upon the dataset of 

Z , which means the third party data have contribution to the final regression model. 
In addition, if the data Z  have no contribution for the training, such as when 

XZ = , then KKK == 21 , LLL == 21 , ωα = . We can get: 

( ) YLK
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lIJK I
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++== γγωα                          (17) 

The solution is identical as the solution of MR in Equation (6). It just means that MR 
(Manifold Regularization) is a special case of TRM, which can train regression model 
based on three dataset. 

Once *α  is computed, the model f in Equation (8) is then obtained, and it can be 

applied as a regressive model to predict the physical coordinates for the new input 
point on the third floor. For the model contains location and Wi-Fi information of the 
fourth floor, it performs better than that without knowledge transfer. It can be ob-
served in the followed experiment section. 

4   Experiments 

4.1   Experiment Setup 

Our experiments are carried out based on real Wi-Fi data set. The data were collected 
within the building of ICT (Institute of Computing Technology). To test the ability of 
the transfer model, we collected Wi-Fi signal data in third and fourth floor in a  
34.8*83.4m area respectively. The physical structures are same for the two floors as 
shown in Fig. 3. 

We prepared a large amount of data in the third floor which is enough to provide 
high location accuracy, and just acquired a small dataset which can only provide low 
location accuracy, as shown in Table 1. 

In the third floor, there are totally 23 APs are detected, and we choose 10 of them 
to pick up the RSS. There are 500 labeled data are selected as training data. 

In the fourth floor, the same APs as in third floor are selected. There are also 500 
labeled data are acquired corresponding to those of third floor. So total 500 labeled 
pairs are prepared and 12700 unlabeled data are prepared in the training data set. 
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Fig. 3. The shared physical layout of third and fourth floor 

4.2   TRM Based Location Estimation 

Two experiments are carried out that train the prediction model with and without 
transferring knowledge from the data of the fourth floor.  

 
 With transfer: In this case, three datasets are involved in the training proce-

dure of TRM. 
 Without transfer: In this case, just two datasets YX ,  from third floor are in-

volved, and the dataset Z  of fourth floor is ignored. As mentioned before, if 
there is no contribution of dataset Z , TRM will be transformed into MR 
which is a regressive model without knowledge transfer. 

 

For a given location, we use ED (Error Distance) parameter to evaluate the predicting 

result. In the experiment. If )( 00 xfy =  is the predicted position for the given input 

0x , and ty  is the true position at that location, the prediction error will be the 

Euclidean distance between 0y  and ty , that is ||||ED 0 tyy −= . If ED is less than 

a threshold 0ED , the result is regarded as a correct one, or a wrong one. Three 

thresholds are selected to evaluate our prediction accuracy. 
In the experiments, some parameters of TRM need to be specified first. We test 

them as in our previous work [13]. Finally, they are set as: the number of neighbors 

6=k , and Aγ =0.014362, Iγ =0.2852，K is calculated using Gaussian Kernel func-

tion, and the kernel parameter is set as 0.935. Under such case of the parameters, we 
get better results than other configure case. 

Table 1. Experiments of transfer knowledge 

 Prediction Accuracy 
 

0ED =1m 0ED  =2m 0ED  =3m 

With Transfer 65.2% 78.3% 89.6% 
Without Transfer 51.5% 66.7% 85.3% 
Improved Percent  26.6% 17.4% 5% 
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The regression results are shown in Table 1. From Table 1, the prediction accuracy 
is improved in different degree corresponding to different error distance threshold. 

We also compute the prediction accuracy under different AP selection, and the 
strategy to select the APs in our experiment is according to the average signal strength 
that collected at all points. Generally speaking, strong signal strength means the AP is 
detected well, which is beneficial for location estimation. Finally, we compare the 
result of TRM and other two regressive model SVR and BP neural network. For SVR 
and BP model, the data from fourth floor is ignored.  

Fig. 4 gives the comparison under different AP selection. It can be concluded that, 
on the whole, TRM outperforms both SVR and BP. 
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Fig. 4. Comparison of three methods under different AP selection 

5   Conclusion and Future Works 

In this paper, we present a novel transfer regressive model for indoor 3D location 
problem. TRM can effective import knowledge from the third party of dataset. The 
experiments of applying TRM to 3D location problem show that it is a good model to 
transfer the knowledge of location and Wi-Fi signal between various floors of the 
building. What’s more, only a small labeled training data is needed for the target 
floor, which reduces calibration effort greatly.  

In the future, we will consider the transfer learning on different devices, the situa-
tion that the well trained model can be transferred to a new type of wireless device. 
For instance, we use the notepad computer first to get a location model with high 
accuracy. Once we want to estimate location with a mobile cell phone, no large 
amount of data needed any more to train the new model, for our transfer model will 
utilize the previous data collected by the notebook computer. 
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Abstract. In this paper, we have designed and implement a mobile
personalized sports video customization system, which aims to provide
mobile users with interesting video clips according to their personal-
ized preferences. With the B/S architecture, the whole system includes
an intelligent multimedia content server and a client interface on smart
phones. For the content server, the web casting text is utilized to detect
live events from sports video, which can generate both accurate event lo-
cation and rich content description. The annotation results are stored in
the MPEG-7 format and then the server can provide personalized video
retrieval and summarization services based on both game content and
user preference. For the client interface, a friend UI is designed for mobile
users to customize their favorite video clips. With a new ‘4C’ evaluation
criterion, our proposed system is proved effective by both quantitative
and qualitative experiments conducted on five sports matches.

Keywords: Sports video, personalized customization, mobile phone.

1 Introduction

With the advance of 3G technology, mobile multimedia, such as mobile TV and
video on demand (VOD) services, is growing in popularity and promises to be
an important driver for the wireless consumer industry. Among various video
genres, sports video is extremely popular with mobile users. Equipped with such
multimedia-enable mobile devices, sports fans nowadays can freely enjoy their
favorite matches at anytime in anyplace.

However, due to the characteristics of mobile devices and sports video, mobile-
based sports video service still faces some challenges: 1) massive video data and
limited accessible bandwidth increase the burden of wireless network, which may
cause the network jam and service delay; 2) interesting video clips only account
for a small portion of the total sport match, so that transmitting the whole

S. Boll et al. (Eds.): MMM 2010, LNCS 5916, pp. 614–625, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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match is neither economical nor necessary to mobile consumers; 3) due to the
diverse preferences, traditional broadcast mode, in which game video or highlight
collections are made by studio professionals, cannot meet audiences’ personalized
appetites. For example, a Barcelona’s fan may prefer to enjoy Messi’s shots in
the Euro-Cup football matches. In such condition, the ability to detect semantic
events and provide personalized video customization is of great importance.

For accurate event location and rich semantic description, text-facilitated
sports video analysis has been validated as an effective method under current
state of the art. Babaguchi et al. [1] proposed a multimodal strategy using closed
caption (CC) for event detection and achieved promising result in American foot-
ball games. Because CC is a direct transcript from speech to text, its colloquial
words and poorly-defined structure will cause the difficulty for automatic text
parsing. Xu et al. [2] utilized match report and game log to facilitate event detec-
tion in soccer video. Since text records and video events were matched based on
the global structures, their method is not able to perform live event detection.

Sports video customization includes personalized retrieval and summariza-
tion, where the former focus on the particular person or event, while the latter
concerns the whole situation. Zhang et al. [3] designed a relevance feedback
strategy to retrieve suitable video clips in accordance with user request on both
high-level semantics and low-level visual features. Babaguchi et al. [4] proposed
personalized video retrieval and summarization with user preference learning
from their operation for browsing. Although experiments conducted on PCs val-
idate the effectiveness of the above approaches, their usability on mobile devices
is still worth considering. Take the relevance feedback as an example, its complex
operation and time-consuming interaction are likely to annoy mobile users.

In view of the extensive application prospect, mobile video service is attract-
ing wide attention from both academy and industry. In [5], highlight detection
technique is studied to extract and deliver interesting clips from the whole sports
match to mobile clients. In [6] and [7], IBM and NTT DoCoMo have also devel-
oped their primary video summarization system for mobile clients. This paper
presents a novel personalized sports video customization system for the mobile
device. The main contributions of our work are summarized as follows:

• An user-participant multi-constraint 0/1 knapsack problem is raised to model
personalized mobile video customization, where the video content and user
preference can be synthetically considered and well balanced;
• An client interface is elegantly designed to facilitate mobile users customizing

their favorite sports video with various personalized preferences;
• A ‘4C’ criterion is proposed to evaluate the effectiveness of the personalized

mobile video service from consistency, conciseness, coverage and convenience.

The rest of the paper is organized as follows. First, the system framework is
presented in Section 2. Then, the technical details of the sports video analysis
and data preparation modules are described in section 3 and 4, respectively.
After that, personalized video customization is introduced in section 5 and user
client design is discussed in section 6. Finally, experimental results are reported
in Section 7 and conclusion and future work are given in Section 8.
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2 System Framework

Fig. 1 illustrates the B/S framework of the proposed personalized video cus-
tomization system. The multimedia server takes the responsibility of video con-
tent analysis and data processing. It aligns the sports video with web-casting
text to detect various semantic events. Then a multimedia database is created
to store the sports video data as well as their corresponding MPEG-7 descrip-
tion. Once the server receives a customization request, it will searches through
the database and tailor the optimal set of video clips to the particular user by
solving a constraint optimization problem. The mobile client allows the user to
customize their favorite sports video clips with personalized preference on video
content under limited device resources.

tsports video

web-casting text

Video Analysis
•  shot boundary detection
•  shot type classification
•  time-stamp recognition

Text Parsing
•  ROI segmentation
•  keyword searching
•  event time recognition

Video/Text Alignment
•  event moment detection
•  event boundary detection

MPEG-7 description

object function

UPMC 0/1 Knapsack
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User Customization Request
•  customization mode (retrieval / summarization)
•  content preference (player + event + time )

Device Constraints
•  power capacity
•  memory size

context constraints

customized video

Mobile Client

Multimedia Server

Fig. 1. System framework of mobile-based personalized video customization

3 Sports Video Analysis

High-level semantics extraction serves as the basis of our personalized sports
video customization. Only with detailed content description, including involved
player (who), event development (what) and happening moment (when), can we
tailor the most interesting video clips to the particular audience. In the server
end, we adopt our previous work, the web-casting text based method [8] to anno-
tate sports video. Compared with other approaches, the advantage of our method
lies in two sides: 1) the web-casting text provides detailed semantic description
of video content and can be automatically extracted; 2) the timestamp-based
method enables live event detection and thus can provide timely video service.
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The basic idea of web text based video analysis is to detect semantic events
through matching timestamps extracted from video content and its related text
description. Therefore, live web text parsing, live video analysis and the times-
tamp based alignment constitute the major components of the approach.

Web text parsing is critical for the high-level semantics extraction. As shown
in Fig. 2, the web text contains well-structured semantic description of sports
matches, including the event time, current score, involved players and events. To
live resolve the event information, the background program keeps sending request
to the website server to get the latest webpage regularly, and extracts the match
content descriptions using rule-based keyword matching method automatically.

Meanwhile, live video analysis algorithm is also conducted on the correspond-
ing sports video. First, a static region detection method is applied to segment
the overlaid digital clock region. Then the edge feature’s changing is employed
to describe the digits’ temporal pattern and locate the digits area. The tem-
plate of the 0 9 digits are captured after the SECOND digit area is located. At
last, the game time is recognized by template matching. A realistic example is
illustrated in Fig. 2, where text event happening at 11:37 is aligned with related
video frames with clock digits indicating the same moment.

After detecting the event moment in the video, we need further identify a
temporal range containing the whole event evolvement process. Due to the com-
mon production rule in sports video broadcasting, event occurrence is always
accompanied by a group of specific shots transition (see examples in Fig. 3).
Hence, the event start/end boundaries can be effectively detected by utilizing
such temporal transition patterns. For reader who want to know the technical
details, we recommend our previous work [8] for further reference.

digital clock
detection & location

digits 
recognition

SCORE
0:0

PLAYER
Michael Redd

EVENT
miss layup

TIME
11:37

annotation

FRAME ID
1905 - 2089

1

2

3

Fig. 2. Web-casting text based sports video analysis

long shot slow-motion replay long shotlong shot short shot long shot

video

shot type
(a) (b) 

short shot short shot

Fig. 3. Typical temporal shot transition patterns for (a) shot event and (b) foul event
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4 Data Formulation

The incorporation of web-casting text into sports video analysis, which links
low-level features with high-level semantics in a cross-media way, generates the
accurate event location and detailed description. For efficient data usage and
management, we store the derived video annotation result in standard MPEG-7
XML format. As shown in Fig. 4, the XML file is organized in a hierarchical
structure, where the whole match includes several quarters and each quarter
contains a group of events. For each event in the match, the XML file records
the detailed information including its involved player(s), event type and sub-
type, current score and related video segment.

teams, places, 
date, final score 

match quarter/event ID

event type & sub-type

involved Player

event/start/end frame 
current score

event moment & duration 

Fig. 4. An example of MPEG-7 sports video description XML file

5 Personalized Mobile Video Customization

Since users are usually interested in watching the video content that matches
his/her preference, the multimedia server is expected to provide as much relevant
video content as possible to meet users’ requirements. However, in the particular
context of mobile multimedia, various client-side resource constraints, such as
viewing time, memory size and power capacity, limit the allowed data transmis-
sion quantity. Therefore, the multimedia server is expected be able to select the
optimal set of video segments within various client-side resource constraints.
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5.1 Event Importance Computation

To evaluate the selected video segment group, event importance computation
is indispensable. Both event influence on the match and its relevance to user
request are taken into account. For influence computation, event rank and oc-
currence time are two main factors [4]. For relevance measurement, the semantic
consistency on involved players and event types are considered.

1) Event Rank : The rank of event is directly determined by its influence to the
game state. In a common sports match between two teams, say team A and
B, the game state is always in one of three state, which are ’two teams tie’, ’A
team leads’ and ’B team leads’. For the last two states, the change of leading
degree can be further divided into two classes, increasing and decreasing the
scoring gap. Based on the game state and its degree variation, game events
in our system are assigned to various influence ranks (in Table 1).

Table 1. Event importance rank list

Rank Level Event Description
1 score events and their inductive foul events that can change

the game state from one situation to another.
2 score events and their inductive foul events that retain the

game state but change the scoring gap in the match.
3 offense events that failed to score a goal or common foul

events.
4 all other events that are not in the Rank 1 to 3

Then, the rank-based event importance Ir(Ei) (0 ≤ Ir ≤ 1) is defined as:

Ir(Ei) = 1− Ri − 1
3
· α (1)

where Ri (0 ≤ Ri ≤ 4) represent the rank level of event Ei and α (0 ≤ α ≤ 1)
denotes the adjustable parameter to control the effects of rank difference on
event importance computation.

2) Event Occurrence Time: In the sports match, offense events occurring
at the final stage of the game are usually fatal to the component because
they have little time to save the match. Thus, such events are of great im-
portance to the final result. The event occurrence time based importance
It(Ei) (0 ≤ It ≤ 1) is define as follows:

It(Ei) = 1− N − i

N
· β (2)

where N is the total event number, i is the index number of event Ei, and
β (0 ≤ β ≤ 1) is the adjustable parameter to control the effects of event
occurrence time on event importance computation.
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3) Event Relevance: Different to the type rank and occurrence time that are
decided by event itself, the event relevance reflects the semantic consistency
between event content and user’s preference. This index plays a main role
in our personalized customization because it effectively introduces the user’s
request in event importance evaluation. Through increasing the importance
score of semantically related events, our system can finally tailor the appro-
priate video clip to the particular user. Based on the video annotation result,
the event relevance based importance Iu(Ei) (0 ≤ Iu ≤ 1) is defined as:

Iu(Ei, U) = γDistperson(Ei, U) · (1− γ)Distevent(Ei, U) (3)

where functions Distperson and Distevent measure the semantic consistence
between event Ei and user request U on the subjects of involved players
and event types, and adjustable parameter γ (0 ≤ γ ≤ 1) denotes the user
preference between the above two subjects.

According to the above analysis, the event importance can be formulated as:

I(Ei, U) = λ · Im(Ei) + (1− λ) · Iu(Ei, U)
= λ · Ir(Ei) · It(Ei) + (1− λ) · Iu(Ei, U) (4)

where λ (0 ≤ λ ≤ 1) is the fusion parameter controlling the weights on event
influence on the match Im(Ei) and its semantic consistency to the user Iu(Ei).

5.2 Personalized Mobile Video Customization

In personalized mobile video service, the multimedia server is required to present
as much desired video content as possible within various resources constraints
imposed by the mobile client. This problem can be modeled as a constraint opti-
mization problem, and have been studied in [9,10]. Merialdo et al [9] raised a 0/1
Knapsack Problem to model the viewing time limited TV program personaliza-
tion. Since the model can satisfy only a single client-side resource constraint at a
time, their approach is not appropriate to the multi-constraint mobile video ser-
vice. To fill the gap, Wei et al [10] proposed a Multi-choice Multi-dimension
Knapsack strategy to summarize video segments on various abstraction lev-
els and tailor these length-variant video segments to the particular resource-
constraint client. However, we argue that it is unnecessary to present all video
segments to the user and some excessively short video segments may actually
annoy the audience. In light of this, we formulated our personalized mobile video
customization as a user-participant multi-constraint 0/1 Knapsack problem as
follows:

V = max
( n∑

i=1

xi · I(Ei, U)
)

s.t. xi ∈ {0, 1}, i = 1, 2, · · · , n (5)
n∑

i=1

xirij ≤ Rj , j = 1, 2, · · · , m
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where I(Ei, U) represents the integrative importance value of event Ei under
specified user request U , rij be the jth resource consumption of the ith event,
Rj be the client-side resource bound of the jth resource, xi denotes the existence
of the ith event in the selected optimal set, and n and m represent the number
of events and resource types.

To refine users’ personalized requests, we functionally divide their queries
into retrieval and summarization. Video retrieval can be regarded as a ’point’
query where users explicitly focus on the particular player and/or event type. In
contrast, video summarization can be regarded as a ’plane’ query where users
are interested in the general situation of the match. These two customization
modes can be treated in a unified manner with different fusion parameters in
event importance computation. When λ is approximating to 0, event importance
is mainly decided by user preference, thus only semantically consistent events
can be assigned higher importance score and presented to the user. While in the
case of λ approximating to 1, events’ values are largely up to the match itself,
hence the selected events can reflect the global situation of the match.

6 User Client Design

To avoid the difference among various mobile devices, a web-based video cus-
tomization UI is designed on the server end. Through a specified browser, mobile
users can easily visit the website and submit their personalized video customiza-
tion requirements, including favorite matches, players, event types and allowed
viewing time. As for the device context information, such as power capacity

1 2 3 4

5 6 7 8

9 10

Fig. 5. The client interface on the Nokia N95 cell phone and a customization scenario
example. (1) connect multimedia server; (2) enter customization user interface; (3)
choose customization type; (4) choose match; (5) choose favorite players; (6) favorite
event(s); (7) set viewing time; (8) request confirmation; (9) wait; (10) video playing.
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and memory size, are all automatically submitted to the server. Once the user
confirms his/her request, the multimedia server will search through the whole
database and find the optimal set of video segments to the particular client. To
better understand the above operation flow, a realistic example conducted on a
Nokia N95 cell phone is illustrated in Fig. 5.

7 Experiment

To verify the effectiveness of our proposed personalized sports video customiza-
tion system, we conduct both quantitative and qualitative experiments on three
NBA 2008 basketball matches and two Euro-Cup 2009 football matches. The
corresponding text records are from ESPN for basketball and BBC for foot-
ball. In average, there are about 400 text events happened in one 100-minute
basketball match and 50 text records in one 90-minue football match.

7.1 Semantic Event Location

Similar to [8], we use the event boundary accuracy (BDA) to measure the de-
tected event boundary compared with the manually labeled boundary:

BDA =
τdb ∩ τmb

τdb ∪ τmb
(6)

where τdb and τmb represent the automatically detected event boundary and
manually labeled event boundary, respectively. Since audience is insensitive to
the frame-level difference, we adopt a shot rather than a frame (used in [8]) as
the basic boundary unit in our evaluation. Table 2 gives the event boundary de-
tection result of four events in basketball and three events in football matches.
The average event location precision is reaching 90%, which lays a solid foun-
dation for the personalized video customization. As for the lower BDA value of
shot event in basketball matches, it is mainly due to the irregular shot switching
in the case of free throw events drawing near the game end.

7.2 Personalized Video Customization

Before we give the experimental results of personalized video customization, we
first mention the setting of adjustable parameters for event importance compu-
tation. As can be seen from 1 and 2, α and β are control coefficient to consider

Table 2. Event boundary detection result of basketball(B) and football(F) matches

No. Shot Foul Rebound Block No. Goal Foul Corner
B1 88.2% 90.5% 90.6% 92.3% F1 93.4% 90.2% 90.4%
B2 88.5% 92.8% 91.3% 88.7% F2 90.8% 94.4% 88.6%
B3 85.5% 91.5% 89.1% 90.1%

Ave. 87.4% 91.6% 90.3% 90.4% Ave. 92.1% 92.3% 89.5%
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how large the difference of event rank and occurrence time affect the event im-
portance. In our following experiment, both of these two coefficients are set as 1,
which denotes the above rank and time differences fully affect the event signifi-
cance. As for the parameter λ in equation 3, it is set as 0.5 denoting the equal
preference between event types and involved player. To simplify the calculation,
the Dist function is realized as a piecewise function, which outputs 0 when the
text event and user request is consistent on the specified item of involved player
or event type, and outputs 1 when they are inconsistent and 1/2 for the special
case of no user request.

Due to the intrinsic subjectivity of personalized video customization, we carry
out a user study to evaluate the performance of the customization system. Our
study involves 4 student volunteers, who are all sports fans and familiar to the
operations on smart phones. After watching the integral sports matches, students
are asked to use the mobile phone to customize specific video clips with their
personalized preference. To validate the effectiveness of the video customization
algorithm and the usability of the mobile client, a particularly-designed ‘4C’
questionnaire is handed out to the participants to get their feedbacks. Motivated
by the pioneering work by He et al [11], we define the ‘4C’ criterions as follows:

• Consistency. Whether the generated video clip is consistent with user re-
quest on content semantics, such as involved players and event types;
• Conciseness. Whether the generated video clip capture the main body of

the match without including irrelevant events;
• Coverage. Whether the generated video clip covers all important events

happened in the match under current viewing time limit;
• Convenience. Whether the mobile client can facilitate the user conveniently

customize his/her favorite sports video clip.

All the above four items are answered on a five-scale Likert scale where 1 repre-
sents strongly disagree and 5 denotes strongly agree. The detailed results under
various λ s are given in Table 3, where A∼D represents four students.

Table 3. Users’ 4C evaluation under different fusion parameters

λ = 0.1 λ = 0.5 λ = 0.9
A B C D Ave. A B C D Ave. A B C D Ave.

Consistency 4 4 3 5 4.00 3 4 2 4 3.25 4 3 2 3 3 .00
Conciseness 4 4 3 3 3.50 4 5 4 3 4.00 5 3 3 4 3 .75
Coverage 3 2 3 2 2.50 3 4 3 5 3.75 5 3 3 5 4 .00

Convenience 4 3 4 5 4.00 4 4 5 5 4.50 4 3 5 5 4 .25

As can be seen from Table 3, when the fusion parameter λ increases from 0.1 to
0.9, users’ evaluation on result consistency gradually declines from 4 to 3, while
the result coverage, behaves oppositely, rising from 2.5 to 4. The contrast reveals
the important role that λ plays in balancing game content and user preference
in video customization. When λ is small, the server will lay more emphasis on
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User request
Player name: Steve Nash
Event type: Shot
Viewing time: 10 (s)

λ = 0.1
 No.  Time   Player     Event       Duration
  1     02:39   Nash   three point     3.16
  2     06:41   Nash      lay up        3.08
  3     10:22   Nash      jumper        3.4

λ = 0.5
 No.  Time      Player          Event       Duration
  1     02:39       Nash       three point     3.16
  2     03:15   Villanueva     jumper        3.56
  3     06:41       Nash          lay up          3.08

λ = 0.9
 No.  Time        Player         Event       Duration
  1     02:39        Nash       three point     3.16
  2     03:15   Villanueva      jumper     3.56
  3     05:54   Stoudemire      dunk          3.16

Fig. 6. Change of customized video segments under different fusion parameters

user’s request, hence more semantically related events are selected. In contrast,
when λ is big, the server is partial to the whole situation of the match, thus the
globally interesting events are presented. To better understand the function of
λ, a real customization example is illustrated in Fig. 6.

8 Conclusions and Future Work

In this paper, we proposed a personalized sports video customization system
for mobile users. Compared with previous work, our system can provides timely
multimedia service with the help of automatic live video analysis and meet user
personalized preference with a newly proposed user-participant multi-constraint
0/1 knapsack model. Both quantitative and qualitative experiments conducted
on basketball and football matches validated the effectiveness of our approach.

In the future, we will investigate an objective criterion to evaluate the per-
sonalized video customization result so that different systems/methods can be
objectively compared on a common baseline. In addition, besides sports video,
more challenging video types, such as movie and news programs, will also be
studied so that we can provide more abundant visual enjoyment to our clients.
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Abstract. In this paper, we focus on the problem of how to visualize and 
browse 3D videos and 3D images in a media browser application, running on a 
3D-enabled mobile device with an autostereoscopic display. We propose a 3D 
thumbnail representation format and an algorithm for automatic 3D thumbnail 
generation from a 3D video + depth content. Then, we present different 3D user 
interface layout schemes for 3D thumbnails, and discuss these layouts with the 
focus on their usability and ergonomics. 

Keywords: Mobile Multimedia, 3D Thumbnails, 3D User Interfaces. 

1   Introduction 

Today mobile devices are becoming one of the main means to use multimedia in our 
daily life. It is now possible to send/receive multimedia messages, watch TV broad-
casts, and perform basic videoconferencing on current-generation mobile devices. To 
further benefit from the advances in mobile multimedia processing hardware and 
software solutions, new levels of experiences will be required in mobile multimedia. 

The European FP7 3DPHONE project [1] aims to develop applications enabling 
such a new level of user experience, by developing an end-to-end all-3D imaging 
mobile phone. The goal of this work is to build a mobile device, where all fundamen-
tal functions are realized in 3D, including media display, user interface (UI), and 
personal information management (PIM) applications. Various solutions are needed 
for achieving this all-3D phone experience: including building of mobile autostereo-
scopic displays, 3D images/video, 3D UIs, 3D capture/content creation solutions, 
compression, and efficient rendering. 

Developing such an all-3D mobile phone requires building a solution that takes 
into account the entire user experience of a mobile phone, instead of merely putting 
separate solutions together. For example, 3D enabled phones already exist in the mar-
ket, and various vendors have started to promote autostereoscopic displays on mobile 
devices. However, despite users’ clear interest in 3D technologies, simply providing 
3D display capabilities is not sufficient, as it was demonstrated that the usability of 
these devices and applications have to be improved. To make the best use of the tech-
nologies to support user experience, a new user interaction paradigm (an all-3D phone 
experience) will be needed, taking advantage of the latest advances on 3D graphics 
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rendering on mobile handheld platforms. User experience will be driven towards 
immersive 3D media, through the use of autostereoscopic displays and 3D interaction 
using sensors. This leads to a need for new concepts in 3D UI development. 

We aim to address the question: what are the best design decisions for building an 
all-3D user experience on a mobile phone? To answer this question, we are currently 
constructing the hardware and software platforms of a prototype 3D phone device, 
which together provide an integrated environment allowing the implementation of the 
3D based UIs and applications. We use the Texas Instruments’ OMAP 34x MDK [2] 
as the base platform of the 3D phone, and a two-view lenticular-based solution and a 
quasi-holographic display for output. The prototype also features two cameras for 
stereo capture, based on SGS Thomson’s VS6724 camera.  

In this paper, we focus on the particular problem of how to visualize and browse 
3D video and images in a media browser application, running on a mobile device with 
an autostereoscopic display. Particularly, we propose a 3D thumbnail-based approach 
for representing 3D media. We first present an algorithm for generating 3D thumb-
nails that preserve the significant parts of the input 3D image. Then, we discuss dif-
ferent 3D user interface layout schemes for a media browser application that makes 
use of these 3D thumbnails. We then discuss our solutions with the focus on their 
usefulness, and their ergonomics and comfort. 

The paper is organized as follows: Section 2 reviews previous work on thumbnail 
generation, 3D video representation, and 3D user interface design, which are the es-
sential components of our work. Section 3 describes our proposed approach on 3D 
thumbnail generation and 3D layouts. In Section 4, we present our initial results and 
discuss future directions of our research. 

2   Previous Work 

Our approach combines the three distinct problems: thumbnail generation, 3D video 
representation, and 3D user interaction steps. Therefore, we discuss each topic under a 
different subsection. 

2.1   Thumbnail Representation 

A major part of our approach is creation of thumbnails from 3D video content without 
losing perceivable elements in the selected original video frame. It is essential to 
preserve the perceivable visual elements in an image for increasing recognizability of 
the thumbnail. Our thumbnail representation involves the computation of important 
elements, and performing non-uniform scaling to the image. This problem is similar 
to the recently investigated image retargeting problem for mobile displays.  

Various automatic image retargeting approaches have been proposed [3]. Firstly, 
retargeting can be done by standard image editing algorithms such as uniform scaling 
and manual cropping. However, these techniques are not an efficient way of retarget-
ing: with uniform scaling, the important regions of the image cannot be preserved; 
and with cropping, input images that contain multiple important objects leads to con-
textual information lost and image quality degrades. On the other hand, automatic 
cropping techniques have been proposed, taking into account the visually important 
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parts of the input image, which can only work for single object [4]. Another alterna-
tive approach is based on the epitome, in which the image representation is in minia-
ture and condensed version, containing the most important elements of the original 
image [5]. This technique is suitable even when the original image contains repetitive 
unit patterns. For creating meaningful thumbnails from 3D images/video, we have 
adopted a saliency-based system that preserves the image's recognizable features and 
qualities [3].  

2.2   3D Video 

A number of 3D imaging and video formats have recently been investigated. These 
formats can be roughly classified into two classes: N-view video formats and geome-
try-enhanced formats. The first class of formats describes the multi-view video data 
with N views. For stereoscopic (two-view) applications, conventional stereo video 
(CSV) is the most simple format.  

In the second class of 3D formats, geometry-enhanced information is added to the 
image. In the multi-view video + depth format (MVD) [6], a small number of sparse 
views is selected and enhanced with per pixel depth data. This depth data is used to 
synthesize a number of arbitrarily dense intermediate views for multi-view displays. 
One variant of MVD is Layered Depth Video (LDV), which further reduces the color 
and depth data by representing the common information in all input views by one 
central view and the difference information in residual views [7]. Alternatively, one 
central view with depth data and associated background information for color and 
depth is stored in an LDV representation to be used to generate neighboring views for 
the 3D display. Geometry-enhanced formats such as MVD or LDV allow more com-
pact methods, since fewer views need to be stored. The disadvantage however is the 
intermediate view synthesis required. Also, high-quality depth maps need to be gener-
ated beforehand and errors in depth data may cause considerable degradation in the 
quality of intermediate views. For stereo data, the Video-Depth format (V+D) is the 
special case. Here, one video and associated depth data is coded and the second view 
is generated after decoding. 

Regarding the capabilities of current mobile devices, stereo formats CSV and V+D 
are the most likely candidates to be used for real-time applications. As the V+D for-
mat is more flexible for generating new views, the thumbnail representation is based 
on this format in this study. 

2.3   3D User Interfaces 

There are numerous studies on 3D user interfaces, but very few of them target 3D UIs 
on mobile devices or offer solutions for 3D thumbnail layout problem in a media 
browser application. One rather early study on how to present information on a small 
scale display area is a work by Spence [8], which provides a bifocal display solution in 
which the information is presented in two different resolutions. A high resolution is 
used for a specific data element to provide details about that element and a low resolu-
tion for the rest of the data elements that is enough for high-level view of each element. 
A 3D version of the bifocal display of Spence may be suitable for a media browser 
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application that uses 3D thumbnails so that the high resolution element will be a 3D 
thumbnail and the low resolution ones are 2D thumbnails or simplified versions. 

A more recent design suitable for mobile devices is Cover Flow® by Apple [9]. It is 
originally designed to display album covers in the media player application, however, 
today it is used in many different applications to present photos, videos, web pages, etc. 
The structure can be considered as two stacks placed on both sides of the item in focus. 

Lastly, a web browser extension named CoolIris® [10] incorporates 3D properties in 
its presentation for photo and video thumbnails. It uses a wall metaphor and places 
thumbnails on the wall as a grid. The grid has strictly three rows and the number of 
columns increases with the number of items. The viewport is tilted around the y-axis 
when scrolling horizontally through the thumbnails and perspective projection gives the 
depth perception while scrolling. Although the design is basically 2D, the tilting of 
viewport and perspective projection makes navigation faster by showing more items 
than a regular 2D grid. Loading items on the fly, instead of using pagination, also helps 
to increase the efficiency of navigation. A fundamental difference between this ap-
proach and Cover Flow® is that this approach does not focus on a particular item. 

3   Proposed Solution 

3.1   Overview of the System 

Our system consists of a 3D thumbnail generation subsystem and a 3D user interface 
subsystem. Figure 1 shows the overview of our proposed solution. 

 

Fig. 1. Overview of the system 

3.2   Thumbnail Generation 

The input of the thumbnail generation subsystem is a frame from the input 3D video, 
in the form of a depth image. Thus, two images are input to the system – an RGB 
color map, and a corresponding depth map approximating the depth of each pixel.  

Our thumbnail generation approach is shown in Figure 2. The input color map is 
first segmented into regions in order to calculate each region’s importance, as ex-
plained in Section 3.2.1 and 3.2.2. Our method then removes the important parts of 
the image, later to be exaggerated, and fills the gaps of the background using the 
technique described in Section 3.2.3. Afterwards, the filled background is resized to 
standard thumbnail size of 192 x 192. Then, important regions are pasted onto the 
resized background, as explained in Section 3.2.4. The final 3D thumbnail is gener-
ated by constructing a 3D mesh, as described in Section 3.2.5. 
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Fig. 2. Overview of the 3D thumbnail generation system 

3.2.1   Image Segmentation 
We use the mean-shift image segmentation algorithm for separating the input image 
into regions. In addition to the mean-shift method [11], there are alternative segmen-
tation methods such as graph-based [12] and hybrid segmentation approaches [13]. 
Pantofaru et al. compares the three methods by considering correctness and stability 
of the algorithms [13]. The results of this work suggest that both the mean-shift and 
hybrid segmentation methods create more realistic segmentations than the graph-
based approach with a variety of parameters. The results show that these two methods 
are also similar in stability. As the hybrid segmentation method is a combination of 
graph-based and mean-shift segmentation methods, and thus is more computationally 
expensive, we have chosen the mean-shift algorithm for its power and flexibility of 
modeling. 

The mean-shift based segmentation method is widely used in the field of computer 
vision. This method takes three parameters together with the input image: spatial ra-
dius hs, color radius hr and the minimum number of pixels M that forms a region. The 
CIE-Luv color space is used in mean-shift algorithm, therefore the first step is to con-
vert the RGB color map into Lαβ color space [14]. The color space has luminance, red-
green and blue-yellow planes. These color planes are smoothed by Gaussian kernels. 

Afterwards, for each pixel of the image with a particular spatial location and color, 
the set of neighboring pixels within a spatial radius hs, and color radius hr is determined 
and labeled. Figure 3 shows the image segmentation results for different values of hs, hr 
and M. In this work, we have chosen the parameters as shown in configuration (b). 

3.2.2   Color and Depth Based Saliency Map 
The next step computes an importance map from the input color map and depth map. 
The aim of the retargeting algorithm is to resize images without losing the important 
regions on the input image. For this purpose, we calculate the importance of each 
pixel, as a function of its saliency in the color map and the depth map. We compute 
the saliency based on color and depth differently, as described below. 
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                         (a)                       (b)                (c)                      (d) 

Fig. 3. Mean Shift Segmentation with different parameters. (a) Original Image; (b) hs = 7, hr = 
6 and M = 800, number of regions: 31, 15, 19; (c) hs = 6, hr = 5 and M = 50, number of re-
gions: 214, 268, 246; (d) hs = 32, hr = 30 and M = 150, number of regions: 1, 7, 6. 

Computation of Saliency Based on Color Map 
Most of the physiological experiments verify that human vision system is only aware 
of some parts of the incoming information in full detail. The concept of saliency has 
been proposed to locate the points of interest. In this work, we apply the graph-based 
visual saliency image attention model [15]. There are two steps for constructing the 
bottom-up visual saliency model: constructing activation maps on certain feature 
channels and normalization. This method is based on the bottom-up computation 
framework because in complex scenes that hold intensity, contrast and motion, visual 
attention is in general unconsciously driven by low-level stimulus.  

Feature extraction, activation and normalization of the activation map are three 
main steps of the graph-based visual saliency method: 

• In the feature extraction step, the features such as color, orientation, texture, 
intensity are extracted from the input image through linear filtering and computa-
tion of center-surround differences for each feature type.  

• In the activation step, an activation map is formed from the feature maps pro-
duced in step 1. A pixel with a high activation value is considered significantly 
different from its neighborhood pixels. 

• In the last step, normalization of the activation map is performed, by normalizing 
the effect of feature maps, and summing them into the final saliency value of the 
pixel based on the color map. 
 

Figure 4 shows sample results that are based on graph-based visual saliency image 
attention method. The detailed explanation of the algorithm can be found in [15]. 

Computation of Saliency Based on Depth Map 
We observe that depth is another factor to decide whether an object is of interest or 
should be ignored. In other words, closer objects should be more salient due to prox-
imity to the eye position. Therefore, we also use the depth map to calculate depth  
, 
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Fig. 4. Graph-based saliency map. a) Original image; b) salient parts of the image (red - most 
salient); c) resulting saliency map. 

 

saliency for each pixel in the input image. The function below for computing the 
depth importance map, adapted from the work of Longurst et al. [16], uses a model of 
exponential decay to get a typical linear model of very close objects. Therefore, in the 
equation, d and AD are constants to approximate the linear model by the overall rate 
of exponential decay [16]: 

 

Computation of Overall Saliency Map 
For each region that was computed as the result of the earlier segmentation step, we 
compute the overall saliency of the region, by averaging the sum of the color-based 
and depth-based saliency of pixels belonging to the region. 

3.2.3   Background Resynthesis 
The next steps after extracting important regions from the original color map are to 
resize the color map that has gaps to the standard thumbnail size, and to fill gaps with 
the information extracted from the surrounding area. This step adopts Harrison et al.’s 
inpainting method [17] that reconstructs the gaps with the same texture as the given 
input image by successively adding pixels from the image. The procedure is capable 
of reproducing large features from this input image, even though it only examines 
interactions between pixels that are close neighbors. Decomposing the input image 
into a feature set is avoided and the method could reproduce a variety of textures, 
making it suitable for this purpose. 

3.2.4   Pasting of Visually Significant Objects 
After extracting the important objects from the original color map and background 
resynthesis, the next step is to paste them onto the new background. We use a con-
straint-based method to paste each important region due to their overall saliency value 
from the most salient to least [3]. The goal of the algorithm is to preserve the relative 
positions of the important regions in order to maintain certain perceptual cues and 
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keep the resized image’s layout similar to the original image. To achieve this, there 
are four constraints: positions of the important objects must stay the same, aspect 
ratios of the important objects must be maintained, the important objects must not 
overlap in the retargeted background if they are not overlapping in the original image 
and the background color of the important region must not change.  

By using a decreasing order of the overall saliency, this step reduces the change in 
position and size of the important objects. Thus, from the most salient object to the 
least, the algorithm searches whether the four constraints are satisfied or not that are 
described above, and changes the size and position of the important object according 
to the original and target color map by calculating aspect ratio.  

3.2.5   3D Thumbnail Creation 
As a result of the previous step, two channels for the thumbnail are generated – the 
RGB thumbnail color map, and the corresponding depth map approximating the depth 
of each pixel. In the 3D thumbnail creation step, these color and depth maps are con-
verted to a 3D mesh representation. This conversion is necessary, as the depth image 
representation has several drawbacks for the thumbnail case. Thumbnails are expected 
to be small in size, to allow several of them to appear simultaneously on display. 
Depth images also introduce image fitting problems such as matching the perspective 
of the 3D thumbnail and the rendered 3D scene, and the eye-separation value of the 
cameras. Another drawback is that using a 3D mesh is much more flexible in terms of 
3D display usage. One can apply different object reconstruction methods to obtain the 
meshes and then render the scene for multiple view rendering.  

For construction of the 3D mesh, we gather the depth values of every pixel on the 
thumbnail using the depth image and produce vertices for each pixel. Then we connect 
these vertices to form the mesh. Depth values of pixels are mapped to the depth values 
of vertices. To increase the contrast in depth values we use only the minimum and 
maximum depth values of pixels and normalize them to [0-1] interval. We then simplify 
the 3D mesh to obtain a model that can be rendered in real time on the mobile device. 

3.3   3D User Interface Layout for Viewing Thumbnails 

One of the main reasons, and perhaps the most important one, to use thumbnails is to 
display as many of the items as possible at the same time. Therefore, the thumbnails 
are expected to be small, but still reasonably large to let the user have an idea on what 
is "inside" each item. We consider this principle while designing our 3D media 
browser user interface. We aim to make use of the 3D content and the autostereo-
scopic 3D display properties, for viewing the generated 3D thumbnails.  

We extend the card metaphor to support 3D cards and design two essentially dif-
ferent layouts, and experiment with various variations of them. The first design – i.e. 
linear design – focuses on one of the items by centering it on the screen and display-
ing the other items at the back (Figure 5-a). The second design (Figure 5-b) – i.e. grid-
based design – treats every item equally forming a grid structure. The following dis-
cusses the variations we apply to these main designs: 

• Rotation: in the linear design, we form a circular list (Figure 5-a) with the items 
at the back; in the grid-based design, all the items are forming two circular 
(Figure 5-d) or linear (Figure 5-c) lists that are placed on top of each other. 
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• Framed Thumbnails: we consider the use of frames around thumbnails to en-
hance the depth perception of 3D content and to establish boundaries between 
thumbnails (Figure 5-d and Figure 5-e). 

• Depth: the initial depth values of vertices of the mesh are mapped to [0-1] in-
terval, but in order to provide a better 3D perception on the autostereoscopic 
display, we scale each item's depth values by different values in a search for 
the best value (Figure 5-a and Figure 5-b). 

 

Fig. 5. Design alternatives for 3D user interface layout 

4   Discussion 

3D Thumbnail Generation 
We use the automatic retargeting method for creating 3D thumbnails. We have se-
lected this approach because we aim to preserve the multiple important objects’ origi-
nal position, importance and background color on the given color map. As discussed, 
there are alternative methods for creating thumbnails such as cropping and scaling. 
However, the results of earlier evaluation tests for the 2D case, performed by Setlur et 
al., show that neither cropping nor scaling preserves recognizability as much as the 
retargeting method [3].  

However, the retargeting method has disadvantages and limitations: the semantic 
relationships between objects aren’t preserved; important regions that are resized 
independently by their overall saliency lead to wrong relative proportions and incor-
rect handling of repeated textures if the background is complex.  

Although we use a simple method for creating 3D thumbnails for our system, the 
results are reasonable. It is also possible to use computer vision techniques that derive 
3D meshes from images and GPU-based computer graphics methods that give 3D 
view to 2D images. We’ll investigate these methods in our future work, and perform 
subjective and ergonomic evaluation of these alternatives. 

3D Layout 
We experiment with different 3D layout options, and identify a number of design 
suggestions for producing a 3D media interface with high usability. Subjects in our 
initial tests have reported that the use of rotation in grid-based layout provides a 
cleaner view with less overlap. In the absence of rotation, the depth effect is more 
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noticeable in thumbnails that are out of focus. Subjects have also reported that in the 
grid-based design, use of frames increases the 3D perception in some cases, but it also 
increases the eye strain, thus frameless design was more comfortable than the framed 
design in grid-based layout. On the other hand, in the linear design, the use of frames 
in the centered thumbnail yields significantly better perception in 3D than non-frame 
representation. 

For the linear design option, we conclude that the average depth value scaling val-
ues in the interval [1.5-2] provide a better depth perception on our auto-stereoscopic 
displays. The scaling values below this interval are still usable, but do not provide a 
good depth perception. Scaling values above are also usable until a certain limit, but 
they increase the screen space needed to show the thumbnail because of the increasing 
perspective effect. As for the background items in the linear-based design, the thumb-
nails need to be small in size, however, smaller size than a threshold decreases the 
depth perception. 

As a future work, we plan to conduct several ergonomics tests on the UI part of 
this study as well as experimenting with different UI designs that use 3D thumbnails. 
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Abstract. Video scene segmentation plays an important role in video structure
analysis. In this paper, we propose a time constraint dominant-set clustering algo-
rithm for shot grouping and scene segmentation, in which the similarity between
shots is based on autocorrelogram feature, motion feature and time constraint.
Therefore, the visual evidence and time constraint contained in the video con-
tent are effectively incorporated into a unified clustering framework. Moreover,
the number of clusters in our algorithm does not need to be predefined and thus
it provides an automatic framework for scene segmentation. Compared with nor-
malized cut clustering based scene segmentation, our algorithm can achieve more
accurate results and requires less computing resources.

1 Introduction

Recently, video scene segmentation has attracted much attention due to its critical role
in video structure analysis. Scenes are the semantic units of a video, and scene seg-
mentation is often formulated as a process of clustering video shots into groups, such
that the shots within each group are related to each other from a narrative or thematic
point of view. It is a challenging task since a good scene segmentation requires the
understanding of the semantic meanings conveyed by the video shots.

Much work has been done on scene segmentation in the last decade. They can be
roughly classified into three categories.

• Shot clustering based approach: It is well known that video shots belong to the
same scene are semantically similar. The similarities between the shots provide a basic
clue for the clustering based approach. In [1], the normalized cut algorithm is employed
to cluster video shots, and a temporal graph analysis is further used to detect the scenes.
Yeung et al. [2] propose a time constraint clustering algorithm for partitioning a video
into several story units. Rui et al. [3] propose an intelligent unsupervised clustering al-
gorithm based on the time locality and scene structure.
• Boundary detection based approach: In this approach, shot boundaries are consid-
ered as the candidates of scene boundaries and the false boundaries are removed by
checking the coherence of the similarity between different shots. Rasheed and Shah [4]
construct a backward shot coherence measure for scene detection. Lin et al. [5] propose
a shot correlation measure for scene segmentation based on dominant color grouping
and tracking.

S. Boll et al. (Eds.): MMM 2010, LNCS 5916, pp. 637–643, 2010.
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• Model based approach: This approach views that to group N shots into K scenes
is equivalent to estimating the model parameters {Φi}Ki=1, which represent the bound-
aries of K scenes. In [6], scene segmentation is formulated as a Bayesian inference
problem and solved by the Markov chain Monte Carlo (MCMC) technique. Zhao et al.
[7] propose an effective method for video scene segmentation based on best-first model
merging.

This paper proposes a time constraint dominant-set clustering algorithm for shot
grouping and scene segmentation, in which the number of clusters does not need to be
predefined and thus it provides an automatic framework for scene segmentation. The
rest of the paper is organized as follows. The proposed method for scene segmentation
is described in Section 2. Experimental results are presented and discussed in Section
3, followed by conclusions and remarks in Section 4.

2 Scene Segmentation

Figure 1 shows an overview of the proposed algorithm for scene segmentation. There
are three main steps: computing similarity matrix, dominant-set based clustering and
scene construction.

����� ��	�� 
	��������� ���� ���������� ����� �	��������	��	����� ��� ��������� �����

Fig. 1. The flowchart of the proposed algorithm

2.1 Shot Similarity Matrix

Given the input shots, the similarity between every pair of shots is calculated based on
both visual evidence and time constraint, and is stored in the similarity matrix W .

Visual Evidence. The visual evidence includes both static feature and motion feature.
Specifically, we adopt the autocorrelogram in HSV color space as the static feature for
a frame in a shot. Let the autocorrelogram feature of frame k be fk, and their similarity
with respect to the static feature is defined as:

ColSim(fx, fy) = exp(−||f
x − fy||2

δ
) (1)

where δ is the scaling parameter. Based on Eq.(1), the similarity between shot i and
shot j with respect to static feature is defined as follows.

StaSim(shoti, shotj) = min
fx∈shoti

max
fy∈shotj

(ColSim(fx, fy)) (2)

where fx and fy can be key frames of shoti and shotj respectively.
For motion feature, we measure the motion activity of a shot using inter-frame his-

togram difference. The motion activity of shot i is defined as

Mot(shoti) =
1

b− a

b−1∑
m=a

Dist(m, m + 1) (3)
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Dist(m, m + 1) =
∑

k

|hist(m)(k)− hist(m+1)(k)| (4)

where hist(m) is the histogram of frame m. From Eqs.(3) and (4), the motion informa-
tion inside a shot is represented by the average distance between consecutive frames.
The similarity between shots based on the motion feature is defined as follows.

MotSim(shoti, shotj) =
2×min(Mot(shoti), Mot(shotj))

Mot(shoti) + Mot(shotj)
(5)

As a result, shot similarity with respect to the visual evidence is obtained through a
linear combination of the static and motion feature similarities.

V isSim(shoti, shotj) = w×StaSim(shoti, shotj)+(1−w)×MotSim(shoti, shotj) (6)

where w(w ≥ 0.8) is a weighting factor for the static feature, because it is more reliable
than the motion feature.

Time Constraint. Time information is very important in video structure analysis. As
for scene segmentation, temporally adjacent shots likely belong to the same scene and
vice versa. Therefore, the time constraint needs to be incorporated into the shot similar-
ity calculation. Here, we adopt the exponential attenuation time constraint, meaning that
the similarity between different shots exponentially declines according to their temporal
distance.

W (shoti, shotj) =
{

exp (− dist(i,j)
σ ) if dist(i, j) < D

0 otherwise
(7)

where dist(i, j) is defined as | bi+ei

2 − bj+ej

2 |, in which bk, and ek are the indexes of
the beginning frame and ending frame of shot k, and D is a threshold.

Finally, the shot similarity based on both visual evidence and time constraint is:

ShotSim(shoti, shotj) = V isSim(shoti, shotj)×W (shoti, shotj) (8)

2.2 Clustering

As described in [8], the dominant-set clustering algorithm begins with the similarity
matrix and iteratively bipartitions the shots into dominant set and non-dominant set,
therefore, produces the clusters progressively and hierarchically. The clustering process
usually stops when all shots are grouped into one of the clusters or when certain criteria
are satisfied. We choose to terminate the clustering process when more than 95% shots
are clustered so as to avoid forming tiny and meaningless clusters.

2.3 Scene Construction

Although the time constraint is incorporated into the similarity matrix, the resulting
shot group still contains shots which are discontinuous in time. In this paper, we adopt
an interrelated connection strategy to overcome the discontinuous problem.
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Table 1. Scene construction algorithm

1. Set l ← m, e ← last(label(l),m)
2. While l ≤ e do

if last(label(l),m) > e e ← last(label(l),m)
l ← l + 1

3.shotm, shotm+1, · · · , shotm+e construct a scene

Let last(A, a) = maxi≥a,Label(i)=A i represent the shot index of the last occurrence
in shot group A starting at shot a. Thus the algorithm to construction a scene proceeds
in Table 1. The scene boundary is constructed at the index last(B, b) if starting from
a. In this way, a shot label occurs in one scene will not occur in other scenes. Due to
the time constraint part, this rule will not generate unreasonable scenes, and thus the
discontinuous problem is effectively migrated.

3 Experimental Results

3.1 Database

We constructed a challenging database including news video, TV-series, instructional
video, movies, and home video. News video data contained three clips from
TRECV2006; TV-series data were collected from the teleplay “Friends”; badminton
didactical clips constitute the instructional video data; movie data were from movie “If
You Are The One”; home videos were download from “youtube”. The detail informa-
tion of the database and the manually labeled scenes are shown in Table 2.

3.2 Evaluation Criterion

In our work, so a tolerance of 3 shots is defined for correct detection. If a scene bound-
ary is detected, but the distance between its boundary and the corresponding labeled
boundary is 4 ∼ 6 shots, this detection is considered as wrong matching. All the de-
tections can be divided into four categories: the number of wrong matching NWM ;
the number of annotated scenes missed NM ; the number of correct detections NC ; the

Table 2. Database

Clips Time Frame Shot Scene

clip1 0:28:20 50,950 249 21
clip2 0:28:20 50,950 35 4News Video
clip3 0:28:20 50,950 216 18
clip1 0:28:52 43,153 322 16

TV-series clip2 0:22:01 32,903 230 13
Instructional Video clip1 0:20:05 29,983 88 5

Movies clip1 0:27:13 40,837 144 7
Home video clip1 0:20:12 30,775 33 6
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number of false detections NF . Thus the number of scenes annotated by human Ntrue

and the number of detected scenes Ndetected can be represented as:

Ntrue = NC + NWM + NM , Ndetected = NC + NWM + NF

Recall and precision are commonly used as the measure for performance evaluation,

Precision = NC/Ndetected, Recall = NC/Ntrue

however, recall and precision are two contradictory criterions, so we introduce F1 as an
all-around criterion.

F1 =
2 × Precision × Recall

P recision + Recall

3.3 Results

We conduct a comparison experiment between the proposed algorithm and normalize
cut based scene detection algorithm [1] on our database. The parameters employed in
our algorithm are set as follows {δ = 1, w = 0.85, σ = 750, D = 1500}, and all the
shots are segmented by twin comparison algorithm [9].

The results of our algorithm are detailed in Table 3, from which we can see that our
algorithm achieved good performance. The number of the wrong matching and unde-
tected scenes are small. Among all categories of video clips, the segmentation results
on the news videos is the best, this is because news video often has a more structural
content. Notice that the our algorithm tends to over-segment the videos where no scene

Table 3. Results of our algorithm

Scenes(Detected) Correct Wrong match Missed False P R F1

30 19 2 0 9 0.63 0.90 0.75
5 4 0 0 1 0.80 1.00 0.89News Video

24 16 0 2 8 0.67 0.89 0.76

TV-series 32 13 1 2 18 0.41 0.81 0.54
22 13 0 0 9 0.59 1.00 0.74

Instructional Video 11 4 1 0 3 0.50 0.80 0.62
Movies 16 5 2 0 9 0.31 0.71 0.43

Home video 4 4 0 2 0 1.00 0.67 0.80

Table 4. Results of normalized cut based algorithm

Scenes(Detected) Correct Wrong match Missed False P R F1

32 16 1 4 15 0.50 0.76 0.60
5 4 0 0 1 0.80 1.00 0.89News Video
31 18 0 0 13 0.58 1.00 0.73

TV-series 32 13 2 1 17 0.41 0.81 0.54
24 10 3 0 11 0.42 0.81 0.54

Instructional Video 8 4 1 0 3 0.50 0.80 0.62
Movies 10 2 3 2 5 0.20 0.29 0.24

Home video 3 3 0 3 0 1.00 0.50 0.67
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Fig. 2. Comparison of results

exists. From user’s perspective, over segmentation is probably better than under seg-
mentation, because it is much easier to merge the over-segmented scenes than to split
the under-segmented scenes.

In the normalized cut based algorithm, the number of shot clusters needs to be pre-
defined. However, the number of shot clusters usually does not equal to the number of
scenes. We found empirically that a proper value for the cluster number is twice the
scene number for the normalized cut clustering algorithm. The results of normalized
cut based scene segmentation are shown in Table 4. To clearly compare the results of
these two algorithms, the bar charts of the F1 values are shown in Figure 2. It can be
seen that our algorithm outperforms normalized cut based algorithm and, in addition, it
does not need any prior knowledge to specify the cluster number. While the number of
clusters is very important in the normalized cut based algorithm and greatly impacts its
performance. Moreover, since our algorithm does not need to solve the eigen-structure
of the similarity matrix, it is more efficient than normalized cut based algorithm, and
the computation time needed by normalized cut based clustering is about 4 times of that
of the dominant-set clustering.

4 Conclusion

This paper has presented a time constraint dominant-set clustering algorithm for shot
grouping and scene segmentation, in which the similarity between shots is based on
autocorrelogram feature, motion feature and time constraint. The algorithm offers an
automatic framework for scene segmentation with less demand on computing resources
and better performance than normalized cut based scene segmentation algorithm.
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Abstract. This paper presents a new approach on nipple detection for adult con-
tent recognition, it combines the advantage of Adaboost algorithm that is rapid 
speed in object detection and the robustness of nipple features for adaptive nip-
ple detection. This method first locates the potential nipple-like region by using 
Adaboost algorithm for fast processing speed. It is followed by a nipple detec-
tion using the information of shape and skin color relation between nipple and 
non-nipple region. As this method uses the nipple features to conduct the adult 
image detection, it can achieve more precise detection and avoids other meth-
ods that only detect the percentage of exposure skin area to decide whether it is 
an adult image. The proposed method can be also used for other organ level de-
tection. The experiments show that our method performs well for nipple detec-
tion in adult images.  

Keywords: Pornographic image, adult image, obscene image, nipple detection, 
naked image detection. 

1   Introduction 

There are a huge number of adult images that can be freely accessed in multimedia 
documents and databases through Internet. To protect children, detection and block-
ing the obscene images and videos received more and more concern. Automatic rec-
ognition of pornographic images has been studied by some researchers. Current 
methods can be briefly classified into two kinds [1]: (1) Skin-based detection and (2) 
Feature-based detection.  

Skin-based methods focus on skin detection. Many skin models have been devel-
oped based on color histogram [1], chromatic distribution [2], color and texture in-
formation [3][5][6][8][9]. After skin region has been detected, perform one of below 
detections: (a) Model-based detection [3] which is using a geometrical model to  
describe the structure or shape of human body; (b) Region-based detection which 
extracts features for recognition based on the detected skin regions. These features 
include contour and contour-based features [1][8], shape features [2][6], a series of 
features [9] from each connected skin region: color, texture, and shape, etc. Feature-
based methods focus on using the features directly extracted in the images. These 
features include normalized central moments and color histogram [4], shape feature 
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(Compactness descriptor) [7], etc. These methods tend to use a global matching rather 
than a local matching.  All existing methods mentioned above suffer from a funda-
mental problem that they did not conduct the detection at the organ (object) level. A 
certain percentage of skin detected over the whole image or a human body does not 
mean it is a naked adult image. To make a correct judgment, the basic rule is checking 
whether the female nipples, male and female private parts are exposure into the im-
age. The only paper can be found in literature that detects the sex organ is in [10] for 
nipple detection. This method conducted the skin detection first, and then performed 
the nipple detection using self-organizing map neural network. They claimed that the 
correct nipple detection rate is 65.4%.   

This paper focuses on nipple detection in images. It is a fundament step in pornog-
raphy image detection. Our method is an organ model driven, that means we empha-
size the features of organ to be detected.  In nipple detection, shape and skin are the 
most important features for nipple appearance. Therefore, in the real application, both 
of them should be combined for detection, at least play the same important role.  Our 
method consists of two stages: 

(1) Rapid locating for potential nipple region. Adaboost algorithm with Haar-like 
features is used to rapidly locate the possible nipple regions. 

(2) Nipple detection which combines shape and skin statistical information is ap-
plied to determine whether the located regions from stage 1 are the real nipples.    

The remaining structure of this paper is arranged as follows. Section 2 briefly intro-
duces the Adaboost algorithm with Haar-like features and its application in searching 
the possible nipple region. Section 3 describes the details of the nipple model for 
nipple detection. Experimental results and discussion are presented in Section 4. Fi-
nally, the conclusion of this paper is presented in Section 5. 

2   Rapid Locating for Possible Nipple Region 

Adaboost algorithm is first proposed in [11] for fast face detection with the Haar-like 
features which are based on computing the gray level values within rectangle boxes. 
The Adaboost algorithm takes as input of a training set of positive and negative sam-
ples and then constructs a cascade detector as linear combination of simple and weak 
classifiers.  It can achieve a fast processing speed by using integral image.  

In our Adaboost training proceeding, we are using 638 single nipple images as 
positive samples, 19370 images as negative samples. Some nipple samples from posi-
tive training set are shown in Fig. 1(a). The trained Adaboost detector contains 16 
stages with 257 weak classifiers.   

Adaboost algorithm may not always get a correct detection. We found that there are 
some false alarms in Adaboost nipple detection. Fig. 1(b) shows two examples. The 
red boxes indicated in Fig. 1(b) are the results from Adaboost algorithm.  There are 
total 4 regions that have been located as possible nipple regions. However, two of them 
are false results, the regions of eye and belly button are wrongly detected as nipple. 
This is because Haar-features calculate the summary grey values within the rectangle 
box, the detail clues in these boxes are lost. To remove such false nipples regions, a 
further nipple detection is applied following. The details are showed in next section. 
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             (a)         (b)  

Fig. 1. (a) Some nipple samples from training set. (b) Nipple detection results in Adaboost 
algorithm. Red boxes without cross sign are the correct results from Adaboost algorithm, while 
the red boxes with cross sign are the false alarms detected that are removed in section 3.   

3   Nipple Detection 

A filter which is using the nipple skin statistical information is developed to remove 
the false nipple detected in Adaboost. First the statistical information of skin color 
relation between nipple and region surrounding nipple has to be extracted, and then 
this information is used to filter off the non-nipple region detected in last stage.    

3.1   Color Statistical Information Extraction for Nipple Skin 

Here we focus on the red and green components in nipple regions, as the statistical 
information shows that the red and green have a related significant difference between 
the nipple and non-nipple skin. We are using the same nipple images that have been 
used as the positive samples in Adaboost training. We first extract the standard devia-
tion of gray values of pixels in nipple and non-nipple skin, and then extract means and 
distributions of (R

sur
 - R

nip
) and (G

sur
 - G

nip
) / (R

sur
 - R

nip
), here nip and sur denote the nipple 

and non-nipple region. It can be observed that the nipple skin contains more R com-
ponent compared with non-nipple skin, but it is reversed for G component. The ex-
tracted information is used to determine the thresholds used in the nipple detection 
algorithm presented in next section. 

3.2   Nipple Detection Algorithm 

The results from Adaboost algorithm are fed into this detection. The color and gray 
information are used in this stage. It involves few steps list below: 
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        (a)       (b)    (c)           (d)       (e)     (f)           (g)  

Fig. 2. Create the templates for nipple and ring region surrounding nipple. (a) Input image for 
stage 1. (b) Canny edge detection. (c) Connect broken boundaries and remove spur. (d)(e) 
Templates of sampling region for nipple. (f)(g) Sampling region for nipple region. 

(1) Conduct Canny edge detection for input from stage 1, see Fig. 2(a)(b).  
 

(2) Clean the small size objects and then fill holes for remained object, see  
Fig. 2(c). 

(3) Get the biggest object from the remained objects and check the ratio of its width 
and height. If the ratio is not in a certain range, will judge it as a fake nipple re-
gion and Stop. Otherwise, assume it is a nipple pattern and go to next step. 

(4) Form the templates for sampling the nipple region and the region surrounding 
nipple, see Fig. 2(d)(e).  

(5) The template for the ring region surrounding nipple is created from the templates 
of nipple by dilating and subtraction. Calculate the standard deviations (stdnip, 
stdsur) of those pixels in nipple region and the ring region surrounding nipple in 
their grey images, respectively. If anyone of (stdnip, stdsur) exceeds a certain range 
which is extracted in section 3.1, judge it as a fake nipple and Stop.   

(6) Calculate the mean values (Mnip, Msur) for R, G, B components of those pixels in 
nipple and the ring region surrounding nipple in their color images, respectively.  
Here denote Mnip=( Rnip, Gnip, Bnip) and Msur=( Rsur, Gsur, Bsur). In order to be a 

true nipple, all of conditions listed below must be satisfied:   

(i) (Rsur - Rnip)/ Rsur < Threshold0; 
(ii)  Threshold1 >(Gsur - Gnip)/( Rsur - Rnip) > Threshold2;  

Based on the extracted statistical information in section 3.1, the Threshold0, 
Threshold1 and Threshold2 are set to 0, 0.57 and -1.34, respectively. 

The red boxes with cross sign in Fig. 1(b) show the removed nipple regions based on 
above algorithm. From there it can be observed that although some false nipple re-
gions have been located in stage 1 of our method, they can be filtered out in stage 2. 

4   Experimental Results and Discussions 

The above algorithm has been simulated by using Matlab codes and tested to porno-
graphic images downloaded from Internet. A database of 980 images, which consists 
of 265 images with 348 labeled nipples and 715 non-nipple images, is used for test-
ing. Fig. 3 shows some results of nipple detection. Table 1 presents the experimental 
results for this testing database. There are 75.6% of nipples have been corrected de-
tected but 24.4% missing. Those results presented in [10] which are 65.4% and 
34.6%, respectively. However, it is hard to compare as we are not using the same 
dataset for testing.  
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Table 1. Experimental result for testing 

 Number Percentage (%) 
Total images 980  
Nipple images 265  
Non-nipple images 715  
Total Nipples 348  
Detected nipples 263 263 / 348 = 75.6 % 
Missing nipples 85 85   / 348 = 24.4 % 
False Detection 170 170 / 980 = 0.174 /per frame 

   
            (a)                              (b)        (c) 

   
           (d)              (e)        (f)  

Fig. 3. Some results in nipple detection. (a)-(d) Correct detection, red boxes show the nipple 
detected; (e) Belly button is wrongly detected as nipple. Right nipple is not located in Adaboost 
algorithm. (f) Left nipple is judged as a fake nipple in stage 2 due to half of its region is in the 
shadow. The red boxes with cross sign are determined as the false nipples in stage 2. 

The false detection in our method is still need to be reduced, as there are total 170 
false alarms have been detected, false rate is 0.174/per frame. Two samples of false 
detections are showed in Fig. 3(e)(f). It can be observed that the belly button (Fig. 3(e)) 
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sometime is still confusing our algorithm due to the similar shape and appearance with 
nipple. The shadow (Fig. 3(f)) may also cause a wrong decision in stage 2 of our 
method due to half of its region is in the shadow.   

5   Conclusion 

This paper presents a two-stage nipple detection algorithm for adult images inspec-
tion. It is using nipple features for organ level detection. In the first stage, Adaboost 
algorithm is applied to fast locate the potential nipple regions. In the second stage, a 
nipple model is implemented to further confirm the real nipple from the results of first 
stage. This nipple model includes the shape and skin color information of nipple and 
the skin surrounding nipple to effectively detect real nipple in the images. The pro-
posed method was tested for finding the nipple in the real images, the experimental 
results show the efficient and accuracy of the proposed algorithm.  

Our future work will focus on the following aspects to improve our method: (1) A 
dual-threshold or multi-threshold can be applied in Adaboost to reduce the false detec-
tion in stage 1 of proposed method. (2) Color information can be involved in Adaboost. 
(3) To fully judge whether an image is pornography, the private part of human body 
must be detected as well. A different model has to be constructed for this purpose. 
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Abstract. Bayesian learning (BL) based relevance feedback (RF) schemes 
plays a key role for boosting image retrieval performance. However, traditional 
BL based RF schemes are often challenged by the small example problem and 
asymmetrical training example problem. This paper presents a novel scheme 
that embeds the query point movement (QPM) technique into the Bayesian 
framework for improving RF performance. In particular, we use an asymmetric 
learning methodology to determine the parameters of Bayesian learner, thus 
termed as asymmetric Bayesian learning. For one thing, QPM is applied to es-
timate the distribution of the relevant class by exploiting labeled positive and 
negative examples. For another, a semi-supervised learning mechanism is used 
to tackle the scarcity of negative examples. Concretely, a random subset of the 
unlabeled images is selected as the candidate negative examples, of which the 
problematic data are then eliminated by using QPM. Then, the cleaned unla-
beled images are regarded as additional negative examples which are helpful to 
estimate the distribution of the irrelevant class. Experimental results show that 
the proposed scheme is more effective than some existing approaches. 

Keywords: Asymmetric learning, Bayesian, image retrieval, relevance feedback. 

1   Introduction 

Relevance feedback (RF), as a powerful tool for bridging the gap between the  
high-level semantic concepts and the low-level visual features, has been extensively 
studied in content-based image retrieval (CBIR) [1]. RF focuses on the interactions 
between the user and the search engine by letting the user provide feedback regarding 
the retrieval results, i.e. the user has the option of labeling a few images returned as 
either positive or negative in terms of whether they are relevant to the query concept 
or not. From this feedback loop, the engine is refined and improved results are re-
turned to the user. Early RF schemes are heuristic, which aims to improve the query 
vector or similarity measure function. However, these methods make strong assump-
tion that the target class has an elliptical shape in the feature space, but it is not hold 
true in the semantically relevant image retrieval. Later on, researchers began to con-
sider RF as a statistical learning problem, which attempts to train a learner to classify 
                                                           
* Corresponding author. 
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the images in the database as two classes, i.e. relevant (positive) class and irrelevant 
(negative) class, in terms of whether they are semantically relevant to the query or 
not. Support vector machine (SVM) has good performance for pattern classification 
by maximizing the margin of classification hyperplane and thus has been widely used 
to design RF schemes [2]. However, training a SVM learner is a very time-consuming 
process, which is inconsistent with the real time requirement of RF. In contrast, 
Bayesian learner is very easy to construct, not needing any complicated iterative pa-
rameter estimation methods [3].  

Duan et al. [4] proposed an adaptive Bayesian RF algorithm, termed as Rich get 
Richer (RGR), which aims at emphasizing the more promising images and de-
emphasizing the less promising one by assigning high probabilities to the images 
similar to the query. However, this method often suffers from the small example  
problem. To address this problem, Yin et al [5] proposed a hybrid RF method by 
combining BL and query point movement (QPM) technique. But they ignore another 
characteristic indwelled in RF, i.e. the asymmetrical distribution between the positive 
and negative examples. Zhang et al [6] proposed a stretching Bayesian method which 
assumed that each negative example represents a unique irrelevant semantic class and 
the unlabeled examples near to the concerned negative example are regarded as addi-
tional negative examples. The examples close to the concerned negative example 
should have a strong chance to belong to the same semantic class, and thus a few 
irrelevant classes that contain the observed negative examples are emphasized.  
However, there are a lot of irrelevant classes existing in database and most of them 
are ignored.  

In view of above discussion, an asymmetric Bayesian learning (ABL) scheme is de-
veloped in this paper, which investigates three special problems in RF, i.e. real time re-
quirement, small example problem, and asymmetric training example problem [1]. First, 
we construct a very simple learner based on Bayesian inference so as to avoid a compli-
cated learning process. Moreover, an asymmetric learning strategy is applied to estimate 
the distribution of the positive and negative class. Finally, a novel semi-supervised learn-
ing mechanism is presented for tackling the scarcity of negative examples.  

2   The Proposed Scheme 

Given the query, we apply Bayesian theory to determine the degree that an image in 
database is classified as a positive or a negative one according to the prior history of 
feedbacks provided by the user. Since the probability over the whole database is up-
dated after each feedback, the CBIR system, therefore, able to retrieve as many as 
positive images and reject as many as negative images from being retrieved. Let P 
denote the positive example set while N denotes the negative example set, and x de-
notes a random image in database. We use ( )p  to denote a probability. Based on 

Bayesian inference, the following equations hold: 

( ) ( ) ( ) ( )p p p pP|x x|P P x=  (1)

( ) ( ) ( ) ( )p p p pN|x x|N N x=  (2)
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Then, the CBIR system can judge whether x is relevant to the query using the leaner: 

( ) ( )
( )

( ) ( )
( ) ( )

( )
( )

( )
( )

p p p p p

p p p p p

P|x x|P P x|P x|P
L x,P,N =

N|x x|N N x|N x|N
ξ= ≈ ∝  (3)

Here, the response of the learner describes the relevancy confidence of image x to the 
query, and thus the learner could produces a rank of images according to how confident 
it believes the images are relevant to the query. Since the number of the positive images 
is much less than that of the negative images in the database, ( ) ( )p pP N  is treated as a 
small constant ξ  and thus the learner is further simplified as ( ) ( )p px|P / x|N . The 
class-conditional probability density function ( )p x|P  and ( )p x|N  can be approximated 
by using Gaussian kernels. To simplify the following description, we use ci (i=1, 2) 
denotes the class label (c1=P, c2=N). We assume that each feature dimension of all ex-
amples belonged to ci class satisfies Gaussian distribution. 

( ) ( )
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2

1 1
p
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i i
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k i c c
k k

x -
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σ σ
μ

π

⎡ ⎤⎛ ⎞
⎢ ⎥− ⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦

 (4)

where kx  is the kth dimension of the feature vector of an image, ( )ic
kμ and ( )ic

kσ are the 
mean value and the standard deviation of the kth dimension of all examples belonged 
to ci class, respectively. Finally, the ( )p ix|c  can be determined by using equation (5): 

( ) ( )
1

p p
T

i k i
k

x|c x |c
=

= ∏  (5)

where T is the number of dimensions of the feature space. Generally, ( )ic
kμ  and ( )ic

kσ  
can be estimated depending upon user labeled images. From Eq. (3)-(5), it can be seen 
that four parameters of the constructed learner are needed to determine: ( ) ( ){ }P P

k= μμ , 
( ) ( ){ }P P

k= σσ , ( ) ( ){ }N N
k= μμ , ( ) ( ){ }N N

k= σσ , k=1…T. 
Most BL based RF schemes directly estimate ( )Pμ  and ( )Pσ  for relevant class using 

the observed positive examples. However, the positive examples labeled in RF may 
not be the most representative examples in the potential target class. Hence, the user 
has to repeat many rounds of feedback to achieve desirable results. Inspired by [5], 
ABL, by using QPM, attempts to mine a potentially better pattern for representing the 
target class. But the strategy used in ABL is different from that used in [5] which 
apply QPM to estimate the parameters for the relevant and irrelevant classes in the 
same manner. But ABL uses QPM for relevant and irrelevant classes with different 
purposes. 

QPM aims to reformulate the query vector through user’s feedback so as to move the 
query point to a region involving more positive examples in the feature space. Let Q 
denote the original query, the reformulated query, denoted as Q *, can be computed by: 

k k

* k k

y P y N

y y
Q = Q+

P N
α β γ

∈ ∈

−∑ ∑  (6)
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where •  denotes the size of a set, and α , β , and γ  are constants used for control-
ling the relative contribution of each component. Our experiments show that the ABL 
is not sensitive to the setting of these parameters. Empirically, we set the values of 

0 3.α = , 0 6.β = , and 0 3.γ = . In some sense, Q* represents the mass centroid of the 
all possible positive examples, and thus it is reliable to assume that Q* is also a rational 
estimate for the mean vector of the assumed Gaussian density of the positive examples. 
Hence, we set ( )P *Q=μ . Then, based on ( )Pμ  and P, ( )Pσ  can be estimated. 

Unlike positive examples, each negative example is ‘negative in its own way’ [1] 
and the small number of labeled negative examples can hardly be representative the 
entire irrelevant class. ABL applies a semi-supervised learning mechanism to over-
come the scarcity of negative examples. Our approach is based on a fact that, for any 
given query, negative examples make up an extremely large proportion of the existing 
database. So a random subset of the unlabeled image set can be selected as the addi-
tional negative examples. Furthermore, to improve the data quality, a QPM-based 
data cleaning method is applied to eliminate the possible positive examples in the 
selected unlabeled images.  

(1) Collecting unlabeled images. 
A random subset of the unlabeled images, denoted as NU, is generated by using ran-
dom sampling. 

( )UN Sampling U=  with ( )U SN fix Uσ= ⋅  (7)

where U denotes the unlabeled image set, ( )Sampling • denotes random sampling 
from a certain set, ( )fix • denotes the mantissa rounding operator, and [ ]0 1S ,σ ∈  is 
the sampling scale which is used for controlling the number of examples sampled 
from U. 

(2) Cleaning the selected unlabeled images. 
Since Q* represents the mass centroid of all possible positive examples, the examples 
close to Q* should have a strong chance to be positive. Depending upon this assump-
tion, ABL tries to remove the k most “similar” examples to Q* from NU. A simplified 
version of Radial Basis Function is applied to measured the similarity between Q* and 
the examples in NU. The cleaned image set, denoted as N*, can be generated by 

( )2

2x
1

x x
i U

k

* *
U i i

N
i

N =N argmax  exp Q
∀ ∈ =

⎧ ⎫
− − −⎨ ⎬
⎩ ⎭

with ( )C Uk fix Nσ= ⋅  (8)

where [ ]0 1C S ,σ η σ= ⋅ ∈  is the cleaning scale used for controlling the number of 
examples removed from NU, and η  is a constant used for adjusting the relationship 
between Cσ  and Sσ . To eliminate the ‘bad’ examples as much as possible Cσ  may 
be slightly larger than Sσ  because the candidate negative examples are readily avail-
able in the database. Empirically, η  is set to 1.3. Finally, ( )Nμ  and ( )Nσ  are estimated 
depending upon N∪N*. 

Essentially, our approach could be regarded as a type of active semi-supervised 
learning algorithm. In the absence of the teacher, our approach just discards the prob-
lematic data after identification instead of asking the teacher for labels as in the stan-
dard active learning scenario. 
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3   Experiments 

To demonstrate the effectiveness of the proposed ABL, we compare it with SVM 
active learning (SVM-AL) [2] and Rich get Richer (RGR) method [4]. 3000 images 
selected from COREL dataset are used to form the testing image database.  

At the beginning of retrieval, the images in the database are ranked according to 
their Euclidean distances to the query. After user feedback, three learning methods are 
then used to rerank the images in the database. In each round of RF, the user labels 20 
images for the system.  

Sampling is the most important step for ABL. Selecting a small number of unla-
beled examples might make the improvement trivial, while selecting a large number 
of unlabeled examples might include non-informative or even poor examples into the 
training set. To select optimal values of Sσ , various feasible values of each parameter 
are tested. After 60 experiments, the parameter with the best performance among 
those experiments is 0 1S .σ = . 

  

  

Fig. 1. Performance of the proposed algorithm compared with some existing algorithms 

Fig. 1 shows the average precision at the top20, top 40, top 60, and top 80 retrieval 
results of the three methods. As can be seen, our ABL outperforms the other two 
methods, especially at the first round of relevance feedback. By iteratively adding the 
user’s feedbacks, the performance difference between ABL and the other two meth-
ods gets smaller. Since the number of the labeled images is very limited after the first 
round of feedback, SVM-AL and RGR can hardly show meaningful results, yet ABL 
can outperform them obviously since the unlabeled examples are used by it. As the 
number of feedbacks increases, the performance of SVM-AL and RGR becomes 
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much better. But our ABL continues to perform the best. The above observations 
show that the proposed asymmetric learning mechanism is effective and ABL method 
can improve the retrieval performance significantly by using only a few rounds of 
feedbacks. 

4   Conclusions 

In this paper, a novel asymmetric Bayesian leaning (ABL) based RF algorithm is 
presented. There are several key elements in our scheme:  

(1) To satisfy the real-time requirement in RF, a very simple learner is constructed 
based on Bayesian inference. (2) Asymmetric learning strategy is applied to tackle the 
distribution imbalance between the positive and negative examples. (3) Semi-
supervised learning mechanism is introduced in our scheme, and the unlabeled data is 
helpful to improve the generalization capability of learner. Experimental results illus-
trate the effectiveness of the proposed algorithm.  
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Abstract. This paper describes a visualization method for showing clusters of 
video stories for the purpose of summarizing an episode of a TV series. Key 
frames from the video story segments are automatically extracted and clustered 
based on their visual similarity. Important keywords are then extracted from 
video subtitles to describe the semantic content of each story cluster in the form 
of tag clouds. The evaluation of the automatic processing has shown promising 
results, as the generated summaries are accurate and descriptive. 

Keywords: Visualization, video summarization, story clusters. 

1   Introduction 

The popularity of television series provides a business opportunity for “episode 
guide” websites such as TV.com [1], as well as official websites provided by produc-
ers or distributors of various TV series. Conventionally, these websites present a tex-
tual summary of each episode in the series, possibly with some screen captures, but 
both the summary and the images have to be created or selected manually. 

A number of different video summarization techniques have been developed in the 
past, with different points of view and objectives. Based on the form of the summary 
output, existing techniques are classified into two categories [2]. The first category 
produces a set of keyframes, which are static images representing the contents of a 
video, while the second category produces a video skim, or a shorter video from the 
original one. 

There has been some research in the past on use of speech transcripts in the field of 
multimedia retrieval. A simple text-based video retrieval method was presented in [3], 
where speech recognition is used to obtain textual information similar to that of subti-
tles. The resulting text is scanned for certain keywords that signify specific emotions. 
However, the use of this technique for video summarization is limited, due to relying 
only on finding predefined words. A different video summarization method based on 
keyword extraction was proposed in [4], whereby tf-idf vectors are created for  
each segment in the subtitles. Important keywords in the video are detected by clus-
tering the tf-idf vectors. The segments where these keywords occur are used for the 
video summary. This method, however, does not take into account the visual aspect of  
the video. 
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In this paper, we propose a hybrid visualization method for summarizing an epi-
sode of a TV series. This method combines the visual-based information in the form 
of keyframes extracted from the video, as well as textual-based information in the 
form of keywords taken from the episode subtitles. The visualization shows shots 
from story clusters within the video, combined with a tag cloud of keywords for each 
cluster and for the whole episode. 

2   Framework Description 

2.1   Automatic Clustering of Stories 

In order to visually separate a video into stories, the system firstly detects the transi-
tion between video shots. The shot boundary detection method is based on comparing 
the histogram of nearby frames using the chi-square test [5] with emphasis on color 
hue, which has been shown to be effective [6]. In order to speed up the process, 
frames are sampled at one tenth of the original frame rate. Shot changes at less than 
two seconds from the preceding ones are ignored because these are generally due to 
very fast-moving camera shots. The effectiveness of this shot boundary detection 
method has been extensively tested for rushes videos in the TRECVID database [7], 
and our preliminary tests showed its suitability for TV series as well. 

After the shot units are extracted, keyframes are selected automatically to visually 
represent each shot. To save processing time, this is done using a simple method 
whereby for every shot, the system selects the frame at the two-seconds into the shot 
as the keyframe. Thus any shot that is less than two seconds is deemed too short and 
not significant enough to be used in the summary. 

The actual clustering of stories uses a time-constrained hierarchical clustering simi-
lar to the one described in [8]. Our clustering method uses the histogram difference of 
shot keyframes, calculated using the chi-square test, as the distance metric. Two shots 
are linked into one cluster if they satisfy these two criteria: (1) the histogram differ-
ence between the shots fall below a set threshold determined from experiments; and 
(2) the shots occur within a set time difference of each other, ensuring that shots far 
apart in the video are not accidentally clustered together. 

Each of the resulting clusters shows a particular story, for example, a conversation. 
To filter out very short story clusters (noise), clusters that are less than 15 seconds in 
length are removed. This leaves the clusters that cover significant parts of the episode. 

2.2   Automatic Keyword Detection 

Keywords in a video are detected from its subtitles. For many recent TV series, this is 
available in the respective DVD releases, and can be extracted using programs such as 
SubRip [9] or Avidemux [10]. Subtitle texts are associated with video shots based on 
their timestamps, and a database of words appearing in the subtitle texts is then built. 
Stop word removal is used to filter out common words that are not suitable as key-
words. The words are also stemmed using the Porter stemmer [11, 12]. 
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To rank the keywords in a particular video the following formula is used: 
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where nt is the occurrence of term t in the episode; n is the occurrence of all terms in 
the episode; and Ft is the frequency of t in spoken English. A published word fre-
quency database for spoken English is available in [13]. 

Keyword scores for each story cluster are calculated similarly, except we use a 
measure like tf-idf in order to compare the word frequency within the cluster with the 
word frequency in the whole episode. This increases the value of unique keywords 
within the particular cluster. This tf-idf value is then combined with the inverse word 
frequency in spoken English. We define the score of a particular term in a cluster as: 

,
1

loglog,
,

ttclust

tclust
tclust FC

C

n

n
score ××=  (2) 

where nclust,t is the occurrence of term t in the cluster clust; nclust is the occurrence of 
all terms in clust; C is the number of clusters in the episode; Ct is the number of clus-
ters containing t; and Ft is the frequency of t in spoken English. 

2.3   Visualizing the Summaries 

In order to show the keywords within the whole video or a particular cluster, we 
chose to visualize them as a tag cloud of twenty of the highest-scored keywords, 
sorted alphabetically. The size of the keyword text in the output is scaled based on the 
score. Therefore, higher-valued keywords are shown in larger font sizes. 

Cluster keyframes are shown in thumbnail size below the keywords tag cloud. 
Each thumbnail is accompanied by a timestamp indicating where the shot appears in 
the video. When the user clicks on a thumbnail, the full-size picture is displayed. 

Combined together, the keywords tag cloud and image thumbnails give users a 
visual and textual overview of stories and themes within the TV series episode. 

3   Results 

The method presented in this paper was tested on four popular TV series. The particu-
lar series and episodes used in this experiment were selected arbitrarily in order to 
demonstrate the generality of our method. 

The ground truth used in the experiment is partly based on the “episode recaps” 
found on TV.com [1]. Using this, we determined stories contained in the videos. 
These stories are then matched with the stories we obtained in the summary. 

The first video that we used for experiment is from the series “Doctor Who”. This 
video is characterized by a straightforward plot, with no side stories or flashbacks. 
The recording in this video uses a lot of close-up shots. 

The second video comes from “Battlestar Galactica”, which has several parallel 
plots with characteristically distinct environment backgrounds, taking place in two 
different planets and a space ship. There are also several flashbacks. 



 Automatic Visualization of Story Clusters in TV Series Summary 659 

The third video is from the series “Desperate Housewives”. This video also has 
several parallel plots happening around the same time at various locations. There is a 
recurring flashback that is shown a few times. Compared to the other videos, this 
video is a lot more visually diverse and is shot with more kinds of backgrounds. 

The last video in the experiment dataset comes from “Terminator”. The plot in this 
video involves three timelines: the “past”, the “present”, and the “future”. These three 
timelines are shown interspersed with each other. 

Results and Sample Output. Table 1 shows the result of the story clustering. 

Table 1. Accuracy of the story clustering method on the test videos 

Vide Actual Found Accurate Precision Recall 
Doctor Who 18 23 14 77.78% 60.87% 
Battlestar Galactica 28 17 15 53.57% 88.24% 
Desperate Housewives 26 22 16 61.54% 72.73% 
Terminator 23 17 15 65.22% 88.24% 

 
Fig. 1(a) shows keywords from the Doctor Who episode. This episode depicts 

characters watching the death of planet Earth due to heat from the sun. Humans and 
aliens are watching from space, and the plot involves someone tampering with the 
sunfilter of the spaceship windows (causing them to descend), endangering the ship 
guests. The story cluster shows the exchange of gifts between guests. One of the char-
acters gave “the air of [his] lungs”, while another guest gave “the gift of bodily 
salivas”. The Jolco keyword shown prominently here is a name. 

Fig. 1(b) shows tags obtained from the Battlestar Galactica video. In this series, the 
fleet refers to a number of space ships that the Galactica ship protects, and Cylons are 
a type of humanoid robots featured in the series. Chief, Cally, and Cottle are names of 
some of the ship’s crew. The episode plot is about the Galactica “jumping” to the 
wrong location. The story cluster in depicts characters Helo and Kara (code-named 
Starbuck) talking about a Cylon robot named Sharon who previously lied to them. 

Fig. 1(c) shows tags from the Desperate Housewives video. These include names 
of important characters including Bree, Ian, Jane, Mike, Monique, Orson, and Zach. 
Other relevant tags include remember, memory (a character has amnesia and lost his 
memory), and date (several couples in the episode are dating). The story cluster in 
Fig 8 shows a flashback of Mike coming from back a hardware store to fix a leaking 
sink. Other tags are closely related to this story and mentioned in conversations, e.g. 
damage, pipe, seeping, wash, and water. 

Fig. 1(d) comes from the TV series Terminator. Some personal names such as 
Roger, David, Lauren, and Sarah are picked up as keywords. The plot involves a 
cyborg from the future coming to kill an unborn baby who has immunity against a 
certain disease. The story cluster shows a conversation within the episode, with the 
topic of cyborgs and how one of the characters has a “not exactly legal” dealing with 
a cybernetics company. The topic of birdhouses comes up during small talk. 
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Fig. 1. Keywords and sample story clusters from the four videos (clockwise from top left): 
(a) Doctor Who; (b) Battlestar Galactica; (c) Desperate Housewives; (d) Terminator 

4   Conclusion and Future Work 

In this paper we have detailed a method for visualizing story clusters within an epi-
sode of TV series. The main parts of this visualization are sets of keyframe clusters 
and keyword tag clouds for each cluster and for the whole episode. Besides the poten-
tial application in an episode guide website, this visualization can also be useful for 
browsing personal video libraries or for commercial video archiving. 

While the main focus of this paper is on TV series, the method can be easily 
adapted for other types of videos. Because the story clustering is independent of the 
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subtitles, our method is still useful for visualizing videos where the complete subtitles 
are not available or only available in low quality, for example due to live captioning. 

In the future we would like to extend the work to create a summary for of each epi-
sode in one season, as well as a summary for the whole season of a particular TV 
series. This will provide better input to the tagging and will give an opportunity for 
more interesting visualization features, because the system can pick up common top-
ics and entities (e.g. person, location, organization) throughout the season. 

The system would also benefit from using a better scene segmentation method in-
stead of simple clustering. While the story clustering algorithm described here works 
quite well, sometimes shots in one story exhibit distinct histogram patterns, which the 
clustering method fails to take into account. 
 
Acknowledgments. This research is funded by the Smart Services CRC. 
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Abstract. Perceptual hashing is a technique for content identification
and authentication. In this work, a frame hash based video hash con-
struction framework is proposed. This approach reduces a video hash
design to an image hash design, so that the performance of the video
hash can be estimated without heavy simulation. Target performance
can be achieved by tuning the construction parameters. A frame hash
algorithm and two performance metrics are proposed.

1 Introduction

Perceptual hashing is a technique for the identification of multimedia content.
It works by computing hash values from robust features of multimedia data.
Differing from a conventional cryptographic hash [1], a perceptual hash does not
vary, even if the content has undergone some incidental distortion. Therefore,
a perceptual hash can be used as a persistent fingerprint of the corresponding
content. One can tell whether two multimedia files correspond to the same or
similar content(s) by comparing their hash values. Since a hash value is much
shorter than the original file in size, this approach is more efficient than direct
comparison among multimedia files. A perceptual hash can also be used for au-
thentication, such as message authentication codes (MAC) and digital signatures
(DS) [1]. In the former case, the algorithm is designed to support a secret key.
The hash value is significantly different when a different key is used, so that only
entities knowing the key can generate the correct hash. In the latter scenario,
a perceptual hash is electronically signed. Compared to conventional MAC and
DS, perceptual MAC and DS have the advantage that they do not need to be
regenerated when multimedia data undergoes incidental distortion.
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2 Video Hash Construction

Designing a perceptual hash algorithm is challenging. The hash value must be
sensitive to significant content modification, but insensitive to content-preserving
processing. These traits are defined as robustness and discriminability. The for-
mer is the ability to resist incidental distortion; the latter is the ability to avoid
collisions, i.e., different contents result in similar hash values. In addition, the
hash value must be sensitive to the secret key.

Since there is no strict boundary between similar and dissimilar contents,
threshold-based hash comparison is usually used in practice. When comparing
a pair of hash values, a decision is made from two hypotheses: 1) H0 – they
correspond to different contents; 2) H1 – they correspond to similar contents.

A distance metric is used to measure the similarity between hash values. Only
if the distance d is below a threshold t, the contents are judged as similar. The
performance can be quantified by the detection rate “pd” – probability{d < t |
H1}, and the false positive rate “pf” – probability{d < t | H0}. By choosing dif-
ferent values for the threshold, pd and pf can be plotted as the receiver operating
characteristic (ROC) curve, which characterizes the performance.

Performance evaluation is a difficult task. Deriving the ROC curve generally
requires extensive simulation. Typically, a database is used as the ground truth.
For each element in the ground truth, several legitimate distortions are applied to
produce near-duplicates. The ground truth and the near-duplicates compose an
expanded database. Elements in the expanded database are pairwise compared to
derive the ROC curve. This procedure is repeated for different keys and different
algorithm parameters. Due to excessive computation and the huge storage for
test data, the conventional way of performance evaluation may be impractical
for video hashing. In order to simplify the task, a framework for video hash
construction is proposed in the following.

Since a video is essentially a sequence of frames, a straight-forward way to con-
struct a video hash is to concatenate hash values of video frames. This approach
has several advantages: 1) existing image hash algorithms can be used; 2) no
need to store an entire video; 3) the video hash performance can be estimated
from the image hash performance. In the proposed framework, it is assumed
that N frames are extracted from the input video. For each frame, a frame hash
value hi,i=1,··· ,N is computed by an image hash algorithm A. The video hash
H = {h1| · · · |hN} is the concatenation of frame hash values. When two video
hash values H1 and H2 are compared, each frame hash hi1 of H1 is compared
with the corresponding hi2 of H2; the video files are judged as similar if at least
T frame pairs are similar. The ratio T/N ∈ (0.5, 1) is a constant, denoted by
α. The rules are based on the assumption that if two videos are perceptually
different, then each pair of extracted frames are also likely to be perceptually
different. Assuming A has performance < pd, pf > and the N frames are in-
dependent, the detection rate and the false positive rate of the overall scheme,
denoted by Pd and Pf , can be formulated as:
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k

)
· pk
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)
· pk

f · (1− pf )N−k. (2)

The above equations show that Pd and Pf increase with pd and pf , but decrease
with α. For reasonable values of pd and pf , i.e., 0 < pf � pd < 1, Pd increases
with N towards 1, and Pf decreases with N towards 0. The speed of convergence
is faster if pd is closer to 1 or pf is closer to 0. Therefore, target performance
can be achieved by choosing a < pd, pf > pair and a suitable N .

Equations (1)-(2) can be adapted to cope with dependent frames. The idea is
to divide extracted frames into groups and assume elements in each group depend
on each other. Since the dependency varies, only the worst case is considered here
as a lower bound. Elements within the same group are assumed to have 100%
dependency, i.e., they show the same result for a hypothesis test. Note that
dependency does not change the threshold α and the decision rules stay the
same. The performance can be estimated by replacing N and T in (1)-(2) with
N ′ = �N/a and T ′ = !T/b", where a and b are respectively the largest and the
smallest cardinalities of the groups. By assuming a = b = a′, the dependency
actually introduces some expansion in the number of extracted frames N . About
a′ times more frames are needed for the same performance.

In practice, frames can be missing, and new frames might appear. These
factors are treated separately in the following. When two video hash values A
and B are compared, it was assumed that each pair of frame hash values Ai and
Bi correspond to each other. The complexity is O(N). This is not true if the order
of frames has changed. For each Ai, the problem is to find the corresponding
Bi′ . A naive approach is to compare each Ai with all frame hash values of B
and choose the most similar one. This approach assumes that the frames are
completely disordered, so it has the highest complexity O((N +1)N/2). If there
is only a time shift, then once a single frame is synchronized, all the rest frames
are synchronized too. This only increases the complexity to O(2N − 1). A more
general case, with complexity O(lN), is that each frame can be synchronized by
a maximum of l comparisons. After all, desynchronization increases complexity
for hash comparison, but does not affect the formulas.

On the other hand, non-repeatability can be modeled by adding a parameter
β ∈ (0.5, 1] to (1)-(2). It is the overlapping ratio between the extracted frames
from two similar videos. When two hash values of similar videos are compared,
a frame hash is either compared to a correct counterpart with probability β,
or to a “random” one with probability 1 − β. Therefore, new formulas can be
derived by replacing pd and pf in (1)-(2) with p′d = βpd + (1 − β)pc(t) and
p′f = βpf + (1− β)pc(t), where pc(t) is defined as the general collision rate. For
hash length n and threshold t, pc(t) is the probability that arbitrary two hash
values’ Hamming distance is no less than t:
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pc(t) =
n∑

k=t

(
n

k

)
· pk · (1− p)n−k, (3)

where p is the probability that two bits coincide, assuming each bit is indepen-
dent. Since pc(t) is normally much smaller than pd and pf , the effect of non-
repeatability is that both Pd and Pf are decreased. Assuming α = 0.7, a′ = 10,
β = 0.85, n = 144, t = 101, p = 0.5, Fig. 1 illustrates the convergence of Pd and
Pf by a few examples.

160 180 200 220 240 260 280 300 320
0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

Number of extracted frames − N

D
e
t
e
c
t
i
o
n
 
r
a
t
e
 
−
 
P
d

The convergence of P
d

 

 

p
d
=0.9

p
d
=0.91

p
d
=0.92

160 180 200 220 240 260 280 300 320
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5x 10
−9

Number of extracted frames − N

F
a
l
s
e
 
p
o
s
i
t
i
v
e
 
r
a
t
e
 
−
 
P
f

The convergence of P
f

 

 

p
f
=0.1

p
f
=0.11

p
f
=0.12

(a) Examples of Pd (b) Examples of Pf

Fig. 1. The convergence of Pd and Pf for practical scenarios

3 A Frame Hash Algorithm

In this section, a frame hash algorithm is proposed. The algorithm is based on
statistics. Since an image is essentially a certain allocation of pixels, the content
can be characterized by the statistics of pixel values. In order to reduce collision,
statistics of different orders are extracted. The maximum order is limited to
four as a compromise between performance and complexity. Specifically, the
standard deviation, the third- and the fourth-order auto-cumulants are used in
the proposed scheme. The latter two are defined as [2]:

C3X(k, l) = E[x(n)x(n + k)x(n + l)], (4)
C4X(k, l, m) = E[x(n)x(n + k)x(n + l)x(n + m)]

−C2X(k)C2X(l −m)− C2X(l)C2X(k −m)
−C2X(m)C2X(k − l), (5)

where X is a zero-mean vector, E means expectation, and C2X(k) = E[x(n)x(n+
k)]. A reason to use higher-order cumulants is that they are immune to Gaussian
noise [2]. Additionally, it is known that natural images are non-Gaussian [3].
The assumption that content-preserving processing preserves non-Gaussianity
has been validated by applying the fourth-order cumulant in image hashing [4].

The algorithm starts with pre-processing. An extracted frame is first con-
verted to gray and resized to a canonical size 512×384. The output is filtered by
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an averaging filter and a median filter. Histogram equalization is then performed.
These steps limit the computation complexity, remove slight noise, and stabilize
the content. The pre-processed image is divided into 256× 192 pixel blocks with
50% overlapping. Pixels in each block are scanned into a vector and normalized
to be zero-mean. From each vector, the standard deviation, the third- and the
fourth-order cumulants are computed. Each statistic is computed twice to in-
crease robustness. The first time is for the original block, the second time is for
a transposed version of the original block. The mean value is the output. In order
to make the hash compact, only one value is kept for each statistic. Each block
is allocated with 16 bits for quantization. Specifically, 3 bits for the standard
deviation, 6 bits for the third-order cumulant, and 7 bits for the fourth-order
cumulant. Higher-order statistics are are given finer quantization, because they
are more representative. There are 9 blocks, so a hash value has 144 bits. There
are two steps of randomization. The first is key-based feature extraction. The
parameters k, l, and m in (4)-(5) are decided by a secure pseudo-random number
generator (PRNG), which accepts a secret key. The second step is dithering. Af-
ter quantization, the binary output is XORed with a dither sequence generated
by the secure PRNG. The distance metric for hash value comparison is the bit
error rate (BER), aka the normalized Hamming distance.

The performance of the algorithm has been evaluated by simulation. In the
simulation, 432 different natural scene images in the JPEG format are used.
They consist of several categories: architecture, landscape, sculpture, objects,
humanoid, and vehicle. Each category includes 72 images of three canonical
sizes: 1600× 1200, 1024× 768, and 640 × 480. There are 10 operations defined
to generate distorted but authentic images, each with 5 levels, listed in Table 1.

Table 1. The robustness test

Distortion name Parameter range, step Average bit error rates
1. Rotation Angle: 2◦ − 10◦, 2◦ 0.086 0.142 0.174 0.194 0.210
2. Gaussian noise Standard deviation: 10 − 50, 10 0.020 0.026 0.032 0.041 0.051
3. Central cropping Percentage: 2% − 10%, 2% 0.078 0.127 0.159 0.185 0.209
4. JPEG compression Quality factor: 50 − 10, 10 0.001 0.014 0.010 0.016 0.033
5. Scaling Ratio: 0.5 − 0.1, 0.1 0.003 0.008 0.012 0.022 0.055
6. Median filter Window size: 3 − 11, 2 0.005 0.012 0.021 0.030 0.036
7. Gaussian filter Window size: 3 − 11, 2 0.003 0.003 0.003 0.003 0.003
8. Sharpening Strength: 0.5 − 0.1, 0.11 0.022 0.022 0.023 0.023 0.023
9. Salt & pepper Noise density: 0.01 − 0.05, 0.011 0.009 0.015 0.021 0.026 0.030
10. Row/col. removal No. of removals: 5 − 25, 5 0.009 0.012 0.015 0.017 0.020

In the robustness test, a distorted image is compared with the original by
the hash values. For each comparison, a key is randomly chosen from 500 ones.
The average BERs are listed in Table 1. The maximum BER is about 0.2, given
by rotation and cropping. In the discrimination test, there are 22032 images
1 These are parameters for Matlab functions fspecial() and imnoise().
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Fig. 2. ROC curves

in total. Any two of them are compared by their hash values. A default key is
used. The average BER between different images is 0.33 with standard deviation
0.045. Therefore, the BER margin against incidental distortion is about 0.1. The
ROC curve is plotted in Fig. 2. A state-of-the-art image hash algorithm [5] is
tested by the same procedure for performance comparison. Its ROC curve for a
default key is also plotted in Fig. 2. The figure shows that the proposed scheme
has superior performance.

4 New Performance Metrics

Although the ROC curve tells the performance, sometimes it is useful to measure
robustness and discriminability separately. In the following, two metrics are pro-
posed for this purpose, defined as the robustness index and the discrimination
index. They are suitable for hash comparison schemes based on the Hamming
distance. Before the details, note that the robustness can be represented by the
pd(t) curve, which is the detection rate pd versus the threshold t. Similarly, the
discriminability is represented by the pf (t) curve.

The discrimination index is basically the difference between the pf (t) and
the pc(t) curves. The idea is to use the pc(t) curve as a reference, because it is
close to the theoretical (best) pf (t) curve. Although the general collision rate is
larger than the theoretical false positive rate according to the definition, practical
schemes hardly achieve it, i.e., pf is almost always larger than pc. Therefore, the
general collision rate can be used as a reference or even a lower bound of the
false positive rate in practice. The pc(t) curve is derived by assuming p = 0.5
in (3) for different values of t. The pf (t) curve comes directly from the ROC
curve. The KL-divergence is used to measure the distance between the two. The
discrimination index is defined as

D(pc||pf ) =
∑

t

p′c(t)
p′c(t)
p′f (t)

, (6)

where p′c(t) = pc(t)/
∑

pc(t) and p′f (t) = pf (t)/
∑

pc(t) are normalized versions
of pc(t) and pf (t). A larger index means better discrimination. The indices of
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the proposed scheme and the reference scheme are −2.09 and −2.11 respectively.
Therefore the proposed scheme has better discrimination. This is consistent with
the ROC curve comparison.

Since there is no non-trivial upper bound for pd, the robustness index is de-
fined differently. The idea is to model pd(t) by (3). Note that when hash values
corresponding to similar contents are compared, p in (3) should be close to 1.
Therefore, p can be interpreted as the average detection rate per bit. The robust-
ness index is defined as the p value which results in a pc(t) curve that is closest
to the pd(t) curve by (6). A larger index means stronger robustness. The indices
of the proposed scheme and the reference scheme are 0.96 and 0.99 respectively.
Interestingly, the reference scheme shows stronger robustness. It is confirmed
by a robustness test. The ROC curves and the indices imply that the superior
overall performance of the proposed scheme is due to a good balance between
robustness and discriminability.

5 Conclusion

In this work, it is proposed that a perceptual video hash can be constructed from
the perceptual hash values of video frames. This framework has the advantage
that the performance can be estimated from the performance of the frame hash.
A frame hash algorithm based on statistics is proposed. Simulation shows that
it outperforms an existing algorithm. As a complement to the ROC curve, two
metrics are proposed to measure robustness and discriminability.
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Abstract. Photo sharing services allow user to share one’s photos on
the Web, as well as to annotate the photos with tags. Such web sites
currently cumulate large volume of images and abundant tags. These re-
sources have brought forth a lot of new research topics. In this paper, we
propose to automatically identify which tags are related to the content
of images, i.e. which tags are content-related. A data-driven method is
developed to investigate the relatedness between a tag and the image vi-
sual content. We conduct extensive experiments over a dataset of 149,915
Flickr images. The experimental results demonstrate the effectiveness of
our method.

Keywords: Flickr, tag, content-relatedness, visual content.

1 Introduction

Online photo-sharing services, such as Flickr [1] and Photobucket [2], encourage
internet users to share their personal photos on the web, as well as to annotate
the photos with tags (i.e., keywords). Take Flickr for example, it currently cu-
mulates around four billion images as well as billions of tags [1].

These gigantic volume of social tagged images have brought forth many novel
research topics. For example, Sigurbjörnsson et al. [7] proposed a tag recommen-
dation strategy based on tag concurrence analysis, while Wu et al. [9] proposed
to recommend tags by taking both tag concurrence and image visual content into
account. The social tagged images are also used to aid image search. Liu [10]
and Li [4] proposed to compute the relevance between tags and images, which in
turn facilitated the image search. Although these works investigated the usage
of the social images and tags. The facets of tags have been seldom studied.

As reported in [3], the tags associated with images are mainly to describe the
image contents and provide other information, such as time stamp, location, and
subjective emotion. We argue that the automatic identification of tags which are
content-related can aid more intelligent use of the social images and tags and
thus facilitate the researches and applications over these resources. To do this,
we propose a data-driven method to analyze the relatedness between the tags
and the content of the images.

Specifically, different tags have different prior probabilities to be content-
related because of the semantic nature of tags. For example, tag “flower” is more

S. Boll et al. (Eds.): MMM 2010, LNCS 5916, pp. 669–675, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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Fig. 1. Two Flickr images and the tags labeled to them

probable to be content-related than “music”. Moreover, the content-relatedness
between the same tag and the associated images may vary with different images.
Fig. 1 shows two images which are annotated with tag “golden gate bridge”.
However, Fig. 1(a) is a photo of the bridge while (b) is a sunset picture maybe
taken on the bridge. Thus, the tag “golden gate bridge” is content-related to
Fig. 1(a), but is not content-related to Fig. 1(b). Therefore, we investigate the
probability that a tag is related to the content of a specific image from the above
two aspects.

The rest of this paper is organized as follows. Our method is elaborated in
Section 2. Then, the evaluation results over Flickr images are reported in
Section 3. Finally, we give the conclusion remarks in Section 4.

2 Tag Content-Relatedness Analysis

Intuitively, (1) if one tag is often used by different users to annotate similar
images, this tag is widely accepted to be a proper description for some objective
aspects of images content, i.e., this tag is content-related in nature. Moreover,
(2) if one tag is labeled to an image by one user, and this image is similar to
many other images labeled with this tag by different users, this tag is very likely
to be content-related to the specific image. Motivated by these two observations,
we propose the following method.

Given a tag t and a set of images X = {xi}Ni=1 that are annotated with t, our
target is to derive the scores P = {pi}Ni=1 which measure the content-relatedness
between tag t and each image xi. The probability pi can be represented as
pi(r = 1|t, xi,X\xi), where r ∈ {1, 0} is an indicator of being content-related or
not and X\x denotes all the other images in X except x. To reduce the tagging
bias of single user in X , each user is limited to contribute only one image to
X . Thus, x and X\x are conditionally independent given t. According to Bayes’
formula, the probability p(r = 1|t, x,X\x) can be derived as follows:

p(r = 1|t, x,X\x) =
p(r = 1|t,X\x)p(r = 1|t, x)

p(r = 1|t) , (1)
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where p(r = 1|t) indicates how likely t is content-related without knowing any
prior knowledge, and is set to be uniform over all tags.

Then, Eq.1 can be formulated as:

p(r = 1|t, x,X\x) ∝ p(r = 1|t,X\x)p(r = 1|t, x), (2)

where the item p(r = 1|t,X\x) indicates the prior probability that t is content-
related given the social tagged image resources X\x, and p(r = 1|t, x) expresses
the likelihood that t is content-related to x. Overall, p(r = 1|t, x,X\x) gives out
the posterior probability of t being content-related to x with the assistance of
social tagged images X\x. For simplicity, we denote p(r = 1|t,X\x), p(r = 1|t, x)
and p(r = 1|t, x,X\x) as PrCR, LiCR and PoCR, respectively.

2.1 Probability Estimation

Because one object could be presented from different points of view and one im-
age may only show some local parts of the object, we estimate p(r = 1|t,X\x)
through the local visual consistency over all xi ∈ X\x. Here, local visual consis-
tency is a measurement of visual similarities between an image and its K-nearest
neighbors. The p(r = 1|t,X\x) can be estimated as:

p(r = 1|t,X\x) =
1

KN

N∑
i=1

K∑
j=1

s(xi, xj), (3)

where xj ∈ X\x is one of the K-nearest neighbors of xi, and N=|X\x| is the
number of images in X\x. Moreover, s(xi, xj) denotes the visual similarity be-
tween xi and xj .

Similarly, the likelihood p(r = 1|t, x) can be evaluated through the local visual
consistency of image x with respect to its K ′-nearest neighbors in X\x:

p(r = 1|t, x) =
1

K ′

K′∑
i=1

s(x, xi), (4)

where xi ∈ X\x , i = 1, · · ·, K ′, are the K ′ nearest neighbors in X\x. For
simplicity, we let K = K ′ in our method.

2.2 Visual Similarity

In this subsection, we show the different definitions of visual similarity mea-
surement s(.). It’s widely accepted that global features, such as color moments
and GIST [6], are good at characterizing scene-oriented (e.g., “sunset”), color-
oriented (e.g., “red”) images, while local features, such as SIFT [5], perform
better for object-oriented (e.g., “car”) images. The fusion of multiple features
can achieve better representation for image content. Here, we use three similar-
ity definitions that are based on global, local features, and both global and local
features, respectively.
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f is a feature vector that may be the concatenation of several kinds of global
features extracted from image x, the global visual similarity between two images
xi and xj can be calculated through Gaussian kernel function as:

sg(xi, xj) = exp(−||fi − fj ||2
σ2 ), (5)

where σ is the radius parameter of Gaussian kernel.
To computer local visual similarity, bag-of-visual-words method is adopted

here [8]. Each image is represented as a normalized visual word frequency vector
of dimension D. Then, the local visual similarity between two images could be
calculated through the cosine similarity:

sl(xi, xj) =
vT

i vj

||vi||||vj ||
, (6)

where vi and vj are visual word representations of xi and xj , respectively.
Furthermore, a fused visual similarity is obtained through the line combina-

tion of global and local visual similarities:

sc(xi, xj) = αsg(xi, xj) + (1− α)sl(xi, xj), (7)

where 0 < α < 1 is the combination coefficient.

3 Experiments

3.1 Data and Methodologies

For experimental data collection, the 60 most popular Flickr tags in April 2009
are selected as seed queries. For each query, the first 2000 images are collected
through Flickr image searching. During this process, only the first image is kept
for one user. Tag combination and tag filtering operations are conducted to get
the tags with more than one word and remove noises. Afterwards, another 207
most frequent tags are selected as queries for further image collection. Finally,
149,915 images are obtained in all.

The following visual features are used to characterize the content of images:

– global features: 6-dimensional color moment in LAB color space and 100-
dimentional GIST feature [6] processed by PCA.

– local features: 128-dimensional SIFT descriptors [5].

For parameter setting, the nearest neighbor number, K and K ′, are both set
to 100, and the size of X is set to 600. Moreover, the size of the visual word
codebook D is set to 5000, and the coefficient α in Eq.7 is set to 0.5.

3.2 How Probable the Tag Is Content-Related

In this experiment, we investigate the prior content-relatedness (PrCR) prob-
abilities p(r = 1|t,X\x) for different tags. The PrCR results calculated with
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Table 1. The first 10 and the last 10 tags in the PrCR based tag sorting results. The
tags in bold are examples being ranked at inappropriate places.

Position PrCR g PrCR l PrCR f Position PrCR g PrCR l PrCR f

1 winter flowers flowers 51 italy australia trip
2 snow cat winter 52 wedding trip canon
3 blue dog snow 53 music nature japan
4 flower food flower 54 europe vacation europe
5 beach christmas green 55 france wedding france
6 green people cat 56 nyc birthday music
7 flowers snow beach 57 paris canon spain
8 water green food 58 spain new wedding
9 sky flower blue 59 taiwan california california
10 cat city water 60 california taiwan taiwan

global visual similarity, local visual similarity and fused visual similarity are
denoted with PrCR g, PrCR l, and PrCR f , respectively. We sort the 60 Flickr
tags according to their PrCR probabilities in descending order. Due to the
limited space, only the first 10 and the last 10 tags are listed in Tab.1.

From the results in Tab.1, we observe that:

– Tags whose semantics are related to concrete objects, colors, or scenes are
generally ranked at the top of the results, while tags whose semantics are
related to locations, abstract concepts or time, are ranked at the bottom.

– The PrCR g metric succeeds to promote scenes and colors oriented tags,
such as “beach”, and ‘blue”, to the top of the list while the PrCR l metric
prefers concrete objects related tags, such as “flowers”, “dog”.

– PrCR f is benefited from the fusion of global and local similarity measure-
ments, and gets the most reasonable result.

3.3 How Probable the Tag Is Content-Related to Specific Image?

In this section, we evaluate the performance of the proposed method in sorting
the image tags according to their content-relatedness probability. For evaluation,
400 images are randomly selected with their tags being manually labeled into
two levels: “content-related” or not. We measures the tag sorting performance
with mean average precision (MAP). MAP is obtained by averaging the AP
scores of the sorted tag lists over all the test images.

We compare the performances of five methods: (1) Baseline which are the
tagging results in the order of user inputting; (2) LiCR g which sorts tags based
on p(r = 1|t, x) with global visual similarity; (3) LiCR l which sorts tags ac-
cording to p(r = 1|t, x) with local visual similarity; (4) LiCR f which sorts tags
according to p(r = 1|t, x) with fused similarity; and (5) PoCP which sorts tags
according to posterior probability p(r = 1|t, x,X\x) with fused visual similarity.

The experimental results are shown in Fig. 2 (a). From the results, we can
observe that all the last four methods could consistently boost the tag sorting
performance comparing to the original input order. Our proposed method PoCR
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Fig. 2. (a) MAP results of tag content-relatedness analysis for 400 images. (b) Some
example results of tag content-relatedness analysis. According to our method, the tags
which are content-related to the image are ranked at the top of the processed tag list.

achieves the best performance, and obtains 59.8%, 26.6%, 29.3%, and 20.4%
relative improvements compared to Baseline, LiCR g, LiCR l, and LiCR f re-
spectively. We illustrate some example images and their original tag lists, sorted
tag lists, in Fig. 2 (b).

4 Conclusion

In this paper, we have firstly shown the fact that tags of Flickr images are not
always content-related to images. Then, we propose an data-driven approach to
evaluate the probability of a tag to be content-related with respect to an image.
It’s worth noting that our method requires no model training process and could
be scalable to large-scale datasets easily. Experiments on 149,915 Flickr images
demonstrate the effectiveness of the proposed method.
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Abstract. Anchor shot detection is a challenging and important task for news 
video analysis. This paper has put forward a novel anchor shot detection algo-
rithm for the situations with dynamic studio background and multiple anchor-
persons based on spatio-temporal slice analysis. Firstly, two different diagonal 
spatio-temporal slices are extracted and divided into three portions, after which 
sequential clustering is adopted to classify all slices from two sliding windows 
obtained from each shot to get the candidate anchor shots. And finally, structure 
tensor is employed, combining with the distribution properties to precisely de-
tect the real anchor shots. Experimental results on seven different styles of news 
programs demonstrate that our algorithm is effective toward the situations de-
scribed above. And the usage of spatio-temporal slice can also reduce the com-
putational complexity. 

Keywords: Anchor shot detection, dynamic background, multiple anchorper-
sons, spatio-temporal slice, sequential clustering. 

1   Introduction 

As the rapid development of the research on Content-Based Video Retrieval (CBVR), 
people hope to retrieve the programs of their own interest from huge amount of news 
videos. Typically, a complete news video consists of anchor shots, news story footage 
and some possible commercial blocks. For the unique structure of the news program, 
an anchor shot indicates the beginning of a news story. The anchor shot with the fol-
lowing news story represents an integrated news event. 

Recent years, many algorithms have been proposed to deal with anchor shot detec-
tion. They are mainly based on the assumption that the similarity between anchor 
shots is quite high, and these methods can be categorized into two classes, i.e., one is 
based on template matching [1-4] and another is based on the scattered distribution 
properties of anchor shots [5-8]. 

The prevalent methods based on template matching always assume that the studio 
background is static. Zhang et al.[1] constructed three models for an anchor shot: 
shot, frame, and region. An anchor shot was modeled as a sequence of frame models 
and a frame was modeled as a spatial arrangement of regions. These models varied for 
                                                           
* Corresponding author. 
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different TV stations and it was difficult to construct all the possible models for dif-
ferent news videos. Ma et al.[2] proposed an edge detection based method to locate 
anchor shots, which used the difference of Gaussian (DoG) operator and generalized 
Hough transform(GHT) to match the contours of anchor persons. In order to improve 
the detection results of previous algorithms, toward the anchor shots with a small area 
of dynamic background, Xu et al.[3] proposed to build a simple anchorperson model 
in the first frame of the anchor shot to deal with picture in picture situation in news 
program. In our previous work [4], each frame was equally divided into 64 regions, 
after which a weighted template was built for the anchor shots. The algorithm was 
effective to detect anchor shots with dynamic background, but it could not cope with 
the news program with multiple anchorpersons. 

Due to the poor generalization ability of the template matching-based algorithms, 
researchers proposed some new approaches based on the distribution properties of 
anchor shots. Gao et al. [5] employed graph-theoretical cluster analysis method to 
classify the shots, the experimental results proved that its performance was quite 
good, but the complexity of their algorithm was rather high. In [6], the authors created 
a set of audio and video templates of anchorperson shots in an unsupervised way, then 
shots were classified by comparing them to all the templates when there was one 
anchor and to a single best template when there were two anchors. Further more, face 
detection was also proposed to refine the final detection results [7-8]. However, it is 
well known that they are quite time consuming. Due to the inherent difficulties of 
anchor shot detection, Santo et al.[11] proposed to combine multiple algorithms[5,12-
13] to provide satisfactory performance for different styles of news programs. 

Liu et al. [9] proposed a new method to locate anchor shots based on spatial-
temporal slice analysis, with which the authors extracted horizontal and vertical direc-
tion slices from news video, and k-means clustering was employed to detect the  
anchor shots quickly. However, if the anchorperson wasn’t seated at the center of the 
screen, the vertical direction slice wouldn’t include the anchorperson’s body, and k-
means algorithm is not suitable, as we don’t know how many clusters those samples 
should be clustered into. In their method, the cluster with most elements was consid-
ered as the candidate anchor shot, so they could just cope with news program hosted 
by one anchorperson. 

In summary, the above mentioned existing methods have some limitations, such as 
high computational complexity [5,7,8,11], unable to deal with dynamic studio back-
ground [1-3,6,9] or multiple anchorpersons[1,4,6,9]. To improve the poor perform-
ance caused by these limitations, a novel approach to anchor shot detection based on 
spatio-temporal slice is proposed in the paper. Our algorithm is based on the follow-
ing two weak assumptions, which can be satisfied by many different styles of news 
programs: 

(1) Each anchorperson’s clothes will not vary in one news program, while his/her 
position is not restricted to be the same all the time.  

(2) The same anchorperson’s shots tend to be scattered in a news program at least 
two times. 

The presented algorithm is made up of three steps. Firstly, two different diagonal 
spatio-temporal slices are extracted and divided into three portions, then sequential 
clustering is adopted to cluster all the three portioned slices in each sliding windows 
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obtained from each shot to get the candidate anchor shots. And finally, structure ten-
sor is employed to compute the mean motion angle of the slice, combining with the 
distribution properties to detect the real anchor shots precisely. 

2   The Proposed Algorithm 

2.1   Extracting Spatio-temporal Slice  

Spatio-temporal slice is a collection of scans in the same position of every frame of a 
video as a function of time. There are many kinds of selection directions, and the 
typical ones are horizontal, vertical and diagonal. Since the anchorperson may be 
seated at left, center or right of the screen, we choose two diagonal spatio-temporal 
slices, then the spatio-temporal slice of each anchor shot could include the body of the 
anchorperson. Fig.1 shows the two methods we get pixels from a frame, red line be-
tween the two green lines shows the position we get pixels. Ignoring the areas outside 
of the green lines can reduce computational cost and avoid the disturbances of scroll-
ing captions. 

 

  
Fig. 1. Two scanning directions of the spatio-temporal slice and the corresponding slice images 

Taking the anchorperson’s position and studio background into consideration, we 
can find two interesting observations of the slice image. On the one hand, anchorper-
son will appear on the left, center or right part of the slice that is corresponding to the 
anchorperson’s position. On the other hand, the anchorperson’s body of an anchor 
shot in the slice is almost unchanged, but the region with dynamic background is 
disorder, and static background corresponds to a completely unchanged area. Based 
on the above mentioned observations, we propose to cluster the nearly unchanged 
anchorperson portions. 

2.2   Sequential Clustering Analysis of Slices 

According to the distribution properties of anchor shots mentioned in Section 1, com-
bined with the characteristics of the spatio-temporal slices in the last section, the simi-
larity between sub-images of a slice by a same anchorperson at the same position is 
quite high. And these sub-images are widely scattered through the news program with 
a long time span between them, while the other non-anchor shots with high similarity 
only occur on their neighboring shots.  

Because anchorperson only appears on the left, center or right region of the slice, 
and in order to eliminate the interference of dynamic background, we equally divide 

a) direction 1                 b) direction 2                c) the slice of a)             d) the slice of b) 
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the slice into three portions. Then the portion with an anchorperson will have lots of 
sub-images with high similarity. So we extract two sub-images from every shot with 
the same size in the same portion, one starts from the beginning of the shot, and an-
other terminates in the end of the shot, because sometimes zooming effect is applied 
to anchor shots. Another reason is that each anchor shot will contribute equally to the 
last clusters, no matter how long the shot is and thus avoiding the weather forecast 
shots. By scrupulously observing those sub-images, the one located at the anchorper-
son’s position is almost occupied by anchorperson’s body. So these sub-images are 
quite similar, no matter whether its background is static or dynamic. 

In order to group these anchorperson’s sub-images into a cluster, we extract 3 color 
moments of each sub-image in the HSI color space. The clustering algorithm is aimed 
at grouping the similar shots into a cluster, and doesn’t concern about how many 
clusters it will generate. Moreover, the number of anchorpersons in different news 
programs is unknown. For these reasons, sequential clustering algorithm [14] is 
adopted. The algorithm scans all samples once, if the minimum distance between the 
current sample and the clusters already exist exceeds a pre-selected threshold (800 in 
this paper), the sample is constructed as a new cluster, or combine it into the cluster 
with the minimum distance to it and recalculate the cluster’s center. And the clusters 
whose member amount exceeds a threshold (8 in the paper) are selected as the candi-
date anchor shots. 

2.3   Precisely Labeling Anchor Shots 

The sequential clustering algorithm only uses color features, but the texture feature is 
neglected. As shown in Fig.1, the region with anchorperson’s body of the slice is almost 
unchanged in vertical direction, and the other dynamic regions are in disorder. We adopt 
the structure tensor feature proposed in [10] to distinguish anchor shot from other non-
anchor shots, since there are minor or no motion in the anchor portion, while there are 
obvious motion in the other non-anchor shot or the dynamic background. Firstly, we 
calculate each pixel’s direction of gray level change Φ  in every sub-image. And then 
each sub-image’s total direction ϕ  is computed by Equation (1).  

1

( | |) /
N

i
i

Nϕ
=

= Φ∑  (1)

Where N is total pixel number of one sub-image. Finally, Equation (2) is employed to 
get the mean motion angle σ of every cluster. 

1

1 M

i
iM

σ ϕ
=

= ∑  (2)

Where M is the number of cluster members. The last decision rules are listed as follows: 

(1) Remove the cluster whose mean motion angle σ is less than 80°, and also remove 
the member whose overall direction ϕ  is less than 80° in the remaining clusters. 

(2) If there are some continuous shots in the clusters filtered by step (1), remove 
these shots, and also remove the clusters whose shot time span between the 
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first member and last member is too short, as these shots may be interview 
shots, lecture shots or weather forecast shots. 

(3) All the above steps including clustering and post-processing heuristics are 
conducted on one of the three portions of each slice, so each portion has its 
own decision, and a shot has six chances to be detected as an anchor shot. We 
choose the shots judged as anchor shots twice as the final anchor shots, as 
there are two slices.  

3   Experimental Results and Analysis 

Our experiments are carried out on the data of 7 representative news video programs 
collected from our local TV stations and China Central TV station (CCTV). Fig. 2 
shows some examples of the key frames of anchorperson shots in these videos. Clip 1 
to 4 are from our local TV stations in Jiangsu Province, and Clip 5 and Clip 6 are 
from CCTV News channel, while Clip 7 is from CCTV International in Chinese 
channel. Each news program of Clip 1 to 4 and Clip 7 last about 60 minutes, while 
Clip 5 and Clip 6 last 30 minutes. All the videos are with a frame rate of 25fps. 

 

        
Fig. 2. Some key frames of anchorperson shots in our experimental videos 

From Fig.2, it can be found that the background of anchor shots in Clip1 and Clip2 
are static. And there are two anchorpersons in Clip2, in addition, at the end of the two 
news programs followed by weather forecasts. Anchor shots in Clip3 have a partially 
dynamic background and globally dynamic background in Clip4 and Clip5. Program 
in Clip6 have two anchorpersons, but several lecture shots in it will disturb the deci-
sion. Clip7 is presented by three anchorpersons at different positions, among which 
there is a partially dynamic background for the first male anchorperson. 

The performance of our algorithm is evaluated in terms of Precision and Recall, 
which are commonly used in CBVR.Table.1 gives the detection results of our algo-
rithm, and those of the method proposed in [9]. 

g) clip7        

d) clip4                           e) clip5                                f)clip6      

a) clip1       b) clip2                                                    c)clip3      
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Table 1. Experimental results comparison of the proposed algorithm and the method in [9] 

Program 
Anchor 
shots 

Precision 
of [9] 

Recall of 
[9] 

Precision 
of our 

method 

Recall of 
our 

method 
Clip1 18 84% 100% 100% 100% 
Clip2 24 100% 84% 100% 96% 
Clip3 30 100% 100% 100% 100% 
Clip4 24 80% 95% 100% 100% 
Clip5 16 94% 100% 100% 100% 
Clip6 13 100% 54% 100% 100% 
Clip7 46 92% 50% 96% 100% 

 
From Table.1 we can find the precision and recall of our method are quite high, 

whether it is with static background, partially dynamic background or fully dynamic 
background. And the performance is also excellent toward programs with single an-
chorperson or multiple anchorpersons. Compared with the algorithm in [9], some 
false alarms occur when the studio background is fully dynamic, because at this situa-
tion only the vertical slice is useful; moreover, the anchorperson has to be seated at 
the centre of the screen. And the recall is too low when there are several anchorper-
sons to report news, it’s impossible to detect any other anchorperson by searching 
anchor shots from the cluster with the most elements in [9]. The hostess in Clip2, the 
male anchorperson in Clip6 and the two hosts in Clip7 are all missed. 

The time cost of our algorithm is lower than the method in [9], because we only 
extract the spatial-temporal slices in two sliding windows from each shot, but Liu  
et al. [9] used a sliding window throughout the whole video, and their method was 
more time consuming. For a video clip of 30 min, our approach needs 150s, while the 
method in [9] needs 200s, both running on a same PC of Pentium 2.4G, 512M RAM. 

4   Conclusions 

In this paper a novel algorithm for detecting anchor shot based on the distribution 
properties which can deal with the situation with dynamic studio background and 
multiple anchorpersons. By using spatio-temporal slice analysis, video processing is 
converted into image processing which will significantly reduce the algorithm com-
plexity. The experimental results on six different styles of news video demonstrate 
that the proposed algorithm is accurate, robust and efficient. But the algorithm is not 
suitable for the situation that the anchorperson occupies only a very small percent of 
the screen, such as the anchorperson standing far away from the camera. In the future, 
we will study more elaborate schemes to detect this kind of situation in a full-length 
video program. And the detailed comparison with the state of the art algorithms such 
as those methods in [5, 8] are currently being undertaken by our group. 
 
Acknowledgments. The authors would like to thank Mr. Zhang Haiyong from Ji-
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The SLDSRC Rate Control Scheme for H.264 
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Abstract. A novel slice-layer double-step rate control (SLDSRC) scheme for 
H.264 is proposed. It not only resolves the problem of inter-dependency be-
tween rate-distortion (R-D) optimization (RDO) and rate control (RC), but also 
improves control accuracy by introducing double-step mechanism, new source 
rate prediction model, header-bit prediction method. The new rate-quantization 
(R-Q) model distributes bit rate more reasonable; the novel header-bit predic-
tion method satisfies the requirement of high accuracy at low bit rate. Experi-
mental results show the proposed algorithm heightens the control precision,  
improves the PSNR and reduces fluctuation of output bit rate, compared to RC 
algorithm in JVT-H017.  

Keywords: Double-step RC, R-Q model, SAQD, control accuracy, PSNR. 

1   Introduction 

RC, one of the important video coding technologies, has been playing an important 
role in the video transmission, storage and the hardware design. It has been exten-
sively studied in many standards (MPEG-2, MPEG-4, H.263, H.264) [1-6]. With the 
existence of chicken and egg dilemma [5], it is very complex to achieve RC for 
H.264. JVT reference software JM adopts the RC algorithm proposed in JVT-H017 
[6]. Based on it, many improved algorithms have been proposed. But most of them do 
not change the holistic structure of the RC algorithm for H.264 although associate the 
complexity of the image itself to optimize bit allocation [7-9] for overcoming the 
weakness that the complexity of video image isn’t taken into account in JVT-H017, 
and there are still some limitations.  

2   SLDSRC Algorithm 

2.1   Double-Step Encoder Mechanism 

The SLDSRC scheme is divided into the preparation step and the encoding step, de-
noted as p_step and e_step respectively in Fig.1. Each frame is performed through the 
above two steps. 
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Fig. 1. The framework of SLDSRC 

p_step: To encode a new frame, update 0QP  according to QP distribution for slices in 
a frame and the change trend of image complexity between adjacent frames, and after 
motion search, perform RDO for all MBs in the current frame for obtaining the header 
information and residual signal. This step makes preparation for e_step. QP and proc-
essing unit in this step are 0QP  and a frame, respectively. 

e_step: Search the best QP for each slice in the QP discrete set [ ]0 0－2， ＋2QP QP , re-
corded as cQP , and then encode the residual signal of each slice obtained in p_step. QP 
and processing unit in this step are cQP  and a slice, respectively. 

Generally, the decrease of the coding gain is not much even though 0QP  and cQP are 
different as long as the difference is restricted to a small range, as 0| | , 2δ δ− ≤ ≤cQP QP . 
We observe almost identical results for numerous test sequences and show only 
"foreman" as a representative one in table 1. Experiment results demonstrate that 
PSNR just decrease about 0.12dB if c 0| | 2− =QP QP , and the decrease is negligible 
when c 0| | 1− =QP QP .  

It should be noted that if a slice is inter-coded, the residual signal for 0QP  is simply 
re-quantized using cQP ; if it is intra-coded, the residual signal should be updated since 

cQP  may be different from 0QP  and its adjacent reference units are no longer the 
reconstructed units for 0QP . For such a case, update residual signal following the same 
intra-mode determined by the RDO for 0QP . 

Table 1. A compare of PSNR for 
c 0

[- 2, +2]− ∈QP QP  

      QPc-QP0 
Rate(kbps) 

-2 -1 0 1 2 

48 31.61 31.70 31.74 31.68 31.68 
64 32.01 32.98 33.00 32.98 32.94 
96 34.66 34.75 34.77 34.72 34.71 

150 37.65 37.74 37.78 37.75 37.75 
250 40.26 40.41 40.44 40.38 40.35 
500 44.11 44.26 44.30 44.23 44.22 

2.2   The R-Q Model Based On SAQD 

The quadratic Laplace-distribution-based R-Q model [5] has been widely used, but 
this kind of ρ -domain prediction model is less accurate than the q-domain model, 
and the inaccuracy is mainly due to the roughness of residual-signal complexity deno-
tation, such as MAD-denotation. It only reflects the time-domain residual difference, 
but can not reflect the state of actual coding bit stream. In frequency-domain [10], in 
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terms of the statistical characteristic of DCT coefficients [11], we develop the sum of 
absolute quantization distortion SAQD and exploit a better R-Q model. 

SAQD is defined as formula (1): 

N-1 1

i,j ,
i=0 0

0 |
SAQD = ,

|

i , j

i , j i , j

，   | X

| X |，| X  

ϕ
ϕ

−

=

⎧ > ⋅⎪= ⎨
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∑∑
N

i j
j

Qstep
d d

Qstep
. (1)

where ,i jX is the DCT coefficient for the position (i, j) before quantization, Qstep, N 
andϕ are the quantization stepsize, MB-height, and the threshold constant, respectively. 

     

Fig. 2. SAQD variation for three sequences           Fig. 3. Variation of header bits with QP 

It’s well known that the smaller the residual DCT coefficient is, the greater the QP 
is, the greater the error between before and after quantization will be, the more de-
tailed information will be lost, resulting in worse image distortion as well as bigger 
SAQD. Contrarily, more detailed information will be reserved, the smaller the distor-
tion will be and the smaller the SAQD will be. The SAQD variation for three se-
quences with the QP 28 and the format CIF is shown as Fig.2. We can see the SAQD 
for srcmobile is bigger than foreman. That’s because the complexity of the former 
image is greater than the latter. Meanwhile, the SAQD stability of the above two 
sequences are higher than stefan, which precisely reflects the characteristics of intense 
image movement and large complexity-change of stefan. Therefore, SAQD can be 
used to denote image complexity accurately. 

Due to higher accuracy of SAQD denotation as image complexity, we update the 
quadratic R-Q model [5] as formula (2): 

1 2
2

X X
( )
Qstep

− = + ⋅s headB B SAQD
Qstep

. (2)

where sB , headB  are all the bits allocated to coding blocks and the corresponding header 
bits, respectively. Qstep is quantization stepsize, 1 2X , X  are model parameters, up-
dated by linear regression technique after encoding each slice, which can be referred 
to JVT-H017 [6]. 

2.3   Header-Bit Prediction 

In order to predict header bits, JVT-H017 treats the average header bits for the en-
coded units as that of the current encoding unit. It is simple, but not effective. The 
paper presents an accurate and effective method to predict header bits. 
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In the RDO process, the encoder determines the encoding mode for every MB by 
minimizing Lagrange cost function, shown as formula (3): 

( , | , ) ( , | ) ( , | )λ λ= + ⋅MODE k k MODE REC k k MODE REC k kJ S I QP D S I QP R S I QP . (3)

( 12) /30.85 2λ −= × QP
MODE . (4)

where kI  is the encoding mode of MB kS , and RECR  and RECD  are the bit rate and 
distortion of encoded block, respectively. 

The larger QP becomes, the larger λMODE  will become, and the larger the impor-
tance of RECR  in the Lagrange cost function will get, thus more attention will be paid 
to RECR  while the smaller the importance of RECD  will fall. For such a case, kI  be-
comes simple, such as rough division mode, small MV, and therefore the header bits 
will decrease. Experimental results demonstrate that header bits decrease as QP in-
creases as Fig.3. 

Since 0QP  in p_step and cQP  in e_step may be different, the header bits generated 
in p_step may not be equal to the actual header bits generated in e_step. However, 
header bits decrease as QP increases, and c c 0 0( [ 2, 2])∈ − +QP QP QP QP  is equal to 0QP  or 
almost evenly fluctuates around 0QP  (as shown in experimental results), so the actual 
header bits in e_step equals to or almost evenly fluctuates around the actually gener-
ated header bits, and the number of the fluctuating bits can be counteracted one an-
other. Based on the above, a concise and accurate method is developed for predicting 
header bits as formulate (5): 

_ , _ ,=head e i head p iB B . (5)

where _ ,head e iB  is the header bits of the current frame, i-th frame, and _ ,head p iB  is actu-
ally generated header bits in p_step. 

3   Experiment Results and Analysis 

The presented SLDSRC algorithm was implemented on JM10.0 platform for H.264 
baseline-profile encoder under constant bit rate constraint. In order to brighten the 
advantages of the new models and methods in SLDSRC algorithm, we initialize GOP-
layer QP and distribute frame-layer bit rate as JVT-H017. Several QCIF sequences 
are encoded with IPPP format, regarding a frame in intra-frame coding as a slice and 
a MB in inter-frame coding as a slice. ϕ  in equation (1) is endowed with an expe-

riential value 1.0, 1 2X , X  in equation (2) are initialized with 1.0, 0.0, respectively. 

maxslidwd is set to experiential value 20. 

In table 2, it is very clear that the bit rate using our algorithm is more approximate 
to the signal channel bandwidth, and the PSNR is raised. We know from Fig.4 that the 
bit rate fluctuation between two successive frames by our algorithm is smaller. Those 
prove that our algorithm not only makes a reasonable use of signal channel band-
width, but also obtain higher control accuracy for a single frame, therefore avoids the 
video buffer underflow and overflow. A compare of the predicted header bits and the  
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Table 2. A compare of two algorithms in accuracy and PSNR 
Control 

Accuracy 
(kbps) 

Rate Offset 
(kbps) 

PSNR 
(dB) Test  

Sequences 
(QCIF) 

Target 
Bits 

(kbps) 
Inital 
QP JVT-H017 

Proposed 
JVT-H017 
Proposed JVT-H017 Proposed 

foreman 
48 
64 
96 

32 
30 
26 

48.10  48.00 
64.06  64.00 
96.06  96.00 

0.10  0.00 
0.06  0.00 
0.06  0.00 

31.74  32.00(+0.28) 
33.00  33.28(+0.28) 
34.77  34.98(+0.21) 

carphone 
48 
64 
96 

32 
30 
28 

48.03  48.01 
64.03  64.00 
96.01  96.00 

0.03  0.01 
0.03  0.00 
0.01  0.00 

32.59  32.98(+0.39) 
33.81  34.12(+0.31) 
35.63  35.90(+0.27) 

Hall 
monitor 

48 
64 
96 

26 
24 
23 

48.06  48.01 
60.06  60.01 
96.02  90.00 

0.06  0.01 
0.06  0.01 
0.02  0.00 

38.51  38.83(+0.32) 
39.60  39.90(+0.30) 
40.84  41.09(+0.25) 

Mother 
daughter 

48 
64 
96 

32 
26 
23 

48.04  48.00 
64.08  64.01 
96.11  96.02 

0.04  0.00 
0.08  0.01 
0.11  0.02 

38.47  38.80(+0.33) 
39.98  40.28(+0.30) 
41.84  42.11(+0.27) 

news 
48 
64 
96 

32 
26 
23 

48.09  48.01 
64.03  63.99 
96.09  95.98 

0.09  0.01 
0.03  0.01 
0.09  0.02 

35.28  35.65(+0.37) 
37.28  37.68(+0.40) 
39.77  40.02(+0.25) 

salesman 
48 
64 
96 

32 
26 
23 

48.11  48.02 
64.09  64.00 
96.17  96.02 

0.11  0.02 
0.09  0.00 
0.17  0.02 

36.27  36.48(+0.21) 
38.21  38.45(+0.24) 
40.46  40.74(+0.28) 

 
 

actual header bits between two algorithms is shown as Fig.5. It is obvious that the 
number of predicted bits by our algorithm is closer to the actual header bits than JVT-
H017, which reveals our algorithm predicts header bits more accurately. 

     

          Fig. 4. Compare of bit rate fluctuation                     Fig. 5. Compare of header bits 

 

Fig. 6. Probability distribution of c 0QP QP−  

Fig.6 is the c 0−QP QP  statistical probability distribution with cQP  ranging 

from 0 3−QP  to 0 3+QP .We can conclude that the probability of c 0| |＝3−QP QP  is very 

small, so we set cQP  among the discrete set 0 0[QP -2,QP +2] in our algorithm. It validates 

the reasonability and feasibility of double-step algorithm. 
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4   Conclusion 

The proposed SLDSRC algorithm adopts double-step coding mechanism to resolves 
the chicken and egg dilemma radically and introduces new source-bit prediction 
model, header-bit prediction method and R-Q model to improve control precision and 
image quality. In addition, the double-step coding style increases coding complexity, 
however it can not affect coding rate. The algorithm just applied to H.264 baseline- 
profile encoder, future work will be extended to the main profile and extended profile. 
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Abstract. Segmentation of moving objects is the basic step for surveil-
lance system. The Gaussian Mixture Model is one of the best models
to cope with repetitive motions in a dynamic and complex environment.
In this paper, an Adaptively Adjustment Mechanism was proposed by
fully utilizing Gaussian distributions with least number so as to save the
amount of computation. In addition to that, by applying proposed Gaus-
sian Mixture Model scheme to edge segmented image and combining with
data fusion method, the proposed algorithm was able to resist illumina-
tion change in scene and remove shadows of motion. Experiments proved
the excellent performance.

1 Introduction

Background subtraction is a conventional and effective solution to segment the
moving objects from the stationary background But in an actual scene, the
complex background such as snowy or windy conditions, make the conventional
algorithm unfit for the real surveillance systems. Stauffer and Grimson [1][2]
proposed to model each pixel by a mixture of Gaussians. Saeid et al. [3] pro-
posed an improved method based on GMM, but it was not able to cope with
illumination change and shadow problem. Huwer et al. [4] proposed a method
of combining a temporal difference method with an adaptive background model
subtraction scheme to deal with lighting changes. J. Zhan et al. [5] analyzed
the foreground by GMM and operated the classification based on SVM method,
high accuracy were achieved, but with a high computation cost. To save huge
computation load for surveillance system, the Adaptive Adjustment Mechanism
was proposed. Moreover, laplacian edge segmented image was utilized in our
method as the input of the modified GMM. To improve the quality of segmen-
tation, data fusion mechanism is put forward to make up the lost information.
The remaining parts for this paper are arranged as follows. Section 2 introduces
the conventional GMM procedure and describes Adaptively Adjustment Mech-
anism. Section 3 specifies analysis of applying edge-based image segmentation
and data fusion scheme. Section 4 and Section 5 present the experimental results
and conclusion respectively.
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2 Adaptive Adjustment Mechanism for Gaussian Models

2.1 Gaussian Mixture Model

According to the original GMM, the pixel process is considered a time series
of vectors for color images. The algorithm models the recent history of each
pixel as a mixture of K Gaussian distributions. A match is found if the pixel
value is within 2.5 standard deviation of a distribution. If current pixel value
matches none of the distributions, the least probable distribution is updated
with the current pixel values, a high variance and low prior weight. After the
prior weights of the K distributions are updated the weights are renormalised.
The changing rate in the model is defined by 1/α. α stands for learning rate. And
parameters for matching distribution are updated. The Gaussians are ordered
based on the ratio of ω/σ. This increases as the Gaussian’s weight increases and
its variance decreases. The first B distributions accounting for a proportion of
the observed data are defined as background.

2.2 Adaptive Adjustment Mechanism

Even though K (3 to 5) Gaussian distributions are capable of modeling a mul-
timodal background, the huge number of total Gaussian distributions induced a
great computational load for surveillance system.

In fact not all the pixels of the background objects moved repetitively or
changes diversely all the time. For the areas where less repetitive motion occurs,
such as the ground, houses and parking lot in the scene of Fig. 1(a), it is easy to
find that the first and second highest weighted Gaussians (Fig. 1(b) and (c)) are

Fig. 1. (a) The 363th frame from PetsD2TeC2 [6]; (b) M 1st WG(The Mean of 1st
Weighted Gaussians); (c) M 2nd WG; (d) M 3rd WG; (e) M 4th WG; (f) Foreground
mask by GMM
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adequate to model the mult-possibilities of background variability. So adaptive
Adjustment Mechanism was proposed to drop unnecessary Gaussians component
which contributed less to the multi-possibilities for modeling background, then
adaptive number of distribution could be adopted for different pixels according
to their corresponding value changing history. The update of weight, mean and
variance for our proposal is based on online EM algorithm [7].

E-step: As the online EM algorithm does, it begins from estimating of the
Gaussian Mixture Model by expected sufficient statistics, which is called E-step.
Due to the unpredictable possibilities for the complexity of background pixel,
and the first L frames is very important for Gaussian models to dominant back-
ground component and achieve stable adaptations. And then keep the number
of Gaussians models, K, fixed during E-step. Experiments also show these could
provide a good estimation which helps to improve the accuracy for M-step pro-
cess. For initialization part, we define a parameter Ni,j to record number of
Gaussian models for the pixel at the position (i,j) in each frame, also a param-
eter called sum match to record the sum of matches for a particular Gaussian
distribution.

M-step: The L-recent window update equations give priority over recent data
therefore the tracker can adapt to changes in environment. When a new pixel
value comes, check it against first Ni,j Gaussian distributions in turn. If the ith
distribution Gi matches, update parameters as M-step in EM does. After that,
we compare the value of ωi/σi with value of ωi−1/σi−1. If ωi/σi > ωi−1/σi−1,
exchange the order of Gi and Gi−1 and operate i = i− 1, repeat it until i = 1
or ωi/σi ≤ ωi−1/σi−1. Or else no match found, operate as follows:

Nk
i,j = Nk−1

i,j + 1, if Ni,j < K; Nk
i,j = K, if Ni,j = K (1)

then replace the mean value of the Ni, jth distribution with current pixel. After
that the Gaussians are eliminated from least updated ones according to two pa-
rameters: value of weight, which represent the time proportions that those colors
stay in the scene and sum match, which takes for the percentage of importance
in K guassians to dominant background component from history.

ωk =
ωk∑Ni,j

i=1 ωi

, k = 1, 2, ...Ni,j (2)

where Ni,j is the number of left Gaussians.
As this adaptive Adjustment Mechanism processes with GMM, the stable

value pixels did not need K Gaussians modeling for adaptation. The total num-
ber of Gaussians of PetsD2TeC2 with a resolution of 384x288, 2821 frames
was experimented shown as Fig. 2. When comes to M-step, obvious decrease
occurred. Especially when larger the K is, more unnecessary Gaussians were
eliminated.
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Fig. 2. The total number of Gaussians for each frame based on different value of K

3 Laplacian Edge Detection and Data Fusion

Even though GMM is capable of dealing with complex environment especially
unpredictable repetitive motion, two major problems influence the detection
accuracy when applying GMM to surveillance system: illumination changes and
shadow of moving objects.

In our proposal, the well-known Laplacian edge detection method was utilized
since it runs very fast and achieves good results. And then the improved GMM
method mentioned above was applied to the mask generated by laplacian edge
detection. Because laplacian operator could enhance the effect of edges of object,
so the influence from illumination and shadow area were weakened intensively
(refer to Fig. 3(c)). Considering this point of advantage, the edge segmented grey
level information from video stream was proposed to act as input of improve
GMM to avoid illumination influence and shadows. Meantimely, even though
edge of motion was clear and shadow of people was removed, inside hole of
motion appeared in the detection mask. To solve this problem, we proposed
data fusion scheme.

We named the mask by applying GMM on RGB color space as Mask RGB, and
the mask by applying GMM on laplacian edge segmented image as Mask Edge.
Mask RGB contains all the information of moving objects except repetitive mo-
tion, and also misclassified foreground. In the other hand, Mask Edge excludes
the misclassified foreground pixels, but it lost information inside of motion. In
the proposal, Mask Edge takes an important role as a criterion to confirm the
foreground pixels in Mask Edge whether are correctly classified. For a foreground
pixel in Mask RGB(i, j), neighboring foreground pixels in a 6x6 region centered
as Mask Edge(i, j) is checked, we define a threshold, which equals to 6 for indoor
and 3 for outdoor. And compared with this number we can determine whether
P (i, j) should belong to foreground or background.
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4 Experimental Results

Our experimental results is based on the 4 outdoor sequences and 3 indoor
sequences from [6]. Proposed background modeling method is evaluated by the
metric proposed by Black et al. in [8]. Through this method for data fusion,
some noise can also be removed. As the Fig. 3 (d) below shows, it is clear that
shadow was removed from motion, and illumination changes did not influence

Fig. 3. Comparison of foreground: (a) original frames; (b) Foreground mask of
GMM RGB (shadow noted by green contour, and influence caused by illumination
changes by red). (c) Foreground mask of GMM RGB. (d) Foreground mask by pro-
posed algorithm.

Fig. 4. False alarm rate for every 60th frame of PetsD2TeC2 sequence
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the segmentation results. Compared with Fig. 3(c), inside information of moving
objects was filled up. For indoor sequence, foreground is a little shattered, if
adding the postprocessing filter in final step, results would be better. The FAR
(False Alarm Rate) is shown as Fig. 4.

5 Conclusion

This paper presented an effective and efficient algorithm based on Gaussian
Mixture model for surveillance system. An adaptive Adjustment Mechanism is
proposed to reduce the number of Gaussian distributions. Additionally, aiming
at excluding the influence by illumination and shadow problem, we proposed to
apply our improved GMM on the laplacian edge segmented image, and a data
fusion mechanism is put forward to solve the problem of losing inside motion
information. The results of segmentation by proposal consequently proved its
effectiveness and efficiency. Experiments show the detection rate and false alarm
rate between different methods, which validated the improvement on detection
accuracy and segmentation quality.

Acknowledgments. This work was supported by fund from MEXT via Ki-
takyushu innovative cluster projects and CREST, JST.
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Abstract. Users can explore the world by viewing place related photos
on Google Maps. One possible way is to take the nearby photos for view-
ing. However, for a given geo-location, many photos with view directions
not pointing to the desired regions are returned by that world map. To
address this problem, prior know the poses in terms of position and view
direction of photos is a feasible solution. We can let the system return
only nearby photos with view direction pointing to the target place, to
facilitate the exploration of the place for users. Photo’s view direction can
be easily obtained if the extrinsic parameters of its corresponding cam-
era are well estimated. Unfortunately, directly employing conventional
methods for that is unfeasible since photos fallen into a range of certain
radius centered at a place are observed be largely diverse in both content
and view. Int this paper, we present a novel method to estimate the view
directions of world’s photos well. Then further obtain the pose referenced
on Google Maps using the geographic Metadata of photos. The key point
of our method is first generating a set of subsets when facing a large num-
ber of photos nearby a place, then reconstructing the scenes expressed
by those subsets using normalized 8-point algorithm. We embed a search
based strategy with scene alignment to product those subsets. We evalu-
ate our method by user study on an online application developed by us,
and the results show the effectiveness of our method.

1 Introduction

Google Maps is a widely used online service to explore world’s places. How-
ever, current service mainly relies on the geographical metadata of photos result
in simply considering the photos nearby a place are exactly related to the ge-
ographic content. We can observe the limitations of such application. On one
hand, photos taken by non location-aware devices may be wrongly placed on the
map by uploaders manually. On the other hand, even the photos are correctly
placed (manually by users or automatically from EXIF tags), their viewing direc-
tions may not be pointing to the desired region. Therefore, many photos without
truly poses in terms of position and view direction are returned.

Prior know the poses in terms of position and view direction of photos, then
let Google Maps returns only nearby photos with view direction pointing to the
target places is one of the most feasible way to address the above problems.

S. Boll et al. (Eds.): MMM 2010, LNCS 5916, pp. 695–700, 2010.
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Assume the geographic metadata is correct, It can be easy to get the photo’s
position expressed by latitude and longitude coordinate referenced by a world
map from the metadata. In this paper we consider Google Maps be the case as
its popularity of use. We then can further obtain the photo’s view on the map
by geo-registering its view direction estimated in the camera coordinate system.
To estimate the view direction, we can first estimate the camera rotation and
translation via scene reconstruction. When there are significant overlaps among
photos [1], rotation and translation can be robustly estimated.

The most used technique for scene reconstruction is described as follows. First
compute correspondences among images based on feature matching. Second,
employ RANSAC [2] to decide the inliers (the actual correspondences) when
tuning the estimation of fundamental matrix [3]. At last, compute the camera
extrinsic parameters, such as rotation and translation, based on the assumption
of fixed intrinsic parameters.

However, those photos in the Internet that we can easily obtain are largely
diverse both in image content and view. We randomly selected 10 photos fallen
into the range of 20-meter radius centered at a region within “Acropolis, Athens,
Greece”, and calculate the inliers among them. unfortunately, Only average 40%
inlier rate are obtained by point-to-point matching SIFT [4] features with well
configure and under 106 iterations in RANSAC for tuning the estimations of
fundamental matrices. Since current techniques for scene reconstruction heavily
depend on inlier rate so that such a low value cannot satisfy the estimation of
camera’s extrinsic parameters well. Since scene reconstruction can be well done
if there are significant overlaps among photos, We propose to divide the whole
photos a number of subsets. In each set, the photos are more convinced to be
visually relevant, meanwhile they represent an underlying scene consisting of
those photos. Therefore, those underlying scenes might be well reconstructed
since their own photos are overlapped so better that will product higher inlier
rate. Besides, compared to the total set which is with too complex scene, those
underlying scenes out of the whole scene are more robust to be reconstructed
and aligned in their own camera coordinate systems. To generate such subsets,
we cannot resort to clustering algorithm like k-mean [5] to automatically cluster
a number of photo sets because wrong matches based on visual similarity may
occur due to the diversity. Meanwhile, although photos may be associated with
meaningful textual tags, there is still no warrantee of that photos with the same
salient phrase are visually relevant due to the tag noise [6].

In this paper, We build a search infrastructure to generate the subsets of
photos with respect to underlying scenes. We embed a scene alignment algorithm
using flow into the infrastructure, in particular using the SIFT flow [7] algorithm
as we choose SIFT features to perform feature matching. we consider the photos
nearby a place as an image database, given a photo that needs to be estimated
its view direction, we find the best matched photos with respect to the given
photo by searching in the database, thus generate a set of photos with significant
overlaps. Note that a photo may occurs in multiple scenes, we choose the scene
where that photo obtains the highest inlier rate when reconstructing the scene.
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For each scene’s reconstruction, we use RANSAC based normalized 8-point al-
gorithm [9] to estimate the camera rotation, translation for simplicity. Although
there are more robust algorithms can product higher inlier rate, such as [8], cost
too expensive computation for large set of photos. Unfortunately, there is always
placing a large amount of photos nearby a place on the world map. We do not
perform ground evaluation because it is so difficult to get the ground truth for
that whether a photo is exactly shot to the target place. Instead of we developed
an online system for world exploration to perform the user study on our method.

2 The Methodology

Our goal is to find a set of matched photos for each given query example, fa-
cilitating the estimation of the camera rotation, translation. We describe our
method in three steps as follows.

2.1 Search Infrastructure

Because objects present in photos are in different spatial location and captured
at different scale in the case of Google Maps, we believe that the conventional
methods for building a CBIR (query by example) system are not sufficient in
effectiveness to return the most relevant results at most. To design a more ro-
bust CBIR, we search the photos by computing alignment energy using the flow
estimation method to align photos in the same scene, where a photo example is
aligned to its k-nearest neighbors in the photo collection. Since the use of SIFT
features gives birth to robust matching across diversity, we employ the SIFT
flow [7] algorithm to align them.

We introduce the search infrastructure as follows. We first extract SIFT fea-
tures of all photos in the database, and index them using k-d tree algorithm.
Given a query example of an underlying scene, we aim to find a set of matched
photos from the database of a place to reconstruct the scene. The search re-
sults is returned by SIFT-based matching, and enhanced by scene alignment. In
our method, we adopt k-nearest neighbors to search, and k=50 is used in our
case, although other values also can be used. Figure 1 shows the top 10 nearest

Fig. 1. An example of the search results returned by our search paradigm
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neighbors of a query (marked with most left box). The number below each photo
is the minimum energy of alignment obtained by the SIFT flow algorithm, which
is used to rank the search results. As can be seen, this set of photos is promising
to robustly estimate the extrinsic parameters of the corresponding cameras.

2.2 Estimation of Rotation, Translation

For each set of photos, we estimate the camera rotation, translation by using
normalized 8-point algorithm to estimat the fundamental matrices, and apply
RANSAC to detect the inliers for robust estimation of each fundamental matrix.
The steps are detailed below.

1. For each pair of photos consists of p and p
′
.

2. Determine the correspondences set C by SIFT features matching between p
and p

′
.

3. Randomly choose 8 correspondences and compute an initial fundamental
matrix F using normalized 8-point algorithm, apply RANSAC to detect
outliers, and determine inlier rate induced from current F, if the appropriate
inlier rate is achieved, the current F is the robust one, else repeat step 3.
The F can be written as:

F := K
′−1TRK−1 (1)

where T is the translation vector and R is a 3× 3 rotation matrix.

Using a pinhole camera model, the 3D view direction Vp of the photo p can be
obtained as Vp = R

′
∗ [0 0 − 1]

′
, where ′ indicates the transpose of a matrix or

vector. We retain the x and y components of Vp as the 2D view direction of p.
The 3D position is −R′ ∗ T , so that the 2D position is the remains of x and y
components too.

2.3 Geo-registration of View Direction

Assume the geographic metadata is correct, we will use it expressed as latitude
and longitude coordinate as the photo’s position on the map. In this section, we
begin geo-register the views of photos on the map by using the metadata and
the whole procedure is illustrated in Figure. 3. In a reconstructed scene, for each
pair of photos denoted as p and i, their coordinates and directions are denoted
as Lwcs p and Lwcs i, Vwcs p and Vwcs i respectively. We clean the geographic
metadata and get the GPS coordinates in terms of latitude and longitude as
the photo’s position on the map, which are marked as Lgeo p and Lgeo i in the
figure. Since the angel demonstrated as ∂p between the vector representing view
direction and the vector linking two positions in the specific coordinate system
is fixed. So we can register the directions in the camera coordinate system wcs
onto the geographic coordinate system geo referenced by the fixed angels.
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Fig. 2. Procedure of view direction’s geo-registration

Fig. 3. Comparisons of precision evaluated on ViewFocus

3 User Study

Since it is difficult to obtain the ground truth about which photo nearby a place
is exactly shot to the target region. We use a developed online system [10] named
ViewFocus to evaluate our method by user study. This system allows users draw
a rectangle on the map interface, then it returns the photos with view direc-
tion pointing to the enclosed region. Therefore, we can manually examine how
many precise photos are returned so that to perform the user study. We use
precision as the evaluation metrics. The settings of the evaluation are designed
as follows: (a) examine how many related photos nearby the target regions on
Google Maps; (b) examine how many related photos returned by the system
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using view direction filtering without the search infrastructure; and (c) examine
how many related photos returned by the system using view direction filtering
with the search infrastructure. In order to be more be judgeable about the pho-
tos’ view directions, we select three famous buildings including “Taihe Palace”,
“Baohe Palace” and “Zhonghe Palace” in “Forbidden City” in Beijing, China.
Therefore, assessors are more easy to justify whether the photos are shot to the
target regions. We set the radius of the range centered at the target region to
100-meter in our evaluation. Therefore, there are 312, 383, 365 photos nearby
these three buildings respectively. The comparisons of precision are presented in
Figure 3. As can be seen, our method outperforms the others.

4 Conclusion

We presented a method to estimate the pose of the world’s photos. We proposed a
novel search infrastructure based on SIFT flow to generatenumber of sets of photos
for scene reconstruction. Finally, we demonstrated the effectiveness by user study
on the method proposed about the view direction and position of a photo.
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Abstract. In this paper, we propose a discriminative image hashing
scheme based on Region of Interest (ROI) in order to increase the dis-
criminative capability under image content modifications, while the ro-
bustness to content preserving operations is also provided. In our scheme,
the image hash is generated by column-wisely combining the fine local
features from ROI and the coarse global features from a coarse repre-
sented image. Particularly, a small malicious manipulation in an image
can be detected and can cause a totally different hash. The experimen-
tal results confirm the capabilities of both robustness and discrimination.

Keywords: Discriminative Image Hashing, Region of Interest, Interest
Point Detector.

1 Introduction

Traditional data integrity issues are addressed by cryptographic hash functions
(e.g.MD5, SHA-1) or message authentication code, which are very sensitive to
every bit of the input message. However, the multimedia data always undergoes
various acceptable manipulations such as compression. The sensitivity of tra-
ditional hash functions could not satisfy these perceptual insignificant changes.
The image hashing takes into account changes in the visual domain and emerged
rapidly. Particularly, the image hashing should be robust against image Content
Preserving Operations (CPOs) while highly discriminative to Content Changing
Operations (CCOs).

Recently, an image hashing scheme based on Fourier Mellin Transform (FMT)
was proposed in [1] to make the hash resilient to geometric and filtering oper-
ations. A novel histogram shape-based image hashing scheme [2] is proposed
� This work was supported by Pukyong National University Research Fund in
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more recently by employing the insensitivity of histogram shape to geometric
distortions. The experimental results in [2] depicted that it is much more ro-
bust than previous approaches [1,3] against CPOs. However, even though most
image hashing schemes provide a satisfactory robustness property, the sensitiv-
ity to CCOs, i.e, distinguishing certain malicious distortions, is still somewhat
indefinite.

In this paper, aiming to achieve a good discriminative capability to CCOs,
we propose a discriminative image hashing scheme based on Region of Interest
(ROI). We show that the proposed scheme is also robust to various content
preserving operations, such as image filtering, strong noises and compression
with very high ratio. A solid comparison results of discriminative capability and
Receiver Operating Characteristic (ROC) curves are presented among several
existing schemes and our schemes. The results indicate that our proposed scheme
performs excellent capabilities on both robustness and discrimination.

2 Discriminative Image Hashing

Our scheme is based on Region of Interest in which the local features of an image
can be captured. The global and local features of the image are smartly com-
bined and a discriminative hash is generated which is robust against CPOs, as
well as sensitive to CCOs. The scheme includes three steps: (1) ROI construction
based on interest points; (2) Global and local feature extraction; (3) Image hash
generation. Figure 1 shows the coding pipeline of our scheme.

The ROI Construction Based on Interest Points. Since the local image
structure around an interest point is rich, a circular region centered by the point
can be captured as a ROI which reflects local features. In order to robustly detect
interest points, we firstly resize the input image then apply an order statistic
filter for denoising. Wavelet transform is performed sequently to downsample the
image. The famous Harris corner detector is empoyed to detect interest points
in LL sub-band which is a coarse representation of the original image I.

In particular, given n which is the number of ROIs, the first n maximum
corner responses are selected as n interest points. Following, restore n points in
the same positions in I. Finally, the n circular ROIs are constructed by drawing

Fig. 1. The coding pipeline of the proposed image hashing scheme
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n circles centering on each interest point with the radius r. Note that the mini-
mum distance between any two points should be larger than r in order to avoid
too much region is overlapped between two ROIs. Regarding to n, it should not
be too large since more ROIs can degrade the robustness of our hash. A proper
selection of the above parameters can be gained through experimental trials.
The satisfactory results are shown in Section 3.

Global and Local Feature Extraction. The global and local features are
extracted by performing FMT because of its robust principles, while the previ-
ous image hashing scheme [1] can neither capture the local image information
nor provide the discrimination of small malicious content changes. For the sake
of simplicity, we denote n ROI and LL subband as Ri(x, y), i = 1, ..., n+1, where
Rn+1 is LL subband containing global feature. In each Ri(x, y), FMT is firstly
performed to transform Ri(x, y) into Fourier-polar domain Ri(ρ, θ). Along the
θ-axis, we calculate

miρ =
1

360

360∑
θ=1

Ri(ρ, θ) (1)

where ρ = 1, ..., r̃. Therefore, for each Ri(x, y) we get a feature vector Mi =
[mi1, mi2, ..., miρ, ..., mir̃]. Consequently, given n ROIs, the total features can
be represented as V = [M1, M2, ..., Mi, ..., Mn+1]. The first n vectors are local
feature, while the last one is the global feature. It is worthy to clarify that r̃
may not be equal to r. The former r̃ is the radius in polar coordinate, while r
denotes the radius of ROI in image coordinate. In the case of r is too large or
too small to fit the size of hash, bilinear interpolation is used in polar coordinate
to generate a satisfactory r̃.

Image Hash Generation. Given n + 1 feature vectors, the vectors are re-
formed as the matrix

Vn+1,r̃ = [M1, M2, ..., Mn, Mn+1]� =

⎡⎢⎢⎢⎢⎢⎣
m11 m12 . . . m1r̃

m21 m22 . . . m2r̃

...
...

. . .
...

mn,1 mn,2 . . . mn,r̃

mn+1,1 mn+1,2 . . . mn+1,r̃

⎤⎥⎥⎥⎥⎥⎦ (2)

where the first n rows are from n corresponding ROIs, and the last row is from
the coarse represented whole image. In fact, the local modification in the image
is indicated in horizontal direction of V, whereas a corresponding effect can be
reflected in vertical direction. Specifically, we propose a column-wise combination
method to generate image hash. For each column in V, we calculate the weighted
sum

hj =
n+1∑
i=1

wijmij (3)
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where wij is pseudo-random weight number generated by a secret key k. The
final hash vector is denoted as H = [h1, h2, ..., hj , ..., hr̃] and the r̃ is actually the
size of final hash. Note that each element in H is affected by all ROIs and the
coarse represented image. Even only one ROI feature vector or the coarse image
feature is changed, the weighted sum of each column vector will be changed
simultaneously. Therefore, all elements in H are changed as long as one ROI is
changed. Finally, H can be quantized and represented as binary digit by using
Gray code if necessary.

3 Evaluations

For the results presented in this section, the following settings are chosen: besides
the standard test images, a natural image database [4] is used and all images are
cropped to 512 × 512 and converted into 8-bit gray-scale, 3-level CDF wavelet
transform is applied to downsample the image. To achieve a good robustness,
r = 64 and n = 5 ROIs are selected after our simulations. The hash vector
contains r̃ = 32 elements. All vectors in decimal representation are quantized
in the range [0, 255] and are represented by using 8-bit Gray code if necessary.
The Mean Square Error (MSE) and normalized Hamming distance are used as
measure matrix of decimal hashes and binary hashes, respectively.

3.1 Evaluation of Robust and Discriminative Capability

The robustness of our scheme actually depends on the invariance of ROI con-
struction. Given an original image, we generate 80 similar versions by manipu-
lating the original image according to a set of CPOs listed in Table 1. Regarding
to CCOs, 16× 16 zero blocks are used to randomly replace the same size blocks
in the original image. Figure 2 shows some examples of ROI construction under
CPOs and CCOs. It can be observed that the ROIs almost cover the same regions
in each similar image, which means the interest point based ROIs can be robustly
captured even if the image is strongly processed. 80 hashes are calculated from
those CCO images. Another 80 hashes are also generated by using 80 natural
images which are randomly selected from the image database. Furthermore, the
same processes are done by using other two novel existing schemes, FMT-based
image hashing [1] and histogram-based image hashing [2].

Table 1. Types and Parameters of Content Preserving Operations

CPOs Parameters CPOs Parameters
JPEG Quality factor 10:10:100 Gaussian filter Filter mask size 2:1:11
JPEG2000 Ratio 0.02:0.02:0.2 Average filter Filter mask size 2:1:11
Gaussian noise Variance 0.01:0.01:0.1 Median filter Filter mask size 2:1:11
Speckle noise Variance 0.01:0.01:0.1 Rescaling Percentage 0.8:0.04:1.2
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Fig. 2. Examples of ROI constructions under CPOs and CCOs

(a) Our scheme (b) FMT-based

(c) Histogram-based (d) ROC curves

Fig. 3. Comparison of Robust and discriminative capability

The above results, as well as the hashes under CPOs, generated by performing
the different image hashing schemes are depicted in Figure 3(a-c). It can be ob-
served thatour scheme obtains a very clear gap of hashes betweenCPOsandCCOs.
That is, the proposed schemeperforms a better discriminative capabilityunder dif-
ferent kinds of image content operations. On the other hand, the results of other
two schemes shown in Figure 3(b) and (c) are mixed and confused. The ambiguity
between CPOs and CCOs will cause an inaccurate authentication result.

3.2 Statistical Analysis via ROC Curves

A detailed statistical comparison by using ROC curves is presented here. Firstly
two image sets are constructed under CPOs and CCOs, respectively. 500 images
are independently operated by the following CPOs: 1) JPEG with QF=20, 2)
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JPEG2000 with compression ratio=0.05, 3) Gaussian noise with σ = 0.03, 4)
Speckle noise with σ = 0.03, 5) Gaussian filter with σ = 1 and 5 × 5 mask, 6)
Average filter and median filter with 5×5 masks, respectively, 7) Rescaling with
120%. Regarding to the CCO image set, 10, 20, ...80 16 × 16 blocks in original
image are randomly replaced by zero blocks with the same size. Therefore, 500×
8 = 4000 similar versions and also 4000 different versions are generated. The
False Reject Rate (FRR) and False Accept Rate (FAR) are recorded as follows;

FRR(ε1) = Probability(D(h(I, k), h(Isimi, k)) < ε1) (4)

FAR(ε2) = Probability(D(h(I, k), h(Idiff , k)) > ε2) (5)

where D(∗) is the normalized hamming distance between two binary hash strings.
For fixed ε1 and ε2, the probabilities are computed as (4) and (5) by comparing

the original and CPO/CCO images. We use ε2 = 2ε1, where ε1 is varied in the
range [0.1, 0.3]. The corresponding ROC curves of three different schemes are
shown in Figure 3(d). Obviously, it is indicated that both the FRR and FAR of
our scheme are much lower than other two schemes. Specifically, given a fixed
ε1 and ε2, our scheme can distinguish CPO/CCO images with a much higher
accuracy. Whereas the results from other two schemes are not satisfied especially
for the histogram-based scheme which has a quite confused result.

4 Conclusion

In this paper, we have proposed a discriminative image hashing scheme based on
ROI. The simulation results show that our scheme is not only resistent to various
content preserving manipulations, but also discriminative to content changing
operations. A statistical analysis via ROC curves has been also demonstrated to
confirm the performance capability. The further work will focus on enhancing the
robustness against geometric operations of our scheme. Moreover, the theoretical
security analysis as in [5] will be further considered.
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Abstract. The Mao-Kung Ting is one of the most precious artifacts in the Na-
tional Palace Museum. Having five-hundred-character inscription cast inside, 
the Mao-Kung Ting is regarded as a very important historical document, dating 
back to 800 B.C.. Motivated by revealing the great nature of the artifact and in-
terpreting it into a meaningful narrative, we have proposed an innovative Vir-
tual Exhibition System to facilitate communication between the Mao-Kung 
Ting and audiences. Consequently, we develop the Virtual Exhibition system 
into the following scenarios: “Breathing through the History” and “View-
dependent display”. 

Keywords: Mao-Kung Ting, de-/weathering simulation technique, view de-
pendent display. 

1   Introduction 

Museums have the generosity of spirit to share exquisite artifacts with the global 
audiences. With that spirit, the research teams have combined multiple technologies 
to interpret an invaluable Chinese artifact as an interactive artwork. How to reveal the 
great nature of the artifact? The Mao-Kung Ting has been selected, as it is a ritual 
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bronze vessel dating back to 800 B.C. Especially, the Mao-Kung Ting has been 
weathered for thousands of years [1]. For the reasons given above, the team sought to 
reconstruct a 3D model of Mao-Kung Ting, and develop interactive applications, 
which are “Breathing through the History” and ”View-dependent display.” 

2   Related Wok 

2.1   De-/Weathering  

There are several natural influences that cause real-world surfaces to exhibit dramatic 
variation over the course of time. Some methods can simulate the de-/weathering 
effects[2],[3],[4],[5]. To model the de-/weathered appearance of the Mao-Kung Ting 
model easily and convincingly, we refer to a visual simulation technique called “ap-
pearance manifolds” [6].  

2.2   Breath-Based Biofeedback 

Many techniques, such as Optoelectronic Plethysmography, Ultra Wide Band, Respi-
ratory Inductive Plethysmography, and Heart Rate Variability, are available for de-
tecting respiration status [7], [8].Ultra Wide Band (UWB) radar is applied in variety 
of settings for remote measuring of heart activities and respiration of users [9]. UWB 
do not need any detectors or markers attached to bodies of users; therefore, we chose 
that technique in our system. 

3   System Architecture 

There are two architectures for the Virtual Exhibition System. One supports the sce-
nario “Breathing though the History”; the other supports the scenario “View-
dependent display”. 

3.1   Breathing through the History 

Breath detection module: The UWB is the major component of the breath detection 
module. (Fig. 1a). 

De-/Weathering Display Module: The process begins with the detection of breath of 
users, followed by the de-/weathering algorithm activated in the 3D Mao-Kung Ting 
model. Then, the de-/weathering appearance of the Mao-Kung Ting will change ac-
cording to the respiration status of the users, and be displayed on the Interactive 
Multi-resolution Tabletop (i-m-Top) [6]. 

3.2   View-Dependent Display 

The system consists of two major components, described below. (Fig. 1b). 
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Fig. 1. (a) The architecture has the UWB Breath Detector set underneath the Interactive Multi-
resolution Tabletop (i-m-Top). (b) The architecture is composed of a stereo camera and an 
Interactive Multi-resolution Tabletop system. 

1) Interactive Multi-resolution Tabletop: the tabletop system is employed as a 
display monitor and multimedia server. 

2) Stereo Camera System: the device is utilized to detect foreground objects and the 
positions of the user’s head and the handheld device.  

4   Implementation 

We generate the 3D model firstly, and then the implementation can be divided into 
the following parts. 

4.1   De-/Weathering Simulation 

First, we had to prepare a weathered material sample and capture its BRDF at a single 
instant of time. (Fig. 2a) The sample must contain spatial variations, which depicts 
different degrees of weathering and can further be analyzed to acquire spatial and 
temporal appearance properties for synthesizing the weathering process. We tried to 
simulate the weathering process of bronze, and synthesized a piece of weathered sam-
ple according to the current study in Mao-Kung Ting. 

Then we captured spatially-variant BRDF from each surface point on the flat sam-
ple using a linear light source device.(Fig. 2b) [10], and we fitted parameters of the 
isotropic Ward model [11] for each point to form a 7D appearance space defined by 
reflectance features. 

It is typical for sample points to have a dense distribution in the appearance space. 
Hence we are able to construct an appearance manifold, which is a neighborhood 
graph among these sample points, by connecting each point to its k nearest neighbors 
and pruning the outliers in the graph. 

After constructing the appearance manifold that approximates a subspace of 
weathered surface points for the material, the user identifies two sets of points to 
present the most weathered and least weathered appearances respectively. We then 
defined the degree of weathering for each point in the appearance manifold according 
to its relative distance between the two sets.  
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Fig. 2. (a) The weathered bronze sample. (b) The spatially-variant BRDF data capturing device. 

Consequently, a weathering degree map has been obtained by replacing the ap-
pearance value of each sample point with its corresponding degree value in the ap-
pearance manifold.   

Assuming we have distribution of large scale time-variant weathering degrees over 
the surface, which may be generated by manual specification or using existing visual 
simulation techniques, weathering and de-weathering appearances on a 3D model can 
be synthesized with the computed appearance manifold and degree map. 

We used a multi-scale texture synthesis technique, like the one proposed in “ap-
pearance manifolds” [6], to synthesize the time-variant appearance sequence frame by 
frame. Specifically, the progress of synthesis includes three steps for each frame: 1) 
Initialize the degree values of each pixel by extrapolation from the appearance of the 
preceding frame. 2) Interpolate the initial degree values according to their geodesic 
distance along the shortest path to the set of most weathered points in the appearance 
manifold. 3) We needed to consider the neighborhood information on the material 
sample and incorporate changes in texture characteristic over time to avoid undesir-
able repetition of texture patterns. The initial appearance frame is finally refined by 
synthesis with multiple neighborhood scales. 

4.2   Breath Detection 

Whenever a user walks toward the UWB, the device begins to detect breath of the 
user. Then, the UWB data will be transmitted to system via Bluetooth; afterwards, the 
collected data will be analyzed by the system. These data also illustrate how human 
breathing impacts on the change of the Mao-Kung Ting during its aging process.  

4.3   View-Dependent Display 

The View-dependent display aims to provide users with the effect of visual fidelity, 
so that the displayed virtual artwork will be adjusted according to different view an-
gles of the user. (Fig. 3)  

Implementation processes of the view-dependent display are as following. First, 
the viewpoint of the user is estimated according to the position of the user’s head. 
Since the interaction is designed for a single user, in a simple environment, a camera 
can capture a human object via foreground detection. Codebook Model is used for 

(a) (b) 
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foreground detection. Then, according to the human features in the human object, 
such as face or hair, the position of the user’s head will be identified in the image. 

In this system, the stereo camera, with two optical lenses, contains distance infor-
mation in pixels between camera and object in an image based on triangle theory. We 
can acquire a 3D coordinate with a camera from stereo image pair (Ileft , Iright) by  
pixels:  

),,(),,( ),(),( rightjileftjiCamera IpIzyxp Γ=
                         

(1)
 

                                                leftji Ip ∈∀ ),(  
 

 

Fig. 3. The left image shows that the user stands in front the real MKT. The right image shows 
that different view points in front of the display table. The bottom image shows that the user’s 
view (c) is almost as real as seen by a visitor in front of the MKT (a). 

Nevertheless, a 3D coordinate acquired from the original position must be trans-
ferred to a display-centered coordinate. Therefore, we set the calibration board 
aligned with the surface of the tabletop. Through calibration, the extrinsic parameter 
[Rc | tc] is acquired from the camera. Tc is the vector for the distance from camera to 
the center of the calibration board. According to the Eq. 1, we can also transfer a 
displayed-centered coordinate to a camera-centered one. 

[ ] [ ] [ ]ZYXPtRZYXP imTopccCamera ,,|,, =                                
 
(2) 

Pcamera[X,Y,Z] is the set of pcamera(x,y,z). Actually, a partial 3D coordinate relative to 
the camera can be acquired from the stereo camera. Therefore, we can use the inverse 
function of [Rc | tc] to acquire a 3D coordinate relative to surface of the tabletop.

  
[ ] [ ]ZYXPtRRZYXP Camerac

T
c

T
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(3)

  



712 C.-K. Hsieh et al. 

 

Since the camera detects the position of the user’s head, and a 3D coordinate rela-
tive to the surface of the tabletop acquired, the effect of view-dependent display is 
accomplished.  

5   Conclusions  

Our artwork provides a virtual exhibition system to lead museum visitors to experi-
ence the unique features of an ancient artifact, Mao-Kung Ting. We have illustrated 
how technologies strongly support the design considerations of systems, such as de-
/weathering technology, breathing based biofeedback technology, computer vision 
technology, and view-dependent display technology, which play a vital role in our 
systems. The demo video can be found at: http://ippr.csie.ntu.edu.tw/MKT/MKT.html 
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Abstract. Cooking is a human activity with sophisticated process. Un-
derlying the multitude of culinary recipes, there exist a set of fundamen-
tal and general cooking techniques, such as cutting, braising, slicing, and
sauntering, etc. These skills are hard to learn through cooking recipes,
which only provide textual instructions about certain dishs. Although
visual instructions such as videos are more direct and intuitive for user
to learn these skills, they mainly focus on certain dishes but not general
cooking techniques. In this paper, we explore how to leverage YouTube
video collections as a source to automatically mine videos of basic cook-
ing techniques. The proposed approach first collects a group of videos
by searching YouTube, and then leverages the trajectory bag of words
model to represent human motion. Furthermore, the approach clusters
the candidate shots into motion similar groups, and selects the most rep-
resentative cluster and shots of the cooking technique to present to the
user. The testing on 22 cooking techniques shows the feasibility of our
proposed framework.

Keywords: Cooking techniques, video mining, YouTube.

1 Introduction

Recipes are the natural solution for people to learn how to cook, but cooking is
not just about recipes. Underneath the recipe for various culinary dishes, cooking
involves a set of fundamental and general techniques, including cutting, filleting,
and roasting, etc. These basic cooking skills are hard to learn in cooking recipes,
as they only provide textual instructions about certain dish. If user is presented
by visual tutorial such as videos for these basic skills, it will be more direct and
intuitive for them to understand, such as the examples given in Figure 1.

In recent years, millions of video on the web, make them a source for peo-
ple to learn some basic cooking techniques. However, web video search engine
cannot be automatically applied to visually demonstrate these basic cooking
techniques, due to the following reasons. First, search results usually contain
irrelevant videos, because textual metadata associated with the video in term of
title, tags or surrounding text is not sufficiently accurate to locate videos about
cooking techniques. Second, even if the best related video is identified, only part
of the video presents this cooking technique.

S. Boll et al. (Eds.): MMM 2010, LNCS 5916, pp. 713–718, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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Fig. 1. Same type of cooking technique has similar motion pattern

Fig. 2. Overall framework

In this paper, we explore how to mine video tutorials of basic cooking tech-
niques from the noisy web video collection. Our target is to generate a group of
representative video shots containing the desired cooking techniques,such as in
figure 1. The premise is simple: video shots of the same cooking technique tend
to share similar human motion patterns. There are three steps to learn cooking
technique patterns. First, a cooking technique, such as “sauteing cooking”, is
taken as search keyword to submitted to YouTube1 to find a group of relevant
but noisy videos. Then we segment each video into shots. Second, video shots are
represented by spatio-temporal bag of words feature. Noisy shots are removed
based a set of heuristic rules. Then the cooking technique patterns are mined
in an unsupervised fashion. The graph clustering method is utilized to learn
the human motion patterns of cooking techniques. Then the most representative
cluster is identified by ranking clusters based on their cluster density and scatter.
Finally, the most representative shot within this cluster is identified based on its
representativeness. The overall framework is given in Figure 2.

2 Related Work

To some extent, our work is to establish multimedia dictionary of cooking tech-
niques. Li et al. [9] and Wang et al. [10] aimed to establish general multimedia
1 YouTube Website: www.youtube.com



Learning Cooking Techniques from YouTube 715

dictionary by leveraging community contributed generated images. However,
there are very few works done in cooking domain. Shibata et al. [3] defined
the internal structure of cooking videos as three steps: preparation, sauting and
dishing up. Then they proposed a framework for acquiring object models of
foods from predefined preparation step. Linguistic, visual and audio modalities
are utilized to do further object recognition. Hamada et al. [4] considered cooking
motions and appearances of foods to be visually important in a cooking video,
which contribute to assemble abstract videos. The above two works mainly focus
on applying multi-modality features on single video, but the redundant informa-
tion from different videos is neglected. For example, different cooking videos may
involve similar cooking techniques, as shown in Figure 1. With the advance of
computer vision, especially in motion analysis, some works have been conducted
on extracting spatio-temporal features to represent a certain kind of motion.
Dollar et al. [5] used cuboids to extend the 2D local interest points, representing
not only along the spatial dimensions but also in the temporal dimension. Ju
et al. [2] proposed to model the spatio-temporal context information in a hierar-
chical way, where three levels of motion context information are exploited. This
method outperforms most of others. For this reason, we model the shots by a
number of motion features, specifically the sift-based trajectory.

3 Cooking Technique Learning

3.1 Shot Representation

Following most existing video processing systems [11], we take shot as the basic
content unit. After segmenting video into shots, the next step is to model shots
within a video by spatial-temporal features. We utilize the trajectory transition
descriptor proposed in [8] to characterize the dynamic properties of trajectories
within a video shot. Each shot is represented by N trajectory transition descrip-
tors. However, it is infeasible to extract the trajectory transition descriptors
for all shots of a video. For example, an 8 minutes MPEG format video which
is converted from FLV format downloaded from YouTube will expand to 50M.
And the overall number of shots for one video will be above one hundred. To
minimize the computational workload, we have to identify some shot candidates
from the whole video for the trajectory transition descriptor extraction. Due
to our observation, some shots make no contribution for cooking motion tech-
niques discovering. And Hamada et al. [4] pointed that in cooking video, shots
with faces are usually less important than shots containing objects and motion.
These shots are deemed to be noisy and will not contribute to the mining of
cooking techniques. We, therefore, only take the rest of the shots for subsequent
processing. Then we construct a trajectory vocabulary with 1000 words by hier-
archical K-means algorithm over the sampled trajectory transition descriptors,
and assign each trajectory transition descriptor to its closest (in the sense of
Euclidean distance) trajectory word.
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3.2 Constructing Match Shot Graph
After performing trajectory bag of words model on each shot, this set of shots
are transformed to a graph representation by their shot similarity, in which the
vertexes are shots. The edges connecting vertexes is quantified by its length. For
shots i and j, its length is defined as follows:

dij =
‖di − dj‖
|di| ∗ |di|

(1)
3.3 Ranking Clusters
As the distance between any two shots for a certain cooking technique has been
established, we use clustering to expose different aspects of a cooking technique.
Since we do not have a priori knowledge of the number of clusters, the k-means
like clustering technique is unsuitable here. Therefore, we use mutual knn method
to perform the clustering, which connect each shot with k nearest neighbors by
their similarity. This is of great advantage over other clustering methods because
we can simply control the number k of nearest neighbors to each shots but not
the number of clusters. Then all these clusters compete for the chance of being
selected to be shown to the user. We use the following criteria to compute a
cluster’s ranking score, similar to what was done in [6]:

RCk =

∑
j∈k,0<m<K,m	=k |Si − Sj |∑n

j=1

∣∣Sj − Sk

∣∣ (2)

numerator is inter-cluster distance (the average distance between shots within
the cluster and shots outside of the cluster), and denominator is the intra-cluster
distance (the average distance between shots within the cluster). A higher ratio
indicates that the cluster is tightly formed and shows a motion coherent view,
while a lower ratio indicates that the cluster is noisy and may not be motion
coherent, or is similar to other clusters.

3.4 Learning Representative Shots
Given the result of clusters ranking, we rank the shots within a cluster to find the
most representative shot. The representativeness score RS for shot j is calculated
as follow:

RSj =
1∣∣Sj − Sk

∣∣ (3)

A higher score indicates that the shot is tighter to the center of this cluster,
while a lower score indicate that the shot is far from the center of this cluster.

4 Experiment
To validate the effectiveness of our proposed framework, we assembled a collec-
tion of videos posted on YouTube from May 2009 to June 2009, by YouTube
API. Based on the cooking category in Wikipedia2 and manually checking the
availability of videos for each concept in YouTube, we got 22 cooking concepts.
Then we select the top 20 videos for each cooking technique query.
2 http://en.wikipedia.org/wiki/Category
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Fig. 3. Same type of cooking technique has similar motion pattern

4 evaluators are involved in our evaluations. Each evaluator was first pre-
sented the manually selected shot demonstration as in Figure 1 and the textual
explanation for a certain cooking technique. The expectation is that evaluators
can understand what a certain cooking technique goes on. After that, the eval-
uators were shown the top 3 ranked clusters and the top three ranked shots in
the first cluster. The evaluators were also asked to search YouTube using cook-
ing technique concepts respectively. They were asked to give satisfaction and
convenience score range from 1 to 5 to indicate their preference.

We compare users’ satisfaction score for the proposed system and two different
strategies of using YouTube. We can see that in Figure 3(a), the overall satisfac-
tion about accuracy of the proposed framework is better than only screening the
top 3 videos from YouTube, but not as good as manually browsing and picking
a retrieved videos from YouTube. This is because any automatic system cannot
perform better than manual methods. In Figure 3(b), the comparison shows that
user deemed our proposed our system was more convenient for them to learn
the cooking techniques than the other two strategies. This is because evaluators

Fig. 4. Same type of cooking technique has similar motion pattern
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need to click several times on retrieved videos to discover what they want using
YouTube. However, our proposed framework eases the learning workload.

Figure 4 shows the generated group for two cooking techniques. The top three
ranked shots are marked with red square. We can observe that some shots are
from the same video, which could be caused by two reasons. First, the shot
segmentation tool is sensitive to scene change, so continuous shots should be
merged. Second, trajectory features for some shots are not discriminative enough
for the graph clustering method.

5 Conclusion and Further Work
In this paper, we explore how to leverage YouTube video collections as a source to
automaticallyminevideosofbasic cooking techniques.Theproposedapproachtake
a simple premise: video shots of the same cooking technique tend to reveal similar
human motion patterns. The future works are to mine cooking techniques on web
videos utilizing the motion features and the embedded rich metadata, to facilitate
the multimedia Question-Answering (QA) system as described in [1], [8] and [7].
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Abstract. With the growing popularity of P2P live streaming, more and
more channels have been set up, however, this poses new challenges to
P2P technology, such as stronger dynamic characteristic, high switching
delay. In this paper, we focus on the server, which can allocate different
bandwidth to meet the needs of each type of peers, especially the switch-
ing peers. On a close study of the basic tradeoff between the switching
peers’ and overall performance, we propose new peers first strategy and
adaptive bandwidth allocation, and get a satisfactory result. Our results
show that the full and rational utilization of server bandwidth is of great
help for improving the performance of multi-channel P2P live streaming.

Keywords: P2P live streaming, multi-channel, new peers first, adaptive
bandwidth allocation.

1 Introduction
During recent years, many researches on P2P and P2P live streaming have done,
and won a tremendous success, such as data-driven/mesh-based P2P streaming
protocol [1], GridMedia [2], iGridMedia [3], and Ration [4]. More and more
practical P2P live streaming systems have put to use, and the largest supportable
number of online people has also surpass the million mark, e.g., PPLive [5].

As P2P live streaming has got an extensive application and rapid develop-
ment, it has entered the multi-channel era. However, this poses new challenges.
As we know, the cooperation and coordination between peers is a huge advantage
of P2P network, but this is inevitably impacted by the separation of different
channels. High switching delay is another problem in multi-channel. On the other
hand, the peer scheduling in P2P network, which is the focus of the past P2P
research, doesn’t go very far towards solving these problems.

Aim at the above-mentioned problems, we refocus on the server. We recog-
nize that there are various peers in each channel. Then, we can provide QoS
guarantee for different peers, through the server scheduling algorithm. In this
paper, we mainly discuss the channel churn in multi-channel. A new-peers-first
strategy, which prioritizes direct access of new peers to the server, has been
implemented and evaluated. We reduce the switching delay by about 50%. But
the basic tradeoff between the switching peers’ and overall performance need be
considered. Then we propose adaptive bandwidth allocation strategy.The whole
study is based on pull-push protocol [2] and Ration algorithm [4].

S. Boll et al. (Eds.): MMM 2010, LNCS 5916, pp. 719–724, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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The remainder of this paper is organized as follows. In Section 2, we implement
and evaluate two server connecting strategies. In Section 3, we hash over new
peers first strategy and adaptive bandwidth allocation strategy. The simulation
results are given in Section 4. In section 5, we conclude this paper.

2 Performance Analysis of Server Connecting Strategy

2.1 The Role of the Server

As we know, there are dedicated streaming servers as the video source data
providers in the P2P live streaming, which are different from the normal peers.
Because the streaming media transmissions consume a lot of network bandwidth
resource, the servers are indispensable. In the multi-channel system, the server
is in response to the request peer, offers large amounts of streaming media data
to the peer in each channel. We should change the role of the server, from pas-
sive response to active control. Through the analysis of known server bandwidth
allocation, we reallocate server bandwidth to the peers with the different re-
quirements, in order to utilize the limited bandwidth more rationally.

2.2 Server Connecting Strategy

The first factor to be considered is the server connecting strategy, which decides
what kinds of peer can be connected to the server. Normally, the neighbor search
of a node is random, so the connecting between two nodes doesn’t need to be
controlled. But the server is particular, the choice of its neighbors can affect the
performance of the entire network. So the connecting between the server and the
peers is not random, but complies with some rules.

iGridMedia [3] propose rescue connection to guarantee data transfer de-
lay. In this strategy, once an absent packet is about to pass the deadline, the
peer will directly request this packet from the server through the rescue con-
nection established between the peer and the server. So video can play with
the guarantee-delay. Another strategy is opposite, which limits the number of
peers connected to the server. These peers are called first-level peers, because
the server provides data to them directly. In this strategy, the video source data
are sent to the first-level peers at first, and then spread to the entire network
through the cooperation and coordination between peers.

Here, we define term Peer Resource Index (PRI). It is defined as the ratio of
the total peer upload capacity

∑n
i=1 ui to the minimum bandwidth resource de-

mand (i.e, streaming rate r times the viewer number n), that is., PRI =
∑

ui/nr.
Other performance indexes are as follows: the peer quality——the ratio of fill-
ing buffer, the channel quality——the quality sum of all peers in the channel,
the channel delay——the average transfer delay of all packets in the channel.

The comparison of these two strategies is given below. Fig. 1 and Fig. 2 show
that the rescue connection reduces the data transfer delay effectively, but the
first-level peers structure is more helpful to improve quality. When PRI is 1.4,
the difference becomes smaller. We can discuss the reasons in detail. The rescue
connection is equivalent to allocating most of the bandwidth to send the rescue
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data, but not the newest data, especially when the bandwidth is tight. And the
data from other peers is limited, so the peer quality sharply declines. On the
other hand, the video data transmission needs to go through first-level peers, so
the transfer delay is increased in the first-level peers’ structure.

To sum up, we can know the effect of server bandwidth allocation. Especially
when the bandwidth is tight, we can’t ensure all performances to be good enough.
Therefor, active control of server bandwidth allocation is important to adapt for
the heterogeneous and dynamic characteristic of actual network.

3 Adaptive Server Bandwidth Allocation for Peer
Diversity

Through the above analysis, we realize the importance of server bandwidth al-
location. So we should continue to discuss how to allocate bandwidth to the
peers connected to the server. In traditional P2P network, there are no differ-
ences between the peers for the server. But in fact, there are various peers in
each channel, such as the switching peers. In this section, we will discuss how to
control server bandwidth allocation to reduce the switching delay.

3.1 New Peers First Strategy

At first, let’s analyze what should be done for the switching peer. Once a peer
begins to switch channel, it should be disconnected from the original neighbor
and take some time to find new neighbor in the new channel. Then, the switching
peer receives data from its neighbor, but won’t play video until the buffer count
is more than a given ratio (such as 80%) of the total size of its playback buffer.
So the search of the new neighbor and the rebuffering lead to the high switching
delay. With respect to these two causes, we note the specificity of first-level peers.
The first-level peers receive data from the server, and are easy to connect to the
server. In other words, it solves these two problems. Based on this, we propose
new peers first strategy——select the switching peers to be first-level peers.

The advantage of new peers first strategy is obvious. But it leads to new
problem: the other peers have to reduce the data request to the server. Moreover,
in P2P network, the impact of a peer is not isolated, but will be passed on to the
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neighbors and spread to the entire network finally. In other words, if the ratio
of the switching peers in first-level peers is reduced, the overall performance will
increase, however, the switching peers’ performance will decline. The priority is
so crucial that we should set it carefully. At section 4, we will show the evaluation
results of new peers first strategy with different priorities.

3.2 Adaptive Bandwidth Allocation

As previously analyzed, new peers first strategy impacts the overall performance,
and the adjustment of the priority should reach a compromise between new peers’
and overall performance. Now, the question boils down to how calculate the ratio
of the switching peers in first-level peers to meet the switching peers’ needs as
much as possible with ensuring the other peers’ performance.

Ration [4] derives the relationship among streaming quality q, server band-
width usage s, and the number of peers n in each channel c as follows:

qc = γc(sc)αc

(nc)βc

. (1)

where γ,α,β can be estimated with least squares algorithms by using historical
data, and the result indicates that 0<α<1 and -1<β<0.

We can also apply this formula to the switching peers. Let qn be the switching
peers’ quality, nn be the number of the switching peers’ quality, sn be the server
bandwidth allocated to the switching peers, qo,no,so be for the other peers.
Through the training of historical data, we can get γn,αn,βn,γo,αo,βo. Our aim
is to obtain the maximum of the switching peers’ quality, with guaranteeing the
other peers’ quality. Such an objective can be formally represented as follows:

max{qn} = max{γn(sn)αn(nn)βn} = max{γn(U ∗ rn)αn(nn)βn}. (2)

subject to

U = sn + so = U ∗ rn + so, 0 ≤ sn ≤ Bn, 0 ≤ so ≤ Bo, qo ≥ Q.

where the objective function B = (γnβ)−
1
α denoting the maximal server capacity

requirement, that achieves q=1. As given value, U is the total server bandwidth,
Q is the minimum of the other peers’ quality what we should guarantee.

To solve this problem, we notice α>0, so q and s are positively correlated.
Besides, n can be got from the regular reporting. In other words, if we want to
maximize qn, we should increase rn. We can calculate the extremes of rn in three
aspects, and take the minimum of them to guarantee the other peers’ quality.
Then ,our complete strategy is summarized in Table 1.

This adjustment isn’t always carried out, but is triggered by some conditions.
In practice, we receive the peers’ information report regularly. Unless the quality
of the switching peers or the other peers is reduced by more than 10%, we won’t
adjust the ratio. Because (1) is an empirical formula, the accuracy is limited.
Therefore, the ratio do not need to change within some errors. This strategy can
balance new peers’ and overall performance well, through the server bandwidth
rational allocation to the two types of peers. The simulation results will also be
present at section 4.
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Table 1. Adaptive Bandwidth Allocation Strategy

1 Collect the historical data with peer heartbeat messages, then we can pre-
dict nn and no with ARIMA(0,2,1) model, and estimate γn,αn,βn, γo,αo,βo

as mentioned above [4].
2 Calculate the minimum of so:somin = ( Q

γon
βo
o

)1/αo .Then r1 = 1 − somin/U .

3 Calculate the maximum of sn:snmax = ( 1

γnn
βn
n

)1/αn .Then r2 = snmax/U .
4 Calculate the maximum of the ratio of the switching peer in first-level
peers.Then r3 = nn/nf ,where nf is the number of first-level peers.
5 Calculate rn as rn = min{r1, r2, r3}.

4 Experimental Evaluations

Based on an implemented event-driven packet-level simulator coded in C++
and the multi-channel alteration, we implement the above strategies, conduct
a series of simulations in this section.1 The basic parameters of the simulation
network are as follows: The default streaming rate is set to 500kbps, PRI is set
to 1. The default neighbor count is 15, the default request window size is 20
seconds, the buffer size is 35 seconds, the simulation time is 500s, the channel
number is 3, the peers’ number of each channel is 300, so the server bandwidth is
about 450Mbps. We set node-to-node latency matrix and the peers’ bandwidth
distribution according to the actual Internet. And for each point in the figures,
we average the results by repeating 10 runs with different random seeds.

Fig. 3 shows that the rise speed of the switching peers’ quality has a marked
increase——about 50%, by new peers first strategy. But, as mentioned above,
the other peers’ quality is reduced. Because the switching peers account for only
10%, the decline is limited. We will do further testing in the following.

In Fig. 4 and Fig. 5, we raise the ratio of the switching peers in the network.
The results show that the overall performances are reduced by new peers first
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1 The simulator is available online for free downloading at
http://media.cs.tsinghua.edu.cn/~zhangm

http://media.cs.tsinghua.edu.cn/~zhangm
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strategy. Besides, the larger the ratio is, the more obvious the decline is. So we
can’t use new peers first strategy directly to guarantee the overall performances.

Fig. 6 , Fig. 7 and Fig. 8 indicate the ratio of the switching peers in first-level
peers is a key factor.It has a positive correlation with the switching peers’ per-
formance, but negatively related to overall performance. So we can know the ad-
vantage of adaptive bandwidth allocation: without affecting overall performance,
adaptive bandwidth allocation can maximize the switching peers’ performance.

5 Conclusion and Future Work

In this paper, new peers first strategy and adaptive bandwidth allocation strat-
egy are proposed to reduce the high switching delay. And the work of this paper
can guide us to allocate the server bandwidth more fully and rationally. For
future work, we can record the users’ behavior to adjust adaptive bandwidth
allocation strategy to adapt to the characteristics of the actual Internet.
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Abstract. The curse of dimensionality is a major issue in video index-
ing. Extremely high dimensional feature space seriously degrades the
efficiency and the effectiveness of video retrieval. In this paper, we ex-
ploit the characteristics of document relevance and propose a statistical
approach to learn an effective sub feature space from a multimedia docu-
ment collection. This involves four steps: (1) density based feature term
extraction, (2) factor analysis, (3) bi-clustering and (4) communality
based component selection. Discrete feature terms are a set of feature
clusters which smooth feature distribution in order to enhance the dis-
crimination power; factor analysis tries to depict correlation between
different feature dimensions in a loading matrix; bi-clustering groups
both components and factors in the factor loading matrix and selects
feature components from each bi-cluster according to the communality.
We have conducted extensive comparative video retrieval experiments
on the TRECVid 2006 collection. Significant performance improvements
are shown over the baseline, PCA based K-mean clustering.

1 Introduction

Video retrieval attracts great interest from both industry and academic fields.
However, existing retrieval systems have a high computational complexity. This
is due to two reasons. First, a video document consists of many media modalities
such as audio track, textual tags and visual frames. Second, video contents and
associated semantics have no direct correlation with low-level features. Moreover,
Wang [10] asserts that retrieval is not a simple discrimination on local features
but a measurement of uncertainties among possible relevant documents. This
indicates that the noise in the feature space will result in extra complexity in
the measurement of document relevance and degrade retrieval performance. The
optimization on video document representation is therefore essential to improve
the effectiveness as well as the efficiency of a video retrieval system.

In this paper, we exploit techniques from statistical information retrieval to
learn an efficient feature subspace from media collections. These techniques are:
(1) dimension based density normalization; (2) factor analysis in the normal-
ized feature space; and (3) bi-clustering for subspace allocation. This is because
the theory of information retrieval has already developed many hypothesis on
the feature distribution. These knowledge has not been used by traditional di-
mensionality reduction methods such as principle component analysis (PCA).

S. Boll et al. (Eds.): MMM 2010, LNCS 5916, pp. 725–730, 2010.
� Springer-Verlag Berlin Heidelberg 2010
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Moreover, retrieval is a statistical decision based on the difference of feature dis-
tributions in both document collection and queries [11]. Statistical information
from document collections may facilitate the creation of a better feature space.
We hence start our work from density normalization by projecting continuous
distributed features to a set of discrete variables called feature terms. This pro-
jection will maximize the discrimination between documents in a collection. We
then use factor analysis to compute the correlation between dimensions in the
feature term space and get the loading matrix. To make groups in loading matrix
we propose to apply bi-clustering on it. From each bi-cluster we select the com-
ponent which has minimum communality as a feature subspace for document
representation and for relevance computation.

The remainder of this paper is organized as follows. Section 2 brings a brief
overview about the literature of textual term and feature subspace selection
in content-based video retrieval. Our approach for feature subspace selection
is presented in Section 3. Experiment configuration and evaluation results are
stated in Section 4. Discussion and conclusion are found in Section 5.

2 Related Work

In this paper, we try to exploit techniques in statistical information retrieval
for feature subspace selection. Many essential issues require explanation, such as
document representation and relevance estimation.

2.1 Term Distribution

As an important part of term weighting, text term distribution has been well
addressed to justify text retrieval models [3,1]. Many hypothesis have been pro-
posed to simulate a general term distribution. Harter et al. [3] declare that a
term should follow a 2-Poisson distribution, since term appearance is a Boolean
random phenomena with a low average arrival rate. This model is extended by
Margulis et al. [8] who test N-Poisson distributions. The authors hypothesize
that N-Poisson might have provided a more precise estimation than a 2-Poisson
hypothesis, if a term actually followed a Poisson-like distribution. Several class
numbers from two to seven are evaluated on real document collections, although
no optimized solution is reached. Amati et al. argue that the joint probability
of multiple terms is so small that a simple uniform distribution is good enough
for the term distribution modeling.

In multimedia retrieval, several approaches have been proposed to extract
term-like media features, such as high-level features and SIFT-based local fea-
tures. Although the distribution of these term-like media features has not been
well studied, it is interesting to exploit effective textual models for multimedia
documents.

2.2 Feature Subset Selection

Feature subset selection (FSS) is an important optimization approach for mul-
timedia retrieval [4,2]. This technique aims to select the most effective feature
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components in the document representation without losing performance. The
key operation of FSS is to estimate the discriminative power of a feature com-
ponent. A multi-layer perceptron network is proposed in [6] to classify variables
into two groups, effective and ineffective, where a stepwise discrimination is used
as input. Principal Component Analysis (PCA) is also widely used to find an
optimal solution in data representation. As will be shown later, these methods
have many disadvantages.

In this paper, we use factor analysis (FA) for un-supervised selection of feature
term components which overcomes the shortcomings of PCA. Furthermore, we
apply bi-clustering on a loading matrix to group different feature components.
Bi-clustering can separate factor subgroups more efficiently, because unlike K-
means clustering, it is flexible to choose any dimensions of a feature as well as
any combination of factors, from the loading matrix.

3 Methodology

In this section, we describe our method for feature subspace selection, including
density normalization, FA, bi-clustering and feature components selection.

3.1 Density Normalization

Relevance is the core idea behind IR. This measurement is not a distance but a
probability on content similarity. As Zhai et al. argued [11], relevance is closely
associated with distribution density of documents in a collection. Normalizing
feature distributions is therefore an effective method to enhance the discrimina-
tion between documents and a query. According to the hypothesis of uniform
term distribution, we project a document collection to a new feature space, in
which documents are sparsely distributed with equal distribution density. For
the convenience, a discrete space (feature term space) is used. The extraction of
a feature term is a projection from a multiple valued N-dimensional variable to
an integer, i.e. clustering which assigns class labels to data samples. This projec-
tion can be symbolized as a function f̂ : [0, K]N → {0, 1, . . . , M − 1} ∼ {0, 1}M ,
where K denotes the range of a feature and M the number of classes. We regard
these integers as feature terms. In one-dimensional case, N = 1.

For a collection D, the frequency of a feature term ft is the times that a
feature falls into a given value interval t ∈ [0, M) (Equation 1).

ft = |Dt|, Dt = {d|f̂(d) = t, d ∈ D} (1)

where d is a document in D. The probability of a feature term t is,

p(t) =
ft∑M−1

i=0 fi

(2)

There are many approaches available to complete the projection from a feature
to feature terms and is compared in [9]. We propose the usage of maximized
information entropy because of the robustness.
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Entropys(M) = − 1√
M − 1

M−1∑
i=0

p(ti) log(p(ti)) (3)

After the computation of feature terms, we employ factor analysis to select
discriminant components.

3.2 Factor Analysis

We randomly sample video frames from the media collection. A matrix F is
therefore generated, in which each row contains feature terms from a visual
frame. Factor analysis is applied on the covariance matrix of F which generates
the loading matrix Λ.

3.3 Bi-clustering

We try three methods to cluster the loading matrix. The component cluster-
ing only considers the overall distance between two components. This distance
measurement makes the similarity in factor patterns questionable, as we think
about factor combinations as well. In factor clusters, we have a group of different
factors which behave almost the same for all components. However, it will miss
some factor combinations that behave similarly only for some components, due
to the constraint that all objects in a cluster should contain all components.
To overcome these problems, we turn to bi-clustering over the loading matrix.
Bi-clustering is a two-way data analysis and aims to find subgroups of rows and
columns, which are as similar as possible to each other and as different as pos-
sible to the rest. The BiMax algorithm [7] is used for bi-clustering the loading
matrix Λ.

3.4 Communality Based Feature Selection

We select the component with minimum communality from each bi-cluster for
efficient representation. This is because components with minimum communal-
ity have minimum variance in common with other feature components and are
therefore more discriminative than other components.

4 Experiment and Results

The TRECVid 2006 collection is used for evaluation, including 160 hours news
videos and 24 content-based queries (Topic 173-196). For each query topic, from
seven to eleven images are used as query examples and a ground truth is provided
as a ranked list of 65 to 775 relevant shots. We use the state-of-art of PCA-based
K-mean clustering [5] as the baseline. Results from the baseline are denoted by
Run 1 in Table.1.
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Table 1. rel ret@1000(r r@1000), MAP and P@20 for different experiments

80% Feature Selected 60% Feature Selected
r r@1000 MAP P@20 r r@1000 MAP P@20

RUN Description EH HT EH HT EH HT EH HT EH HT EH HT
1 PCA + KMeans

Centers(Baseline)
331 160 .0043 .0007 .0417 .0093 340 133 .0057 .0003 .0561 .0063

2 All feature compo-
nents

384 199 .0066 .0009 .0625 .0146 same bec. no feat. sel.

3 FA + Bi-Clust +
Max. Comm.

335 162 .0059 .0004 .0458 .0125 331 123 .0067 .0005 .0583 .0063

4 FA + Bi-Clust Cen-
ters

360 170 .0074 .0005 .0500 .0083 347 135 .0057 .0003 .0396 .0063

5 FA + Bi-Clust +
Min. Comm.

389 208 .0083 .0012 .0625 .0104 351 199 .0074 .0010 .0583 .0125

6 Density Norm. +
FA + Bi-Clust +
Min. Comm. (Pro-
posed)

382 256 .0109 .0010 .0625 .0042 345 256 .0100 .0013 .0646 .0104

Density normalization is carried out on the entire TRECVid 2006 collection.
Keyframes are sampled every ten visual frames and we compute feature distribu-
tion across the sample collection. Since, factor analysis is of high computational
complexity, we randomly selected 100 frames from the collection for factor anal-
ysis and bi-clustering.

Two MPEG-7 visual features, edge histogram (EH) (80 components) and
homogeneous texture (HT) (62 components) are extracted, as both of features
are of high dimensionality. The number of components are decided by the number
of bi-clusters, as we select one component from each bi-cluster. In addition, the
number of bi-clusters can be changed by users. For the convenience, we fixed
the number of selected components to a given ratio of the original size, i.e. 80%
and 60% respectively. The Euclidean distance between feature terms is used to
calculate the dissimilarity between query examples and keyframes. The top 1000
shots that are of minimum distance from any query example will be returned as
query results.

In Table 1, six runs are stated: Run-1 represents the baseline, Run-2 uses
all feature components without any component selection; Run-3, Run-4 Run-
5 and Run-6 are experiments with factor analysis and bi-clustering, but with
different configurations. Run-3 tests the maximum communality components in
bi-clusters; Run-4 uses components nearest to bi-cluster center; Run-5 selects the
minimum communality components from each bi-cluster. Run-3/4/5 show the
effectiveness of factor analysis and bi-clustering in feature subspace learning but
work on the original low-level features, that is without density normalization.
Run-6 is our proposed approach which combines density normalization, factor
analysis, bi-clustering and minimum communality based component selection.
Run-6 proves the effectiveness of density normalization. Run-1 and 4 highlight
the performance difference between PCA and FA based methods. In all config-
urations, both of low-level feature and both of the given ratio of components,
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factor analysis performs better than PCA. Run-3 and 5 verify the assumption
that component with minimum communality is the most discriminating compo-
nent in a bi-cluster. Experimental results strongly supports this assumption, as
Run-5 significantly outperforms Run-3.

5 Conclusion

In this paper, we propose a statistical strategy to facilitate feature subset selec-
tion. The highlight of this work is the exploitation of the hypothesis from statis-
tical information retrieval, which adapt a traditional feature selection scheme to
the application of video retrieval. Experimental results show that our approach
outperforms PCA-based K-mean clustering.
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Abstract. In this paper, we propose a framework to consider both the
efficiency and effectiveness to achieve the trade-off in performance of
Content Based Image Retrieval (CBIR). This framework includes: (i)
concept based classification to classify images into different semantic
concept groups and narrows down the search domain in retrieval; (ii)
Feature selection model to analysis the relationship between queries and
concept classes to reduce feature dimension; (iii) Multidimensional vector
space indexing structure for real-time access to reduce the retrieval cost.
In our experiments, we study the efficiency and the effectiveness of our
method using one public collection and compared with one of state of
the art methods.

1 Introduction

A good image retrieval model can not only help users achieve efficient and ef-
fective organisation of large image databases but also helps to bridge the gap
between raw low level image features and high level semantic concepts. Bag of
words [5] recently received a considerable amount of focus due to the benefit
of extracting semantic information. Tirilly etal. [8] extract a lexicon of 50-100
visual concepts and employ these concepts in query-by-example video retrieval.
They claimed that (1) semantic concepts were effective and efficient in content-
based video retrieval and (2) a large concept lexicon was decisive to retrieval
performance. Later, some large lexicons of visual concepts were developed and
showed a good performance in broadcasting news video retrieval [2]. However,
this new approach also introduces many challenges. The availability of visual
concepts relies on the effectiveness of related detectors. The detection precision
of some complex specified concepts is below 0.3 [7]. This indicates that a Boolean
matching of these concepts may lead to a faulty decision at a high probability. In
addition, too many concepts significantly increase the difficulty and the cost in
the development of concept detectors. A small, generic, and reliable concept set
might out-perform a large but incredible visual lexicon in content-based video
retrieval.

The indexing based retrieval model is famous for its fast access into the data,
but most of these methods are not efficient enough for multimedia data, which
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contains high dimensionality and high level semantics. Existing indexing tech-
niques perform well for some databases and poorly for others. The performance
of the algorithms generally depends on the workload and sequential scan remains
an efficient search strategy for similarity search.

Motivated by the above problems of (i) solving the semantic gap in image
retrieval and (ii) improving the effectiveness without reducing too much effi-
ciency, we propose a new retrieval model containing a classification, a feature
selection and an indexing method. This process mainly aims at optimising the
query processing time without reducing precision too much.

The rest of this paper is structured as follows. Section 2 presents the details of
our proposed retrieval framework. The experimental results on TRECVid2008
corpus are shown in Section 3. Finally, Section 4 concludes the paper.

2 Methodology

The proposed methodology begins from image concept classification to group
images into different concepts, then feature selection are followed to reduce the
feature dimensions thereby reducing the processing cost. The indexing structure
then constructs a geometrical representation of the data in the vector space for
each category. Finally, a similarity measure is applied for retrieval.

2.1 Generic Image Concept Classification

Use of low level features can not give satisfactory retrieval results in many cases,
especially when the high level concepts in the user’s mind are not easily ex-
pressible in terms of the low level features. Given the conclusion that different
images can be classified into different concept groups based on their coarse scene
information [4], we used gist feature in classification.

The original SVM is designed for binary classification, which is hard to apply
on the images with multiple concepts. To solve this problem, we downgrade the
multiclass problem to a set of binary problems. First, a set of binary classifiers,
each was trained to separate one class from the rest, is built. Each classifier
represents one image concept. In other words, n hyperplanes are constructed,
where n is the number of pre-defined class. Each hyperplane separates one class
from the others using the following decision function. Thus, a new data point x
is classified into the class with the largest decision function, argmaxkfk (x).

f (x) = sgn

(
N∑

i=1

α0
i yixi · x + b0

)
(1)

Different from the results of the traditional SVM, where each document is clas-
sified into one class and given a single label, we used a ranking label to represent
the classification result. The multiple label is calculated using the distance of an
image to each class.
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2.2 Feature Selection

To represent the images after classification, we used four MPEG-7 standard
visual features [3], which are colour structure (CS ), colour layout (CL), homo-
geneous texture (HT ) and edge histogram (EH ), containing 410 dimension.

Considering (i) different queries contain different contents, the performance
of each feature for different content is mostly not the same; (ii) the processing
time will then be dominated by the dimension. Thus, using features irrelevant to
the problem can seriously hamper the accuracy and increase the expensiveness.

In this paper, we applied a class specific feature selection method to find the
best features for each different class. First, it uses SVM to evaluate each feature’s
potential with respect to each class. Second, we compute the F1-measure of each
class given by the SVM classifier using different features, where the best feature
is one with maximum F1-measure,

F1c(f) =
2× pc(f)× rc(f)
pc(f) + rc(f)

(2)

where, pc(f), rc(f) and F1c(f), the precision, recall and the F1-measure of a class
c ∈ Ω for the low level visual feature f ∈ {CL, CS, EH, HT} respectively,
where Ω is the whole set of classes.

2.3 Indexing Structure

Given classification and feature extraction results, an indexing structure method
is applied to (i) improve the retrieval efficiency and (ii) reduce the data storage
volume.

To construct the indexing structure, we used a random projection clustering
algorithm that is adapted to high dimensional data space. This clustering algo-
rithm combines the ideas from random projection techniques and density-based
clustering. More detailed can be found in [10]. All clusters are then indexed in a
pyramid based indexing structure. The indexing structure construction and its
performance are more detailled in [9].

2.4 Retrieval Methodology

Given a query topic with multiple query examples, the distance between each
query and each concept category is first computed. Thus, a subset Sk

Ω of the
whole collection with lowest distance can be chosen for each query example. We
denote k, the number of selected classes, where k ≤ card(Ω).

Given this selected subset Sk
Ω, we first retrieve the top K nearest neighbors of

the query using the estimated ”best” features of this subset. Thus, the retrieval
algorithm only need access to the number of k selected classes and uses a number
of α ”best” features, instead of the whole collection with all features.

We denote R(f, Sk
Ω), the relevance of a low level feature f with respect to

the subset Sk
Ω. This relevance of each visual feature is computed based on the
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F1-measure F1c of each class c obtained as presented in Section 2.2 with the
following formula:

R(f, Sk
Ω) = (

k∑
c=0

F1c(f)) (3)

In order to measure the similarity amongst images inside the subset Sk
Ω, the

”best” visual features are combined for ranking using distance measures recom-
mended by Mpeg-7 [3].

This measure delivers a ranked list of images in the selected categories. It
puts the relevant documents in the top of the ranked list, minimizing the time
the user has to invest on acquiring the results.

3 Experiments

Our experiments are based TRECVid 2008 [6] collection, which contains 35,000
video shots corresponding to 730,000 none annotated key-frames.

In this experiment, TRECVid 2007 collection is used for training, while
TRECVid 2008 collection are for testing and querying. According to the seman-
tic of the 48 topics in TRECVid 2008 , 6 generic and 1 specific concept categories
are pre-defined. Given the annotation ground truth of TRECVid 2007, 700 rele-
vant key-frames are formed 7 categories for training purpose. For the testing set,
730,000 extracted key-frames are used. Finally, the performance is evaluated by
TRECVid evaluation tool.

3.1 Experiments on TRECVid 2008 Collection

In this experiment, we evaluate our performance by comparing with (1) a baseline
and (2) a state of the art method in TRECVid 2008 competition, where the
baseline methods uses sequential scan with 7 classes (k) and 4 features (α).

Figures 1a and 1b show the P@20 and P@100 with respect to the number k
of classes used. Figure 1a highlights the fact that selecting more than one class
results in a huge increase in precision whatever α is. Except for α = 3, selecting 2
classes is overall the best for the parameter k and using α = 4 provides the best
precision results. Meanwhile, similar observations and conclusions can be made
in Figure 1b. In addition, the results from this figure are more stable compared to
Figure 1a. It can be clearly observed that the more features selected, the better
precision it achieved. In addition, the precision of using 2 classes is equivalent
to those using more classes.

Figure 1c presents the number of relevant results retrieved with respect to k.
The same observation from Figure 1a and Figure 1b can be made. However, this
figure highlights that the baseline results are not necessarily the best. Using 2
to 5 classes and all features will improve the results slightly.

Figure 1d shows the average query processing time for one query image over
the whole 48 topics. These results show that the time is almost linear. We also
found that using an indexing structure helps save at least 20% of the time.
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(a) Precision at K-NN, P@20 (b) Precision at K-NN, P@100

(c) Relevant results retrieved (d) Query processing time for one query

Fig. 1.

Table 1 presents the results from the baseline and IBM’s well performed
method [1] in TRECVid 2008 competition and the proposed method. The IBM
gives the best performance in terms of P@100 and the baseline has the highest in
relevant results retrieved. However, the time is 600+ and 9.1 seconds per query,
respectively, which is not viable for online query processing. Comparing with
the proposed results, using 2 classes with the 2 best features is a good choice.

Table 1. Selection of different values for α and k for TRECVid collection

(α, k) P@100 Relevant Time (s)
(1, 2) 0.09 744 0.7
(2, 2) 0.13 926 2.3

(3, 4) 0.15 1002 4.5
(4, 4) 0.16 1107 6.9
(4, 7) 0.15 1055 9.1

Baseline 0.15 1055 11.38
IBM 0.23 712 600+
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Although it decreased P@100 and the number of relevant results retrieved by
45% and 60%, it also reduced the processing time by 99.6% and 75% compared
with IBM and the baseline, respectively. Thus, selecting 2 classes with 2 best
features is the best trade off between precision and time.

4 Conclusion

In this paper, we discussed the possibility of combining classification, feature
selection and an indexing structure in an application of CBIR. Our experiment
on one real video collection showed the performance of our proposal, that is, to
solve the semantic gap and to achieve the trade off between effectiveness and
efficiency.
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Abstract. Fully exploiting the spatial feature of image makes H.264/
AVC standard superior in intra prediction part. However, when hardware
is considered, full support of all intra modes will cause high design effort,
especially for large image size. In this paper, we propose a low design
effort solution for intra predictor generation, which is the most signif-
icant part in intra engine. Firstly, one parallel processing flow is given
out, which achieves 37.5% reduction of processing time. Secondly, a fully
utilized predictor generation architecture is given out, which saves 77.5%
cycles of original one. With 30.11k gates at 200MHz, our design can sup-
port full-mode intra prediction for real-time processing of 4k×2k@60fps.

Keywords: Intra Prediction, H.264/AVC, Hardware Architecture.

1 Introduction

The latest video coding standard H.264/AVC provides superior coding perfor-
mance to previous ones. The improvement of H.264/AVC is mainly due to the
introduction of many new techniques. However, it also brings about complex-
ity problem. In H.264/AVC, spatial and temporal information is fully utilized
to achieve high compression ratio. There are totally 7 inter modes with differ-
ent block size for motion estimation. In terms of spatial feature, nine 4×4, four
16×16 luminance intra modes are introduced. The final best modes is decided
among all these inter and intra modes by analyzing rate distortion cost. So, the
overall complexity is quite significant considering the real-time encoding process.

In hardware field, [1] firstly gives out one 4-stage real-time encoder and intra
prediction (IP) engine is arranged in one single stage due to the huge complexity.
For the whole IP engine, the most significant part is the intra predictor gener-
ation. As listed in [2], in one 4×4 sized sub-block, there are totally 30 cycles
required for generating predictors of all intra 4×4 prediction modes (I4MB) and
10 cycles for intra 16×16 modes (I16MB). Since sixteen 4 × 4 sub-blocks exist in
one MB, the total cycles will around 640. Although fast algorithms such as [3] [4]
can achieve reduction of candidate intra mode to some extent, full support of all

� This work was support by CREST, JST and GCOE Program.
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modes in hardware is a must to keep the video quality. In the worst case, all the
prediction modes are required for the system. Moreover, the minimum required
frequency (Req Freq) for predictor generation will determine the design effort
for the whole engine. Here, the Req Freq is defined as Eq. 1. The cyc per MB
is the required processing clock cycles for one MB and fps is the frames to be
encoded every second. The frm w and frm h are the width and height of each
frame. According to Eq. 1, When specification is extended to Full HD (1080p) or
4k×2k@60fps, the existing sequential way in [2] will cause extreme high design
effort(1.24GHz), which is impossible to be accomplished.

Req Freq = cyc per MB × fps × frm w × frm h

256
(1)

In our paper, we propose a low design effort intra predictor generation method.
Firstly, by analyzing the data dependency, one 2-block parallel processing flow
is proposed, which saves 37.5% processing time. Secondly, one dedicated fully
utilized hardware architecture is given out, which simultaneously generates pre-
dictors of all modes. So, the number of processing cycle is further reduced.

The rest of paper is organized as follows. In section 2, the data dependency
problem in existing work is analyzed and the proposed parallel processing flow
is given out. In section 3, the feature and data flow of proposed hardware engine
are analyzed in detail. Section 4 shows the experimental results and comparisons
with other works. This paper concludes with section 5.

2 Parallel Processing Flow for Intra Predictor Generation

In literature [2], the whole intra predictor generation is based on the 4×4 sub-
block scale. One 16×16 MB is separated into sixteen 4×4 sub-blocks. The pro-
cessing flow is based on the raster scan order because of the data dependency
problem. Each mode requires 4 clock cycles. There are some bubbles between
two sub-blocks. In [2], the bubble period is fully utilized by inserting predictor
generation of intra 16×16 modes. The I16MB modes are also organized in 4×4
sub-block scale. In fact, such kind of processing order is not a must and parallel
scheme can be achieved lossless.

Fig. 1 is our proposed processing flow. We use circle marked with number to
indicate each stage. Firstly, for current MB in process, the original ‘16-stage’
based flow is optimized into ‘10-stage’ way. So, about 37.5% processing time is
reduced. From Fig. 1, it is also obvious that our proposal is a lossless optimization
toward original raster scan order. In the first MB, 4×4 blk1 and 4×4 blk2 are
individually processed in two stages. In the following part, predictor generation
is in the form of 2-block scale. For example, when handle 4×4 blk3 in [2], the
predictor generation of 4×4 blk5 can be executed together with 4×4 blk3 with no
quality loss. Also, the last two stages of current MB are handled together with
first two stages of the next MB, as shown in the top of Fig. 1. Full hardware
utilization can be achieved during the whole intra predictor generation process.
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Fig. 1. Proposed Processing Flow

3 Fully Utilized Intra Predictor Generation Architecture

Previous section gives out one 2-block based parallel flow and 37.5% processing
time is reduced. However, such adoption is also not enough for low effort design.

In [2], except horizontal and vertical modes (only use 1 cycle), the required
cycles for rest I4MB or I16MB mode are in the period of 4, which means that
the 16 predictors of one 4×4 sub-block can be obtained after 4 clock cycles.
So, the total cycles for generating all luminance predictors of I4MB and I16MB
modes are 640. When this structure is extended into Full HD or 4k×2k@60fps,
the design effort will be increased to 157MHz and 1.24GHz, which is beyond
maximum work frequency (55MHz). In fact, data reuse can be achieved among
nine I4MB modes. Table. 1 demonstrates the calculation of first four predictors
of I4MB mode. To simplify the description, the shift operations for generating
final result are omitted. It is shown that value of some predictors within same
I4MB mode or across different I4MB modes are the same. For example, we use
bold fonts to mark the predictors with value (A+2B+C). It is obvious that three
I4MB modes have this value. In fact, for one 4×4 sub-block, this value occurs 7
times among five I4MB modes. So, many operations are wasted. In our design,
we fully enable the data reuse among all I4MB modes and propose one fully
utilized predictor generation engine, as shown in Fig. 2. Two pipeline stages are
inserted to output the results. Large multiplexors in original design are replaced
with several small multiplexors. Predictors of all the I4MB and I16MB modes
can be obtained after two cycles. The details are given in following parts.
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Table 1. Predictors of I4MB Modes in 4×4 Sub-block

Pred(y,x) V H DC DDL DDR VR HD VL HU
Pred(0,0) A I Z A+2B+C I+2M+A M+A I+M A+B J+I
Pred(0,1) B I Z B+2C+D M+2A+B A+B I+2M+A B+C K+2J+I
Pred(0,2) C I Z C+2D+E A+2B+C B+C M+2A+B C+D K+J
Pred(0,3) D I Z D+2E+F B+2C+D C+D A+2B+C D+E L+2K+J

Z=L+K+J+I+A+B+C+D, V: Vertical, H: Horizontal,
DDL: Diagonal Down Left, VR: Vertical Right, VL: Vertical Left,

DDR: Diagonal Down Right, HD: Horizontal Down, HU: Horizontal Up

For I4MB modes (except DC mode), the predictors within one 4×4 sub-block
can be obtained by configuring Fig.2 into Fig.3. The bold blue arrow is the
selected path. The input of Fig.3 is the left, up and up-right pixels of current
sub-block (for instance, A to H, I to L, and M for 4×4 blk0 in Fig. 1). The output
result after two clock cycles can be traced with selected path. From Fig.3, it is
shown that predictors from O1 to O8 equal to the input values; and these values
are output at the 1st pipeline stage together with O9 to O20 in Fig.3. For rest
predictors (O21 to O33), they are output and stored at 2nd stage.

For I16MB modes, the horizontal and vertical modes can be easily imple-
mented by our structure in Fig.2. As for I16MB plane mode, we can also generate
all 16 predictors of one 4×4 sub-blocks by using 2 cycles. As defined in standard,
Eq.2 is the calculation of plane predictor in each position (Pred(y,x)), where a,
b, c are constant value for one MB and they can be calculated based on Eq.3
to Eq.4. Pel(-1,15) and Pel(15,-1) are pixels from previous MBs. The URw and
LCw are sum of weighted differences of upper row and left column, respectively.
So, we change Eq.2 to Eq.5 to realize plane mode. The Sd are the seed value
depending on the location of 4×4 sub-block. There are four seed value namely
Sd1 to Sd4 listed in Eq.6 to Eq.7. Each Sd is for one column of 4×4 sub-blocks.
For example, Sd1 is used for blk1, blk5, blk9, blk13; Sd3 is used for blk3, blk7,
blk11, blk15. The difference of blk5 to blk1 is only 4c and this value can be

m m m m m m m m m m m m m m m m m m m m

<<1 <<1

m : Muxplexor : Adder <<1 : Shift Operation

O1 O2

Ox : Output Result

O3 O4 O5 O6 O7 O8
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Fig. 2. Proposed Predictor Generation Engine
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Fig. 4. Proposed Architecture for I16MB Plane Mode

supplemented during the shift operation. The configuration and input data of
I16MB plane mode are shown in Fig.4. The output can be easily deduced.

For I16MB and I4MB DC modes, the results are average of upper and left
pixels. The difference is the width and height of two DC modes, which decides
the number of required pixels. By combining our structure with compressor tree
structure, it is easy to realize DC modes. Also, With our structure, the four
chroma 8×8 modes can be implemented with analogy.

Pred(y, x) = (a + b × (x − 7) + c × (y − 7) + 16) >> 5 (2)

a = 16 × Pel(−1, 15) + 16 × Pel(15,−1) (3)

b = (5 × URw + 32) >> 6, c = (5 × LCw + 32) >> 6 (4)

Pred(y, x) = ((Sd + x × b) + y × c) >> 5 (5)

Sd1 = a − 7b − 7c + 16, Sd2 = a − 3b − 7c + 16 (6)

Sd3 = a + b − 7c + 16, Sd4 = a + 5b − 7c + 16 (7)

4 Experimental Result

The proposed structure is synthesized with TSMC 0.18um technology. The re-
sult is shown in Table. 2. Since two parallel engines are used in our design, the
hardware cost of our design is larger than previous one. However, considering
the whole encoder design, 30k gates is not a significant value. The merit of our



742 Y. Huang, Q. Liu, and T. Ikenaga

Table 2. Experimental Result and Comparison

Design Technology Gate Count Max Freq. Max Spec.
[2] 0.18um 12945 55MHz SDTV@31fps

ours 0.18um 30112 200MHz 4kx2k@60fps

Table 3. Comparison of Processing Cycles for One 4×4 Sub-block

Design I4MB DC I4MB rest I16MB DC I16MB rest Total Req Freq for 4k×2k@60fps
[2] 4 26 4 6 40 1.24GHz

ours 1 2 3 3 9 175MHz

architecture is very obvious. The whole architecture is highly pipelined with sim-
ple and regular structure. The maximum work frequency is about 4 times than
previous design. Also, as shown in Table.3, for one 4×4 sub-block, instead of us-
ing 40 clock cycles for all the modes in I4MB and I16MB, our architecture only
needs 9 cycles, which saves 77.5% cycles. Moreover, the related design effort is
greatly reduced when extending to higher specification. For example, by extend-
ing structure in [2] to 4k×2k@60fps, the minimum required frequency (Req Freq)
will become 1.24GHz. By using our structure with parallel scheme, only 175MHz
is required to fulfill the throughput of 4k×2k@60fps real-time processing.

5 Conclusion Remarks

One fully utilized and low design effort engine for H.264/AVC intra predictor
generation is proposed. Firstly, the data dependency problem in the conventional
flow is analyzed and one parallel flow is given out, which achieve 37.5% reduction
in processing time. Secondly, the proposed architecture can generate predictors
of all I4MB and I16MB modes with only 22.5% cycles of previous design. Based
on our parallel processing flow and fully utilized architecture, within 200MHz,
our design can achieve real-time intra predictor generation for 4k×2k@60fps.
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Abstract. With the rapid development of multimedia technologies, the number
of available multimedia resources is always increasing and the need for efficient
multimedia modeling, indexing and retrieval techniques is growing. In this work,
we propose a hierarchical, hybrid and semistructured data model for representing
video data. Based on this model, we build a declarative, rule-based, constraint
query language enabling to infer and to retrieve spatial, temporal or semantic re-
lationships from information represented in the model and to intentionally specify
relationships among objects and events. We introduce the concept of temporal and
spatial frame of reference which allows to simultaneously locate video contents
according to multiple spatiotemporal environments in real world. Our model and
query language are extensible, application independent, expressive enough and
quite suitable for multimedia information retrieval.

1 Introduction

Video contents need to be indexed so that answers to queries can be quickly computed.
Studies have shown that most user queries are expressed using high level (i.e. seman-
tic) concepts. However, structured and accurate annotation is still lacking for the vast
majority of multimedia documents. The stratification approach [1] was one of the first
video indexing schemes for video documents. This approach consists of associating
each element of interest to an interval called stratum by specifying several levels of de-
scription. Hacid et al [2] have extended the stratification concept by defining temporal
cohesion. Temporal cohesions allow a set of time segments to be associated with the
same description. However, this work was limited to temporal modeling and did not
take into account spatial modeling. In [3], an extension of AVIS system to spatial di-
mension is presented. However, little semantics can be inferred and stored in the data
model. BilVideo system was presented in [4] as an original query system allowing to
represent spatial, temporal and semantic information of objects in video documents.
Nevertheless, the systems deals only with the spatial properties corresponding to the
coordinates of objects on the screen. Objects and events might be spatially positioned
following several frame references (e.g. soccer players should be located according to
their position in the playfield in addition to their position on the screen).

In this work we propose a hierarchical, hybrid (i.e. low-level and high-level) and
semistructured data model for representing video data. Based on this model, a declar-
ative, rule-based, constraint query language that has a clear operational fixpoint and
set-theoretical semantics is presented. The data model allows to attach, in multiple
granularities, a segment of space or time to a set of objects, events and relations through
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attribute value pairs describing their spatiotemporal positioning following multiple
frames of reference.

2 Data Modeling

Our video data model and the underlying query language provide wider and more ex-
pressive spatiotemporal description. Some basic concepts relevant to our formal model
are defined in this section.

Definition 1 (Spatio-temporal Frames of Reference). A frame of reference (FoR) is a
coordinate system used to measure the position of objects in it. It consists of an origin,
a set of axis and a variable on each axis.

Several frames of reference are used in this work. Among spatial FoRs, we use "Geo-
graphic" for placing objects in cities or countries..., "soccer playfield" for positioning
players on play zones, "Residences" for locating people is different buildings... Among
temporal FoRs, we use "Calendar" for using date, "soccer time" for locating the soccer
actions following the soccer timing...

Definition 2 (Temporal Constraint). An atomic temporal constraint is a formula of
the form t Θ t’ or t ≤ c where t and t’ are variables, c is a constant and Θ is one of
=, ≤, <, 
=, ≥, >. A complex temporal constraint is a boolean combination built from
(atomic or complex) constraints by using logical connectives.

Definition 3 (Duration). A Duration is a pair (c(t), tF ) where c(t) is a temporal con-
straint (t is a variable), and tF is a temporal frame of reference.

For a given duration d, we denote d.tmp_const its temporal constraint and p.for its
temporal frame of reference.

Definition 4 (Spacial Constraint). An atomic spatial constraint on a n-tuple of vari-
ables (x1, ..., xn) ∈ R

n is a formula of the form f(x1, . . . , xn) Θ 0, where n is called
the dimension of the constraint and Θ is one of =, ≤, <, 
=, ≥, >. A complex spatial
constraint is a boolean combination built from (atomic or complex) constraints by using
logical connectives.

Spatial constraints can be referred to by predefined nouns like names of cities, countries,
etc. city(′London′) is an example of spatial constraint.

Definition 5 (Position). A position is a pair (c(x1, . . . , xn), sF ) where c(x1, . . . , xn)
is a spatial constraint and sF is a spatial frame of reference.

For a given position p, we denote p.spc_const its spatial constraint and p.for its spatial
frame of reference.

Most of the time, people refer to video content using descriptors such as objects,
events, attributes and relations. In order to build the data model of the video database,
we assume the existence of the following countably infinite and disjoint sets:
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– video identifiers : IDvid = {vid1, vid2, ...}
– object identifiers : IDobj = {oid1, oid2, ...}
– event identifiers : IDevt = {eid1, eid2, ...}
– object types : Cobj = {c1, c2, ...}
– event types : Eevt = {e1, e2, ...}
– spatial FoRs : SFOR = {sF1, sF2, ...},
– temporal FoRs : T FOR = {tF1, tF2, ...},
– relations :R = {R1, R2, ...},
– attributes : A = {A1, A2, ...},
– (atomic) constants : D = {d1, d2, ...}.

Definition 6 (Video Location). A video location l is defined as a triple (vid, ct(t),
cs(x, y)) where vid is a video identifier, ct(t) is a temporal constraint (see definition 2)
representing a temporal segment of video vid, and cs(x, y) is a spatial constraint (see
definition 4) representing an area of the 2D screen.

For a given video location l, we denote l.vid the video identifier, l.tmp_const the tem-
poral constraint and l.spc_const the spatial constraint.

Definition 7 (Attribute Value set). Let A be an attribute in A. We define an attribute
value set associated with A as a set of tuples (vali, li) where vali is a value [2] and li
is the video location where the attribute Ai gets as value vali.

Example :

– Given a person Alex and his attribute spatial location associated with a value set
{[(city(London), Geographic), (vid5, t ∈ [5min, 15min], "x ∈ [10, 100], y ∈
[20, 300])”], [(city(Paris), Geographic), (vid4, t ∈ [4min, 10min], ANY )]}.
This means that from the 5th minute to the 15th of video vid5, Alex was in London
and his position on the screen was {x ∈ [10, 100], y ∈ [20, 300])}. Whereas from
the 4th minute to the 10th of video vid4, Alex was in Paris. the keyword ANY
means that his position on the screen was ignored.

Figure 1 depicts the schema of the adopted data model. Each content (object or event)
is associated with an attribute video_locations that shows the positions of the content
within the video stream, but also to attributes space_location and time_location that
enables positioning it following other FoRs. Let X be a content (object or event) and
X.spc_loc the set of space locations where X is located. We denote by X.spc_loc(sF )
the subset of X.spc_loc containing only space locations calculated according to the
spatial FoR sF . Similarly, X.tmp_loc(tF ) refers to the subset of X.tmp_loc whose
elements are time locations calculated according to the temporal FoR tF .

Example Let us consider the following event: Monday, March 10th 2009, in Liver-
pool, the Liverpool Football player "Gerrard" scores a goal against the Real-Madrid
goalkeeper "Casillas" in the 27th minute of the game.

A simple database representing the previous event can be described based on our
data model as follows:
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Fig. 1. The proposed data model for representing video content

e = (eid, [ type={"scoring goal"}, vid_loc={(v5, t∈[02:31,03:00],ANY)}
spc_loc={[(area(penalty zone), ’soccer playfield’),(v5,t∈[02:31,02:59],ANY )]},
tmp_loc={[(t>27:31,t<27:59, ’soccer time’),(v5, t∈[02:31,02:59],ANY )]},
objects={o1, o2, o3}]).

o1 = (oid1, [ type={"soccer ball"},
vid_loc={(v5, t∈[02:30,03:00],"x=450,y=250")},
spc_loc={[("goal box",soccer playfield),(v5, t∈[02:31,03:00], ANY)]},

o2 = (oid2, [ type="soccer player",name="Gerrard",
vid_loc={(v5,t∈[02:26,03:00],"x∈[475,525], y∈[350,450]")},
spc_loc={[("x=45,y=13",’soccer playfield’),(v5, t∈[02:31,03:40],ANY)]},

o3 = (oid3, [ type="soccer Goalkeeper",name="Casillas",
vid_loc={(v5,t∈[02:26,03:00],"x∈[325,375],y∈[300,400"])},
spc_loc={ [(x=40,y=1,soccer playfield),(v5, t∈[02:31,02:40],ANY)]},

3 Rule-Based Query Language

In this work, a declarative rule based language is used. It allows to reason with objects,
events and spatiotemporal constraints specified using the video data model. Queries can
refer to both semantic and low level visual layers. They can be specified in fine gran-
ularity with the possibility to retrieve only the part of the video where the conditions
given in the query are satisfied. Spatial, temporal and semantic conditions are speci-
fied as predicates which make it easier and more intuitive to formulate complex query
conditions.

Definition 8 (Predicate Symbol). In order to define the set of predicate symbols, we
assume that each relation P in R of arity n is associated with a predicate symbol P of
arity n, that two unary predicate symbols Event and Object represent respectively the
events and objects classes, and that unary predicate symbols Spacial_location and Tem-
poral_location refer respectively to Spacial_location and Temporal_location attributes.
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The query "List all the segments of films where Tom Cruise appears and the roles he
was playing" can be expressed by the following rule:

q(V, T1, T2, R)← Object(O), O.name = ”Tom Cruise”, (R, L) ∈ O.role
L ∈ O.vid_loc, L.vid = V, L.tmp_const⇒ t ∈ [T1, T2],

The query "List all the athletes that has participated in the 100m sprint running during
the olympic games of Beijing" can be written as follows:

q(N)← Event(E1), Event(E2), E1.type = {”100m spring running”},
E2.name = {”Beijing Olympic Games”}, E1 ∈ E2.sub_events,
Object(O), O ∈ E1.objects, O.type = {”athlete”}, N = O.name,.

The query "List the events that has occurred at January 1st, 1945 and the videos where
they are filmed" is expressed as:

q(E, V )← Event(E), Duration(D), V id_Loc(L), (D, L) ∈ E.tmp_loc(Calendar),
D.tmp_const⇒ {t ="1945-01-01”}, V = L.vid

The query "List the video sequences shot at April the 1st 2009 in Buckingham Palace
where the president Barack Obama appears on the left of the Queen Elizabeth" is ex-
pressed by:

q(I)←Object(O1), Object(O2), I = L1.tmp_const, V = L1.vid,
O1.name = {Barak Obama}, O2.name = {Elizabeth II},
(P1, L1) ∈ O1.spc_loc(”Residences”) , (P2, L2) ∈ O2.spc_loc(”Residences”)

P1.spc_const⇒palace(′Buckingham′),P2.spc_const⇒ palace(′Buckingham′),
L1.spc_const.sup(x) < L2.spc_const.inf(x),
(D1, L1) ∈ O1.tmp_loc(”Calendar”), (D2, L2) ∈ O2.tmp_loc(”Calendar”)

D1.tmp_const ⇒ {t = ”2009-04-01”}, D2.spc_const ⇒ {t = ”2009-04-01”}
Let’s consider a multi-camera surveillance system installed in a metro station, with a
camera fixed on the check point and sending a video stream Vc, and a second camera
fixed on the hall of the station and sending a video stream Vh. We can express the query
"list the people entering the station hall without crossing the check point" by:

q(O)← Object(O), (Vh, Ih, ANY ) ∈ O.vid_loc,
not((Vc, Ic, ANY ) ∈ O.vid_loc, sup(Ic) < Inf(Ih)),

4 Implementation

The designed framework, given in figure 2, is composed of three major packages that
are the "Automatic Content Extractor", the "Manual Annotator", and the "Research
Engine". The "Automatic Content Extractor" allows for classifying video contents into
three levels; features level, mid level corresponding to elementary objects, and high
level corresponding to events and abstract concepts. The "Manual Annotator" allows
users to annotate video objects and instantiate databases at the three levels. Finally,
the "Research Engine" enables for querying the multimedia database at the three levels
based on the language presented in this paper. The "Research Engine" is composed of
a query interpreter written in Java on the top of the deductive object oriented semantic
engine based on FLORID [5] and an image based retrieval system based on QBIC[6].
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Fig. 2. The proposed framework for annotating, extracting and retrieving video content

5 Conclusion

In this paper, a novel framework, for modeling, indexing and querying semantic ob-
jects and events from video documents has been presented. The framework is based on
a novel data model enabling spatial, temporal, and semantic modeling of events and
objects occurring in video documents.

We believe that our model is one of the first proposals combining objects, events
and relations for specifying semantics of video data specified by multiple spatial and
temporal frames of reference. We adopt an object oriented approach to associate each
object (or event) in the database to its corresponding positions and durations where it
occurs. This allows for considerably reducing the time of answering queries and thus
augmenting the efficiently of the research engine.
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Abstract. In image retrieval, if user can describe their query concepts
by keywords, search results can be returned efficiently and precisely by
matching query keywords with text annotation in image databases. How-
ever, even if the query keyword is given, keyword-based retrieval can not
be applied directly in an image database without any text annotation.
The development of Web mining and searching techniques has enabled
us to search images in Web by keywords. Thus, we can search the query
keywords given by user through Web to obtain example images, and
then find those images relevant to user’s query in image database with
the help of these example images. In order to improve the image retrieval
performance, we adopt multiple instance learning when calculating the
similarity between example images and images in database. Experiments
validate that our method can effectively improve the retrieval perfor-
mance in un-annotated image database.

Keywords: Image Retrieval, Keyword-Based Retrieval, Multiple
Instance Learning.

1 Introduction

With the rapid development in multimedia devices and Internet, the past decade
has seen an enormous increase in digital images that people need to manage
during work and everyday life.

To make describing image search queries much easier for the user, keyword-
based image retrieval techniques emerged and attracted the attention of re-
searchers. In previous research, keyword-based image retrieval techniques usually
require image databases to be annotated with text information. However, due to
the gap between semantic words and visual features, query-based methods usu-
ally can not be applied to an image database without any text annotation. Hoi
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and Lyu [4] proposed a method to implement keyword-based image retrieval in
un-annotated image database through web mining and search techniques. Nev-
ertheless, the method that they used to collect related images often tends to pick
out many images irrelevant to user’s query, thus heavily affecting the image re-
trieval performance. In addition, after obtaining the example images, the CBIR
method that they adopted is also so simple that more sophisticated method can
be used to enhance the precision of the search result.

In this paper, based on [4], we proposed a new keyword-based retrieval ap-
proach to un-annotated image database. Compared with [4], our method has two
distinct advantages: (1) Our method to collect relevant images through Web can
lead to example images with fewer irrelevant images. (2) In the CBIR phase, we
treat each image as a bag of instances and adopted one-class SVM [1][6][3] to
improve the image retrieval performance.

This paper is organized as follows: Section 2 presents our method to collect
relevant images and image retrieval in detail. Section 3 reports the experiment
results. Section 4 concludes.

2 The Proposed Method

The method is composed of two steps: (1) Collecting relevant images. (2) Content
based image retrieval. Both steps will be explained in detail in the following
subsections.

2.1 Collecting Relevant Images

In this step, we first obtain user’s query keywords, then use these keywords to
collect relevant images in the Web. We adopted the image collecting method
used in WEBSEIC to collect images from Web. [7]. This method consists of two
steps: (1) Filter out irrelevant images by text information (2) Pick out relevant
images by visual information.

We first use a keyword-based webpage search technique to obtain a search
result of user’s query. The set of top ranked webpages in the search result
is denoted as U . All the images in U are then extracted, denoted as I, and
Ii represents the ith image in I. For each image Ii in I, we extract text ev-
idence from its description tags including filenames, ALT attribute of IMG
tag and anchors, connect and turn them into feature vectors represented by
di = (wdi1, wdi2, ..., wdit); text surrounding each image is also extracted and
turned into feature vectors si = (wsi1, wsi2, ..., wsit). User’s query keywords are
represented as q = (wq1, wq2, ..., wqt). Binary weight is used for all vectors. Given
the query q, the conditional probability of observing di or si can be calculated
by equation(1), in which ei represents di or si.

P (ej |q) =
∑t

k=1 wjkwqk√∑t
k=1 wjk

√∑t
k=1 wqk

(1)
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We use equation (2) to combine probability of both di and si calculated by
equation(1) to obtain the conditional probability of observing image Ii when
given the user’s query q, in which Pdjq and Psjq represent the probability of di

and si calculated by equation(1) respectively.

P (Ij |q) = η × [1 − (1− Pdjq)(1 − Psjq)] (2)

We calculate the conditional probability of observing each image in I, then rank
all the images in I according to its probability value and pick out the images
with high probability of being observed.

Let C = {x1, x2, ..., x|c|} represent the possibly relevant images obtained pre-
viously. For each image Ci in C, we extract its visual feature and represent it
as m-dimensional feature vector Di = (di1, di2, ..., dim). Let z denote a point in
visual feature space, we use equation(3) to calculate its density, in which |C|
represents the number of images in C.

Density(z) =
|C|∑
i=1

e−
∑m

j=1 |zj−xij |2 (3)

For all images in C, we use algorithm described in algorithm(1) to filter out
those irrelevant images.

Algorithm 1. Filter out irrelevant images using visual information
Parameter:
N : When number of images is less than N, the algorithm will terminates.
Input:
C: a set of possibly relevant images.
Output:
P : a set of relevant images
Process:

1. Step 1: For each image Ci in C, extract its visual feature and represent it as feature
vector Di.

2. Step 2: Calculate each image’s density using equation(3).
3. Step 3: Rank all the images according to their density
4. Step 4: Remove the half of images with lower density out of C
5. Step 5: If the number of remaining images is less than N , algorithm terminates,

let P represent the set of remaining images. Otherwise goto step 2.

2.2 Content-Based Image Retrieval

For each image in the relevant images set P and image database, we use Blob-
world [2] to turn it into several image regions. Let l denote the total number of
regions extracted from all images in P , we regard each image region as an in-
stance and represent the set of all the regions as X = {X1, X2, ..., Xl}, in which
Xi is the feature vector of a region. For each image Di in image database D, we
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represent the set of instances extracted from it as YDi = {Y 1
Di

, ..., Y li
Di
}, in which

li denotes the number of regions extracted from image Di.
One-class SVM[1] is then adopted to explore the regions related to user’s

query. Since the relevant instances share great similarity in visual feature, they
lie close to each other and form a relatively dense region in the feature space.
This can be formulated into the following optimization problem:

min
R∈R,ζ∈Rl,c∈F

R2 +
1
vl

∑
i

ζi (4)

subject to
‖φ(Xi)− c‖2 ≤ R2 + ζi, ζi ≥ 0 and i = 1, ..., l (5)

By solving the above optimization problem, we can calculate the similarity score
between a region Y j

Di
of the image Di in database and the regions {X1, X2, ..., Xl}

of example images using the following equation[6]:

f(Y j
Di

) = R2 −
∑
i,j

αiαjk(Xi, Xj) + 2
∑

i

αik(Xi, Y
j
Di

)− k(Y j
Di

, Y j
Di

) (6)

For each Di in image database D, we set the score of Di to the maximum
similarity score of its regions:

score(Di) = max{f(Y j
Di

)|1 ≤ j ≤ lk} (7)

We rank all the images in D according to their score calculated by equation (9),
and return the top images with highest score to user as image retrieval results.

3 Experiment

3.1 Experiment Settings

In order to test the performance of proposed method, we randomly gathered
2000 images from COREL image data set to form an image database, which are
composed of 20 different classes, with 100 images per class. We extracted 64 di-
mensional Color Texture Moment(CTM)[5] and 64 dimensional color histogram,
and combined these two features together to represent each image.

Due to its fame and excellent performance, Google is chosen as the search
engine to implement key-word based webpage search. For each query given by
user, we pick out the top 50 pages in the webpage search result returned by
Google and extracted all the images contained in these webpages. The number
of images remained after filtering irrelevant images using textual information is
100, and the finally remained example images are 20.

For the kernel of one-class SVM, we adopted Gaussian kernel due to its good
ability to capture non-linearity:

k(X, Y ) = e−‖X−Y ‖2/2σ2
(8)
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10 classes out of the total 20 classes are chosen to be used as query to test the
performance. The 10 classes chosen are: Dessert, Dolphin, Firework, Green Leaf,
Lion, Night Owl, Puma, Rare Car, Rhinoceros, Wave. We use their class name
as the query keyword directly.

3.2 Experiment Result

We compared our proposed method with two other methods: (1)Method1: the
method proposed in [4], which uses another kind of image collecting method and
single-instance technique in CBIR. (2)Method2: the method that adopted our
image collecting algorithm, but, in CBIR, uses the same single-instance technique
as Method1. The precision in top 20, 50 and 100 images of the image retrieval
results are used to evaluate these three methods. The experiment results are
presented in Table(1).

From Tabel 1, we can see that the image retrieval precision on Dessert, Night
Owl and Rare Car are very low. Through analysis, we attribute this phenomenon
to the following two reasons: (1) The limited ability of the feature extraction
method that we adopted. On Dessert and Rare Car, the related images are
composed of various color, and it is really difficult to distinguish these images
from others using color histogram. Therefore, although our method can improve
the quality of example images and performance of CBIR, it cannot improve the
image retrieval precision on these two classes. (2) On all these three classes,
the images that we collected through Web are very different from the images in
the database, thus leading to the poor performance of CBIR.

Since Method 1 and Method 2 share the same algorithm during CBIR phase,
their performance are determined by the image collecting method that they used.
On all other 7 classes, the precision of Method 2 is higher than Method 1. This
validates that our method of collecting example images from Web can lead to
example images with better quality. The performance of our proposed method

Table 1. Retrieval precision of three methods in top 20, 50 and 100 images

Top 20 Top 50 Top 100
Data Method1 Method2 Our Method1 Method2 Our Method1 Method2 Our
Dessert 0.00 0.00 0.00 0.04 0.05 0.05 0.04 0.06 0.04
Dolphin 0.10 0.13 0.43 0.08 0.10 0.38 0.10 0.12 0.25
Firework 0.20 0.24 0.31 0.16 0.20 0.27 0.14 0.18 0.21
Green Leaf 0.11 0.13 0.25 0.07 0.07 0.16 0.06 0.05 0.13
Lion 0.35 0.44 0.46 0.29 0.38 0.40 0.24 0.30 0.34
Night Owl 0.02 0.00 0.00 0.02 0.02 0.03 0.02 0.03 0.03
Puma 0.29 0.45 0.54 0.25 0.38 0.44 0.19 0.25 0.31
Rare Car 0.05 0.05 0.03 0.02 0.02 0.03 0.03 0.03 0.03
Rhinoceros 0.33 0.41 0.44 0.26 0.33 0.36 0.17 0.23 0.28
Wave 0.40 0.52 0.50 0.30 0.34 0.40 0.22 0.25 0.29

Average 0.185 0.227 0.296 0.149 0.189 0.252 0.121 0.150 0.191
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is also better than Method 2, which validates that our use of multiple-instance
method in CBIR can effectively improve the image retrieval precision.

4 Conclusion and Future Work

The core idea of this paper is to improve the previous keyword-based image
retrieval method for un-annotated image databases by using new image collecting
method and multiple-instance image retrieval. Experiments results show that, on
most classes, our method can improve the image retrieval performance effectively.
However, due to the simple feature extracting method and query keyword that
we used, our method cannot improve the retrieval precision on some classes,
and would not deteriorate the performance either. By using more sophisticated
feature extracting method and query keyword, our method will achieve even
better performance.
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Abstract. Video summaries are compact representations used in search
and video retrieval. As content itself, summaries are stored and dis-
tributed using a suitable video coding format, such as H.264/AVC. The
generation of the bitstream of the summary usually consist of the decod-
ing of the input bitstream and the encoding of the selected frames (i.e.
transcoding). This approach can be computationally very demanding and
unsuitable if the summary must be generated on demand with low de-
lay. This paper analyzes the advantages of an alternative approach using
bitstream extraction instead of transcoding. Experimental results show
that the bitstream can be generated much faster than with transcoding
and without any loss of quality.

1 Introduction

Browsing and retrieval of video content is a time consuming task. Video sum-
marization techniques[5] try to provide the user with a compact representation
containing enough information to get a quick idea of what happens in the video.
Most modalities of video summaries, such as storyboards, video skims and fast
playbacks, are built by selecting some frames from the input sequence.

Some applications, such as personalized and interactive summarization, may
require the summary to be generated on demand, as the content of the summary
is customized after the interaction with the user or with his/her personal profile.
One drawback of conventional summarization approaches is the generation of
the bitstream itself, which is based on the transcoding of the input sequence
after selecting the frames of the summary. Thus, the inherent complexity of
transcoding may lead to a high delay. This aspect of the whole summarization
process is barely considered, but it may become critical in this applications. For
long summaries, such as video skims, low delay generation is a very challenging
problem, and very efficient approaches are required.

Transcoding is frequently used in (non content-based) bitstream adaptation
to constrained bitrate conditions. Many transcoding architectures have been
proposed in this context[1,4,6], trading off rate-distortion performance and effi-
ciency. An alternative approach for bitstream adaptation is scalable video coding.
In this case the bitstream is arranged into different layers with increasing bitrate
and quality. An important advantage is that the adaptation to a given bitrate
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is very simple and consists of the extraction of the appropriate layers for the
required bitrate.

Similarly, bitstream extraction can be used for summary generation together
with an alternative model for representing video summaries[2,3]. However, this
approach is studied only from the efficiency point of view, with experiments
comparing extraction and transcoding processing times. In this paper we re-
mark other inherent advantages of this approach, such as better efficiency and
rate-distortion performance and controlled drift, in contrast to the conventional
approach based on transcoding.

The rest of the paper is organized as follows. Section 2 briefly describes the
stages of a summarization system. Sections 3 and 4 describe architectures for
bitstream generation based on transcoding and extraction. Finally, Section 5
presents some experimental simulations and Section 6 draws the conclusions.

2 Bitstream Generation of Video Summaries

Every summarization system has two different stages: analysis and generation.
The analysis stage, using the term analysis in a wide sense, includes all the
processes addressed to characterize and represent the content in order to re-
move semantic redundancies, and the selection of the frames to be included
in the summary. Feature extraction, shot boundary detection, high level struc-
turing, keyframe selection, clustering or optimization algorithms are examples
of operations that can be included in the analysis stage. Most works in video
summarization[5] deal with this stage, but the generation stage is barely studied.

However, in many scenarios, the generation of the bitstream is critical for
efficient summarization. The generation stage obtains the coded bitstream of
the summary from the input bitstream, once the sequence has been analyzed
and the frames to be included in the summary have been determined.

The analysis and generation stages are connected by some kind of summary
description with the frames to be included in the summary. Both analysis and
generation are not required to be done at the same time, as the summary de-
scription can be stored as metadata.

3 Architecture Based on Transcoding

Fig. 1a shows a conventional summarization architecture using a transcoder for
the generation stage. It can be obtained cascading a decoder and an encoder,
which is the approach used in most of video summarization systems. Besides, it
is simple to separate the analysis from the coding, as the analysis stage usually
works with uncompressed frames as basic units for summarization.

The transcoder shown in Fig. 1a has all the stages of a conventional decoder
(entropy decoding, dequantization, inverse transform and motion compensation)
and a conventional closed-loop encoder (motion estimation and compensation,
transform, quantization and entropy coding). The link between them is the frame
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Fig. 1. Summarization architectures: of a) transcoding based, b) extraction based

selector, which is also the entry point for summarization. Only frames belonging
to the summary are encoded into the summary bitstream.

Summary generation using transcoding is very inefficient, specially for long
summaries, such as video skims. The generation delay depends on these factors
and the number of frames to be included in the summary. The most time con-
suming part of the whole process is motion estimation. However, limited search
ranges or simplified search algorithms lead to a degradation of the rate-distortion
performance. In addition, transcoding suffers from an inherent drawback related
to the additional quantization (Q2) introduced by the transcoder. A first loss of
quality occurred before transcoding, when the input sequence was lossy encoded
with a first quantization (Q1). When comparing transcoding architectures, the
decoder-encoder cascade with full range search is the optimal architecture which
gives the best end to end rate-distortion performance, and it is used as reference
in most transcoding algorithms[1,4,6].

4 Architecture Based on Extraction

If the coding format is the same for both input and output bitstreams, an alter-
native approach for the generation of the bitstream of the summary is bitstream
extraction (see Fig. 1b). Similar to the extraction approach used in adaptation,
extraction for summarization is guided by the summary description[2]. The whole
transcoder is replaced by an extractor which consist of a packet selector. The
packet selector selects only the packets containing the compressed frames and
discards those not required.

This approach has two inherent advantages. Extraction is a very simple oper-
ation which requires few resources and that can be done very efficiently. Besides,
the frames themselves are not modified, so the quality of each frame is the same
as in the input bitstream. Compared to transcoding, there is no quality degra-
dation due to an additional quantization stage. However, the selection of frames
is not so arbitrary as in the transcoding based architecture, as frames are not
independent (i.e. they are related by prediction), and coding structure must be
taken into account. For this reason, we use the model described in [3] to represent
the summaries for extraction.
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5 Experimental Results

We compared experimentally the efficiency and rate-distortion performance of
transcoding and extraction approaches, in the context of H.264/AVC with hier-
archical B-frames. We implemented an extractor for H.264/AVC, using a simple
bitstream description generated by the encoder. The transcoder used is a cascade
of the JM 12.4 decoder and encoder. The optimal transcoding architecture in
terms of rate-distortion performance is the cascade of decoder and decoder with
full range search. However, it is computationally very intensive. To trade off qual-
ity and efficiency five variations were tested combining full and EPZS search and
size of the search window (0, 8 or 64 pixels): FULL64, FULL8, EPZS64, EPZS8
and ZERO (only zero vectors are evaluated). Due to the large number of possible
summaries, we consider only the original sequence, which is not exactly a sum-
mary, but in practice it gives a good measure of the efficiency and rate-distortion
performance of both approaches. Due to the unavailability of long test sequences
coded in an uncompressed format (e.g. YUV), required to measure PSNR, we
encoded the sequence stefan (300 frames of 352x288 pixels) with the JM 12.4
encoder, with dyadic structures, full search (64 pixel window size) and different
values of GOP size and quantization parameter. For each test, the transcoder
uses the same GOP size and the same quantization parameter as the encoder.

5.1 Rate-Distortion Performance

Fig. 2a and Fig. 2b show the rate-distortion curves for all the approaches and
the impact of quantization parameter and GOP size. As expected, extraction
outperforms transcoding, as the quality is not degraded by an additional quan-
tization stage. Besides, the quality of transcoding degrades more with longer
GOPs, suggesting that requantization affects more to motion predicted frames,
and that the quantization error is propagated and accumulated in other inter-
coded frames. In the transcoding experiments, FULL64 has the best quality, with
EPZS64 close to it. Even using only intracoded frames (i.e. GOP=1 in Fig. 2b)
the quality is still degraded by transcoding.

The effect of motion estimation is better shown in Fig. 3a. Although the
transcoder uses a closed-loop drift-free architecture, a progressive loss of quality
within the GOPs is evident in the plots. The degradation propagates backwards
(the intracoded frame is the last frame in the GOP) until a new intracoded frame
is found. This degradation is higher for longer GOPs, and the mean PSNR
decreases, as shown in Fig. 2b. For extraction, the absence of requantization
avoids this problem, and the only quality loss is due to the source encoder.

5.2 Efficiency

Fig. 3b shows the mean frames per second obtained in the case of the processing
of the whole sequence. The experiments were performed on an Intel Core 2 CPU
at 1.8 GHz. With this implementation, extraction is clearly faster than transcod-
ing, with a large gap between them. Although simplified architectures and op-
timized implementations can greatly improve the performance of transcoding,
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extraction seems to remain as the best option when high efficiency in the genera-
tion is required. For extraction, the only factor having some noticeable influence
in the performance is the bitrate. An inverse linear trend is observed, with slower
processing as packets become larger.

The efficiency of transcoding is highly related to the motion estimation strat-
egy, ranging from 15% of the total transcoding time for ZERO to 98% with
FULL64, in the worst cases. EPZS and small search areas speed up the transcod-
ing, although still below real time processing. In contrast to extraction, transcod-
ing is faster for shorter GOPs, as motion estimation is used in fewer frames, and
particularly fast when only intracoding is used.

However, there are simplified architectures for transcoding, more efficient,
although having worse rate-distortion performance than the decoder-encoder
cascade with full search. Open-loop architectures such as requantization[6,1] are
computationally efficient, but they suffer from drift. A cascaded pixel-domain
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transcoder (CPDT) consists of a concatenation of a decoder and a simplified
encoder, which reuses motion information from the decoder, with an efficiency
comparable to ZERO but with a quality significantly lower than the decoder-
encoder cascade for H.264/AVC bitstreams[4].

6 Conclusions

Extraction is an interesting alternative to transcoding for the generation of the
bitstream in video summarization. This approach has two inherent advantages:
efficiency, derived from the simplicity of the adaptation method, and quality
preservation, in contrast to transcoding which introduces an additional loss of
quality. In this paper we have studied the architectures of both approaches along
with an experimental comparison for H.264/AVC. The size of the GOP is an im-
portant parameter that has effect not only on the precision of the summarization
analysis, but also on the rate-distortion performance and efficiency of the gen-
eration process.
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Abstract. In recent years, clustering techniques have become a useful
tool in exploring data structures and have been employed in a broad
range of applications. In this paper we derive a novel image clustering
approach based on a sparse representation model, which assumes that
each instance can be reconstructed by the sparse linear combination of
other instances. Our method characterizes the graph adjacency struc-
ture and graph weights by sparse linear coefficients computed by solving

1-minimization. Spectral clustering algorithm using these coefficients as
graph weight matrix is then used to discover the cluster structure. Ex-
periments confirmed the effectiveness of our approach.

Keywords: Image Clustering, Spectral Clustering, Sparse Representa-
tion.

1 Introduction

Clustering algorithms are widely used in data mining and pattern recognition
problems. The goal of clustering is to determine the intrinsic grouping in a set of
data. Spectral clustering[1][7][13] algorithms have been successfully used in com-
puter vision. Compared to the traditional algorithms , spectral clustering has
many fundamental advantages. It is very simple to implement and can be solved
efficiently by standard linear algebra methods. In addition, results obtained by
spectral clustering often outperform the traditional approaches. However, the
success of spectral clustering depends heavily on the choice of the similarity
measure, but this choice is generally not treated as part of the learning prob-
lem. Thus, time-consuming manual feature selection and weighting is often a
necessary precursor to the use of spectral methods[5].

Recently, several works have considered methods to relieve this burden by
incorporating prior knowledge into the metric, either in the setting of K-means
clustering[4][9] or spectral clustering[10][12]. In this paper, we consider a comple-
mentary approach to use �1 graph to construct the similarity matrix needed by
spectral clustering. This method is based on the assumption that each instance
can be reconstructed from the sparse linear combination of other instances. We
calculate a �1 graph by solving �1 minimization problems. Weights of this graph
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are then used as the weight matrix for spectral clustering. Experiments result
shows that our spectral clustering method achieves excellent performance in im-
age clustering.

The rest of this paper is organized as follows. Section 2 briefly introduces some
related works. Section 3 presents our method to calculate the �1 graph. Section 4
reports the experiment results on synthetic data set. Section 5 concludes.

2 Related Works

2.1 Graph Construction

Given n instances x1, ...,xN ∈ R
d, previous graph based algorithms usually

construct a weighted graph with n nodes in the following way:(1)Constructing
graph adjacency: Two nodes xi and xj are connected in the graph if they are
considered to be close. (2)Calculating graph weight. Weights in the graph are
used to reflect how strong two nodes are related.

An obvious drawback of this method is that the calculation of graph structure
and weights is divided into two different steps. The structure of the graph has
already been fixed after the first step. Therefore, the calculation of graph weights
in the second step will be heavily constrained by this fixed graph structure.

2.2 Spectral Clustering

Spectral clustering[1][7][13] methods arise from concepts in spectral graph the-
ory. The basic idea is to construct a weighted graph from the initial data set
where each node represents a pattern and each weighted edge simply takes into
account the similarity between two patterns. In this framework the clustering
problem can be seen as a graph cut problem, which can be tackled by means
of the spectral graph theory. The core of this theory is the eigenvalue decom-
position of the Laplacian matrix of the weighted graph obtained from data. In
fact, there is a close relationship between the second smallest eigenvalue of the
Laplacian and the graph cut.

3 The Proposed Algorithm

Our proposed clustering algorithm is composed of three steps: (1) Constructing
graph W for spectral clustering. (2) Solving the k smallest eigenvectors from W .
(3) Using K-means to cluster the instances with eigenvectors as features. These
three steps will be introduced in detail in the following subsections.

3.1 Constructing Graph

The method for constructing sparse graph that we adopted in this paper was
firstly proposed in [11] for semi-supervised learning. We first introduce some
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notations: Given n instances x1, ...,xN ∈ R
d and X = [x1, ...,xN ] is the col-

umn matrix of all instances, our aim is to construct a sparse weighted graph G
to characterize the relationship between instances. In order to obtain a sparse
representation of a new instance y, one obvious way is to solve the following
�0-norm optimization problem:

â = arg min ‖a‖0, s.t.Xa = y, (1)

where ‖ · ‖0 counts the number of nonzero entries in a vector. However, the
problem of optimizing equation(2) is NP-hard: there is no algorithm for solving
it more efficiently than enumerating all subsets of a, and it is difficult even to
approximate as well[3][8]. To overcome this issue, Wright et al.[8] proposed to
solve the following �1-minimization problem instead:

â = arg min ‖a‖1, s.t.Xa = y, (2)

It has been proved that if the a0 sought is sparse enough, the solution of the �0−
minimization problem is equal to the solution of equation(3), and equation(3)
can be solved in polynomial time by standard linear programming methods[8].

Yan and Wang [11] used equation(3) to represent each instance in the form
of the linear combination of other instances. For each instance xi, set Xi =
X \ xi = [x1, ...,xi−1,xi+1, ...,xN ], then the reconstruction weight âi for xi can
be calculated by solving the following �1−minimization problem:

âi = argmin ‖ai‖1, s.t.Xiai = xi, (3)

Let aj
i denote the jth entry of ai, the �1 graph is then determined in the following

way: a direct edge is placed from node xi to xj , iff aj
i 
= 0, and the weight Wij is

set to |aj
i |. Due to the fact that �1− minimization automatically leads to a sparse

representation, the graph obtained here is a sparse graph. It is also important to
note that the graph obtained is a directed graph. In order to make it symmetric
for spectral clustering, we transform the weight matrix W into (WT +W )/2 and
use it as the weight matrix for clustering.

3.2 Spectral Clustering

After calculating the sparse representation for each instance, we use the classical
spectral clustering algorithm[1] with weight matrix W to discover the cluster
structure. We first calculate the normalized matrix L = D −W , where D is a
diagonal matrix with Dii =

∑n
j=1 Wij . Then the eigen-vectors of L is solved

to obtain the first k eigenvectors v1, ...,vk. Each row of eigenvectors is then
normalized and regarded as a representation of the corresponding instance. K-
means clustering algorithm is finally employed to cluster the rows of eigenvectors.

The main advantages of our algorithm are as follow: (1) Compared with many
�2 based clustering algorithm, the �1 minimization employed in our algorithm
can lead to a sparse representation. (2) Our clustering method can determine
both the graph adjacency and weight in �1 optimization, while most of the



764 J. Jiao, X. Mo, and C. Shen

Algorithm 1. Image Clustering via Sparse Representation
Input:
X: A set of real valued instances X = [x1, ..., xN ],xi ∈ Rd.
Parameter:
k: The number of clusters
Process:

1. Normalize the instances to have unit 
2 norm.
2. For each instance xi, solve equation(4) to obtain ai

3. If aj
i = 0, set the weight Wij = |aj

i |, 1 ≤ i, j ≤ N
4. W = (W T + W )/2
5. Di ←∑N

j=1 Wij , D ← diag{Di}i

6. L = D − W
7. Compute the first k eigenvectors v1, ..., vk of L, then form these eigenvectors into

V = [v1, ..., vk] ∈ R
n×k

8. Normalize each row of V : Vij = Vij/(
∑

k v2
ik)

1
2

9. Each row of V is considered as an instance and cluster these instances into k
clusters with K-means clustering algorithm.

previous clustering algorithms separate them into two steps. (3) While many
other clustering algorithms are very sensitive to the parameters, our algorithm
is parameter free. The performance of traditional spectral clustering is heavily
related to the choice of σ in Heat Kernel.

4 Experiment

In this section, we present the results of applying our algorithm on different kinds
of image data set. To validate that our algorithm can achieve better clustering
performance and is very stable, we compare our algorithm with the classical
clustering algorithm proposed in [1], which adopted Heat Kernel as the similarity
measure.

We tested our algorithm on the famous COREL image data set. 6 classes
of images are picked out from Corel image data set, where each image class
is composed of 100 images. Among these 6 classes, we chose 2, 3, 4, 5 and 6
classes seperately to form six data sets with different number of clusters. Each
image is represented in the combination of 64 dimensional color histogram and
64 dimensional Color Texture Moment [6]. Clustering Accuracy is used to mea-
sure the the clustering performance[2]. Various σ for Hear Kernel are used to
carry out the experiment, and the accuracy is calculated by repeating the ex-
periment 100 times, then averaging the accuracy. The results are presented in
Figure 1.

We can see from Figure 1 that our method, which is parameter free , performs
better than the spectral clustering method using Gaussian function, which is
sensitive to the parameter σ.
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Fig. 1. Results on Corel data set
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5 Conclusion

In this paper, we proposed a novel image clustering approach based on a sparse
representation model. Similarity matrix are obtained from neighborhoods infor-
mation by solving �1-minimization programming problems, then spectral clus-
tering algorithm is applied to the similarity matrix obtained. Our method is
parameter free and can lead to a sparse representation of similarity matrix. In
the experiments, we show that our algorithm can be used to cluster images
effectively.
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Abstract. In this paper, the cartoon sample space and its organiza-
tion are presented. The samples consisting the faces and the correspond-
ing facial cartoons drawn by artists, are parameterized according to the
proposed cartoon face model, forming the painting parameter definition
(PPD) and the reference shape definition (RSD). And tow conversions
constitute the maps between RSD and PPD. Using the cartoon sam-
ple space, the parametric representation and organization of the sam-
ples across different styles can be resolved in a unified framework, which
forms the basis for automatic cartoon face modeling and facial cartoon
rendering based on the sample learning.

1 Introduction

To capture and render the characteristics of human face is a fundamental and
yet challenging work in computer vision and computer graphics. Various models
have been proposed for rendering the human face with different artistic styles
such as the line drawing, portraits, cartoons, and so on. Their effectiveness has
been proved, however, the automatic capturing and setting of model parameters
are still problems difficult to be solved. As shown in Figure 1, different artistic
styles show their difference in the uses of color schema, shapes, combination rules
and so on. Previous works have not taken the various diversities led by different
artistic style into consideration[1][2][3][4][5].

In this paper, we try to supply an unified framework to represent and gener-
ate facial cartoons with different artistic styles. To comprise the diversities led
by artistic styles, a layered cartoon face model is proposed. A group of facial
cartoons drawn by different artist are collected, and subsequently parameter-
ized with the layered cartoon face model, resulting in the cartoon sample space.
Given photos of face, the corresponding cartoon can automatically be generated
in assigned style by learning from the cartoon sample space.

2 The Layered Cartoon Face Model

The layered cartoon face model is organized in a shape-driven way. It contains the
reference shape layer, representing shape of the original face, and the painting

S. Boll et al. (Eds.): MMM 2010, LNCS 5916, pp. 767–772, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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Fig. 1. Some portraits and facial cartoons drawn by existing systems

P

R

L

M

E

S

Fig. 2. The layered cartoon face model

pattern layer, representing renderings information of a specific style for facial
cartoon as shown in Figure 2. Besides these, some extra information is added,
including the gender, age and artistic style.

The reference shape layer is denoted as R = (M, S), representing the shape in-
formation for facial components in the original face. The facial structure records
the location of components on face, while the set of components includes l− brow
for left eyebrow, r − brow right eyebrow, l − eye left eye, r − eye right eye, nose
for nose, mouth for mouth, and f − form for contour of face, which are used as
super index as in formula (1).

S = {Sf−form, Sl−brow, Sr−brow, Sl−eye, Sr−eye, Snose, Smouth} (1)

The painting pattern P = (L, E) consists of the layout L and the renderings E
of all components as in formula (2). The painting style L records the relative
size, direction and location of different Ecp. Rendering Ecp for component cp is a
set of sequentially implemented painting entities. Each painting entity is defined
by the rendering shape, the rendering element and rendering rule.

E = {Ef−form, El−brow, Er−brow, El−eye, Er−eye, Enose, Emouth} (2)

3 Parameterized Cartoon Sample Space

A group of typical faces and the corresponding facial cartoons are collected, and
subsequently parameterized by the layered model, resulting in the parameterized
set D =

{(
Rk, P k

)
, k = 1 · ·N

}
, named the cartoon sample space. The sample
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space can be decomposed into subspace Dcp =
{(

Rk,cp, P k,cp
)
, k = 1 · ·N

}
ac-

cording to the facial component cp, including left eyebrow, right eyebrow, left
eye, right eye, nose, mouth and facial form. For example, all nose samples form
the subspace Dnose.

The parameters of the sample are recorded with the painting parameter defi-
nition noted as PPD, and the reference shape definition (RSD), they represent
the painting pattern and the reference shape of the sample respectively. Research
on photometric facial synthesis tells that new facial image can be synthesized
by replacing facial component such as eyes, eyebrows, nose or facial form. In the
same way, splitting face cartoon sample into components makes it possible to
generate desired personalized facial cartoon from limited samples. Unified pa-
rameterizations and its organization are suitable for multi-style cartoon sample
space, which is extensible and independent with the artistic style.

3.1 The Painting Parameter Definition – PPD

The PPD is comprised of the parameterized painting pattern of the sample,
including the painting style, the rendering shape of the painting entity, the ren-
dering elements and their rendering rules, which are defined in formula (3).

P = (L, Ecp|cp=f−form,l−brow,r−brow,l−eye,r−eye,nose,mouth) (3)

with Ecp =
(
Ecp

shape, E
cp
element, E

cp
rule

)
Ecp

shape is the rendering shape, which describes the geometrical shape of the
painting entity. For rendering a painting entity with specific artistic style, the
painting entity is decomposed into some rendering elements such as drawing
lines, filling region with specific styles. These rendering elements are abstracted,

l eyeE −

l eye
shapeE −

l eye
elementE −

l eye
ruleE −

Fig. 3. An example for the painting parameter definition
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and classifies into two categories: the curve element for defining an open out-
line and the region element for closed region. Ecp

element records a group of the
rendering elements composed the painting entity Ecp.

Ecp
rule denotes the rendering rules of rendering element, which decides the

appearance and rendering method of the element. For the curve element, The
private properties include color, degree, weight, line style, brush type, and brush
hight, while the private properties of the region element contain color, boundary,
and filling style. Their public properties have layer, visibility, rendering order
which set the relation between different elements. These properties make up the
rendering rules, determine the rendering method of the painting entity.

These rendering rules also represent the drawing algorithms and the artistic
style of the facial cartoon. The cartoon rendering engine can learn them to
synthesis multi-style facial cartoon without human interaction.

An instance of the left-eye painting entity El−eye is showed in Figure 3.
Its rendering shape El−eye

shape is a curve connected by 8 feature points, there
are 18 rendering elements: E01 to E13 are the region elements, and E14 to
E18 the curve elements. Each element corresponds with a rendering rule, for
example, the rendering rule of the region element E02 is (Element ID=E02,
Layer No=60, Visible=true, Rendering order=2, Fill color=(220,122,75), Bound-
ary={(84,556),(104,529), ...,}, Fill style=monochrome), and the curve element
E18 is (Element ID=E18, Layer No=60, Visible=true, Rendering order=5, Line
color=(137,69,34), Line degree=3, Line wight=5, Brush tyle=solid, Control
point weight=0, Line style=line, Brush hight=32).

3.2 The Reference Shape Definition – RSD

The RSD records the reference shape parameters of the sample, which includes
the facial structure and the facial components denoted as formula (4).

M

f formS −

l browS −r browS −

l eyeS −r eyeS −

noseS

mouthS

h

cp
S

l eye
M

− l eye
S

−

Fig. 4. The RSD of the cartoon sample
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R = (M cp, Scp|cp=f−form,l−brow,r−brow,l−eye,r−eye,nose,mouth) (4)

A new notation, M cp defines structural parameters of the facial component,
which is composed by a 5-tuple M cp = (x, y, w, h, θ), (x, y) is center coordinate
of component, w component width, h component height and θ direction with
respect to horizon. Scp is the geometric shape of the facial component. The
facial structure M = {M cp} gives the arrangement of facial components on a
face, and can be calculated by the contour features of the face.

Figure 4 illustrates the facial structure of a sample and its component shapes.
The RSD of left-eye component sample Sl−eye and its structural parameter
M l−eye are shown in Figure 4(d).

3.3 Two Conversions from R to P

There are two kinds of mapping between the reference shape R and the painting
pattern P : one is the linear mapping Φ from the facial structure M to the layout
L, called the shape conversion; Another is the non-linear mapping Ψ between the
facial component S to the painting entity E, named the rendering conversion.

Given an input face, its reference shape parameters (M, S) can be automati-
cally extracted and calculated[6]. The painting pattern parameters of the corre-
sponding cartoon can be obtained by using the conversions and learning samples,
denoted as formula (5).

L = Φ (M ;D)
E = Ψ (S;D) (5)

For the shape conversion Φ, suppose the layout L is the convex combination of
those in sample space as formula (6), the coefficient αk represents the weight

of each sample, which are constraint to αk ≥ 0,
N∑

k=1
αk = 1. These coefficients

can be calculated by using the corresponding facial structure and those in the
sample space, the layout can be determined for a specific facial cartoon[7].

L =
N∑

k=1

αkLk (6)

The rendering conversion Ψ is used to calculate the painting entity E. Since
the facial components are relatively independent, Ψ can be simplified to each
component denoted as Ψ cp. Ψ cp is determined as follows: Firstly, select the most
appropriate component sample from the sample subspace to meet the given facial
component shape. Secondly, calculate the difference between component shape
and the selected sample. Final, a compensation process is used by warping the
entity according to the shape difference[7].

4 Conclusion

A cartoon face model and the sample space are proposed which help the repre-
sentation and generation of multi-style cartoons in a unified framework. For an
input face object, with the help of sample space and two corresponding conver-
sions, the cartoon rendering engine can automatically generate facial cartoons
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Fig. 5. Some generated facial cartoons with different artistic styles

with different artistic style, some are shown in Figure 5. Experimental results
verify the effectiveness of the proposed parameterized representation of the car-
toon sample space.
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Abstract. Interactive navigation through a video is a simple way for a
user to get a quick overview of its content and to find interesting scenes.
Although common video players provide only poor navigation facilities –
in comparison to real video search applications – they are often employed
by users due to their simplicity. We present a tool using a similarly simple
interaction method but enabling much more efficient navigation.

1 Introduction

Video navigation is known as the interactive process of navigating through a
single video, usually to get an overview of its content and to locate potentially
interesting scenes. An example application enabling video navigation is a com-
mon video player that provides a seeker-bar for random access. Many users
employ such video players for video search as these tools provide an intuitive
user interface which is easy to use for non-experts as well. For instance, the pop-
ular YouTube player still uses a simple seeker-bar for navigation. We present a
video navigation tool that provides an extended seeker-bar which can visualize
the progression of dominant colors throughout the whole video. Our extension
allows navigation like a usual seeker-bar but shows a colorized content abstrac-
tion in the background, which can be helpful for many search tasks. While there
is already existing work on that general idea, we further improved this concept
in several ways:

1. We use not only one dominant color (DC) per frame but rather several ones
(e.g. 1st, 2nd, 3rd DC, a.s.o.), which allows a user to derive more useful
information from the visualization. For example, in a news video we can
easily locate segments showing a black-dressed anchorman in front of an
orange background and distinguish them from orange commercials (Fig. 2).

2. Our seeker-bar provides an overview visualization for the whole video as
well as a detailed visualization for a user-defined segment. The overview
visualization contains a zoom window specifying the clipping for the detailed
visualization (Fig. 1). A user can interactively change the size and location
of the zoom window and easily navigate through videos of any duration.

3. The user can restrict the visualization to a spatial region. For example, in
a quiz show this allows to find all the different questions or answers, which
are always presented at the same spatial position in same or similar colors.

S. Boll et al. (Eds.): MMM 2010, LNCS 5916, pp. 773–775, 2010.
� Springer-Verlag Berlin Heidelberg 2010
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Fig. 1. Interaction model of the enhanced seeker-bar for a video with n frames [1]

2 Dominant Color Rivers

For every frame of the video we quantize the color values to a 64-bin histogram,
extract the five-most dominant colors, and visualize these colors in a vertical line.
This vertical line consists of sub-lines, one for each dominant color. The height
of each sub-line is determined by the proportional number of pixels related to
that dominant color. The adjacent visualization of such composed vertical lines
results in a diagram showing the progression of dominant colors throughout the
video. We use that visualization as an interactive visual time-line for navigation.
The vertical position of a dominant color is set according to the bin number
in the color histogram, where the smallest bin is drawn at the bottom and the
highest bin is drawn at the top. This ensures a smooth ”river-like” visualization
of one dominant bin in temporal sequence, since the relative position of one
particular bin stays constant over time.

Fig. 2. Dominant color rivers (detailed diagram of Fig 1 only) visualized for a news
video at several levels of detail. While the first visualization shows the entire video (full
zoom window), the second one shows a small range from the beginning, and the third
one shows an even smaller segment, as defined by the zoom windows through the user.
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Fig. 2 shows an example of the enhanced seeker-bar for a news video at several
levels of detail. The visual seeker-bar helps users at navigation by giving a rough
content abstraction instead of a (relative) time information only. For example,
if the user knows that a news anchorman appears several times in a video,
wearing black clothes and usually in front of an orange background, the user can
easily detect those events by typical color patterns in the visualization (compare
Fig 2). On playback the visualization smoothly scrolls along with the playback
time, showing the current time position at the center of the diagram.

The user can also restrict the visualization to a particular spatial area by
drawing a rectangle directly on the display area. This allows a user to concentrate
on colors of small areas which would not be shown in the visualization due to
their minor proportional extend in comparison to the entire frame. For example,
in a video of a quiz show with dark colors in general this helps to concentrate
on colors of areas showing questions/answers only (see Fig. 3).

Fig. 3. Restricting dominant color visualization to a spatial area (white rectangle)

3 Conclusions

Our enhancement to seeker-bars allows simple and intuitive navigation in a video
and enables more efficient search than common seeker-bars do. The visualization
requires a short preceding content analysis step. The method could be used as
an alternative to common seeker-bars, especially in systems which process videos
before users consume them. Such an example system is YouTube, for instance.
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Abstract. This demonstration (AdVR: Ad Video to service Recommendation), 
attempts to build a semantic linking between ad video and relevant products or 
service by progressive search on E-commerce websites. We firstly extract rep-
resentative images to summarize the video. Then we search visually similar 
product images by Spectral Hashing, rank the contextually textual information 
by tag aggregation, and refine the results by textual re-search. Finally, several 
products relevant to the ad will be recommended to users. Experiments on 
popular E-commerce websites demonstrate the attractiveness and effectiveness 
of our approach which semantically links video content with web services. 

Keywords: Ads Analysis, Ads Recommendation, Video Search. 

1   Introduction 

Ad video is a very popular advertising form to promote goods, services, and ideas. 
The proliferation of user generated content (UGC) websites brings high potential to 
develop advertising industry on web and especially to find a viewer-friendly and 
advertiser beneficial solution to launch ads. There has been some work about contex-
tual advertising [4], such as less intrusive insertion of relevant ad video in streams by 
content matching, but the inherent semantics of video ads is much less exploited. It 
will be very useful and potential to do ads recommendation by linking ad videos with 
related products promoted on websites. 

In this demonstration, we present an effective and progressive way to semantically 
represent ad video and link it with online products or service towards ads recommen-
dation in a style of cross-media. An example of AdVR is shown in Figure1. At first, 
we analyze video ads to capture the subset of representative images about advertised 
products. Then we try to collect relevant images and textual information from the 
Internet through visual matching. After that, we rank the contextually text information 
of visual search results by tag aggregation and refine the results with textual re-
search. Finally, we parse the textual tags of top matched products and make more 
meaningful online recommendation based on the re-search results from the Web. 
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Fig. 1. An example of AdVR 

2   System Overview 

Figure 2 shows the overall framework of AdVR, which contains offline and online 
parts. In the offline part, we collect products’ information from shopping websites 
including eBay and Amazon, build feature and tag indexes to make preparations for 
the online part. The online part is composed of five modules: video analysis, visual 
search, tag aggregation, textual re-search and service recommendation. 
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Fig. 2. Overall framework of AdVR 

3   System Implementation 

We detect the presence of FMPI (Frames Marked with Product Images) to identify a 
commercial video [2]. An FMPI image can be regarded as a kind of document image 
involving graphics, images, and texts and is usually used to highlight the advertised 
products. We cluster the gist descriptor of all FMPI images and simply select one as 
the representative image to represent the video. 
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We extract several local (SURF, Shape-Context, Geometric-Blur) and global fea-
tures (Colour histogram, Grid Gabor) for all images in database and the representative 
FMPI images. We use a Naïve Bayes Nearest Neighbor classifier to search visually 
similar images. With the help of Spectral Hashing, we can search the similar images 
quickly. In addition, we dynamically select and adjust features’ weights by entropy 
theory to combine these features to get better results. 

Then we use the products’ textual information (tags) to refine the search results. 
With the help of the K-lines-based tag aggregation algorithm [3], the visual search 
results can be classified by tags. We remain the top classes of them to select keywords 
for textual re-search. We execute text-based search to find more precise and semanti-
cally relevant products. Finally, with useful product tags (names, prices and other 
descriptions), we give users rich and detailed recommendation based on the textual re-
search results. Users will see images and tags of relevant products and can also find 
detailed information of each product by its link on E-commercial websites. 

4   Experiments and Performance 

We built up a large dataset of product images and tags from popular shopping web-
sites. We selected 13 popular categories of ad videos for experiments. Our product 
information database contains about 40,000 items. Mean Average Precision (MAP) is 
employed to evaluate our results. The MAPs of all videos in the three steps (visual 
search, tag aggregation and textual re-search) of AdVR are: 0.26, 0.28, and 0.4. In all, 
our progressive linking scheme can improve the semantic understanding of ads step 
by step and give quite precise recommendation of products at last. 

5   Conclusion 

This demonstration presents an online product/service recommendation system by 
linking ad video with relevant product information across the Web. Various tech-
niques are combined, such as video analysis, image retrieval and multimodal fusion. It 
can semantically analyze ad videos and provide users product information relevant to 
the advertisements. We will improve the performance of recommendation by improv-
ing the matching precision and carefully sorting the tags of products. 
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Abstract.  As users rely more on mobile devices to access to video and web in-
formation we must adapt current technologies and develop new ones to support 
multimodal device access to digital archives. In this work we report on a proto-
type video retrieval system for TV sports content that utilizes sports summariza-
tion and personalization to deliver a multi-modal user experience. 

1   Introduction 

In recent years we have witnessed a revolution in how people locate and access video 
content. Viewers are no longer restricted to accessing videos through a broadcaster’s 
TV schedule. Now, they can access video content on-demand using digital video 
recorders, online video archives and increasingly from their mobile devices. A survey 
conducted by the Nielson company shows that the employment rate of mobile video 
access has increased with 52.2% from 2008 to 2009 [1]. This massive surge is set to 
continue as more and more content is migrated to mobile devices.  

At present, most video content available to mobile devices is simply delivered via 
modified front-ends to web archives such as YouTube. There has been little effort to 
adapt these services specifically for access by mobile devices. Although mobile de-
vices have improved much recently in the way they handle user input (e.g. presence 
of qwerty keyboard, touch screens, etc.) it is still more challenging for a user to access 
content using a mobile device compared to stationary devices. As such, it remains 
necessary to minimize user input. 

To support multimodal device access to a digital video archive, we will describe 
DAVVI, a video search and retrieval system for sports video content that utilizes 
automatic sports summarization and recommendation technologies to support both 
mobile and desktop device access.  

2   Prototype System Description 

Our current sports video retrieval prototype has an archive of several months of Nor-
wegian and UK football content. It supports both web and mobile access. There are a 
number of innovative aspects of the system, including: 
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• Automatic event segmentation and tagging of events in sports matches. 
• Real-time, automatic generation of result video documents (not lists of clips) 

as the unit of retrieval.  
• Personalization and recommendation of sports content based on a stored user 

profile, primarily to support mobile access. 
• Identification of a number of key event types, such as: goal, corner, free, yel-

low card, and penalty. 
• Multiple bitrates streaming to support multimodal device access. 

The most innovative aspects of this demo include sports segmentation with keyframe 
extraction, the recommendation of content, and the video documents result genera-
tion, each of which we will now discuss. 

The event segmentation technique for sports content has received a lot of attention 
recently using purely visual processing techniques, for example [2] uses an SVM to 
combine evidences from a number of key attributes that suggest an important event 
taking place, however the accuracy is still only in the region of 70%. By utilizing 
external sources of evidence we have been able to surmount this problem and achieve 
near 100% accuracy. However, this poses another research challenge, that of accu-
rately identifying the optimal start and end of an event, which ideally should be de-
fined by the specific user query. For example, one needs to define where a goal event 
begins and ends and not simply to return a specific length result. The external source 
of evidence we utilize was football match statistics trawled from the web, and this 
gives us an accurate timestamp of the actual event taking place (to the second). Once 
this is known, the event segmentation technique, based on [2], determined where the 
event started (build up to the event) and where the event ended (moved on to another 
separate event). Two segmentation approaches were employed, manual and auto-
matic, and we are currently evaluating the effectiveness of both.  

In the manual segmentation approach, each event type is segmented using a pre-
defined length (non-optimized to the event) of a number of seconds. Yellow cards for 
example were identified as short event and produced ten second segments, but goal 
events defined as more important events and are allocated thirty second segments.  

The automatic segmentation technique optimizes the length of the event segment, 
which can for example be shorter for mobile devices and longer for stationary de-
vices. The starting point is defined by an increase in activity of crowd noise, fast vis-
ual motion and camera panning, which was also further reinforced by the parsed 
online match statistics. End points are determined as crowd excitement reduction, less 
camera movement and less player movement. 

The unit of retrieval for this prototype is not individual video clips, but a generated 
video document that is comprised of a number of high ranked clips that best match a 
user’s information need and profile. On the desktop device the result is a custom gen-
erated result video document, however the component clips are also retuned and can 
be manipulated by the user (e.g., reordered, deleted, etc.) to improve the resulting 
video document, which itself may be shared with buddies. However on the mobile 
device, taking into account the screen size limitation, the result of a query is only a 
custom generated result video document. For example, a result may contain all the 
goals scored by ‘Ronaldo’ after a corner kick in last season’s football matches. 

For recommendation purposes, content can be recommended on both mobile and 
desktop devices. The desktop prototype allows multi-user login, complex query  
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formation, saving of playlists, recommendation of content to buddies and the creation 
of user profiles based on content access. To support mobile device access, the mobile 
version is bound to a single user, supports simple user query formation (e.g. free-text 
queries) and is mostly focused on utilizing the user profile to proactively seek out and 
recommend interesting content to the user (e.g. based on recent activity of a favorite 
player, or viewing habits of buddies, which is a form of collaborative filtering). The 
user profile is maintained by employing both explicit and implicit feedback, with 
explicit feedback only employed on the desktop interface. Finally, hybrid filtering is 
employed to recommend content. 

Figure 1 shows screenshots of both the desktop and the mobile versions of the 
DAVVI prototype sports search engine.  In the mobile interface you can see the text 
search box and a listing of the most recent video documents generated.  

 

 

Fig. 1. Interface to the Desktop and Mobile DAVVI 

3   Future Work/Conclusions 

In DAVVI we have developed a prototype sports event centered search engine which 
supports multimodal device access. For future work, an extensive user study is 
planned along with continuing to improve underlying algorithms and recommendation 
engines. Process migration to allow seamless video playback when swopping between 
different interaction devices is under development (e.g. changing devices from desk-
top to mobile would not affect. 
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Abstract. This demo presents a web image search engine via learning seman-
tics of query image. Unlike traditional CBIR systems which search images ac-
cording to visual similarities, our system implements an extended CBIR 
(ExCBIR) which returns both visually and semantically relevant images. Given 
a query image, we first automatically learn its semantic representation from 
those visual similar images, and then combine the semantic representation and 
their visual properties to output the searching result. Considering that different 
visual features have variously discriminative power under a certain semantic 
context, we give more confidence to the feature whose result images are more 
consistent on semantics. Experiments on a large-scale web images demonstrate 
the effectiveness of our system. 

Keywords: Web image search, semantic learning, feature selection. 

1   Introduction 

With the prevalence of the Internet and digital cameras, more and more digital images 
access to our life. Accordingly, the capabilities to efficient and effective image re-
trieval have become increasingly important and necessary. 

Generally, there are two types of image retrieval approaches. One is the content-
based image retrieval (CBIR), as a way to search visually similar images given a 
query image. As we know, the semantic gap between the low-level visual description 
and the high-level semantics has become a major obstacle to CBIR. Some work intro-
duces relevance feedback from the users to get better results [1]. However, as images 
are described only with visual features, it is hard to ensure the relevance from seman-
tic perspective. That is, it cannot fundamentally bridge the semantic gap. 

Text-based image retrieval (TBIR) is the other approach. TBIR requires annotating 
each web image in advance and searches semantically relevant images given a text 
query. Due to the query polysemy, the results always contain multiple topics and they 
are mixed together. To attack it, Jing et al. [2] proposed to cluster the resulted images 
according to their semantics. They first identified several key phrases related to a 
given query, and assigned all the result images to the corresponding phrases. Ding  
et al. [3] further improved IGroup by clustering the key phrases into semantic clusters. 
However, both methods tend to make users puzzled because too many phrases are 
given, which make the results really diverse.  

In this demo, we extend the traditional CBIR by learning the semantic representa-
tion of the query image and return the results similar both on visual appearance and 
semantic meanings. Given a query image, we first perform CBIR to obtain some  



 Extended CBIR via Learning Semantics of Query Image 783 

 

visually similar image sets corresponding to different visual features separately. Then 
we learn a semantic vector for each set and weightedly combine them into a semantic 
representation of the query image according to different confidence of each feature. 
Specially, the semantic consistence of each set is used to measure the confidence. 
More semantic consistence indicates that the feature is more appropriate to describe 
the query image. Finally, we present a co-search process by designing a vision-and-
semantics combined formulation to search relevant images.  

2   System Implementation 

The system is composed of three main steps: basic CBIR, semantic learning and co-
search, which are illustrated in Fig. 1. 

 

Fig. 1. Illustration of the system framework 

2.1   CBIR  

We perform CBIR to obtain some visually similar image sets corresponding to differ-
ent visual features. Local Sensitive Hashing (LSH) [4] is used to speed up the match-
ing process. LSH uses a hash function h to divide the database images into many bins. 
All images with the same output value of h are placed in a single bin. We execute the 
hash function to a query image and map it into a bin by its output. Only the images in 
the same bin as the query image are regarded as the results. 

2.2   Semantic Learning 

For each obtained image set by CBIR, we first mine representative keywords from the 
title, URL, anchor text and surrounding text of each image as candidates. Then, the tf-
idf strategy is applied to rank these candidates and the top ones are selected as one 
preliminary semantic representation. To all kinds of visual feature, the same learning 
processes are performed and we combine the learned representations into the final 
semantic representation of the query image. During the combination, we will consider 
different confidences of the visual features. The semantic consistence among the tex-
tual information of each image set is used to evaluate the confidence of the visual  
feature. Specially, the more consistent the result set is, the more appropriate the corre-
sponding feature is to describe the query image. We express the textual information of 
images with word vectors and map each vector as a point into the semantic space, and 
then compute the intensity of all the points as the measure of the semantic consistence. 
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2.3   Co-search 

After obtaining the semantic vector and the semantic consistence of each feature, we 
apply a linear fusion to combine the ranked lists of TBIR and CBIR, which is formu-
lated as: 

                                                    (1) 

where α is a parameter to leverage the rate of the semantic similarity and the visual 
similarity. That is, the bigger α gives more confidence on the visual similarity while 
less on the semantic relevance, and vice versa.  is the semantic relevance be-
tween the learned semantic representation of the query image and the parsed textual 
information of images.  is the visual similarity, which is defined as: 

                                                                 (2) 

where  is the semantic consistence of the i-th feature.  

3   Performance and Evaluation 

Our system indexed 8 million web images in total. These images were crawled from 
Google and Flickr. Three types of visual features are extracted, including 144-
dimensional Color Correlogram, 24-dimensional Polynomial Wavelet Tree and 36-
dimensional Color Histogram. The parsed textual information, i.e., title, URL, ALT 
tag, anchor text and surrounding text is also indexed. To evaluate our system, ten 
participants are asked to search in a traditional CBIR system and our system with 
arbitrary queries they liked. The mean average precision (MAP) is employed, which 
is widely used by the image retrieval community. Experimental results of 50 query 
images show that our system (MAP=0.27) performs much better than traditional 
CBIR system (MAP=0.16). Fig.2 presents some search examples by CBIR and our 
system respectively.  

Q uery Top 5 retrieved im ages

 

Fig. 2. The search result list by traditional CBIR (given in the 1-st, 3-rd and 5-th rows) and our 
method (given in the 2-nd, 4-th and 6-th rows) respectively 
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Abstract. As personal digital archives of multimedia data become more 
ubiquitous, the challenge of supporting multimodal access to such archives 
becomes an important research topic. In this paper we present and positively 
evaluate a prototype gesture-based interface to a large personal media archive 
which operates on a living room TV using a Nintendo Wiimote for interaction. 

1   Personal Media Archives in the Livingroom Environment 

The increasing trend recently of people becoming content creators and not just 
consumers poses a challenge for organising and accessing the resulting personal 
archives of multimedia data. We have also noted a recent trend towards the 
integration of personal content management technologies into the enjoyment-oriented 
(lean-back) environment of the living-room, for example DVR functionality or 
WWW access on the TV. In this paper, we are concerned with the integration of 
personal content organisation facilities into the livingroom TV environment, which 
poses a number of challenges because it needs to be performed by non-expert users, 
with a remote control in a distractive (lean-back) environment, and not at a desktop 
computer with use of a keyboard and mouse (the typical lean-forward environment). 

Previous research into managing personal media archives on a desktop device does 
not directly transfer to the living room environment, for reasons such as user 
interaction support, difficulty of querying and even device processor speed. It is our 
conjecture, however, that a living-room TV acts as a natural focal point for accessing 
personal media archives, and that taking into account the significant limitations and 
challenges of developing for such an environment is essential to successfully deploy 
multimedia content organisation technologies. Indeed initial work in the area by Lee 
et al. [1] suggests that simplicity of interaction is crucial for the livingroom 
environment, more crucial than in any other digital media domain and that ultimately, 
this simplicity of interaction determines the success or otherwise of any new 
applications. The challenge therefore is to marry the competing requirements of 
supporting complex digital multimedia archive organization technologies with the 
simplicity of interaction required when developing for the livingroom environment.  

In this work we describe and demonstrate an interactive TV application, for the 
livingroom, which employs a gesture-based interface (using a Nintendo Wiimote) to 
manage a large archive of personal media gathered using a Microsoft Sensecam[2]. 

Studies on interactive TV interaction highlight the special characteristics of the 
livingroom environment and they show design implications and guidelines for a 
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technology operating in such a context. Characteristics such as use of a remote control 
as input device, increased viewing distance and enjoyment oriented (not the complete 
focus of task-orientation) usage scenarios prevail. Based on these studies, previous 
research and our own experiences of developing information retrieval systems for 
lean-back devices [1], we have compiled a set of guidelines for developing interactive 
multimedia applications for the livingroom, or any lean-back, environment: 

• Represent complex digital multimedia objects visually. Complex multimedia 
objects, such as photo collections, video archives or HDM archives need to be 
visually represented and easily manipulatable on screen.  

• Minimise user input where possible and proactively recommend content or 
support information seeking via a small number of frequently used features.  

• Engage the user with simple, low-overhead interaction methodologies, that are 
enjoyable to use, easy to learn and engaging in a distracting environment.  

2   A Prototype Gesture Based Diary Interface  

Following the three guidelines, we developed a gesture-based browsing interface to 
an archive of Microsoft Sensecam [2] images operating on a living room (40 inch) 
TV, using a Nintendo Wiimote. Two weeks (about 50,000 photos or 3,500 per day) of 
Sensecam data, gathered by one wearer, was employed for this experiment, which we 
feel to be a good example of a challenging personal archive. The Sensecam images 
were tagged with date/time and location, as is standard for digital photos.  How the 
three guidelines (above) impacted on the prototype is now illustrated: 

• Represent complex digital multimedia objects visually. A HDM archive is an 
enormous repository of data and as such it needs to be summarised and 
visually easy to browse and interpret on any device. We used the event 
segmentation technique of Doherty et al. [3] to organize each day’s images 
into a set of about thirty discrete events, which utilized visual processing of 
temporal image dissimilarity coupled with and analysis of Sensecam sensor 
data. A keyframe was automatically selected to represent each event based 
on an automatic analysis of its visual significance within that event.  

• The prototype minimized user input by providing a diary-style calendar 
interface as the key access mechanism. A user could select next/previous 
days (a simple Wiimote gesture) and also select next/previous event (another 
simple gesture). Upon selecting an event, the event playback began which 
cycled through the images comprising that event at a fixed speed. The speed 
of this playback (from pause to fast-forward/fast-rewind) was user controlled 
by twisting the Wiimote as if one is twisting a dial or a knob.  

• The prototype engages the user with low overhead and low learning time 
interaction methodologies that users found both easy and enjoyable to use.  

 

A user evaluation was carried out of this prototype gesture based interface (Fig 1) 
with six novice users and the sensecam owner. All users received five minutes 
training on both interfaces. The prototype was compared to a similar interface on a 
desktop device with mouse and keyboard (lean-forward) interaction. Six tasks (four 
known-item and two ad-hoc search) were allocated to each participant (on alternate 
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interfaces) and ordered to as to avoid bias. The average time taken for known item 
search was 77 seconds for the gesture interface and 73 seconds for the desktop 
interface, which was similar. For the ad-hoc task however, users of the gesture 
interface found 50% more relevant images than the desktop interface under the same 
time constraints. For the Sensecam owner (with a good knowledge of the data), the 
gesture interface was significantly better at finding known items with little difference 
on the ad-hoc search. In a qualitative examination, users found the gesture interface to 
be more satisfactory, efficient, productive and easier to recover from error when 
compared to the desktop interface which was more comfortable and easier to learn. 

In conclusion, we have presented a set of guidelines for developing interactive 
search/browsing systems in a livingroom environment and evaluated a prototype 
system adhering to these guidelines. We found that tailoring the underlying 
algorithms to suit the limitations of the target environment can result in an equivalent 
(or better) performing system than an equivalent desktop implementation. Since the 
integration of more personal content organisation technologies into the livingroom 
environment is likely, these guidelines and results are a valuable initial contribution. 

 

Fig. 1. The prototype gesture-based interface showing playback from the seventh event of the 
12th April 2009, which took place in early afternoon in Dublin, Ireland 

References 

1. Lee, H., Ferguson, P., Gurrin, C., Smeaton, A.F., O’Connor, N., Park, H.S.: Balancing the 
Power of Multimedia Information Retrieval and Usability in Designing Interactive TV. In: 
Proceedings of uxTV 2008, Mountain View, CA, October 22-24 (2008) 

2. Hodges, S., Williams, L., Berry, E., Izadi, S., Srinivasan, J., Butler, A., Smyth, G., Kapur, 
N., Wood, K.: SenseCam: A retrospective memory aid. In: Dourish, P., Friday, A. (eds.) 
UbiComp 2006. LNCS, vol. 4206, pp. 177–193. Springer, Heidelberg (2006) 

3. Doherty, A.R., Smeaton, A.F.: Automatically Segmenting Lifelog Data into Events. In: 
WIAMIS 2008 - 9th International Workshop on Image Analysis for Multimedia Interactive 
Services, Klagenfurt, Austria (May 2008) 



 

S. Boll et al. (Eds.): MMM 2010, LNCS 5916, pp. 789–792, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

E-learning Web, Printing and Multimedia Format 
Generation Using Independent XML Technology 

Alberto González Téllez 

Universidad Politécnica de Valencia,  
Dept. De Informática de Ssitemas y Computadores,  

Camino de Vera, s/n, 
46022 Valencia, Spain 
agt@disca.upv.es 

Abstract. E-learning content delivery through the Internet is nowadays a very 
active topic in academy, industry and research. Common tools used in presen-
tial learning are not adequate in the new context then new tools are required in 
order to produce, manage and deliver learning content in a way as much inde-
pendent and flexible as possible. We present a set of tools that allows independ-
ent e-learning production and one-source-several-format delivery using vendor 
independent XML languages, particularly Docbook and SMIL.  

Keywords: E-learning, Delivering Formats, XML, Docbook, SMIL. 

1   Introduction 

E-learning content delivery through the Internet by means of Learning Management 
Systems (LMS) is made using several presentation formats, particularly printing 
(PDF), web (HTML) and multimedia. It is then very convenient to separate content 
from presentation as much as possible. Furthermore, liking content to a particular 
application or software vendor is also not desirable in order to be able to easily move 
content among different LMS. Organizations can in that way interchange content and 
choose the more satisfactory platform at any time without any lease. 

We propose a set of tools build around the open and vendor independent standards 
Docbook [1] and SMIL [2]. Docbook is a veteran XML compliant language oriented 
to electronic book production with a complete set of format generation XSLT style 
sheets. In order to be productive an author oriented editor is required. Unfortunately 
we have not found yet an open solution and we rely on the commercial editor XXE 
(XMLmind XML Editor). It is an affordable general author oriented XML editor, 
fully customizable in its Professional Edition. SMIL (Synchronized Multimedia Inte-
gration Language) is also an XML compliant language oriented to multimedia com-
position. It is just and specification from the W3C and then a particular platform has 
to be chosen in order to make it operative. At present we are using RealPlayer from 
Realnetworks as the target player. This requires that media elements included in an 
SMIL composition have to be transcoded to Realnetworks formats, particular Real-
audio and Realvideo. This can be performed by means of the free tool Real Producer 
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Basic. In spite of being a proprietary platform RealPlayer is multiplatform (Windows, 
Linux and MasOS) and free. It is also open through the Helix project.  

The actual need to use proprietary authoring tools do not affect content because it 
can be easily move to other environments as far as they comply with Docbook and 
SMIL specs.  

2   E-learning, Web and Printing Format Generation 

Docbook is a very powerful open and independent product that allows unlimited cus-
tomization. In our academic environment we are interested in producing several de-
livery formats and in content reuse both applied to our centralized pool of learning 
content. In order to achieve this we have developed a Docbook markup and style 
sheets customization [3], combined with an XXE customization in order to get a user 
friendly integration. In this way we are able to generate the following documents 
without any content replication: 

 

• Theory modules in IMS Content Package format and exams in IMS QTI 
format able to be imported in our Sakai based e-learning platform named 
PoliformaT. 

• Class presentation in chunked HTML format that include a summary of 
the class notes with text font size adjusted. 

• Class notes and exercise collections (with and without solutions) in high 
quality PDF format. 

• Printed test and open question exams. Test exams can be automatically 
reordered at the question and response options levels. 

 

We make extensive use of XInclude, very conveniently implemented in XXE, particu-
larly to produce printed exams and to reuse content in related subjects. 

The Docbook based publishing process is depicted in figure 1. 

3   Production and Integration of Multimedia Compositions 

The possibility of learning content delivery from an LMS, that in our University 
started in 2006 with PoliformaT, combined with the startup in 2008 of the streaming 
service PoliTube, have pushed us to develop a technique to enrich our static 
text+image documents with multimedia presentations.  

In [4][5] we proposed an authoring environment to produce SMIL presentations 
based on free and open software. We also proposed an integration mechanism of these 
presentations in HTML modules published in PoliformaT. We do not have proper 
streaming service for SMIL delivery and then the integration in PoliformaT performs 
the download of the whole presentation before playing. That requires an undesirable 
wait time but the advantage is the interactive capabilities that SMIL offers (i.e. asyn-
chronous time navigation with time links index). An alternative that avoids waiting 
before playing is to convert SMIL presentations to pure video and to publish it in 
PoliTube. The disadvantage with this option is that interactive capabilities are lost. 
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Fig. 1. E-learning publishing process 

Following the previous considerations we are extending our previous work with 
the following tasks: 

 

• Design of an automatic generation tool to produce SMIL compositions 
from a set of clips and presentation layout design. 

• Production of MP4 video version of SMIL compositions and integration 
of both MP4 and SMIL into our modules published in PoliformaT. 

 

The SMIL producer tool requires the Java Runtime Environment to run the tool that is 
implemented in Java and rely on JAXP to generate SMIL. It also needs RealProducer 
(Basic or Plus) to transcode presentation clips and RealPlayer to play the resulting 
SMIL composition. 

Authors have to specify the following item sequences to the tool: 
 

• Clips to be included in the presentation in a format supported by RealPro-
ducer. 

• Video or audio narration clips. 
• Time navigation index entries and how they map with the clip sequence. 

 

Based on the author inputs and the time information available in real media formats, 
the SMIL producer generates a SMIL file and a folder that includes all the media 
required transcoded in RealPlayer supported formats, particularly realvideo, realaudio 
and realtext. 

We have developed several presentation templates (figure 2), depending on the 
type of video camera used to capture presenter video, the version of RealProducer 
(Basic of Plus) available, the type of narration (voice or video) and the number of 
time link index entries. 
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Fig. 2. SMIL composition templates 

To produce an MP4 version able to be delivered by PoliTube, we capture the pres-
entation played by RealPlayer with a screen video capture utility (i.e. CamStudio) and 
encode it into an MP4 container using a video encoder utility (i.e. MediaCoder).  

The integration in PoliformaT HTML modules of both versions of multimedia 
presentations is made by including every presentation as an image. The image title is 
a link that opens an HTML page that embeds the corresponding MP4 video published 
in PoliTube adjusting video size for the best visual quality. The image is in fact a Java 
applet that performs the download of the SMIL version allowing local playing with 
good interactive response. This second alternative requires RealPlayer, Java and Java 
security permissions properly configured. We have developed a Java application to 
transparently configure Java security. 

A virtual demonstration of the techniques proposed can be found in [6] in both 
MP4 video and SMIL formats. 
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Abstract. This demo presents a video visualization technique named
Dynamic Video Collage (DVC). By selecting representative frames, ex-
tracting their regions of interest, constructing collages with the gradually
coming frames, and displaying the collages via animations, we aim to
mimic the storytelling of the video content by dynamically presenting a
series of collages. In contrast to our previous work on Video Collage [1],
DVC is able to show video dynamics in a more visually appealing way.

1 Introduction

With the rapid development of digital recording devices and internet video ser-
vices, video data are explosively increasing. One way to get a quick glance of the
main content of such amount of video data is video presentation, which aims at
providing a compact summary with important information. There are two cate-
gories of video presentation methods: static summary and video skimming. Static
summary approaches usually use a single image to present a video sequence, e.g.,
Video Collage [1] and Video Synopsis [2]. Although compact and easy for trans-
mission and storage, static summary is unable to show video dynamics. On the
other hand, video skimming uses a short video sequence to summarize the high-
light segments. Although the dynamic summary contains enough time-involving
information, it remains a challenge how to make the summary visually appealing
as well as show the overall story.

We present in this paper a new video presentation approach, called Dynamic
Video Collage (DVC), which represents a tradeoff between the compactness and
visual pleasure of static summarization and the dynamics of video skimming. On
one hand, it is compact and visually pleasing, like static summary, by generating
a collage with overlaid keyframes. On the other, it can also show dynamics by
gradually displaying a series of collages, like video skimming. To generate a
DVC, when processing a video, we first select the representative frames (also
called keyframes) from a part of the video which has been processed, and create
a photo collage based on these frames [3]. Once a new keyframe is detected,
the collage is automatically and gradually updated with the new keyframe, in
an overlay manner with the most important part of the keyframe shown. Such

� This work was performed when Yan Wang was a visiting student at Microsoft Re-
search Asia.
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Video stream Keyframe Selection

ROI Extraction

Collage ConstructionDynamic Presentation

New keyframe
New keyframe

ROI Information 

Fig. 1. Approach overview for generating a Dynamic Video Collage (DVC)

dynamic procedure (i.e., the process of keyframe detection and the changes of
collage) is displayed in an animation. By DVC, users can get the main content
as well as the video dynamics in a visually appealing and attractive way.

Our work is highly motivated from Video Collage [1] which generates a collage
image to present a video sequence, and Picture Collage [3] which presents an
image collection using a picture collage in an overlay manner. However, DVC is
different from Video Collage in that it can show video dynamics and it constructs
the collage in an overlay manner rather than in seamless fusion way; DVC is
also different from Picture Collage in that it can update the collage with the
increasing processed keyframes and thus can preserve the story of video sequence.

2 Approach

DVC has the following basic properties. First, the displayed frames should be
representative with temporal structure maintained so as to preserve the infor-
mative video content. Second, the collage should be compact enough for efficient
browsing. Third, it is expected to have the ability to present video dynamics
so as to make the presentation more impressive. Figure 1 shows the approach
overview for generating a DVC. Given a video sequence, we first perform shot de-
tection to select a set of representative frames (i.e., keyframes). Once a keyframe
is detected, the region-of-interest (ROI) is extracted and fed into the collage
construction module to update the collage. When the collage construction mod-
ule receives a new keyframe, it will update the collage with this keyframe. The
changing procedure of the collage is gradually displayed in an animation manner.
The process of DVC generation is like storytelling of the whole video sequence.
The video dynamics are represented by the gradually enlarged collages which
are generated by the incrementally detected keyframes.
ROI extraction. To make the collage compact, only the ROI of each keyframe
is made visible in DVC. We adopt a fuzzy growing process to extract a saliency
map for each keyframe [4]. By using two different fuzzy growing thresholds, we
can get a bi-level ROI map.
Collage construction. To make the collage compact and visually appealing,
we adopt an overlay collage in [3], which constructs a collage with saliency maxi-
mization, blank space minimization, saliency ratio balance, and orientation diver-
sity from a collection of images. Collage construction is formulated as a Maximum
a Posteriori (MAP) problem in which the corresponding solution infers a set of
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(A) (B)
KF #14 KF #15

KF #1 KF #2 KF #3 KF #4 KF #5 KF #6 KF #7 KF #8

KF #9 KF #10 KF #11 KF #12 KF #13

KF #1 KF #2 KF #3 KF #4 KF #5 KF #6 KF #7 KF #8

KF #9 KF #10 KF #11 KF #12 KF #13 KF #14

Fig. 2. An example of “dynamic video collage” for a home video. The upper parts
indicate the collages, while the lower parts indicate the detected keyframes. The high-
lighted keyframes are the new ones integrated to the collages. Please note that (A) is
with 14 keyframes, while (B) is with 15.

state variables indicating the positions, layers, and orientations. We employed the
Morkov chain Monte Carlo (MCMC) algorithm [5] for problem optimization.

3 Demonstrations

Figure 2 shows an example of DVC generated from a home video. The screen of
DVC is divided into two parts: collage and keyframe list. In (A), DVC generates
a collage with 14 keyframes, while in (B), with a new keyframe, DVC is able to
update the collage smoothly and in an animation way. Although the collages in
the DVC are compact, the ROI of each keyframe is visible. In this way, DVC
presents a new visualization technique for video with impressive results.
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Abstract. This paper presents a novel system to automatically generate
visual explanation by exploiting the visual information in Wikimedia
Commons and the automatic image labeling techniques. Sample images
and the sub object based training data are obtained from Wikimedia
Commons. Then propose an image labeling algorithm to extract salient
semantic sub object. Each sub object is assigned to a semantic label. In
this way, different semantic-level visual references are provided in our
system.

1 Introduction

Compared to text, visual information, such as image, contains richer information.
Recently, many online visual dictionaries leverage the visual world [1] for their
application purpose. Visual dictionary is designed to quickly answer questions
when you know what something looks like but not what it is called, or when you
know the word but cannot picture the object. Fig. 1 illustrates an example about
object “car” from the famous website Visual Dictionary Online [1]. However, the
textual definitions are always developed by professional experts in such websites,
so that they need much time and labors, which greatly impair the scalability and
completeness.

Region-based image annotation algorithms have been used to support auto-
matic visual dictionary construction. However, their performances may largely
depend on the image segmentation techniques, which are very fragile and erro-
neous process [2]. In addition, how to select salient sub objects of a given image
for annotating is a complicated problem. Most image annotation algorithms
heavily rely on the training data [6]. It is difficult to obtain a region-based an-
notation training set.

Nowadays, some photo websites, such as Wikimedia [3], are popular in daily
life. Fig. 2 illustrates an example of “transport” hierarchy obtained from Wiki-
media Commons. As can be seen, information from Wikimedia Commons has
the following characteristics: 1) Textual concepts and images are well organized
by professional users; 2) Images in a given object category is relatively “pure”;
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Fig. 1. The dictionary online Fig. 2. The transport hierarchy from Wiki-
media

and 3) Visual information of the sub objects, which can be used as the training
data for automatic sub object annotation is also provided by Wikipedia.

In this paper we present a novel system to automatically generate visual
explanation. This system utilizes web source Wikimedia Commons and statistical
image labeling techniques.

2 The Highlight of the System

Fig. 3 shows the framework of the proposed system. First, we feed each given
object in a dictionary into Wikimedia Commons, and then obtain sample images
S in this category and the images in its subcategory as the sub object annotation
training data T . We employ SIFT detector and descriptor [4] to determine salient
local point and compute the description respectively. It can be observed that
dense salient feature points often appear at the location where interest object
parts exist. We then exploit mean shift clustering (MSC) [5] to automatically
generate sub objects for the image in S, and then exploit k-NN classifier to
assign label for each sub object based on T .

Automatic Sub Object Generation: Since the location of the meaningful
sub object is usually at the place where the feature points clusters into a dense
area. MSC is always used to find dense regions in the data space. Therefore, to
obtain meaningful image representation, we employ MSC to find the semantic
patches where local salient regions are densely distributed based on their ge-
ometric positions. After clustering, we can obtain a set of cluster centers. By
Defining two thresholds α1 and α2. α1 is used to refine clusters, α2 is used to
filter the isolate local feature points. Taking the cluster center as the center, the
scale of the farthest points as the radius, we can obtain the image patches, where
interest sub objects always exist.

Automatic Semantic Region Generation: We assign the sub object label
for each patch as the sub objects have been obtained. For a given training set T ,
we use k-NN classifier to assign the sub object label for each sub object patch.
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Fig. 3. System Framework Fig. 4. System interface

Demonstration Interface: Fig. 4 shows the interface of the system. It consists
of two panels: control panel and image panel. In the control panel, the image
selected button ”Browse” allows the user to select an example image or a given
object to be explained. To click the “Show Image” button, the example image or
the selected representative image for the object will be presented in the image
panel. By clicking “Sub Object Generation” the visual panel will present the im-
age on which the semantic parts are marked. While clicking “Show Annotation”
the textual annotation of each sub object will be labeled. In the image panel,
interactive zooming is supported to show the detailed information of the image.

3 Conclusion

This paper presented an automatic visual dictionary system. It can help users
find visual answers automatically.
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Abstract. Community-based question answering systems have become
very popular for providing answers to a wide variety of ”how-to” ques-
tions. However, most such systems present only textual answers. In many
cases, users would prefer visual answers such as videos which are more
intuitive and informative. The Video Reference system is proposed as
a solution to the above problem. It automatically extracts videos from
YouTube1 as a video reference responding to a textual question. The
demo shows results on real questions sampled from Yahoo! Answering.

Keywords: Video question answering, YouTube.

1 Introduction
Community-based question answering, such as Yahoo! Answers2 , have become
more and more popular on the web. People seek answers of a variety of ”how-to”
questions or ”what about” questions by either searching for similar questions on
their own or waiting for other users to answer. However, even when the best
answer is presented, user may still have difficulty in grasping the knowledge,
since textual answers are often too complicated to follow, especially for ”how-
to” questions and event-based question [1] [4]. Here, we present a demo named
Video Reference to present visual answers such as videos, which will be more
direct and intuitive for user to understand. This demo is based on the techniques
proposed in [3]. It shows how textual analysis, visual analysis, opinion voting and
content redundancy can be fused together to return the best video answer to a
given natural language style question.

In recent years, millions of video on the web, make them a source for peo-
ple to learn some basic cooking techniques. However, web video search engine
cannot be automatically applied to visually demonstrate these basic cooking
techniques, due to the following reasons. First, search results usually contain
irrelevant videos, because textual metadata associated with the video in term of
title, tags or surrounding text is not sufficiently accurate to locate videos about
cooking techniques. Second, even if the best related video is identified, only part
of the video presents this cooking technique.
1 YouTube: www.youtube.com
2 Yahoo! Answers: http://answers.yahoo.com/
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Fig. 1. The overall system architecture of Video Reference

Fig. 2. Video Reference System interface: The input is a question

2 System Overview

The system automatically extracts video answers from online videos in respond to
a textual question. The overall system architecture is presented in Figure 1. It is
composed of three modules for the identification of video answers from YouTube.
Question Analysis: Given the original question, text-based similar question
search finds questions that express similar information needs from a large archive
of user generated questions in Yahoo! Answers. Since web video search engines
do not perform well with verbose query, we then parse the question into phrases
and identify the most informative phrases as query.
Content Analysis: Category filtering is first conducted on training images
based on the key concepts identified from the question. We then adopt an ex-
tended version of k nearest neighbor classifier to classify the presence of question-
related visual concepts in videos based on an adaptive vocabulary tree method,
as proposed in [2].
Comments Voting: While visual information presents the relevance, positive
comments of videos can reveal the video’s popularity. Thus we use opinion
analysis as a tool to indicate video’s popularity by analyzing the past viewer’s
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Fig. 3. System response to a question: “How can you turn you digital camera into a
web cam”

comments. The result of visual re-ranking, opinion voting, and redundancy
analysis are then fused to identify the precise video answer using the adapted
Bayes rule. The re-ranked video is shown to be more accurate and relevant than
those retrieved solely from YouTube keywords search [2]. A snapshot of the sys-
tem interface is showed in figure 2.

The demo presents results on real questions sampled from Yahoo! Answering.
At the current stage, we only tested the system on questions from Electronic device
domain. One example result is given infigure reffig:result. In future, we will demon-
strate the system with more questions from amending cars, home DIY, cooking,
fitness domains, and so on.And we will incorporate video tag analysis techniques
into the system, which are similar to work done in [5] and [6].
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