Chapter 1

PERISCOPE: An Online-Based Distributed
Performance Analysis Tool

Shajulin Benedict, Ventsislav Petkov, and Michael Gerndt

Abstract This paper presents PERISCOPE - an online distributed performance
analysis tool that searches for a wide range of performance bottlenecks in parallel
applications. It consists of a set of agents that capture and analyze application and
hardware-related properties in an autonomous fashion. The paper focuses on the
Periscope design, the different search methodologies, and the steps involved to do
an online performance analysis. A new graphical user-friendly interface based on
Eclipse is introduced. Through the use of this new easy-to-use graphical interface,
remote execution, selection of the type of analysis, and the inspection of the found
properties can be performed in an intuitive and easy way. In addition, a real-world
application, namely, the GENE code, a grand challenge problem of plasma physics
is analyzed using Periscope. The results are illustrated in terms of found properties
and scalability issues.

1.1 Introduction

Performance is one of the key concerns for the application developers and the com-
putational resource providers of the scientific community. The application develop-
ers endeavor writing efficient large-scale scientific codes that make optimal use of
supercomputers or any other computational resource. Very often, they fail owing to
the required knowledge about the architectures, memory hierarchy, and networks
connecting the processors. The factors which determine a program’s performance,
such as, memory usage, I/O, compilers, operating system and so forth, are complex,
inter-related, and frequently hidden from the programmer.

Performance analysis tools help users in writing efficient codes for current High
Performance Computing (HPC) machines. These tools can provide the user with
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measurements of the program’s performance and locate various bottlenecks. Bottle-
necks are places in the execution path where execution time is lost due to inefficient
resource usage. Based on the identified bottlenecks, users can do modifications to
improve the application’s runtime behavior. Since measuring performance data and
storing those data for further analysis is often done in a not very scalable approach,
most tools are limited to experiments with a small number of processors.

The traditional way of conducting performance analysis and tuning for high
performance computing has been an off-line search approach requiring strong in-
volvement of the user. This search has a potential problem with large performance
datasets and long analysis times for large-scale scientific applications. It remains a
challenge for application developers to analyze the bottlenecks of their applications
when scaling to larger parallel machines. To investigate the runtime behavior of
large experiments, performance analysis has to be done online in a distributed fash-
ion, eliminating the need to transport huge amounts of performance data through
the parallel machine’s network and to store those data in files for further analysis.

An online-based performance analysis system using expert knowledge for iden-
tifying bottlenecks in the applications, in general, follows four steps for capturing
performance properties (Fig. 1.1). As shown, the application is instrumented based

Performance Analysis

Refine: Hyp>PHyp

Current Hypotheses Detected Problems

Info: Hyp—>Dat

Instrumentation
Instr: Dat>ISPEC Prove: Hyp Dat->{T,F}

Performance Data

Fig. 1.1: Cyclic representation of performance analysis

on the initial hypotheses of potential performance properties. During an experiment
executing the application on the parallel system, appropriate performance data are
collected. These data are then inspected to prove which of the hypotheses hold. In
the refinement step, the found properties might be refined to identify more specific
performance problems. All four steps are executed in a cyclic fashion until no more
precise properties can be found. This cyclic approach can of course be automated
and executed in an online fashion.

Although, there are numerous performance analysis tools on the market, they
face challenges in usabiliy, scalability, and single node performance analysis.
Periscope [5] is a distributed online performance analysis tool currently under de-
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velopment at Technische Universitiat Miinchen that addresses the above mentioned
challenges. It consists of a set of autonomous agents that search for performance
properties. Each agent is responsible for analyzing a subset of the application’s pro-
cesses and threads. The agents request measurements from the monitoring system,
retrieve the data, and use it to identify performance properties.

Periscope is currently extended within the German project ISAR (Integrated Sys-
tem and Application Analysis for Massively Parallel Computers in the Petascale
Range') funded until 2011. The main goal of the ISAR project is the realization of
an integrated scalable system that can be used in production environments.

This paper gives a short overview of Periscope’s design. It also presents for the
first time the usage model of Periscope which is based on the recent work within
the ISAR project. It introduces the new graphical user interface which facilitates
the user’s interaction with Periscope. In addition, we give some results from a
large-scale run of a real-world application, namely, the Gyrokinetic Electromagnetic
Numerical Experimental code (GENE) from the Max Planck Institute for Plasma
Physics in Garching.

All the experiments were done on our Altix 4700 at Leibniz Rechenzentrum
(LRZ) in Garching. The Altix supercomputer consists of 19 NUMA-link4 intercon-
nected shared memory partitions with over 9600 Itanium 2 cores with an aggregated
peak performance of over 60 TFlops.

The paper is organized as follows: Section 1.2 introduces related work and Sec-
tion 1.3 describes the design of Periscope with an detailed overview of the analysis
agent’s data capturing mechanism. The usage model is presented in Section 1.4 and
the distributed performance analysis is illustrated in Section 1.5.

1.2 Related Work

Just as there are several different classes of parallel hardware and parallel program-
ming languages, so too are there several distinct types of performance analysis tools.
Each of them has a number of concreate realizations. The most notable ones are
Paradyn, TAU, Vampir, KOJAK, SCALASCA, and mpiP.

Paradyn [9, 10], developed during 1990s, automates performance analysis. The
toolkit uses a performance consultant that does dynamic instrumentation and searches
for bottlenecks based on summary information during the program’s execution. The
tool has the capability to scale to large numbers of processors.

TAU [12] does offline analysis of performance issues in the application based
on trace-based and profiling-based approaches. It provides a wide variety of graph-
ical and text-based displays. In addition, it provides the PerfExplorer which uses
statistical analysis to detect performance problems and allows to compare multiple
application runs.

1 http://www.in.tum.de/en/forschung/verbundprojekte/
clusteraktivitaeten/isar.html
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Vampir [1] provides a trace-based performance analysis framework that converts
performance data obtained from a program into different performance views and
supports navigation and zooming within these displays. It implements event analy-
sis algorithms and customizable displays which enable interactive rendering of the
collected monitoring data. Recently, Vampir’s scalability was extended via a paral-
lel analysis server. But still, huge trace files are generated and have to be manually
analyzed afterwards.

KOJAK [13] does trace-based analysis of parallel applications. It includes Ex-
pert, a component that automatically deduces performance properties from the trace
files and provides a user-interface for investigating the found types of properties, the
processes where a property occurs, as well as its function or OpenMP region.

SCALASCA [4] (SCalable performance Analysis of LArge SCale Applications)
is a scalable trace analysis tool based on KOJAK. It extended KOJAK’s approach for
automatically searching performance properties by exploiting both distributed mem-
ory and parallel processing capabilities. Instead of sequentially analyzing a single
global trace file, it uses a technique based on execution replay to gather performance
data for detecting formalized properties.

mpiP [7] tool is more oriented towards identifying performance problems for
MPI-based applications. It collects the performance data statistically. All informa-
tion is sampled locally and not exchanged between processes during runtime. The
results of the experiments are only merged after program termination as a post-
mortem approach.

Our approach advances the state of the art in the following aspects:

Performs a distributed search of properties.

. The performance data are processed while the application runs.

3. Periscope knows and exploits the structure of the application. This information
is generated by source code instrumentation and is used by the analysis agents.

4. Tt does not use trace-based analysis and hence avoids large datasets.

5. It has a user-friendly interface that supports remote execution on large and dis-

tributed machines and inspection of the application’s performance properties.

[N

1.3 Periscope Design

Periscope’s design provides mechanisms to search for performance properties in
a distributed fashion based on a master agent for management purposes, analy-
sis agents for finding problems on individual processors, and a few other agents
responsible for communication. It is devised such that the users can investigate
performance problems on large-scale runs delving into the single node especially
memory-related performance bottlenecks and MPI/OpenMP issues.

It can be used in interactive application runs as well as in batch runs. The anal-
ysis is executed in an iterative fashion, i.e., focusing on more specific and precise
properties in multiple executions of a program phase. The program phase is either
a special code region marked by the user or the whole code. While in the first case,
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the execution is suspended when the end of the phase region is reached and the pro-
cesses are released afterwards for a next execution, in the latter case the application
is automatically restarted for another execution of the phase.

In this section, we discuss Periscope’s architecture, the agent’s data capturing
mechanism, different types of search strategies and the Eclipse plugin [3] imple-
menting the user interface.

1.3.1 Periscope Architecture

The Periscope architecture consists of four major entities as shown in Fig. 1.2 that
can perform distributed and online-based performance analysis of any scientific ap-

plication.
@'\USERS @ USERS/&

Periscope GUI
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H
Performance Analysis Agent Network

Analysis Agents
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Fig. 1.2: Periscope Architecture

1. The User-Interface is a convenient and feature-rich entity that displays the results
of the runtime analysis by directly mapping the detected properties to the source
code. This entity benefits Periscope users by providing many advanced features
like code indexing, refactoring, syntax highlighting, and so forth.

2. The Frontend starts the application and analysis agents based on the specifica-
tions provided by the user, namely, number of processes and threads and so on. It
is responsible for restarting the application whenever the agent network did not
complete the search before the application terminated.

3. The Analysis agent network consists of three different agents, namely, master
agent, communication agent and analysis agent. The master agent forwards com-
mands from the frontend to the analysis agents and receives the found perfor-
mance properties from the individual analysis agents and forwards them to the
frontend. The communication agents combine similar properties found in their
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sibling agents and forward only the combined properties. The analysis agents
are responsible for performing the automated search for performance properties.
During the search they access the monitor linked to the application processes via
the Monitoring Request Interface (MRI).

4. The MRI monitors provide an application control interface. They deal more with
hardware and software sensors to measure the performance data.

1.3.2 Agent’s Data Capture Mechanism

The agents play a vital role in the search for performance properties in the processes
or threads of the application. The agent design consists of two main parts, namely,
the agent and the monitor. The main components of the agents are the agent control,
the search strategy, and the experiment control. Figure 1.3 presents the agent design
and the sequence of operations involved in capturing performance data. In general,

—
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Search 5
Strategy ¢35

Agent

o
Agent ACC check
Control [

Performance Nz (13}
Database Lo

&
Monitor

Fig. 1.3: Sequence of operations performed by agents to capture performance data

any scientific application would have computational intensive iterations. The user
can mark those regions as user-region or phase-region, so that, it can be used to
perform a multistep search. In order to perform such search autonomously, agents
are involved in the following phases of the performance data capturing mechanism
in Periscope:

initialization phase
execution phase

data collection phase
evaluation phase

el s
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During the initialization phase (1 to 3 in Fig. 1.3), the master agent starts the perfor-
mance analysis search which triggers the search strategy and initializes the candidate
set and triggers a new experiment. The master agent starts the performance analysis
via the Agent Control and Command (ACC) message CHECK. Before the message
is sent, the application is started and suspended in the initialization of the monitor-
ing library linked to the application. In addition, the analysis agent is instructed to
attach to the application via the monitor. The initial candidate set is determined by
a search strategy based on the set of properties found in the previous step. At the
beginning, the set of evaluated properties is empty.

The execution phase (4 to 8 in Fig. 1.3) of performance data capture mechanism
involves triggering a new experiment, checking for missing performance data, send-
ing MRI requests, releasing the application, and configuring the monitors. After the
candidate set is determined, the agent control starts a new experiment. The experi-
ment control accesses all the properties in the candidate set and checks whether the
required performance data for proving the property are available. If not, it config-
ures the monitor via new MRI measurement requests. The source code instrumenter
used for the insertion of monitoring library calls generates information about the
program’s regions (main routine, subroutines, loops, etc.) in the Standard Inter-
mediate Program Representation (SIR) format developed by the European Amer-
ican APART working group on automatic performance analysis tools. The requests,
such as, measure the number of cache misses in the parallel loop on line 52 in file
foo.f, are sent using sockets to the monitoring library. Once all the properties were
checked for missing performance data, the experiment is started. The MRI provides
an application control interface that allows the experiment control to release the
suspended application and to specify when the application is to be suspended again
to retrieve the performance data. During program execution, the monitoring library
checks whether the end of the current phase is reached and configures hardware and
software sensors for measuring the requested performance data.

In the data collection phase (9 to 11 in Fig. 1.3), a specific mechanism is used
to collect performance data. In this lieu, data are inserted into a summary table.
When the application is suspended again the experiment control is informed by the
MRI and it retrieves the measured performance data via the MRI into the internal
performance database.

Finally, during the evaluation phase (12 in Fig. 1.3), the candidate properties are
evaluated and the sequence of operations mentioned above are repeated. Evaluation
of the candidate performance properties is done by the experiment control and they
are inserted into the proven properties set. At the end of this search step, the control
is returned to the agent control and the cycle of the analysis steps is repeated.

1.3.3 Search Strategies

Currently, three search strategies are supported: one for analyzing the single-node
performance, another for investigating the MPI communication behavior and one
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combining both types. Characteristic for the first search strategy is that it is a multi-
step one while the MPI is a single-step operation.

1.3.3.1 Single-Node performance

There are two strategies for analyzing the code’s efficiency based on stall cycle
counters. They both use the PAPI library which provides a portable access to hard-
ware performance counters. These strategies give an insight into the pipeline exe-
cution and the usage of the cache memory. The first implemented search strategy is
the so called StallCycleAnalysis. It analyzes the defined phase region for stall cy-
cles and, depending on their number, it can either refine the property hierarchy or
stop the analysis. After detecting and proving all performance problems in the cur-
rent region this strategy continues with the nested code parts and function calls. The
newly created hypotheses are based on the detected properties in the parent regions
in order to reduce the measurement overhead.

The second available strategy is StallCycleAnalysisBreadthFirst. Its fundamen-
tal idea is quite similar to the previously discussed stall cycle analysis. The main
difference is that this one detects the bottlenecks for all regions in one step. It too
requires multiple executions of the phase region to gather all the performance data
since only a limited number of hardware counters is available.

1.3.3.2 MPI Communication Behavior

Improving the communication pattern and finding performance imbalance is a cru-
cial optimization step for MPI applications. In order to help the developer in tuning
his program, Periscope implements a MPI search strategy. It is able to detect dif-
ferent synchronization problems, such as, late sender and receiver. In contrast to
the other strategies, this one gathers all the necessary runtime information in only
one run of the phase region. The main reason for this is that the properties have no
special hierarchy, thus no further refinement is required.

1.3.3.3 Aggregated Strategy

In addition, a meta strategy called AllStrategy exists. It does neither define any ini-
tial hypotheses nor provide any refinement algorithms. Its purpose is to combine the
strategies for measuring both the single-node performance and the MPI behavior. In
the beginning the former group is activated. When the stall cycle analysis is com-
pleted, the MPI one is started. The result is a complex profile that gives a deeper
insight into the runtime performance of MPI programs.
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1.3.4 User Interface

Periscope provides a convenient GUI as shown in Fig. 1.4 aiming at enhancing the
analysis and post-processing of the found performance properties. It is developed
as a plug-in for Eclipse in order to integrate it with other available programming
tools such as the C/C++ Development Environment (CDT), Fortran IDE (Photran),
Remote System Explorer (RSE), etc. It currently consists of three interconnected
views that present the detected properties and also provide an overview of the in-
strumented code regions. Due to the textual character of the bottlenecks stored by
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Fig. 1.4: Snapshot of the Periscope GUI
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Periscope and their summarized form, a multi-functional table is used for their vi-
sualization. To organize the displayed data, so that, maximum knowledge can be
gathered out of it, the table provides the following features:

Multiple criteria sorting algorithm
Complex categorization utility

Searching engine using regular expressions
Filtering operations

Direct navigation from the bottlenecks to their precise source location using the

default IDE editor for that source file type (e.g. CDT/Photran editor).
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An outline view for the instrumented code regions that were used in an experi-
ment is also available. Statistical clustering is another key feature of the plug-in that
enhances the scalability of the GUI and provides means of conducting peta-scale
performance analysis. It can effectively summarize the displayed information and
identify a runtime behavior possibly hidden in the large number of properties.

After every performance experiment of Periscope, the tool generates an XML-
based file with the detected properties. This file, together with source code of the
application and its SIR document, must be organized in a project for the Eclipse
IDE so that the GUI can access it and load it for analysis. Because of the integration
of the Eclipse File System (EFS) as a file management layer, the most appropriate
data storage location can be freely chosen. As a result, a remote project can be
created on a system where only SSH or FTP are available. Thus, there is no need
to keep local and remote files synchronized and so it greatly enhances the whole
tuning process of real-world applications.

1.4 Periscope Usage Model

This section explains the usage scenario of Periscope to find the performance bot-
tlenecks in scientific applications.

1.4.1 Preparing Analysis Run

In order to undergo an analysis run, the user has to configure Periscope by stating
the machine and the port number for the internal registry, analysis agents and appli-
cations. Optionally, the user can guide the search by stating the phase region via a
user region in the code. For example, in Fortran-based applications, the user-region
is marked as shown below:

I $SMON USER REGION

!SMON END USER REGION

It is mandatory that the program has to be instrumented, compiled, and linked
with the required libraries (MRIlib and mpiProfilerlib). In the existing application’s
makefile, the compilation step generating the object files has to be modified such
that the compiler is replaced with the command psc_instrument. The script will pre-
process the files, instrument them, and finally call the compiler for generating the
instrumented object files. In addition, the compiler has to be replaced in the link step
by psc_instrument. Here, it will link also the monitoring library to the executable as
well as generate the SIR file with the program’s static information.

Instrumentation of subroutines, call sites, user regions, loop regions, OpenMP
parallel regions can be switched on/off using the keywords sub, call, user, loop,
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and par. This specification can be given for each source file individually via the
psc_config_file of Periscope.

1.4.2 Starting an Analysis Run

For starting an analysis run, the user has to start a registry service by specifying
its alloted port number. On the Altix, the following command is used to start the
registry:

regsrv.ia64 35000 &

The agents and the application processes register with it their location and the ports
they use. The Periscope Frontend starts the analysis agent hierarchy. It also runs the
application and optimizes the mapping of application processes and agents to pro-
cessors. The number of processes and threads are specified via ompnumthreads and
mpinumprocs arguments. It will first contact the registry and then start the applica-
tion. After all application processes registered with the registry, the agent hierarchy
starts, the analysis agents connect to the application processes and the search starts.
The following command is used for starting an analysis run on our Altix:

frontend.ia64 --apprun=-~/psctest/GENE/gene
--mpinumprocs=1024 --strategy=
StallCycleAnalysis --debug=1

The apprun parameter specifies the command line to start the application. It will be
passed to the mpirun command. Specifying the number of MPI processes is done
using the command mpinumprocs. The argument strategy can be one of the fol-
lowing: MPI, StallCycleAnalysis, StallCycleAnalysisBreadthFirst, and AllStrategy.
The command debug is for setting the debug level. In addition, the OpenMP threads,
SIR filename, application port number, number of processors controlled by a single
analysis agent, number of highlevel agents and the timeout can be explicitly speci-
fied in the command line.

1.5 Distributed Performance Analysis

As an example for identifying performance bottlenecks with Periscope for a large-
scale scientific application, we demonstrate here the performance analysis of a Gy-
rokinetic Electromagnetic Numerical Experiment (GENE) code. The GENE code
[2, 8] is an iterative solver for a non-linear gyrokinetic equations in a 5-dimensional
phase space to identify the turbulence in magnetized fusion plasmas. It was devel-
oped in the Max Planck Institute for Plasma Physics in Garching. GENE has the
capability to run with a large number of processors, such as, 512 or 1024. It con-
sists of 47 source files with 16,258 lines. The code is written in Fortran 95 with
MPI-based parallelization.
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The experiments were carried out on the ALTIX at LRZ. In the test, the appli-
cation was executed in eight partitions with 134, 154, 24, 144, 50, 257, 143, 94
processors and one analysis agent in each partition. The GENE code was analyzed
on 1, 8, 16, 32, 64, 128, 256, 512 and 1024 processors based on its parallelization
needs.

The experimental results revealing the found properties in different code regions
of GENE, scalability issues that include single node performance, loading proper-
ties, organizing information, and clustering mechanisms are detailed in the follow-
ing subsections.

1.5.1 Found Properties

The main program, gene.f90 of 47 files is responsible to read the parameters, initial-
ize conditions and calculate the explicit time loops. The user-region indicating the
phase for the incremental analysis was marked covering the time step.

The properties found are summarized in Table 1.1. The column headings with
1, 2, 3, 4, and 5 represents the properties, respectively, IA64 pipeline stalls, Stalls
due to L1D TLB misses, Stalls due to pipeline flush, Stalls due to waiting for FP
registers, and Stalls due to waiting for integer registers. It can be seen that the code
suffers more from integer loads compared to floating point registers.

Table 1.1: Found properties in GENE code

SLNo  File Name Region  Line Number Average Severity
1 2 3 4 5
User Region 149 38.3 6.85 11.1 4.14 17.65
Call Region 163 37.6 441 10.2 3.0 204
. Subroutine 91 37.7 3.1103 24 222
2 timeschemef90 y ) Resion 122 222 * 60 2.8 111
Call Region 129 124  * 77 * 132

1 gene.f90

Subroutine 37 185 *119 * 193
3 fieldsdoxky B0 Region 65 177 % 96 * 196

Subroutine 3% 183 *115 * 198
3 aux-fields-f0 11 Region 2 179 *119  * 194

Subroutine 305 17.5 *11.9  * 19.6
Call Region 312 171 * 1.1  * *

3 comm.f90
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1.5.2 Scalability of the Analysis

Several techniques were introduced in Periscope to support the analysis of large-
scale applications.

1.5.2.1 Loading Properties

While analyzing the GENE code with 1024 CPUs, Periscope detected plenty per-
formance properties of 14 different types which were distributed in 4 code regions.
In order to enhance the analysis an additional menu entry (see Fig. 1.5a) is provided
in the GUI to load only properties with high severity.

< %) SIR File: appl_1024.sir (0/47512)
~ @ program: GENE (0/24580) (../src/gene.F90:5)
> ' userRegion: (12290/24580) (../src/gene.F90:144)
»» call: CALC_EXPLICIT_TIMESTEP (12290/12290)
<~ @ subroutine: CALC_EXPLICIT_TIMESTEP (12290/22932)
O loop: (10642/10642) (../srcftime_scheme.F90:105)

[P gauss.quadrature-p
[1] GENE_script.sh
gene.F30

‘7 gene1024_sca psc
{4 genel28agent

(a) Loading properties above a threshold (b) Instrumentation nesting

b aux_fields-psc.fo0
< gene-psc.fo0
1464 Pipeline Stall Cycles
1464 Pipeline Stall Cycles
1464 Pipeline Stall Cycles
1464 Pipeline Stall Cycles 1
1464 Pipeline Stall Cycles .f9 - . . . E""g":lu

1564 Ppeine stall Cydes Iog Remeve propetics with severy below a trshold. | GrupRegions (b1 e,
1A64 Pipeline Stall Cycles Sele e and distribution
1464 Pipeline Stall Cycles = sl

1464 Pipeline Stall Cycles foq _Filter By Column N Group Source Files

1464 Pipeline Stall Cycles i : Lt UngRup
1464 Pipeline Stall Cycles by column
1A64 Pipeline Stall Cycles

1A64 Pipeline Stall Cycles
1464 Pipeline Stall Cycles
1464 Pipeline Stall Cycles

— et
b field_solve_kxky-psc.feo 14.18 100 | Group
P comm-psc.iso 10.07 1.00 Group
P time_scheme-psc.f30 9.67 1.00 Group
P calc_rhs-psc.fao I 6.27 1.00 Group

(c) Grouping and clustering the information

Fig. 1.5: Customizing the displayed information
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1.5.2.2 Organizing Information

Processing the large amount of properties from a large-scale execution might be
a challenging job for the application developers. In order to tackle this problem,
Periscope provides a way to group the collected data in different categories accord-
ing to the type and the location of the performance property as shown in Fig. 1.5c.
Furthermore, the displayed data can be filtered from the instrumentation outline
view to show only the entries of a selected code region. The view also exposes the
complete instrumentation nesting (see Fig. 1.5b).

1.5.2.3 Clustering Mechanism

The GUI for Periscope provides a basic multivariate statistical clustering support
that is based on a data-mining workbench called Weka. This feature is activated
from the context menu as shown in Fig. 1.5c. Currently, we used the SimpleKMeans
algorithm to group the detected performance bottlenecks based on their distribution
on the CPUs and their respective code regions. During the analysis of the GENE
code with 1024 processors, the algorithm generated a few clusters of similarly be-
having processors. It scaled down the amount of displayed information and so made
it easier to uncover runtime behavior that was previously hidden in the huge dataset.

1.5.2.4 Single Node Performance

The single node performance for large-scale run (Fig. 1.6) illustrates the efficiency
of the computation. For the run of GENE with 1024 processors, Periscope identified
that processor 112 had an unexpected peak of 13 severity points from its average for
[A64 pipeline stalls, and processor 868 had 19 severity points for stalls due to L1D
TLB misses. The figure shows that the processors 834 to 862 had comparatively
good performance due to less severity than other processors.

1.6 Conclusion and Outlook

Periscope is an online-based performance analysis tool for detecting performance
problems in large-scale scientific applications. The search is executed in an incre-
mental fashion by either exploiting the repetitive behavior of program phases or by
restarting the application several times. The GUI provides an excellent user-friendly
interface for the developers.

This article presented the agent design to find the wide range of bottlenecks,
Periscope’s GUI with excellent features, such as, remote execution, grouping large
datasets for scalability issues, and clustering of found properties. In addition, the
tool was demonstrated with the real-world large-scale scientific application, namely,
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Processor
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207 19 Severity
Points

Fig. 1.6: Single node performance of GENE when running in Altix for 1024 proces-
sors

GENE to find the single node performance on large-scale runs, its scalability issues
and the found properties. Since the analysis was carried out with the Periscope GUI,
the tool was found to be user-friendly and efficient for displaying the necessary
information.

While the largest test runs with Gene were executed for 1024 processes due to
the availability of test data for that size, we did other experiments with up to 4000
processors on the Altix. These experiments helped us in improving the scalability
of Periscope considerably.

Periscope is currently running on Itanium Altix, Power 6, and Linux X86-based
parallel machines. In the near future, we plan to port Periscope to BlueGene/P.
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