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Preface 

This volume contains the proceedings of the third international conference on Pattern 
Recognition and Machine Intelligence (PReMI 2009) which was held at the Indian 
Institute of Technology, New Delhi, India, during December 16–20, 2009. This was 
the third conference in the series. The first two conferences were held in December at 
the Indian Statistical Institute, Kolkata in 2005 and 2007. 

PReMI has become a premier conference in India presenting state-of-art research 
findings in the areas of machine intelligence and pattern recognition. The conference 
is also successful in encouraging academic and industrial interaction, and in promot-
ing collaborative research and developmental activities in pattern recognition, ma-
chine intelligence and other allied fields, involving scientists, engineers, professionals, 
researchers and students from India and abroad. The conference is scheduled to be 
held every alternate year making it an ideal platform for sharing views and experi-
ences in these fields in a regular manner. 

The focus of PReMI 2009 was soft-computing, machine learning, pattern recognition 
and their applications to diverse fields. As part of PReMI 2009 we had two special  
workshops. One workshop focused on text mining. The other workshop show-cased 
industrial and developmental projects in the relevant areas.  

Premi 2009 attracted 221 submissions from different countries across the world. 
Each paper was subjected to at least two reviews; the majority had three reviews. The 
review process was handled by the Program Committee members with the help of 
additional reviewers. These reviews were analyzed by the PC Co-chairs. Finally, on 
the basis of reviews, it was decided to accept 98 papers. We are really grateful to the 
PC members and reviewers for providing excellent reviews. This volume contains the 
final version of these 98 papers after incorporating reviewers’ suggestions. These 
papers have been organized into ten thematic sections. 

For PreMI 2009 we had a distinguished panel of plenary speakers. We are grateful 
to Andrew G. Barto, Andrzej Skowron and Ramesh Jain for agreeing to deliver ple-
nary talks. We also had invited talks delivered by Ajith Abraham, Pawan Lingras, 
Alfredo Petrosino, Partha Pratim Chakrabarti and Venu Govindaraju. Our Tutorial 
Co-chairs arranged an excellent set of pre-conference tutorials. We are grateful to all 
our invited and tutorial speakers. 

We would like to thank the host institute, IIT Delhi, for providing all facilities for 
organizing this conference. We are grateful to Springer and National Centre for Soft 
Computing Research, ISI Kolkata for the necessary logistics and financial support.  
The success of the conference is also due to funding received from different govern-
ment agencies and industrial partners. We are grateful to all of them for their active 
support. We are grateful to the Organizing Committee for their endeavor in making 
this conference a success.  
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VI 

The PC Co-chairs would like to especially thank our Publication Chair, Sumantra 
Dutta Roy, for his excellent contributions toward the publication process. We are also 
grateful to Dominic Šlęzak for his co-operation and help. Our patron, Surendra 
Prasad, and members of our Advisory Committee provided the required guidance. 

PReMI 2005 and PReMI 2007 were successful conferences. We believe that you 
will find the proceedings of PReMI 2009 to be a valuable source of reference for your 
ongoing and future research activities.  
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Abstract. We talk about two key aspects of the quality-time trade-offs
in time limited search based reasoning namely, design of efficient anytime
algorithms and formulations for meta-reasoning (or control) to optimize
the computational trade-off under various constrained environments. We
present the ideas behind novel anytime heuristic search algorithms, both
contract and interruptible. We also describe new meta-control strategies
that address parameter control along with time deliberation.

1 Introduction

Optimizing the quality-time trade-off while solving optimization problems has
been a major area of interest for Artificial Intelligence (AI) researchers. Since
many of the optimization problems encountered in practice such as design, plan-
ning and scheduling are NP-hard, optimal rationality is not to be expected within
limited resources (like computational time). In AI literature, this trade-off is ad-
dressed in two phases, through design of efficient algorithms which provide han-
dles to control their execution, and through intelligent meta-control mechanisms
which automatically decide such execution strategies under various constrained
scenarios. The use of Anytime algorithms [1] was proposed as a basic computa-
tional framework for handling the quality-time trade-offs. These algorithms work
under any time limitations producing different quality solutions, and thus, pro-
vide opportunities to reason about their time deliberation. Anytime algorithms
are classified into two categories namely, interruptible algorithms and contract
algorithms. Interruptible anytime algorithms are expected to regularly produce
solutions of improved quality and when suddenly terminated, return the best
solution produced so far as the result. For a contract algorithm, time is allo-
cated a priori and the algorithm is required to provide a high-quality solution at
the end of the time contract. Using these anytime algorithms as the base level
computational model, several meta-reasoning frameworks have been proposed to
control the quality-time trade-offs for hard optimization problems.

This paper addresses two dimensions of the quality-time trade-off paradigm,
namely design and meta-control [2]. In the design domain, we concentrate on
Anytime Heuristic Search techniques and present the key ideas behind two novel
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Anytime Heuristic Search algorithms, suitable for contract and interruptible pur-
poses. In the control domain, we introduce the concept of parameter control of
anytime algorithms and propose integrated meta-level frameworks capable of
taking a unified decision on the parameter configuration chosen along with the
deliberation control. We focus on the formulations and strategies required for an
integrated control of iterative stochastic optimization algorithms such as Simu-
lated Annealing [3] or Evolutionary Algorithms [4] under a variety of scenarios.

2 Design of Anytime Heuristic Search Techniques

In the past few years, a number of interruptible heuristic search algorithms have
been developed. In general, these algorithms follow two basic principles: they
use depth guided non-admissible pruning to obtain fast solutions and work in
multiple iterations with gradual relaxation of the constraints to produce a stream
of gradually improving solutions. These algorithms can be broadly classified into
two categories, weighted A* [5,6] approaches and beam based approaches [7,8].
One of the major disadvantages of using the anytime techniques is the lack of
models, which can provide the user an apriori estimate about the quality-time
trade-off. Therefore, to use these techniques, lengthy simulations are required
to find appropriate parameter settings. In the next sub-sections we discuss two
novel techniques of heuristic search. The first one is designed to work under node
limitation contract (Contract Search) and the second one is an interruptible
algorithm (Anytime Window A*).

2.1 Contract Search

We explore the possibility of developing a heuristic search algorithm under a
contract. Since time spent can be determined in terms of number of nodes ex-
panded (as node expansion is the heaviest task for a search algorithm), we work
under a node expansion contract. The A* algorithm performs a global competi-
tion performed among nodes in the open list, select nodes in ascending order of
their f(n) values. While this global competition guarantees optimality of solu-
tions produced by the algorithm (when heuristics are admissible), it also ensures
that all nodes which come into the open list and have f(n) less than the optimal
cost solution are necessarily explored. Our work is based on the hypothesis that
for each level of a search space, if we only expand nodes up to the ’optimal-path
node’, we can attain optimality. To formalize this we introduce the concept of
ranking among nodes in the search space. The rank denotes the position of a
node (in terms of f -value) among a chosen set of nodes. While A* uses a global
ranking scheme (without any restrictions) we introduce a local ranking among
the nodes in the same level of a search. Our study of state spaces of some impor-
tant practical problems reveals that the nodes on the optimal path are usually
very competitive among nodes at their same level. We reinforce this observation
by obtaining analytical results on search tree models (uniform and non-uniform
costs).
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Our analysis on best-first search shows that stricter pruning can be obtained
using rank based restrictions. For Contract Search, we propose to obtain a prob-
abilistic estimation of rank values, and use that information to guide the search.
For this, we put forward the concept of Probabilistic Rank Profile (PRP). Prob-
abilistic Rank Profile P (S|l, k(l)) is a model which represents the chance of ex-
panding the ’optimal-path’ node at a level if a maximum number of k(l) nodes
are expanded at that level. These values can be obtained either through pro-
filing or by using search space characteristics to generate the PRP values. For
Contract Search, we use the PRP to compute the expansion bounds for each
level of the search space depending on the contract specification. We formulate
the bound selection (k-selection) problem under a given contract C as follows:
For a problem having PRP P (S|l, k(l)) we generate a k-cutoff for each level l
(0 ≤ l ≤ h) such that,∑

l k(l) ≤ C and PS(C) is maximized (1)

With this formulation, we define the k-selection strategy for a particular level as
a Markov Decision Process (MDP) which is solved using dynamic programming.
The strategy can be computed off-line and then used to guide the actual search
under specified node limitations.

Contract Search uses these k(l) values to limit the expansions for a particular
level. A naive way of incorporating the restrictions would be to expand the best
k(l) nodes at level l. In Contract Search, nodes are expanded in the best first
mode across all levels. However, if the number of nodes expanded at a given
level l equals the k(l) value, the level is suspended. The search terminates when
all levels are suspended or there are no more nodes having f(n) less than the
obtained solution. It may be noted that when a given level l is suspended, the
suspension is propagated to upper levels to reduce useless expansions. Contract
Search has been applied on a number of search problems namely, Traveling Sales-
person Problem (TSP), 0/1 Knapsack Problem, 15-Puzzle Problem and Instruc-
tion Scheduling Problem and have yielded better quality results as compared to
schemes such as ARA* [6] and beam search [8].

2.2 Anytime Window A*

As discussed earlier, the algorithm A* considers each node to be equivalent in
terms of information content and performs a global competition among all the
partially explored paths. In practice, the heuristic errors are usually distance
dependent [9]. Therefore, the nodes lying in the same locality are expected to
have comparable errors, where as the error may vary substantially for nodes
which are distant from each other. Thus, if the global competition performed by
A* is localized within some boundaries, tighter pruning can be obtained. Based
on this observation, we present an alternative anytime heuristic search algorithm
Anytime Window A* (AWA*), which localizes the global competition performed
by A* within a fixed-size window comprising of levels of the search tree/graph.

The AWA* algorithm works in two phases, in the inner loop it uses the Win-
dow A* routine with a fixed window size and computes the solution under the
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current restriction. In the outer loop the window restrictions are gradually re-
laxed to obtain iteratively improving solutions. The Window A* routine works
with a pre-specified window size. For a given window size ω, the expansions are
localized in the following way. When the first node of any level (say l) is ex-
panded, all nodes in the open list which are from level (l − ω) or less will be
suspended for this iteration. The window slides in a depth-first manner when
deeper nodes are explored. Window A* terminates when the first goal node is
expanded or if there is no chance to obtain a better solution (than previously
generate). The AWA* algorithm calls the Window A* routine multiple times
with gradual relaxation of the window bounds. At the start, window size is set
to 0 (depth-first mode). Once the Window A* routine terminates, AWA* checks
whether there are any nodes suspended in the previous iteration. If the sus-
pended list is empty, the algorithm is terminated returning the optimal solution.
Otherwise, the window size is increased in a pre-decided manner, and Window
A* is called again.

We analyze the characteristics of the presented algorithm using a uniform
search tree model. This reveals some very interesting properties of the algorithm
in terms of heuristic accuracy versus solution quality and related search complex-
ity. The experimental results obtained on TSP and 0/1 Knapsack corroborate
the analytical observations, thus, validating the applicability of analysis in real
life domains. We get considerable improvement in convergence probabilities as
well as intermediate solution qualities over the existing approaches.

3 Integrated Frameworks for Meta-level Control

In the domain of meta-level frameworks, most of the suggested methodologies
attempt to solve the problem of time (resource) deliberation only. However, for
many algorithms targeted to solve hard problems, time allocation is not the only
criterion that can influence the solution quality. The progress of these algorithms
is strongly affected by some other parameter choices. Thus, an integrated frame-
work for deliberation and control is necessary to effectively handle constrained
scenarios. Also, many of the available utility based formulations are for single
problem instances. On the other hand, in many real world situations, the require-
ment is usually to solve single/multiple problem instances under time/quality
constraints. In this section, we introduce the concept of parameter control of
anytime algorithms under various constrained environments. We mainly concen-
trate on two specific stochastic techniques namely, simulated annealing (SA) [3]
and evolutionary algorithms(EA) [4].

The basic problem for the meta-level controller that we address in this part
is to decide on a control parameter setting (along with the time allocation for
utility based framework) for anytime algorithms which optimizes the objective
function chosen under the specified constraints. For this, the meta-level control
framework requires a model to measure the improvement of the solution quality
with time for different control settings. Dean & Boddy [10] introduced the term
performance profile of an algorithm, which for an interruptible algorithm, rep-
resents the expected solution quality as a function of the allocated time. This
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model suggested in [10] was suitable for static reasoning only. Hansen and Zil-
berstein [11] extended the static profiling concept for dynamic decision making.

We shift our focus from the time adjustment frameworks to a more generic
multi-dimensional control space, the quality-time models no longer remain suf-
ficient. We require to model an algorithm’s progress not only with time but
also with the different parameter settings. We introduce the concept of Dynamic
Parameterized Performance Profile (DPPP) The dynamic parameterized perfor-
mance Profile of an algorithm, P (Sj |Si, Δt, C), is defined as the probability of
reaching a solution state Sj if an additional time Δt is given and the control
parameter/vector is C, when the current solution state is Si. Using this we gen-
erate the profiles for SA (with temperature as the parameter) and EA (with
mutation and crossover rates as parameters).

Using these profiles we generate the optimal strategies for parameter control
of an anytime algorithms for the runtime constrained scenario. The optimal
selection strategy can be formulated as:

EQD(Si, Tleft) =
max
Δt, C

⎧⎨⎩
ΣjP (Sj |Si, Tleft, C) ∗ Q(Sj) If Δt = Tleft

ΣjP (Sj |Si, Δt, C) ∗ EQD(Sj , Tleft − Δt) − Mp

Otherwise
(2)

The probabilities are obtained from the DPPP, Si is the current solution state,
Tleft is the time left before reaching the deadline and Q(Sj) is the quality com-
ponent of the solution state Sj . Mp is the quality penalty for each monitoring
step.

The strategies obtained can also be extended for a utility based system. Util-
ity is a function of the solution quality and the computation effort (time) which
represents the intended trade-odd between quality and time. For a utility based
system the framework takes a combined decision on the time allocation and
control parameters following the same dynamic programming based approach.
In many real-world cases, it may be required to solve a number of problem in-
stances under given run-time limitations. The individual problem instances may
depend on each other or may be independent. In our formulation with multiple
independent problems, the number of problems to be solved and the total time
allocated (i.e., the global deadline) are known a priori. With this formulation,
the objective of the meta-controller is to maximize the overall quality within
the global deadline. Considering dynamic strategies for multiple problems, we
have two options namely, preemptive and non-preemptive strategies. In the non-
preemptive case, the problem instances are solved in a particular order and once
a problem is evicted from execution queue it is not taken back. In the case of
preemptive strategy, any problem instance can be chosen from the problem set
at run-time, irrespective of whether it has been stopped earlier or not and the
parameter configuration and the time allocation are decided accordingly. Similar
control strategies can be generated for the preemptive case. For multiple depen-
dent problems, we consider a pipeline like structure to model an optimization
flow, where output obtained from a given stage is fed to the next stage as input.
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In this formulation, the controller has an n-stage pipeline where each stage is an
optimization algorithm, the total allocated time (or the deadline) D is known
a priori. The controller decides on the time allocation and parameter configu-
ration for each stage, such that the expected output quality is maximized. To
generate the meta-level strategies for the pipeline structure we modify our pro-
filing technique. Up to this stage, we have generated independent profiles for
the individual problems. However, when we consider the optimization process
as a multi-stage pipeline, the performance of a given stage will be dependent on
the solution obtained from its previous stage. Thus, we condition the profiles by
including of information about the input.

Experiments performed (using both SA and EA) on classical optimization
problems like TSP and 0/1 Knapsack and other real-life problems in the domain
of CAD for VLSI optimizations, have demonstrated the efficacy of the proposed
frameworks.

References

1. Boddy, M., Dean, T.: Deliberation scheduling for problem solving in time-
constrained environments. Artificial Intelligence 67, 245–285 (1994)

2. Aine, S.: New Approaches to Design and Control of Anytime Algorithmd. PhD
thesis, Indian Institute of Technology Kharagpur, Department of Computer Science
and Engineering, IIT Kharagpur 721302 India (2008)

3. van Laarhoven, P., Aarts, E.: Simulated Annealing: Theory and Applications.
Kluwer, Dordrecht (1992)

4. Goldberg, D.E.: Genetic Algorithms in Search, Optimization and Machine Learn-
ing. Addison-Wesley Longman Publishing Co., Inc., Boston (1989)

5. Pohl, I.: Heuristic search viewed as path finding in a graph. Artif. Intell. 1(3),
193–204 (1970)

6. Likhachev, M., Gordon, G.J., Thrun, S.: Ara*: Anytime A* with provable bounds
on sub-optimality. In: Advances in Neural Information Processing Systems, vol. 16,
MIT Press, Cambridge (2004)

7. Zhang, W.: Complete anytime beam search. In: Proceedings of 14th National Con-
ference of Artificial Intelligence AAAI 1998, pp. 425–430. AAAI Press, Menlo Park
(1998)

8. Zhou, R., Hansen, E.A.: Beam-stack search: Integrating backtracking with beam
search. In: Proceedings of the 15th International Conference on Automated Plan-
ning and Scheduling (ICAPS 2005), Monterey, CA, pp. 90–98 (2005)

9. Pearl, J.: Heuristics: intelligent search strategies for computer problem solving.
Addison-Wesley Longman Publishing Co., Inc., Boston (1984)

10. Dean, T., Boddy, M.: An analysis of time-dependent planning. In: Proceedings of
6th National Conference on Artificial Intelligence (AAAI 1988), St. Paul, MN, pp.
49–54. AAAI Press, Menlo Park (1988)

11. Hansen, E.A., Zilberstein, S.: Monitoring and control of anytime algorithms: A
dynamic programming approach. Artificial Intelligence 126(1-2), 139–157 (2001)



Feature Selection Using Non Linear Feature
Relation Index

Namita Jain and C.A. Murthy

Machine Intelligence Unit, Indian Statistical Institute, Kolkata, India
namita.saket@gmail.com,
murthy@isical.ac.in

http://www.isical.ac.in/~murthy/

Abstract. In this paper we propose a dependence measure for a pair
of features. This measure aims at identifying redundant features where
the relationship between the features is characterized by higher degree
polynomials. An algorithm is also proposed to make effective use of this
dependence measure for the feature selection. Neither the calculation
of dependence measure, nor the algorithm need the class values of the
observations. So they can be used for clustering as well as classification.

1 Introduction

The problem of reducing the number of features is also known as dimensionality
reduction. Mathematically the problem of dimensionality reduction can be stated
as follows. Given a p-dimensional random variable x = (x1, x2, · · · , xp), find a
lower dimensional representation of data s = (s1, · · · , sk) with k ≤ p, that
captures the content of the original feature set according to some criterion [1].
The two approaches used for dimensionality reduction are feature selection and
feature extraction. Feature extraction aims at building a transformed feature set,
such that the new feature set has some advantages over the original feature set.
Principal Component Analysis is an example of a feature extraction technique.
Feature selection aims at finding a representative feature set from the original
set. Here the new representative set is the subset of original feature set. Irrelevant
features are the ones which can be removed without making a negative impact
on the learning task. Redundant features are features which become irrelevant
due to presence of other features.

1.1 Feature Selection

Two important steps of feature selection are feature search and evaluating the
feature subset according to some criterion [2][3][4].

Feature Search. Several search algorithms are available for feature selection
in literature. None of them guarantees to provide the optimal feature subset
for any choice of criterion function. Some of the search methods are branch
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and bound (performs poorly on non monotonic criterion functions), Sequen-
tial Forward search, Sequential Backward search, Sequential forward floating
search, Sequential backward floating search [5]. Some algorithms use random-
ized search [1].

Evaluation criteria. Once a subset is generated, an evaluation criterion is used
to assign a goodness level to a given subset of features. The criterion function can
take different aspects into consideration. These include (i) Distance measure, (ii)
Information measure, (iii) Dependence measure, (iv) Consistency measure [4].

Dependence Measure. Even if two features are individually relevant, the
presence of one feature may make the other feature dispensable. Such features
can be identified using a dependence measure [4]. Identifying such features is the
main purpose of the criterion function defined in this paper.

Filter approach to feature selection. A feature selection method may follow
either a filter approach or a wrapper approach[3]. The wrapper approach uses a
learning algorithm that will ultimately be applied, as its guide, for selecting the
features. The filter approach however uses the data alone to select the features.
For an algorithm depending on filter approach, the evaluation of the feature set is
not done in reference with any particular classifier. If the criterion function, used
to determine the features to be added or removed to the subset, considers the
effect of the change on entire subset rather then evaluating features separately,
the whole set is evaluated at each step.

2 Proposed Feature Relation Index

In this section we propose a feature selection index which aims at identifying
statistical dependence between features. A few existing dependence measures are
also discussed here.

Correlation coefficient(| ρ |). A simple measure of relationship between two
variables x and y is absolute value of correlation coefficient [6]. The correla-
tion coefficient is given by given by ρ(x, y) =

∑ (xi−x)(yi−y)
n
√

var(x)var(y)
where x and y

are mean values of the two variables. The magnitude of ρ(x, y) determines the
strength of the relationship.| ρ(x, y) | is invariant to translation and scaling.
| ρ(x, y) | is not rotation invariant [6].

Least Square Regression Error (e). Another measure which has been used
as a measure of dependence between variables is Least Square error [6]. A straight
line y = a+ bx is fit to a set of points (xi, yi), i = 1, · · · , n in the x, y plane, such
that it minimizes the mean square error given by e(x, y) = 1

n

∑
(e(x, y)i)2, where

e(x, y)i = yi − a− bxi. The coefficients are given by a = y − bx and b = cov(x,y)
var(x) .

The mean square error is given by e(x, y) = var(y)(1 − ρ(x, y)2). Mean square
error is the residual variance unexplained by the linear model.
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The value e denoting least square error (linear) will be 0 only if a perfect linear
relationship exists between x and y. The measure is invariant to translation and
sensitive to scaling. It is also non-symmetric. Having a non symmetric measure
allows us to choose the variable which is more likely to have higher information
content.

Maximal Information Compression Index (MICI)(λ2)[7]. The linear
dependence between two random variables x, y can be judged from smallest
eigenvalue λ2 of their covariance matrix

∑
. The value of MICI is given by

2λ2(x, y) = var(x) + var(y)
√

(var(x) + var(y))2 − 4var(x)var(y)(1 − ρ(x, y)2)
The measure λ2 can be seen as the eigenvalue for the direction normal to the
Principal Component Axis [17]. Therefore λ2 indicates the minimum amount of
error incurred on projecting the data on a single dimension.

The value of λ2 will be 0 if and only if a perfect linear relationship exists
between x and y. The measure is invariant to translation. It is sensitive to scaling.
The measure is symmetric. The measure is invariant to rotation. This method
will not be able to find non-linear realtionship between the variables.

2.1 Non-linear Feature Relation Index

Here, we try to approximate one variable using a polynomial of another variable.
This is done in such a way, that error function is minimized. We try to predict
the value of ŷ as a polynomial function of x

ŷ = β0 + β1x + · · · + βkxk

The error function which is minimized is given by

eyx =
∑

(ŷ − y)2

Thus, the value of eyx is minimized to find the coefficients of the polynomial
used to model the relationship between the variables. we obtain (k+1) equations
for (k+1) unknowns.

For first degree polynomial this error is same as the least square error. Here
the use of higher degree polynomilas allow us to discover relationships described
by polynomial curves. Just as the error in that case was proportional to variance
the error here is proportional to higher degree moments of the variable y.

The value of proposed measure eyx will be 0 only if y can be represented per-
fectly as a polynomial function of x. The measure is invariant to translation. It is
sensitive to scaling. The error function obtained is proportional to higher degree
central moments of the variable y. Since, central moment is a good indicator of
information content, this allows us to choose a variable with more information
content. The measure is non symmetric. The measure is not invariant to rotation.
The measure is able to find non-linear relationship between the variables.

2.2 Selecting a Value for k

In the given method we try to get a better estimation of y as a higher degree
polynomial of x. This will lead to a smaller error value. It may be noted that
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increasing the power of the polynomial will not adversely effect the performance
of the algorithm even if y can be represented as a lower degree polynomial of x.
Let us consider the case where y can be represented perfectly as a polynomial
(of dgree k) of x, leading to zero error. Let the representation be y = βk,0 +
βk,1x + · · · + βk,kxk . Now we try to represent y as a k+1 degree polynomial of
x as y = βk+1,0 + βk+1,1x + · · · + βk+1,k+1x

k+1. We find that the value of the
coefficients we obtain are given by

βk+1,i = βk,ifor1 <= i <= k, βk+1,k+1 = 0

3 Proposed Feature Selection Algorithm

First step of this feature selection method is to calculate the value of Non linear
feature relation index em for each pair of features. The objective is to iteratively
select features for which the elimination of dependent variables will lead to min-
imum loss. We select a parameter r which indicates the maximum number of
features which can be removed at each step. Select number of features to be
removed in the next step as n = min(r, c) where c represents the number of
features left to be considered. For each feature the n pairs which have minimum
value of em are selected and summation of em is calculated over these pairs. The
feature for which the calculated sum is minimum is selected and the correspond-
ing dependent features are eliminated at each step. These steps are repeated till
all the features are included either in set of selected features or in the set of
rejected features.

3.1 Algorithm

Let F be the original set of features, S be the set of selected features and E be
the set of eliminated features. Choose a value k giving the degree of expectation
function to be used to Regression. Choose r giving the maximum number of
features to be eliminated at each step. Let ε be the maximum error caused by
eliminating a feature.

1. For each feature i ∈ F

(a) For each feature j ∈ F M(i, j) ← em(i, j)
(b) ε = ∞
(c) r = min(r, card(F − (S ∪ E)))
(d) Find the set of features Di = [j1, · · · , jr] such that

∀(a, b){(a ∈ Di, b ∈ F − Di) ⇒ M(i, a) ≤ M(i, b)}

(e) if M(i, r) > ε then
i. r = r − 1
ii. goto 1.(c)

(f) S(i) =
∑

M(i, jk),where k = 1, · · · , r
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2. Find the feature i such that

∀(i, j){i ∈ F − (S ∪ E) ∧ j ∈ F − (S ∪ E ∪ {i}) ⇒ S(i) < S(j)}
3. if card(S) = 0 then ε = M(i, r), where i is the feature found in step 2.
4. S = S ∪ {i}, where i is the feature found in step 2.
5. E = E ∪ Di, where Di is the set found in step 1.(d) corresponding to the

feature i selected in step 3.
6. For each d ∈ Di, where Di is same as in step 4 M(d, t) = ∞ and M(t, d) = ∞

for all t ∈ F
7. If card(F − (S ∪ E)) > 0 goto step 1.(c)

4 Results

The non Linear Feature relation index has been used by the algorithm given in
previous section. We have tested this algorithm on several real life datasets [8]
such as Iris, Cover Type (10 numeric attributes are used.), Ionosphere, Wave-
form, Spambase, Isolet, and Multiple features. A polynomial of degree 3 has been
used for curve fitting while finding the non Linear Feature relation index.

As per three dimensional framework for classification given by Huan Liu and
Lei Yu, the proposed method falls in the category of dependence measure, us-
ing a sequential search strategy, useful for clustering task[3] along with MICI.
The performance of the proposed algorithm has been compared to the results
given by MICI [7][9]. The proposed method gives better performance for all the
datasets except Isolet and Spambase. It can be seen that the proposed method
results in a slightly increased error rate for Spambase and Isolet datasets. In
Isolet dataset the data is given in a normalized form. In Spambase most of the
features are scaled to be represented as percentage. Scaling of data might be
a reason for reduced performance of the proposed algorithm in the two cases
as the Non Linear Feature Relation Index is sensitive to scaling. The difference
in performance has been found to be statistically significant in all the datasets
using the Welch test for Behrens-Fisher problem.

Table 1. Classification performance of proposed feature selction algorithm as compared
to MICI, where D denotes the number of features in original set and dMICI and d denote
the number of features in the reduced set obtained by MICI and the proposed method

Dataset D dMICI MICI d Proposed

Iris 4 2 97.33 2 97.47

Cover Type 10 5 63.55 5 66.56

Ionosphere 32 16 65.92 11 80.57

Waveform 40 20 63.01 20 87.94

Spambase 57 29 88.19 29 87.47

Isolet 610 310 95.01 307 94.65

Mfeat 649 325 78.34 324 94.11
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5 Conclusion

In this paper we proposed a dependence measure based on polynomial regression
between two features. Also, an algorithm is proposed which effectively uses this
measure to identify the redundant features from a given set of features. Since
the calculation of dependence measure and the algorithm are independent of the
class value of the observations, the proposed method is suitable for clustering
tasks along with classification. The algorithm is used to obtain reduced feature
sets for real life datasets. The reduced feature sets are then used for classification
task. A good classification performance here indicates that redundant features
have been discarded from the original feature sets.
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Abstract. Classification of multi-variate time series data of varying
length finds applications in various domains of science and technology.
There are two paradigms for modeling multi-variate varying length time
series, namely, modeling the sequences of feature vectors and modeling
the sets of feature vectors in the time series. In tasks such as text inde-
pendent speaker recognition, audio clip classification and speech emotion
recognition, modeling temporal dynamics is not critical and there may
not be any underlying constraint in the time series. Gaussian mixture
models (GMM) are commonly used for these tasks. In this paper, we pro-
pose a method based on descriptive statistical features for multi-variate
varying length time series classification. The proposed method reduces
the dimensionality of representation significantly and is less sensitive to
missing samples. The proposed method is applied on speech emotion
recognition and audio clip classification. The performance is compared
with that of the GMMs based approaches that use maximum likelihood
method and variational Bayes method for parameter estimation, and two
approaches that combine GMMs and SVMs, namely, score vector based
approach and segment modeling based approach. The proposed method
is shown to give a better performance compared to all other methods.

Keywords: Time series classification, Descriptive statistical features,
Speech emotion recognition, Audio clip classification.

1 Introduction

Classification of multivariate, varying length time series data is necessary in
widely varying domains that include data such as speech, music, video, bioinfor-
matics, bio-medicine and tasks such as speech recognition, handwritten character
recognition, signature verification, speaker recognition, audio classification and
speech emotion recognition.Time series data may be of discrete or real valued,
uniformly or non-uniformly sampled, univariate or multi-variate and of equal
or unequal length. The main issues in time series classification methods are re-
lated to (a) time series representation, (b) similarity measure and (c) choice of
classifier. Approaches to time series classification focus on finding the relevant
features for time series representation, or on the similarity metric between a pair
of time series, and/or on modeling the time series data.
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There are two paradigms for modeling a varying length time series, namely,
modeling it as a sequence of feature vectors and modeling it as a set of feature
vectors. Tasks such as speech recognition need modeling both temporal dynam-
ics and correlations among the features in the time series. In these kind of tasks,
each example belonging to a class has a fixed number of acoustic events. Hidden
Markov models (HMMs) are the commonly used models for speech recogni-
tion [1]. In tasks such as speaker recognition, audio or music classification and
speech emotion recognition [2] , the duration of sequences is large, the local tem-
poral dynamics is not critical and there may not be any underlying constraint
in the time series. Each example of a class has a different number of acoustic
events. Gaussian mixture models (GMMs) are commonly used for these tasks.

Generative [1,2] and discriminative approaches [3] are two main approaches
to designing classifiers. Generative approaches focus on estimating the density
of the data. These models are not suitable for classifying the data of confusable
classes since a model is built for each class using the data belonging to that class
only. Discriminative classifiers such as support vector machines (SVMs) [3] focus
on modeling the decision boundaries between classes and is shown to be effective
for static data classification of confusable classes. However, these models require
the data to be represented as a fixed dimensional feature vector.

The motivation for the proposed work is to make use of the advantage of
discriminative classifiers such as SVM for varying length time series classifica-
tion tasks that involve modeling a time series as a set of vectors. In this work,
we propose a method based on descriptive statistical features for multi-variate,
varying length time series classification. First, local domain-specific features are
extracted from each window or short time frame of a time series signal. The
sequence of feature vectors is then considered as a combination of several uni-
variate time series. A set of descriptive statistical features such as mean, vari-
ance, skewness and kurtosis are extracted from each univariate time series that
forms a fixed dimensional representation for the varying length time series. The
proposed representation converts the difficult problem of classification of multi-
variate, varying length time series into a problem of classification of static points.
These static points are then classified using the SVMs. Some time series classi-
fication algorithms may fail for time series with missing samples. The proposed
method reduces the dimensionality of the time series significantly and is less
sensitive to the missing samples.

The rest of the paper is organized as follows: Section 2 presents a review of
methods for varying length time series classification. The proposed method is
presented in Section 3. Section 4 presents the results of the studies carried out
on audio clip classification and speech emotion recognition.

2 Approaches to Classification of Multivariate, Varying
Length Time Series Data

The two paradigms for modeling the varying length time series are modeling the
sequences of vectors and modeling the sets of vectors. Approaches to the sequence
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modeling of multivariate, varying length time series data can be grouped into
two categories depending on the method of handling the varying length patterns.
Hidden Markov model based classifiers that can handle varying length time series
without changing the length or structure of the time series, form the first category
of approaches [1,2]. In the second category of approaches, each time series is
represented as a fixed dimensional feature vector by converting a varying length
sequence of feature vectors to a fixed length pattern (a static point) so that
discriminative classifiers such as SVMs can be used for classification [4].

We proposed a hybrid framework [4] for modeling sets of vectors that first
uses a generative model based method to represent a varying length sequence of
feature vectors as a fixed length pattern and then uses a discriminative model for
classification. We proposed two approaches namely, score vector based approach
and segment modeling based approach under the hybrid framework using GMM
and SVM. In the score vector based approach, each time series in the training
data set is modeled by a GMM. The log-likelihood of a time series for a given
GMM model is used as a similarity score that forms a feature for that time
series. The similarity based paradigm recently introduced for classification tasks
is shown to be effective. A score vector is formed by applying the time series to
all the models. Likewise, a test time series is also represented as a score vector.
An SVM based classifier is then used for time series classification considering
each of the score vectors as a fixed length pattern.

In score vector based representation, temporal dynamics in the time series is
not modeled and the dimension of score vector depends on cardinality of training
data set. In tasks such as speech emotion recognition, though local temporal
dynamics is not critical, some kind of sequence information is present at gross
level in the time series. To address these issues, we proposed a segment modeling
based approach. In this approach, temporal ordering of segments in a time series
is maintained to capture the sequence information at gross level. The parameters
of a statistical model of a segment are used as features for that segment. A time
series is split into a fixed number of segments. Each segment is modeled by a
multivariate Gaussian model or a GMM. The model parameters of segments are
concatenated in the order of the segments to form a fixed length pattern.

3 Descriptive Statistical Features Based Approach to
Time Series Classification

Let a multivariate time series be denoted by X = {x1,x2, ...,xn, ...,xN}, where
xj is a d-dimensional feature vector and N is the length of the time series. The
assumption here is that the time series classification task involves modeling sets
of vectors. In this proposed method, we consider a multivariate time series, X as
a combination of d univariate time series. The ith univariate time series of X is
denoted by xi = {x1i, x2i, ..., xni, ..., xNi} where xni is the ith element of feature
vector xn. We use a set of descriptive statistical features such as mean, variance,
skewness and kurtosis for each of the univariate time series to describe its nature.
Variance captures the degree of the deviation from the mean. Variance of a real
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valued univariate time series data is the second central moment. The moments
about its mean are called central moments. Normalised third central moment
is called skewness. It is a measure of asymmetry of a distribution. Skewness
coefficient for a univariate time series Y is

S =
1
N

N∑
i=1

(yi − μ)3

σ3 (1)

where μ is the mean, σ is the standard deviation and N is the number of sam-
ples. The left skewed distribution denotes the negative skewness and the right
skewed distribution denotes positive skewness. Normalised fourth central mo-
ment is called kurtosis. It is a measure of peakness of a distribution. Higher
kurtosis means more of the variance is due to infrequent extreme deviations.
The kurtosis for a univariate time series Y is

K =
1
N

N∑
i=1

(yi − μ)4

σ4 (2)

A set of descriptive features extracted from each univariate time series are then
concatenated to form a fixed dimensional representation for the varying length
time series. The block diagram of the proposed approach is given in Figure 1.
The proposed method reduces the dimensionality of the time series significantly
and is less sensitive to missing samples.

Sampled 

Feature extraction using seriestime
Classifier

Fixed dimensional
Representation

Sequence of
feature vectors Descriptive statistical

feature extractionShort time analysis

Fig. 1. Block diagram of descriptive statistical features based approach

4 Studies on Speech Emotion Recognition and Audio
Clip Classification

Speech emotion recognition and audio clip classification tasks involve modeling
the sets of feature vectors. Berlin emotional speech database [5] is used in our
studies. A total of 494 utterances were divided among seven emotional classes:
Neutral, Anger, Fear, Joy, Sadness, Disgust and Boredom. The duration of the
utterances varies from one to two seconds. 80% of the utterances were used for
training and the remaining for testing. A frame size of 20ms and a shift of 10 ms
are used for feature extraction. The Mel frequency cepstral coefficient (MFCC)
vector representing a given frame is a 39-dimensional vector, where the first 12
components are Mel frequency components and the 13th component is log energy.
Remaining 26 components are delta and acceleration coefficients that capture
the dynamics of the audio signal. The effectiveness of short time MFCC features
in speech emotion recognition is shown in [6]. We also study classification of
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audio clips of TV programs in English and Hindi belonging to the following five
categories: Advertisement(Advt), Cartoon, Cricket, Football and News. Audio
data is sampled at 22050 Hz. Duration of the audio clips varies from 15 to 20
seconds. A total of 987 clips were divided among five categories. 39-dimensional
MFCC feature vector represents each frame of a clip. Four descriptive statistical
features, namely, mean, variance, skewness and kurtosis are extracted from each
of the 39 univariate time series to form a 156 dimensional vector for a time
series. SVM based classifier is then used for classification. The proposed method
is compared with four methods evaluated on two data sets. Table 1 shows the
performance of proposed method and methods used for comparison.

Table 1. Comparison of classification accuracy (in %) of descriptive statistical fea-
tures based approach with GMM, VBGMM, score vector based approach and segment
modeling based approach on Berlin Emotional database and audio clip database

Classifier Input to the classifier Accuracy
Emotion Data Audio Data

GMM Set of MFCC vectors 64.73 90.83

VBGMM Set of MFCC vectors 65.71 90.83

SVM Score vector 70.48 94.80

SVM Segment Model parameters 72.38 86.85

SVM Descriptive statistical features 79.05 96.33

First method is the GMM classifier with maximum likelihood method for
parameter estimation. In the second method, variational Bayesian approach is
employed for parameter estimation in GMM (VBGMM). Since prior distribu-
tions are assumed for mixture weights, means and precision matrices instead of
using point estimates, VBGMM classifier performs slightly better than GMM
classifier in case of emotion data. In case of GMM score vector based repre-
sentation, effective discriminative ability of similarity space helps in achieving
a much better performance than GMM and VBGMM methods. The dimension
of the score vector based representation depends on the cardinality of training
data set. In the segment modeling based approach that uses a single Gaussian
with full covariance parameters, temporal dynamics of the segments in a time
series is maintained to some extent and correlations among the features within
a segment are also modeled. Hence, this method performs better than the score
vector based approach in case of speech emotion recognition task which involves
modeling sequence of subsets of vectors. Best performance is obtained with 5
segments for emotion data and 12 segments for audio data. Segmentation of
varying length time series data is a critical step in this approach. In the descrip-
tive statistical features based method, descriptive statistical features extracted
from each univariate time series effectively describe the distribution. The pro-
posed method outperforms all other methods used for comparison for both data
sets. In addition, this method is simple with less computation than all other
methods. Confusion matrices for the proposed method for both data sets are
given in Table 2 and Table 3.
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Table 2. Confusion Matrix for the pro-

posed method on Berlin Emotion data

Classified Correct Emotion Class

Class F D H B N S A

(F)ear 100 42.86 18.75 0 4.76 0 0

(D)isgust 0 14.29 0 0 0 0 0

(H)appy 0 14.29 68.75 0 9.52 0 3.85

(B)oredom 0 14.29 6.25 100 4.76 30.77 0

(N)eutral 0 14.29 0 0 80.95 0 7.69

(S)adness 0 0 0 0 0 69.23 0

(A)nger 0 0 6.25 0 9.5 0 88.46

Table 3. Confusion Matrix for the pro-

posed method on audio data

Classified Correct Audio Class

Class Advt Cart Cric Foot News

Advt 89.83 2.78 0 0 1.47

(Cart)oon 5.08 95.83 0 0 0

(Cric)ket 0 1.39 98.59 0 1.47

(Foot)ball 0 0 0 100 0

News 5.08 0 1.41 0 97.06

5 Conclusion

Classification of time series data of varying length is important in various do-
mains. Depending upon the type and nature of time series, different methods
have been used to represent the time series, compute similarity between two time
series and design machine learning algorithms. In this paper, a method based
on descriptive statistical features for multi-variate, varying length time series
classification has been proposed. The proposed method converts a difficult prob-
lem of classification of multivariate, varying length time series into a problem
of classification of static patterns. It reduces the dimensionality of the data sig-
nificantly, less sensitive to missing samples and involves much less computation.
The proposed approach is applied on speech emotion recognition and audio clip
classification. It outperforms GMM, VBGMM, score vector and segment mod-
eling based approaches. The proposed method for representation of time series
data can be applied to any time series classification, clustering, matching and
retrieval tasks that involve modeling sets of vectors.
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Abstract. In this paper, we present a new model called two-dimensional
locality preserving indexing (2D-LPI) for image recognition. The pro-
posed model gives a new dimension to the conventional locality preserv-
ing indexing (LPI). Unlike the conventional method the proposed method
can be applied directly on images in 2D plane. In order to corroborate the
efficacy of the proposed method extensive experimentation has been car-
ried out on various domains such as video summarization, face recogni-
tion and fingerspelling recognition. In video summarization we comapre
the proposed method only with 2D-LPP which was recently used for
video summarization. In face recognition and fingerspelling recognition
we compare the proposed method with the conventional LPI and also
with the existing two-dimensional subspace methods viz., 2D-PCA, 2D-
FLD and 2D-LPP.

1 Introduction

Latent semantic indexing (LSI) was proposed in [1] to cluster text documents.
LSI finds the best subspace which approximates the original document space
onto a smaller subspace by minimizing the global reconstruction error. Initially
LSI was used for text clustering / classification and later it was explored to index
audio documents [2], image retrieval [3] and video content modeling [4]. In 1999,
Kurimo [2] developed a method to enhance the indexing of spoken documents
with the help of LSI and self organizing map. Zho and Grosky [3] extracted
global color histogram from images and latent semantic analysis was performed
to learn those extracted features to develop an image retrieval system. In [4],
Souvannavong et al., used latent semantic indexing for modeling video content
with Gaussian mixture model. Although LSI finds an appropriate subspace to
obtain lower dimensional representation of original space, it is found that LSI
seeks to uncover the most representative features rather than the most discrim-
inative features for representation [5].

Hence, Locality Preserving Indexing (LPI) was developed for document rep-
resentation [5] on the basis of Locality Preserving Projection [6] which preserves
local structure of the given high dimensional space in lower dimension using spec-
tral clustering. Later, it was modified by introducing an additional step of singular
value decomposition in [7] to original LPI method [5] in order to ensure that the
transformed matrix is of full order. The modified LPI [7] tries to ascertain both
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geometric and discriminating structure of the document space by discovering the
local geometrical structures [7]. In order to project images onto the LPI subspace,
images need to be transformed into one dimensional vector thereby requiring more
memory and high computational time. However, a number of works are reported
in the literature where vector based projections techniques are successfully ex-
tended to image based projection techniques [8][9][10]. The image based projec-
tion techniques project images directly onto lower dimensional space rather than
transforming them into one dimensional vector [10], thereby working directly on
matrices (images) and hence requiring less memory and less computational time.
Motivated by the works of [8][9][10], in this paper we extend the conventional LPI
[7] to two dimensional LPI, which can be applied directly on images to project
them onto lower dimensions by preserving both representative as well as discrim-
inative features of images. From the experimentation it is found that 2D-LPI is
more effective as well as efficient when compared to the conventional LPI and also
further study resulted that proposed 2D-LPI is better than the existing 2D-LPP
[10], 2D-PCA [8] and 2D-FLD [9].

2 Two-Dimensional Locality Preserving Indexing
(2D-LPI): Proposed Model

Consider a set of N images I1, I2, I3, . . . , IN each of (m × n) size. We propose a
method that maps the original (m×n) dimensional space onto (m×d) dimension
with d � n by projecting each image Ii onto a subspace using W, a (n × d)
dimensional transformation matrix as Y = IW where Y is (m× d) dimensional
projected features of image I.

2.1 The Algorithm

The proposed algorithm is as follows

1. Construct the graph adjacency matrix: Let G denote a graph with
images as nodes. Image Ii is connected to image Ij if and only if Ij is one
among the k-nearest neighbors of image Ii.

2. Choose the weight: Let S be the similarity weight matrix given by

Sij =
{ exp{−‖Ii−Ij‖}

t If image Ii isconnected to Ij of G
0 Otherwise

(1)

where t is a suitable constant.
The weight matrix S of the graph G gives the local structure of the image
space. A diagonal matrix D whose entries are column (or row) sum of weight
matrix S is computed as Dii =

∑
i Sji and the Lapalacian matrix L is

computed as L = D − S.
3. Singular Value Decomposition: Compute the weighted mean matrix of

all the images, Ī = 1
N (
∑N

i=1 IiDii). Decompose the obtained weighted mean
matrix using singular value decomposition (SVD) to obtain matrices U and
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V which contain left singular and right singular vectors as their columns
respectively along with the diagonal matrix σ.

∧
I = UσV T where

∧
I =
[̂
i1, î2, . . . , îN

]
The right singular matrix V is considered as transformation matrix of SVD
and it is denoted by WSV D i.e, WSV D = V .

4. Two-dimensional LPI (2D-LPI) Projection: Compute the eigen vec-
tors and eigen values by solving the generalized eigen problem as shown in
(2), where W2DLPI and λ are respectively the eigen vectors and the eigen
value.

AT (L ⊗ Im)AW2DLPI = λAT (D ⊗ Im) AW2DLPI (2)

Here, A is an (mN × n) matrix generated by arranging all the images I
in a column, A =

[
AT

1 , AT
2 , AT

3 , . . . , AT
N

]T . Operator ⊗ denotes Kronecker
product and Imrepresents an identity matrix of order m.
Let W2DLPI = [w1, w2, w3, . . . , wd] and wi i = 1, 2, 3, . . . , d be the first d
unitary orthogonal solution vectors of (2) corresponding to the d smallest
eigen values in the order of 0 ≤ λ1 ≤ λ2 ≤ λ3 ≤ . . . ≤ λd. These eigen
values are nonnegative because both AT (L ⊗ Im)A and AT (D ⊗ Im) AW
are symmetric (n × n) matrices and positive semi-definite. Thus W2DLPI

constitutes the (n × d) projection matrix, and the projection is done as
follows.

Yi = IiW, i = 1, 2, 3, . . . , n (3)

Where W = WSV DW2DLPI and Yi =
[
Y (1)

i
, Y (2)

i
, Y (3)

i
, . . . , Y (d)

i

]
is an (m×

d) feature matrix of Ii.

2.2 Image Recognition

In the previous section 2.1, a set of images is projected on to 2D-LPI subspace.
The distance between two projected matrices say Yi =

[
Y

(1)
i , Y

(2)
i , . . . , Y

(d)
i

]
,

Yj =
[
Y

(1)
j , Y

(2)
j , . . . , Y

(d)
j

]
is calculated using Euclidean distance between the

corresponding vectors i.e.,

dist(Yi, Yj) =
d∑

k=1

∥∥∥Y (k)
i − Y

(k)
j

∥∥∥ (4)

Suppose there are tn number of training samples T1, T2, . . . , Ttn which are pro-
jected onto a 2D-LPI space and each of these samples are assigned to a class C.
The class C of a test image T | is identified by the use of nearest neighbor rule
based Euclidean distances.

3 Experimentation 1

To study the efficacy of the proposed 2D-LPI we have carried out experimenta-
tion on video summarization, face recognition and fingerspelling recognition.
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Fig. 1. Manually generated story board

3.1 Video Summarization

Video summarization is a process of representing a complete video with a small
set of visually important frames. Video summarization is necessary for easy and
fast content accessing and browsing of a large video database. Also it facilitates
content based-video indexing and retrieval [11]. To study the efficacy of the pro-
posed 2D-LPI, we conducted an experimentation to summarize a lecture video.
While conducting the experimentation we decoded the video into frames. Then
each frame is converted from RGB color to gray-level image and resized into
40 × 60 pixel image size. A lecture video contains 9 shots with 2743 frames at
30 frames per second. A story board of the lecture video is manually created by
selecting one or more key frames from each shot as shown in Fig. 1.

Inorder to create automatic story board all frames of the video is used and
projected onto the proposed 2D-LPI model. The number of eigen vectors (d
= 4) were selected experimentally which gave best results and K = 5 is used
to construct the adjacency matrix G. The obtained image features are used to
cluster the frames using C-means clustering. C-means algorithm was applied 10
times with different starting points, and the best result in terms of the objective
function of C-means was recorded. The centroid of each cluster is used as cluster
representative which are used in the automatic generated story board and the
generated story board using the proposed method is as shown in Fig. 2 (a).
Inorder to know effectiveness of the proposed method on video summarization
we compare the summarization results obtained by 2D-LPP [11] method, which
is used for video summarization recently. Figure 2(b) shows the story board
generated using 2D-LPP method.

Table 1 shows the details of the shots used for experimentation, row labeled
expert depicts to number of keyframes identified by an expert and row corre-
sponding to the proposed and 2D-LPP depicts the number of keyframes gen-

Fig. 2. (a) Automatic generated story board using proposed 2D-LPI method, (b) Au-
tomatic generated story board using proposed 2D-LPP method
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Table 1. Shot details and the number of keyframes selected manually and proposed
2D-LPI method and existing 2D-LPP method

Shot 1 2 3 4 5 6 7 8 9

Shot Details [1-16] [17-130] [131-752] [753-912] [913-1007] [1008-1657] [1658-1847] [1848-1999] [2000-2743]
Expert 1 1 2 1 1 4 1 1 3
Proposed 1 1 1 1 1 4 1 1 3
2D-LPP 0 1 1 1 1 1 1 1 4

erated by the proposed method and 2D-LPP method [11]. From the Table 1,
it can be seen that the existing 2D-LPP method omits a few keyframes where
as the proposed method extracts keyframes approximately equal to the expert.
Another important observation to be made is, shot 1 contains only 15 frames
which has frames containing gradual transition from shot 1 to shot 2 and hence
we have zero number of keyframes of shot 1 by 2D-LPP method. The proposed
method extract key frames from shot 1, where as the 2D-LPP merges the shot 1
with shot 2. This type of video was intensionally taken to study the performance
of both the methods.

3.2 Experimentation 2

In order to corroborate the efficacy of the proposed method we also conducted
experimentation on ORL face, Yale face and fingerspelling datasets [12]useful
for sign language recognition. The face images were resized into 40 × 50 pixels
and the first six images of the ORL and Yale databases are used for training
and the remaining four images are used for testing with K = 5 to construct the
adjacency matrix G. The ORL and Yale achieved a maximum recognition rate of
96.88 and 88 percentage using conventional LPI with 25 and 50 dimensions and
the proposed 2D- LPI method achieved a maximum recognition rate of 98.75
and 96 percentage for 40 × 7 dimensions respectively. On fingerspelling dataset
conventional LPI achieved 86.88 percentage for 55 dimensions and proposed
2D-LPI achieved a maximum recognition rate of 89.88 percentage for 50 × 7
dimensions. Also we compare the recognition rate of the proposed method with
2D-PCA, 2D-FLD and 2D-LPP and the results are summarized in Table 2. From
Table 2 it can be seen that the proposed method outperforms the other methods
on both face and fingerspelling datasets.

Table 2. Maximum recognition rates on face datasets (ORL and Yale) and finger-
spelling dataset

2DPCA 2DFLD 2DLPP 2DLPI

ORL 96.88 97.50 96.25 98.75
Yale 90.67 89.00 88.00 96.00

Fingerspelling 88.75 89.27 72.50 89.38
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4 Conclusion

In this paper we have proposed a two dimensional locality preserving indexing
(2D-LPI) method suitable for images. The proposed method is more intuitive
in handling images and performs better than the conventional LPI and is even
better than the 2D-LPP. To study the efficacy of the proposed method, we
have carried out experimentation on video summarization, face recognition and
fingerspelling recognition. From the experimentation it is evident that 2D-LPI
performs better than conventional LPI and also perform better than 2D-LPP,
2D-PCA and 2D-FLD method.
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Abstract. In this paper we present a novel algorithm for learning oblique
decision trees. Most of the current decision tree algorithms rely on im-
purity measures to assess goodness of hyperplanes at each node. These
impurity measures do not properly capture the geometric structures in
the data. Motivated by this, our algorithm uses a strategy, based on some
recent variants of SVM, to assess the hyperplanes in such a way that the
geometric structure in the data is taken into account. We show through
empirical studies that our method is effective.

1 Introduction

Decision tree is a well known and widely used method for classification and
regression. The popularity of decision tree is because of its simplicity. In this
paper we deal with oblique decision trees. These are binary decision trees where
each non-leaf node is associated with a hyperplane (also called a split rule) and
each leaf with a class label. To classify a pattern we follow a path in the tree by
going down the left or right subtree at each node based on whether the pattern is
on the positive or negative side of the hyperplane associated with the node; when
we reach the leaf the pattern gets assigned the label of the leaf. Most approaches
for learning decision trees are recursive algorithms for building the tree in a top
down fashion. At each stage, we need to find a hyperplane to associate with
the current node which is done by searching for a hyperplane which minimizes
some impurity measure. Gini index and entropy are frequently used impurity
measures. CART-LC [2], OC1 [8] are few examples of decision tree approaches
which learn oblique decision trees by optimizing such impurity measures. All
decision tree algorithms employ greedy search and hence a hyperplane assigned
to a node once, is never changed. If a bad hyperplane is learnt at some node, it
can not be rectified anymore and the effect of it may be a large tree which, in
turn, may lead to poor generalization error.

A problem with all impurity measures is that they depend only on the number
of (training) patterns of either class on each side of the hyperplane. If we change
the class regions without changing the effective areas of class regions on either
side of the hyperplane, the impurity measure will not change. Thus the impurity
measures do not really capture the geometric structure of class distributions.
In this paper we present a new decision tree learning algorithm which is based

S. Chaudhury et al. (Eds.): PReMI 2009, LNCS 5909, pp. 25–31, 2009.
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on the idea of capturing the geometric structure. For this we borrow ideas from
some recent variants of the SVM method which are quite good at capturing
(linear) geometric structure of the data. The Proximal SVM [5] finds two parallel
clustering hyperplanes, one for each class, and takes the hyperplane situated in
the middle of the two as the classifying hyperplane. However, often the points
of the two classes are not clustered around parallel hyperplanes. Multisurface
Proximal SVM [6] finds two clustering hyperplanes, one for each class, which
are not necessary parallel, and the data is classified based on the nearness to
the hyperplanes. Many times the class distribution is such that just one pair of
hyperplanes is not good enough for classification. For such cases, they [6] extend
this idea using the kernel trick of (effectively) learning the pair of hyperplanes
in a high dimensional space to which the patterns are transformed.

Motivated by Proximal SVM, we derive our decision tree approach as follows.
At each node, we use the idea of Multisurface Proximal SVM to find the linear
tendencies in the data by learning hyperplanes around which the data of different
classes are clustered. After finding these hyperplanes, the natural guess for a split
rule at this node is the angle bisector of the two hyperplanes. This allows us to
capture geometry of the classification boundary to some extent. Then, in the
usual style of decision tree algorithms, we split the data based on this angle
bisector and recursively learn the left and right subtrees of this node. Since, in
general, there will be two angle bisectors, we select the one which is better based
on an impurity measure. In this paper we discuss the algorithm for only two
class classification problem. Since our decision tree approach is motivated by the
geometry of the classification problem, we call it Geometric Decision Tree
(Geometric DT).

2 The Algorithm

For a general decision tree algorithm, the main computational task is: given a
set of data, find the best hyperplane to split the data. Let St be the set of points
falling at node t. Let nt

+ and nt
− denote the number of patterns of the two classes

(say, ‘+1’ and ‘-1’) at that node. Let d be the data dimension. Let A ∈ �nt
+×d be

the matrix representing points of class +1 as row vectors at node t. Ai is the ith
row of A which is a row vector in �d. Similarly B ∈ �nt

−×d be the matrix whose
rows contain points of class -1 at node t. Let h1 : wt

1x + b1 = 0 and h2 : wt
2x +

b2 = 0 be two clustering hyperplanes, one for each class. As mentioned before
we use Multisurface Proximal SVM [6], also called Generalized Proximal SVM
(GEPSVM), to find the two clustering hyperplanes. The hyperplane h1 is closest
to all points of class +1 and farthest from class -1. Similarly the hyperplane h2 is
closest to all points of class -1 and farthest from class +1. Then the optimization
problems for finding (w1, b1) and (w2, b2) can be written as [6]

(w1, b1) = argmin(w,b) �=0

||Aw + bent
+
||2

||Bw + bent
− ||2

(1)
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(w2, b2) = argmin(w,b) �=0

||Bw + bent
− ||2

||Aw + bent
+
||2 (2)

Where ||.|| denotes the standard euclidean norm, ent
+

is (nt
+ × 1) vector of ones

and ent
− is (nt

− × 1) vector of ones. These optimization problems can be further
reduced to [6]

w̃1 = argminw̃ �=0
w̃T Gw̃
w̃T Hw̃

(3)

w̃2 = argminw̃ �=0
w̃T Hw̃
w̃T Gw̃

(4)

where w̃ = (w, b), G = [A ent
+
]T [A ent

+
] and H = [B ent

− ]T [B ent
− ]. This problem

of finding the two clustering hyperplanes (w1, b1) and (w2, b2) gets reduced [6] to
finding the eigenvectors corresponding to the maximum and minimum eigenvalue
of the following generalized eigenvalue problem

Hw̃ = γGw̃ (5)

Once we find these hyperplanes, the hyperplane we associate with the current
node will be one of the angle bisectors of these two hyperplanes because it divide
the space in such a way that on one side points of one class are clouded and on the
other side points of second class are clouded. Let the hyperplanes wt

3x + b3 = 0
and wt

4x+ b4 = 0 be the angle bisectors of wt
1x+ b1 = 0 and wt

2x+ b2 = 0, then

w̃3 � (w3, b3) = (
w1

||w1|| −
w2

||w2|| ,
b1

||w1|| −
b2

||w2|| ) (6)

w̃4 � (w4, b4) = (
w1

||w1|| +
w2

||w2|| ,
b1

||w1|| +
b2

||w2|| ) (7)

We choose the angle bisector which has lower impurity. In our work we use gini
index to measure impurity. Let w̃t be a hyperplane which is used for dividing the
set St in two parts Stl and Str . Let ntl

+ and ntl− denote the number of patterns
of the two classes in the set Stl and ntr

+ and ntr− denote the number of patterns
of the two classes in the set Str . Then gini index of hyperplane w̃t is given by,

gini(w̃t) =
ntl

nt

[
1 − (

ntl
+

ntl
)2 − (

ntl−
ntl

)2
]
+

ntr

nt

[
1 − (

ntr
+

ntr
)2 − (

ntr−
ntr

)2
]

(8)

where nt = nt
+ + nt− is the number of points in St. Also ntl = ntl

+ + ntl− is the
number of points falling in the set Stl and ntr = ntr

+ +ntr− is the number of points
falling in the set Str . We choose w̃3 or w̃4 to be the split rule for St based on
which of the two gives lesser value of gini index given by Eq.(8). Algorithm. 2
describes the complete decision tree learning algorithm.

3 Experiments

To test the effectiveness of Geometric DT we test its performance on sev-
eral synthetic and real world data sets. We consider three synthetic problems
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Algorithm 1. Geometric DT
Input: Sample S = {(xi, yi)}i=1...n, Max-Depth, ε1

Output: Pointer to the root of a decision tree
begin

Root=growTree(S);
return Root ;

end

Procedure growTree(St)
Input: Set of patterns at node t, St

Output: Pointer to a subtree
begin

1. – Find matrices A and B using the set St of patterns at node t.
– Find w̃1 and w̃2 according to Eq.(3),(4).
– Compute angle bisectors w̃3 and w̃4 using Eq.(6),(7).
– Calculate the gini index (Eq.(8)) for both the angle bisectors w̃3 and w̃4.
– Choose the one which gives lesser value of gini index. Call it w̃∗.
– Let w̃t denote the split rule at node t. Assign w̃t ← w̃∗.

2. Let Stl = {xi ∈ St|w̃T
t x̃ < 0} and Str = {xi ∈ St|w̃T

t x̃ ≥ 0}
Define η(St) = #points of minority class at node t

#points at node t
.

3. if (η(Stl ) < ε1) or (Tree-Depth=Max-Depth) then
get a node tl and make tl a leaf node and assign appropriate class label to tl;
else tl=growTree(Stl );
make tl left child of t;

4. if (η(Str ) < ε1) or (Tree-Depth=Max-Depth) then
get a node tr and make tr a leaf node and assign appropriate class label to tr;
else tr=growTree(Str );
make tr right child of t;

5. return t ;

end

and two real world data sets from UCI ML repository [1]. First two synthetic
problems are rotated 2×2 and 4×4 checkerboard data sets in two dimensions.
The third problem is in �10. We sample points uniformly from [−1 1]10. Let
w̃1 = [1, 1, 0, 1, 0, 0, 1, 0, 0, 1, 0]′ w̃2 = [1,−1, 0, 0, 1, 0, 0, 1, 0, 0, 0]′ and w̃3 =
[0, 1,−1, 0,−1, 0, 1, 1,−1, 1, 0]′ be three hyperplane parameters in �10. Now the
points are labeled +1 or -1 based on the following rule

y =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

1, if (w̃t
1x̃ ≥ 0 & w̃t

2x̃ ≥ 0 & w̃t
3x̃ ≥ 0) ||

(w̃t
1x̃ ≤ 0 & w̃t

2x̃ ≤ 0 & w̃t
3x̃ ≥ 0) ||

(w̃t
1x̃ ≤ 0 & w̃t

2x̃ ≥ 0 & w̃t
3x̃ ≤ 0) ||

(w̃t
1x̃ ≥ 0 & w̃t

2x̃ ≤ 0 & w̃t
3x̃ ≤ 0) ||

−1, else

For each synthetic problem 2000 points were sampled for training set and 1000
for testing set. To evaluate the performance of the algorithm on real dataset
we use Breast Cancer Data set and Bupa Liver Disorder Data set [1]. Breast
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Cancer Data set is a 10 dimensional binary classification problem. It has total
683 instances, out of which we use 500 for training and 183 for testing. Bupa
Liver Disorder Data set is a 6-dimensional binary classification problem. It has
a total 345 instances, out of which we use 200 for training and 145 for test-
ing. We compare performance of our approach with several algorithms, namely,
CART-LC [2], OC1-AP, OC1(Oblique) [8], Support Vector Machine (SVM) [3]
and GEPSVM [6]. For OC1 and CART-LC we use the downloadable [7] package.
For SVM we use libsvm [4] code. Geometric DT is implemented in MATLAB.
For GEPSVM also we wrote MATLAB code. We compare the performances on
several measures like training time, training accuracy, test accuracy, number of
leaves and depth of the tree. In the SVM method we used Gaussian kernel to
capture non-linear classification boundaries. In case of GEPSVM also we used
Gaussian kernel for all problems except the first problem where a pair of hyper-
planes is good enough for classification. Best parameters for kernel were found
by using 10-fold cross validation. The comparison results are shown in Table.1
(For OC1 and CART-LC which are randomized algorithms we show mean and
standard deviation of results on 10 runs.) From Table. 1 we see that, over all
the problems, Geometric DT performs better than all the other decision tree
approaches in test accuracy, tree size and number of leaves. GEPSVM with lin-
ear kernel performs same as Geometric DT for the 2×2 checkerboard problem

Table 1. Comparison results on synthetic and real world data sets

Geometric
DT

OC1(AP) OC1
(Oblique)

CART-LC SVM GEPSVM

2×2 TrTime(sec) 0.064 0.031 3.112±0.83 1.049±0.8 0.132 .004
Checker- TrAcc 99.70 99.34±0.3 99.40±0.92 98.57±1 99.25 99.70
board TesAcc 99.90 97.45±0.55 98.52±1.17 96.98±0.94 99.5 99.90

# leaves 4 39±5.83 17.8±6.84 22±8.1 - -
Depth 2 11.8±1.93 8.4±3.24 9.6±2.8 - -

4×4 TrTime(sec) 0.062 0.047 4.247±0.53 2.029±0.98 0.154 451.86
Checker- TrAcc 97.75 98.28±0.4 98.78±0.76 98.08±0.71 98.10 90.70
board TesAcc 98.50 92.48±0.86 94.65±0.91 92.53±0.9 97.50 89.80

# leaves 16 18.4±15.08 82.7±21.96 104.4±19.18 - -
Depth 4 16.3±2 14.6±2.32 15.4±2.46 - -

10 Dim- TrTime(sec) 0.1192 0.249±0.02 18.37±1.73 31.54±9.67 1.048 384.10
ensional TrAcc 85.20 72.10±2.88 74.76±3.64 61.83±1.54 98.65 92.20
Dataset TesAcc 84.60 60.40±1.86 63.50±0.74 61.29±1.46 74.60 67.30

# leaves 26 55.8±15.27 31.7±12.81 16.3±7.6 - -
Depth 7 11.3±1.57 9.7±2.11 7.9±1.79 - -

Breast TrTime(sec) 0.0145 0.011±0.001 1.41±0.42 0.10±0.02 0.061 9.63
Cancer TrAcc 96.4 97.30±1.03 97.02±0.76 95.14±1.65 100 100

TesAcc 100 96.77±0.91 97.27±1.15 93.34±3.18 77.05 77.05
# leaves 3 7.9±4.68 4.9±2.33 2.8±1.32 - -
Depth 2 4±1.63 2.9±1.29 1.7±1.06 - -

Bupa TrTime(sec) 0.0137 0.008 0.74±0.15 0.06±0.01 0.018 0.83
Liver TrAcc 77 81.3±6.71 84.2±5.15 80.9±6.38 100 79.00
Disorder TesAcc 72.41 59.3±2.28 60.76±2.67 59.66±2.33 73.1 71.72

# leaves 11 11.5±6.45 12.9±5.51 12.5±7.09 - -
Depth 7 7±3.13 7.6±3.17 6.7±3.13 - -
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because for this problem the two approaches work in a similar way. But when
there are more than two hyperplanes required, GEPSVM with Gaussian kernel
performs worse than our decision tree approach. For example, for 4×4 checker-
board example, GEPSVM can achieve only about 89.8% test accuracy while
our decision tree gives about 98.5% test accuracy. Moreover, with Gaussian ker-
nel, GEPSVM solves the generalized eigenvalue problem of the size of number
of points, whereas our decision tree solves the generalized eigenvalue problem
of the dimension of the data (which is the case with GEPSVM only when it
uses linear kernel). This gives us an extra advantage in computational cost over
GEPSVM.

In 10-dimensional problem, both in test accuracy and training time, Geo-
metric DT performs better than all the other approaches. This shows that our
algorithm scales with data dimension. For the real world problems also Geomet-
ric DT performs well. It gives highest test accuracy with Breast Cancer Data
set. For Liver Disorder Data set also it performs better than all other decision
tree approaches and the test accuracy of SVM is marginally better.

In Figure. 1 we show the effectiveness of our algorithm in terms of captur-
ing the geometric structure of the classification problem. We show the first few
hyperplanes generated by our approach and OC1(oblique) for 2×2 and 4×4
checkerboard data. We see that our approach learns the correct geometric struc-
ture of the classification boundary, whereas the OC1(oblique), which uses the
gini index as impurity measure, does not capture that.
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Fig. 1. Comparisons of Geometric DT with OC1(Oblique) on rotated 2×2 and 4×4
checkerboard data: (a)Hyperplane at root node learnt using Geometric DT on rotated
2×2 checkerboard data; (b) Hyperplane at left child of root node learnt using Geo-
metric DT on rotated 2×2 checkerboard data; (c)Hyperplane at root node learnt using
OC1(Oblique) DT on rotated 2×2 checkerboard data; (d), (e) and (f) show the hyper-
planes for 4×4 checkerboard data in a similar way
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4 Conclusions

In this paper we presented a new algorithm for learning oblique decision trees.
The novelty is in learning hyperplane that captures the geometric structure of
the data using the GEPSVM idea. Through empirical studies we showed that
the method performs better than the other approaches and also captures the
geometric structure well. Though we consider only the 2-class problems here,
the approach can easily be generalized to multiclass problems by learning a split
rule, at each node, to separate the majority class from the rest. We will be
explaining this in our future work.
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Abstract. There is no single generic kernel that suits all estimation
tasks. Kernels that are learnt from the data are known to yield better
classification. The coefficients of the optimal kernel that maximizes the
class separability in the empirical feature space had been previously ob-
tained by a gradient-based procedure. In this paper, we show how these
coefficients can be learnt from the data by simply solving a generalized
eigenvalue problem. Our approach yields a significant reduction in clas-
sification errors on selected UCI benchmarks.

Keywords: Data dependent kernel, Fisher’s coefficient, generalized
eigenvalue, kernel optimization, Rayleigh quotient.

1 Introduction

SVMs aim to minimize the upper bound on the generalization error by maxi-
mizing the margin between the separating hyperplane and the data. If a linear
separator in the input space does not suffice, a non-linear mapping is used to
map the input space into a higher dimensional Euclidean or Hilbert feature
space. This embedding induces a Riemannian metric in the input space, which
is either enlarged or reduced in the feature space. Thus, by choosing an “ap-
propriate” mapping φ(·), the data points become linearly separable or mostly
linearly separable in the high dimensional feature space, enabling easy applica-
tion of structural risk minimization. Each kernel induces a different mapping or
structure of the data in the embedding space, which may or may not be suitable
from the classification perspective. To obtain a good quality embedding, that
is more appropriate for the estimation task, the choice of the kernel should be
“learned” from the structure of the data rather than chosen through some trial
and error heuristics. An improper choice of kernel may lead to worse classifica-
tion. In this paper, we extend the approach of [3], which tries to optimize the data
dependent kernel by maximizing the class separability criterion in the empiri-
cal feature space. The transformation from the input space to an r-dimensional
Euclidean space is given by x −→ D−1/2PT (k(x, x1), k(x, x2), . . . , k(x, xm))T ,
where, Km×m = Pm×rDr×rPr×m . Their approach has led to obtaining kernels
that yield a significantly better classification performance compared to primary
Gaussian or polynomial kernels for k-Nearest Neighbor (KNN), Kernel Fisher
Discriminant (KFD), Kernel Minimum Squared Error machine (KMSE), and
SVM on the UCI benchmark data sets [4]. However, only a slight improvement
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in performance is observed on using the optimal kernels for SVMs. Our approach
reduces to solving a single generalized eigenvalue problem. Our approach also
has a number of other advantages, namely,

1. It avoids using an iterative algorithm to update alpha (coefficients of the
optimal kernel) in each step, since now only a single generalized eigenvalue
problem needs to be solved.

2. It avoids an ascent procedure that can not only potentially run into numerical
problems when the Hessian matrices in question are not well conditioned,
but also gets stuck in local maxima.

3. It also avoids tuning parameters such as learning rate and the number of
iterations.

Section 2 formally defines our notion of optimality and develops the procedure
to obtain the data dependent optimal kernel as a generalized eigenvalue solution.
Section 3 gives the classification performance evaluation of our optimal kernel with
a Gaussian kernel, and with the optimal kernel generated by the iterative update
approach of [3] on UCI Benchmark data sets and section 4 concludes the paper.

2 Kernel Optimization

Maximizing the separation between the different classes is a natural step in the
hope of obtaining better classification. To evaluate the measure of separability,
we choose the Fisher Discriminant function [5]. It attempts to find a natural
measure between examples induced by the generative model. In terms of the
between class scatter matrix SB and the within class scatter matrix SW , the
Fisher discriminant criterion J(·) can be written as (cf. [6]) J(w) = wT SB w

wT SW w
.

Substituting ∇J(w) = 0 for maximizing J(·)we get,

SBw = J(w)SW w. (1)

Thus the extremum points w∗ of the Rayleigh Quotient J(w) are obtained as
the eigenvectors of the corresponding generalized eigenvalue problem.

2.1 Data Dependent Optimal Kernel

Similar to Amari [2], we choose the data dependent kernel function, K, as a
conformal transformation of the form K(x, y) = q(x).q(y).k0(x, y) , where,

q(x) = α0 +
ne∑
i=1

αik1(x, ai) (2)

In (2), k1 denotes a primary Gaussian kernel of the form k1(x, ai) = exp(−γ‖x−
ai‖)2 and α = {α0, α1, . . . , αne} is the vector of linear combination coefficients.
The total number of empirical cores is denoted by ne and ai denotes the i-
th empirical core. We choose a random set of one-third of the data points as
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the empirical cores. If the data is written as the first m1 data points class C1,
followed by the rest m2 data points of class C2, then, the kernel matrix K0 ,
corresponding to the primary kernel, can be written as

K0 =
(

K11 K12
K21 K22

)
(3)

where, K11, K12, K21 and K22 are sub-matrices of order m1×m1, m1×m2, m2×
m1, and m2 × m2 respectively. The “between-class” kernel scatter matrix B0,
and the “within - class” kernel scatter matrix W0, can then be written as

B0 =
( 1

mK11 0
0 1

mK22

)
−
( 1

mK11
1
mK12

1
mK21

1
mK22

)
, (4)

and,

W0 =

⎛⎜⎜⎜⎜⎝
k11 0 . . . 0

0 k22
. . . 0

...
. . . . . .

...
0 0 · · · kmm

⎞⎟⎟⎟⎟⎠−
( 1

mK11 0
0 1

mK22

)
. (5)

Using (4) and (5), the Fisher’s coefficient is equivalent to J = qT B0q
qT W0q , where,

q =

⎛⎜⎜⎜⎝
1 k1(x1, a1) . . . k1(x1, an)
1 k1(x2, a1) . . . k1(x2, an)
... . . . . . .

...
1 k1(xm, a1) . . . k1(xm, an)

⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎝

α0
α1
...

αn

⎞⎟⎟⎟⎠ = K1α . (6)

Here, K1 is a matrix of order m×(ne+1) and α is as before. Hence J can now be
used as a measure of separability of the data in the empirical feature space that
is easy to compute. Maximizing J , to obtain the maximum separation of data
requires finding the optimal q. Optimizing the projection q is in turn equivalent to
optimizing α with respect to the data (cf. (2)). Maximization of this separability
measure, to obtain the optimal kernel, thus amounts to finding the optimal set of
coefficients of the vector α. These coefficients would optimally enlarge or reduce
the spaces around the empirical cores to reduce the error maximally. To obtain
this optimal α, an iterative procedure to maximize Rayleigh quotient J was
proposed in [3]. The algorithm based on the general gradient descent method
updates in all iterations. While a decreasing learning rate ensures convergence,
the algorithm still requires an iterative update solution and is susceptible to
getting trapped in local maxima. In the sequel we solve (11) as a generalized
eigenvalue problem and obtain the optimal data dependent kernel.

2.2 The Generalized Eigenvalue Solution

On substituting (6), J can be written as

J =
qT B0q

qT W0q
=

αT KT
1 B0K1α

αT KT
1 W0K1α

. (7)
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As a generalized eigenvalue problem, (6) can be written as B0q = λW0q, where
λ are the set of eigenvalues. This is solved by Lanczos method. For the optimal
kernel, the eigenvector α, corresponding to the maximum eigenvalue is used. It
also avoids the need for tuning parameters like number of iterations and learning
rate. Further, it also avoids the possibility of getting stuck in local minima
which is a generic problem associated with gradient descent based methods. The
regularized measure of separability is then given by

J =
αT KT

1 B0K1α

αT KT
1 (W0 + DI)K1α

(8)

where D is a small constant and I is the identity matrix of the appropriate
dimension.

3 Experimental Results

In this section we apply the algorithm to datasets of different level of complexity
in terms of number of instances (m) and number of attributes (d). Ionosphere
(m = 351 and d=34), Monks (m = 432 and d=6), Heart( m = 297 and d=13),
Wisconsin ( m = 569 and d=30). The data points with missing attributes, if any,
have been removed. In the Ionosphere dataset, the column with zero variance
has been removed. Each dataset has been normalized to lie between zero mean
and unit variance. For all our experiments we have used (8), where D have been
chosen through cross validation.

For evaluating our approach’s performance, in each run, we randomly divide
the data set into three disjoint sets. The data points in the first set are used for
training while those in the second set are used for testing. The data points in the
remaining third set are used as the empirical cores. Tables 1 through 4 compare the
performance in terms of the classification error incurred (both training and testing
separately) by using a primary Gaussian kernel, the kernel optimized using the
approach proposed by Xiong et al. and the kernel optimized using the suggested
approach illustrated in this paper. γ0 corresponds to the parameter for the primary
kernel while γ1 is the parameter for the data dependent kernel. For the sake of
comparison we choose the same set of values for γ0 , γ1 and C (for SVMs) as those
in [3]. Each entry in the table, for a particular choice of kernel and a particular
choice of value for γ0 and γ1 has been computed as the average of 20 random runs.
The parameter for C has been chosen to be 1000 for all runs.

For most cases, the kernel optimized via the generalized eigenvalue approach
gives significantly better classification errors than the corresponding other two
methods. The comparison between the generalized eigenvalue approach based
optimal kernel and using an arbitrary kernel clearly shows the huge difference
in performance. This is because in [3], only an approximation to the optimal
value of α is obtained for the equation J1

J2
α = N−1

0 M0α using an update of

the form αn+1 = αn + η
(

1
J2

M0 − J1
J2
2
N0

)
αn. On the other hand we mapped the

problem to a generalized eigenvector problem. The generalized eigenvector prob-
lem is a quasiconvex optimization problem, since the constraint is convex and
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Table 1. Training and testing error rates (%) using SVM classifier for the different
kernels on Ionosphere data

Gaussian Kernel Iterative update Generalized eigenvalue
(γ, γ0) Training Testing Training Testing Training Testing

Error Error Error Error Error Error
(0.01, 0.0005) 1.4103 16.5812 0.3846 17.6923 0.2564 16.4530
(0.05, 0.0001) 3.8034 13.5470 5.3419 12.4786 0.5556 4.7009
(0.01, 0.0001) 4.5299 12.2650 3.9744 11.9658 2.7778 8.3761

Table 2. Training and testing error rates (%) using SVM classifier for the different
kernels on the Monks-I dataset

Gaussian Kernel Iterative update Generalized eigenvalue
(γ, γ0) Training Testing Training Testing Training Testing

Error Error Error Error Error Error
(0.01, 0.0005) 32.7957 32.9655 33.5314 33.1353 9.2530 14.7142
(0.05, 0.0001) 31.5054 31.9624 33.4140 33.2258 7.7957 13.7366
(0.01, 0.0001) 31.2097 31.6129 33.4946 33.0645 6.2634 13.9785

Table 3. Training and testing error rates (%) using SVM classifier for the different
kernels on the CLEVELAND HEART dataset

Gaussian Kernel Iterative update Generalized eigenvalue
(γ, γ0) Training Testing Training Testing Training Testing

Error Error Error Error Error Error
(0.01, 0.0005) 9.0377 17.9160 29.4524 30.8347 8.5061 21.1590
(0.05, 0.0001) 9.8990 16.5657 9.7475 16.4646 1.3131 28.9899
(0.01, 0.0001) 10.0000 16.3131 17.3737 22.0202 7.3232 21.6667
(0.05, 0.001) 7.3737 18.2323 12.2727 21.3131 1.1111 29.1919

Table 4. Training and testing error rates (%) using SVM classifier for the different
kernels on the WISCONSIN BREAST CANCER dataset

Gaussian Kernel Iterative update Generalized eigenvalue
(γ, γ0) Training Testing Training Testing Training Testing

Error Error Error Error Error Error
(0.01, 0.0005) 0.6925 2.9640 9.4460 12.1330 0.8587 2.9640
(0.05, 0.0001) 1.1579 3.5789 1.8684 4.1053 0.6316 3.7632
(0.01, 0.0001) 1.4474 3.0526 10.2105 13.2632 1.1053 2.8684

the objective function is quasiconvex [7]. The Generalized eigenvalue problem is
tractable and can be solved in polynomial time [7]. In practice they can be solved
(a feasible point with an objective value that exceeds the global minimum by
less than the prescribed accuracy can be obtained) very efficiently. Matlab uses
semi-definite programming to obtain the global optimal of the GEVP problem
[8]. Hence we could obtain the optimal solution, which is not possible in the other
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case. The approach in [3] was adopted to remove the problem of singularity. We
corrected this problem using regularization. The generalized eigenvalue problem
thus allows us to obtain the optimal solution without the need of any tuning of
parameters or stopping conditions etc and without compromising the quality of
the optimum. Overall one can conclude that if the empirical cores have the same
distribution as the training and testing set, then classification accuracy can be
improved significantly, sometimes by an order of magnitude, by the use of such
data dependent kernels optimized by the generalized eigenvalue approach.

4 Conclusions and Discussion

The low classification error rates obtained by using the generalized eigenvalue
approach to obtain the data dependent kernel implies that this approach yields a
kernel that is better suited for the classification task because it can better adapt
to the structure of the data and leads to a significant improvement in SVM’s
performance. This is because the generalized eigenvalue approach yields an exact
solution that avoids getting stuck in a local maximum, and consequently leads us
to obtain better kernels that yield a lower classification error. Moreover, we did
not face any numerical problems in computing the generalized eigenvalue solu-
tion for the regularized Fisher’s Discriminant function for various data sets. The
performance of the proposed approach was compared with that of [3]. The ex-
perimental results convincingly demonstrated the effectiveness of our approach.
Thus, it is evident that using the exact solution gives much better solutions that
not only fit well, but also generalize well. In future, it would be interesting to
explore the effect that the number of empirical cores would have on the classifier
performance. We also plan to test our approach on other classifiers.
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Abstract. Least Squares Proximal Support Vector Regression (LSPSVR) re-
quires only a single matrix inversion to obtain the Lagrange Multipliers as op-
posed to solving a Quadratic Programming Problem (QPP) for the conventional 
SVM optimization problem. However, like other least squares based methods, 
LSPSVR suffers from lack of sparseness. Most of the Lagrange multipliers are 
non-zero and thus the determination of the separating hyperplane requires a 
large number of data points. Large zero norm of Lagrange multipliers inevitably 
leads to a large kernel matrix that is inappropriate for fast regression on large 
datasets. This paper suggests how the LSPSVR formulation may be recast into 
one that also tries to minimize the zero norm of the vector of Lagrange multi-
pliers, and in effect imposes sparseness. Experimental results on benchmark 
data show that a significant decrease in the number of support vectors can be 
achieved without a concomitant increase in the error.  

Keywords: SVR, sparse representation, zero-norm, proximal, least squares. 

1   Introduction 

Support Vector Machines (SVMs) are computationally efficient for classification as 
well as regression tasks [1]. The elegance of SVMs lies in the fact that the nature of 
the optimization problem that needs to be solved for both linear and non-linear regres-
sion problems remains the same. The optimal hyperplane for the regression problem 
is determined by solving the problem stated in (1). Usually the dual of (1), a quadratic 
programming problem (QPP), is solved to obtain the support vectors.  

( )qqeww TT

bwqq
′++

′
C

2

1
    Minimize

,,,
 

subject to 

,)b( qwy ≤+− P  

,')b( qyw ≤−+P  

,0', ≥qq  (1)

where, Nw ℜ∈ is the weight vector, ℜ∈b is the bias, q is the error for each data 

point,  e is an M dimensional vector of ones, and C > 0 is a parameter that trades off 
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accuracy with the complexity of the regressor. P is the data matrix containing M data 

points, where each data point Mix N
i ,...,1, =ℜ∈  has a corresponding function value 

iy , Mi ,....,1= . LSSVMs [2] for regression solve the following optimization  

problem.  

( ) ( )wwqq TT

wq 2

1

2

C
  Minimize
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                 Miqybxw iii
T ...,,1, =−=+  (2)

The introduction of the l2 norm of the error variable in the objective function changes 
the nature of the optimization problem that needs to be solved to obtain the Lagrange 
multipliers. The solution of LSSVM can be obtained by solving the following system 
of equations  
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where, I is an identity matrix (MxM), φ  is the nonlinear mapping to higher dimension 

and K is the kernel matrix ( )[ ] ( ) MjiPPK j
T

iij  ..., 2, 1,     ,   , == φφ .  

LSSVMs require the solution of a set of linear equations rather than a QPP, for 
which the authors propose the use of iterative methods like SOR or conjugate gradi-
ent. Though LSSVM is computationally better than conventional SVMs, a disadvan-
tage that least squares methods generally suffer from is the lack of sparseness. The 
support values are proportional to the errors at all the data points while in conven-
tional SVMs many of them may be zero.  

In this paper, we explore the possibility of using the zero norm in conjunction with 
least squares based methods to impose sparseness. The least squares based method we 
have chosen is Least Squares Proximal Support Vector Regression (LSPSVR) [3]. 
LSPSVR has been recently proposed and requires only the inversion of a single, posi-
tive definite matrix to obtain the Lagrange multipliers. However, LSPSVR also yields 
non-sparse solutions. It is important to have most components of β  as zero, so as to 

obtain a kernel matrix of small size. In Section 2 we give the zero norm algorithm and 
show how it can be used to modify the LSPSVR formulation to obtain a sparse repre-
sentation. Section 3 contains experimental results obtained for three data sets using 
this algorithm and finally section 4 is devoted to concluding remarks. 

2   Zero Norm LSPSVR  

The zero norm of a vector is defined as its number of non- zero components. For-

mally, the zero norm of a vector w is given by { }0
0

0
≠= ii wwcardw , where card 

denotes the set cardinality. The requirement of minimum number of non zero compo-
nents of β can thus be formulated as the problem of minimizing the zero norm of β . 
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The pl  norm of the vector w is defined as ( ) .
1

1
pn

i
p
ip

ww ∑ ==  The minimization of 

the pl  norm of w in conjunction with the constraint 1≥+ )bx.w(y ii  solves the clas-

sical SVM problem. The generalization capabilities of such linear models have been 
studied for over a decade now. A general belief that has emerged out of this research 
is that for p ≥ 1 the minimization of the pl  - norm of w is good for generalization. For 

p = 0, it has been shown in [4] that the problem of minimization of zero norm subject 
to the constraints 1).( ≥+ bxwy ii  is NP-hard. Therefore, one needs to use some  

approximation or local search method for solving the problem. Weston et al. [5] in-
troduced an iterative algorithm, termed as ‘Approximation of the zero-norm Minimi-
zation (AROM)’ that performs a gradient step at each iteration and converges to a 
local minimum.  

AROM Algorithm. AROM [6] solves the following optimization problem. 

               0
0||||   Minimize w

w
 

subject to 

l,...,i,bxwy i
T

i 11][ =≥+  (10)

i.e. it finds a separating hyperplane with the fewest nonzero elements as the coeffi-
cients of the vector w. In order to minimize the zero norm of the vector 

( )TNwwww ...,,, 21= , a vector of coefficients ( )TNzzzz ...,,, 21=  is introduced.   

1. Set z = (1,….,1)T 
2. Solve  

Min ∑
=

n

j
jw

1
||  

subject to:  
( )( ) 1≥+∗ bzxwy ii  

3. Let w be the solution of the previous problem. Set z wz ∗← . 
4. Go back to 2 until convergence.  

 

AROM requires the solution of a succession of linear programs combined with a 
multiplicative update to reduce the number of nonzero components of w, i.e. the di-
mension of the input data points. Following AROM we introduce a diagonal matrix Z 
in the LSPSVR formulation and propose the optimization problem.  
Zero Norm LSPSVR 
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The Lagrangian is given by  
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Substituting the KKT conditions, we get 

( ) y
C
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On simplifying we obtain yβ ∗
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
+=

−1

T

C

TZZ
GG  where [ ]eKG = .  The form of 

the equation that needs to be solved to obtain the Lagrange multipliers remains the 
same as in LSPSVR, and β  can still be obtained by just a single matrix inversion, 

thus preserving the advantage offered by LSPVR.  A modification we have introduced 
is that instead of minimizing the zero norm of weight vector i.e. the number of dimen-
sions, we attempt to minimize the number of patterns.  This implies the minimization 
of the number of components in the error vector q. In other words, we attempt to have 
the same classification performance but such that comparatively large amount of error 
is contributed by only a few points rather than comparatively smaller amount of  
error contributed by a large number of points. This is done by multiplying Z by the 
error variable instead of the weight vector as done in feature selection. Since the sup-
port values for LSPSVR are related to the error vector,

C

Z β
  q

T

= , therefore the minimi-

zation of the zero norm of q implies the minimization of the zero norm of β .  

The zero norm LSPSVR algorithm is summarized as below.  
1. Set Z = diagonal matrix of ones. 
2. Solve the problem in (11). 

3. If β is the solution of the current problem. Update Z ←  Z * q  = Z * ZT * 
C

β
  

4. Eliminate all the data vectors i, st. Zii < 0, ∀i.  
5. Go to Step 2 and iterate till the termination condition is met. There are many 

possible termination criteria, for example, allowed error bounds, bound on the number 
of data points, or the required sparseness.    

3   Experimental Results 

All the program codes were written in MATLAB 7.0 and executed on a Pentium III 
PC with 256 MB RAM. Co-ordinates of data samples were normalized to lie between 
zero and one. For each data set, the parameter C was determined by choosing a small 
tuning set of 20% samples. In all cases, regression was performed by using a polyno-

mial kernel of degree 2, of the form 2)1.(),(K += jiji xxxx . Figures 1, 2 and 3 show 

how training and testing errors change as the number of data samples is reduced ac-
cording to the zero norm LSPSVR algorithm on Comp activ, Census house and Bos-
ton housing benchmark data sets [7, 8]. The x-axis in each figure depicts the number  
 



42 Jayadeva, S. Shah, and S. Chandra 

 

  

Fig. 1. Training and Testing errors on Comp 
Active data using 10 fold cross validation 

Fig. 2. Training and Testing errors on Cen-
sus House data using 10 fold cross validation 

 

Fig. 3. Training and Testing errors on Housing data using 10 fold cross validation 

of data points that were used in training, whereas the y axis indicates the average per-
centage error over 10 sample runs. The testing error was computed over all the data 
points, whereas the training error was determined as the total error over the data 
points used in training. The number of training patterns reduces after each iteration, 
while the number of testing patterns is a constant and equal to the size of the complete 
data set. Comp active has 8192 points lying in 22 dimensions. Figure 1 shows that the 
number of data points reduces to around 4000 in the first iteration itself without a sig-
nificant increase in the error. The figure indicates that it may be best to use the result 
obtained after three or four iterations, because after that, the training error keeps de-
creasing while the testing error keeps increasing. Figure 2 shows the results for Cen-
sus house data set of which we have used the first 5000 data points. We have also 
eliminated the dimensions whose value is a constant. The number of effective dimen-
sions is thus 120. Although in the first couple of iterations the error goes up, but later 
on it comes down significantly and is much smaller than the initial value. This shows 
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that it is possible to achieve better generalization while using fewer support vectors. 
An important point to note is that the number of data points has been reduced to about 
60 from an initial value of 5000. This marks an enormous reduction in the size of the 
kernel from 5000 x 5000 to 60 x 60. Figure 3 shows the results for zero norm 
LSPSVR applied on Boston Housing data set that has 506 data points, each of dimen-
sion 14. The results show that the training error comes down and the testing error 
goes up with a marked reduction in the data set to about 16% of its initial size.  

4   Conclusion   

In this paper we present a novel algorithm that requires a single matrix inversion and a 
multiplicative update in each iteration to reduce the number of support vectors. Results 
on benchmark data sets show that it is possible to obtain a significant reduction in the 
number of support vectors within three or four iterations of the proposed algorithm. At 
each iteration, a significant number of data points are eliminated. Therefore, for later 
iterations the size of the data set reduces and problem (11) can be solved much faster.  
The zero norm LSPSVR approach was able to yield a sparse solution that did not sig-
nificantly increase the error rate. However, in a couple of cases the generalization error 
actually reduced below the initial value. This could be because of elimination of out-
liers, but is an observation that merits further investigation. Since each iteration only 
requires a single matrix inversion, fast implementations of the proposed scheme are 
possible. The matrices to be inverted in successive steps are all positive definite, and 
related to each other, and it is therefore interesting to explore more efficient methods of 
implementing the proposed scheme. The zero norm approach can be applied to other 
least squares methods, most notably for imposing sparseness in LSSVM.  
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Abstract. In ensemble methods to create multiple classifiers mostly
bootstrap sampling method is preferred. The use of subsampling in en-
semble creation, produce diverse members for the ensemble and induce
instability for stable classifiers. In subsampling the only parameter is
the subsample rate that is how much observations we will take from
the training sample in each subsample. In this paper we have presented
our work on the effect of different subsampling rate (SSR) in bagging
type ensemble of stable classifiers, Subbagging and Double Subbagging.
We have used three stable classifiers, Linear Support Vector Machine
(LSVM), Stable Linear Discriminant Analysis (SLDA) and Logistic Lin-
ear Classifier (LOGLC). We also experimented on decision tree to check
whether the performance of tree classifier is influenced by different SSR.
From the experiment we see that for most of the datasets, the subbagging
with stable classifiers in low SSR produces better performance than bag-
ging and single stable classifiers, also in some cases better than double
subbagging. We also found an opposite relation between the performance
of double subbagging and subbagging.

Keywords: Subsample rate, Stable Classifiers, Subbagging, Double
Subbagging.

1 Introduction and Notation

An important theoritical appraoch to analyzing the performance of combination
of learning machines is through studying their stability. Various notions of sta-
bility of ensemble of machines (combination of machines) have been proposed in
the last few years [2], [3], and have been used to study how combining machines
can influence the generalization performance [5]. Numerous theoretical and em-
pirical studies have been published to establish the advantages of combining
learning machines, for example using Boosting or Bagging methods, [4] [9] very
often leads to improved generalization performance, and a number of theoretical
explanations have been proposed [5], [9].
∗ Corresponding author.
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Subbagging [6] is a particular ensemble architecture of bagging, consisting of a
voting combination of a number of learning machines. Each machine is obtained
by training the same underline learning algorithm, e.g. a decision tree, on a
dataset drawn randomly with replacement from an initial training set with hav-
ing some part of it (50%). In the double bagging framework proposed by Hothorn
and Lausen [8], the out-of-bag sample is used to genrate an additional classifier
model to integrate with the base learning model. In the setup of Hothorn and
Lausen, the double-bagging uses the values of the linear discriminant functions
trained on the out-of-bag sample as additional predictors for bagging classifi-
cation trees only. The discriminant variables are computed for the bootstrap
sample and a new classifier is constructed using the original variables as well as
the discriminant variables. Using subbagging in double bagging rather than bag-
ging, will result in larger out-of-bag sample for the additional classifier and if the
additional classifier is a strong classifier it could result in an efficient ensemble
method [10].

In this paper we have presented our experimental results, where we have con-
structed ensemble of three stable (linear) classifiers using different subsample
rate (SSR) and check their accuracy in several benchmark datasets. We also
compared their performance with aingle and bagged stable classifiers. In [7] au-
thors analyzed the characteristics of subbagging. In particular, they developed
probabilistic bounds on the distance between the empirical and the expected
error that, unlike in the standard analysis of bagging are not asymptotic. These
bounds formally suggest that subbagging can increase the stability of the learn-
ing machines when these are not stable and decrease otherwise. Keeping this
in mind we develop our experiments. The results indicate that subbagging can
significantly increase the stability of these machines whereas the test error is
close (and sometimes better) to that of the same machines trained on the full
training set. Another important practical consequence of our theoretical results
is that, since subbagging improves the stability, it can be easier to control the
generalization error. The paper is organized as follows: in Section 2 we have
reviewed the theory of stability of subsampled ensemble. In Section 3, have pre-
sented the experiment and the results of the experiments with some discussion.
It is followed by the Conclusion of the work.

2 Theory

Let Dl = {(xi, yi) ∈ X ×{−1, 1}}l
i=1 be the training set. A learning algorithm is

a function A : (X × {−1, 1})l
i=1 → (X )R which give an training set Dl, returns

a real valued classifier fDl
: X → R. Classification of a new input x is done by

taking the sign of fDl
(x). Now we discuss the notion of βl stability and relate it

to the generalization performance of a subsampled ensemble based on [7]. The
output of a larning machine on a new (test) point x should not change more
than βl when we train the machine with any training set of size l and when we
train the machine with the same training set but one training point (any point)
removed. Now let F r

Dl
= EDr [fDr ] be the expected combinations of machines
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trained on subsamples of size r. Next, we state a theorem modified from [7] to
support our findings

Theorem 1. For any given δ with probability 1 − η the generalization misclas-
sification error of the expected combination F r

Dl
of machines each using a sub-

sample of size r of the training set and each having stability βr is bounded by:

Rδ
emp(F

r
Dl

) +
4r

l

βr

δ
+

√
1
2l

(
4rβr

δ
+ 1
)2

ln(
1
η
)

Thus we see from the theorem that the control of the test error by empirical
error (Rδ

emp(F r
Dl

)) is manily due to the subsampling effect rather than the size
of the ensemble. This indicates that increasing the number of base classifiers
should not imporve this control as much as reducing the value of r. This we
experimentally verified in Section 3. It should also be noted from Theorem 1
that if the stability of a subsampled machine F r

Dl
is better than a single machine

then the ensemble will give better bound otherwise the bound will be worse and
subbagging should be avoided.

3 Experiments and Discussion of Results

We conducted a number of experiments using six datasets from UCI [1]: Di-
abetes, German Credit, Glass Identification, Cleveland Heart, Ionosphere and
Iris. We focused mainly on the stable classifiers Linear Support Vector Machine
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Fig. 1. Performance of LSVM, Bagging LSVM, Subbagging LSVM and Double Subbag-

ging LSVM with different SSR. In X axis the SSR are given, in Y axis, average of 10
repititions of 10-fold cross-validation misclassification error is given.
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Fig. 2. Performance of SLDA, Bagging SLDA, Subbagging SLDA and Double Subbag-

ging SLDA with different SSR. In X axis the SSR are given, in Y axis, average of 10
repititions of 10-fold cross-validation misclassification error is given.

(LSVM), Stable Linear Discriminant Analysis (SLDA) and Logistic Linear Clas-
sifier (LOGLC), we have also checked the performance of Classification and Re-
gression Tree (CART) in different SSR. The first goal of the experiments was to
check whether in subbagging with low SSR, the performance of the linear classi-
fiers is better than single classifier and bagged version of the classifier. Secondly
we wanted to check whether smaller SSR improve the accuracy of double sub-
bagging with linear classifiers as the additional classifiers. Thirdly, we wanted to
check the performance of CART with smaller SSR; whether with smaller SSR,
it produce competent accuracy.

In all the experiment we have fixed the size of the ensemble size to 20, for all
the classifiers. For LSVM, first we have optimized the cost parameter with 5-fold
cross-validation. Then we use that parameter to create the ensembles. For each
data set, ten stratified ten-fold cross-validation was performed.

3.1 Discussion of the Results

In case of LSVM we see that the performance of double subbagging is best among
all the classifiers. In case of subbagging it showed superior performance with
relatively low SSR in case most of the datasets. It showed better accuracy than
bagging and single LSVM in all datasets except Ionpsphere dataset, (Fig. 1). This
is becuase the test performance of the subbagged machines are bounded by the
empirical error and its stability does not depend on the training size [7]. In case
SLDA the scenario is nearly same, with double subbagging performing poorly
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Fig. 3. Performance of LOGLC, Bagging LOGLC, Subbagging LOGLC and Double

Subbagging LOGLC with different SSR. In X axis the SSR are given, in Y axis, average
of 10 repititions of 10-fold cross-validation misclassification error is given.
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Fig. 4. Performance of CART, Bagging CART, Subbagging CART with different SSR.
In X axis the SSR are given, in Y axis, average of 10 repititions of 10-fold cross-
validation misclassification error is given.
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in two datasets (Diabetes and Cleveland Heart), check Fig. 2. For LOGLC, the
single LOGLC performed better than the ensemble of LOGLC in three datasets
and it is aparent from the Fig. 3. In case of CART the performance of subbagging
is satisfactory, as it showed competent performance with lower SSR in case of
four datasets, than bagging CART in Fig. 4.

4 Conclusion

In this paper we have experimented with ensemble of several stable (linear)
classifiers, where the ensembles are constructed with different subsampling rates.
It is interesting to notice that ensemble with low SSR (0.2 – 0.5) producing better
accuracy with approximately all the linear classifiers, compared with bagging and
single linear classifier. This implies that, one can get similar performance similar
to a single classifier (machine), by training faster machines using smaller traning
sets. This is an important practical advantage of ensembles of machines to reduce
the computational time significantly, specially in the case of large datasets. In
case of decision tree it also produced better accuracy with low SSR (0.2 – 0.5).
The main direction which emerges from this work is that, time complexity of
ensemble of machines can be reduced without deteriorating its accuracy.
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Abstract. In this paper our purpose is to define a metric in feature
space. The metric finds the correlation distance between two features. It
may be used in many applications. An application showing the utility
of the proposed metric for feature selection is described here. The per-
formance of the feature selection method is found to be comparable to
other feature selection methods.

Keywords: metric, correlation, PCA, partition, entropy, regression.

1 Introduction

In pattern recognition literature, to evaluate the significance of features, many
measures and their variations like distance measures [1], consistency measures [2],
dependency measure [3], mutual information measures [4], classification error [5]
have been introduced. But there are very few measures to find distance be-
tween two features. Mitra et al. [6] defined an index called maximal information
compression index, which is like a distance measure between two features. This
measure is invariant to translation but sensitive to scaling. In this present arti-
cle we will define a distance measure which is invariant to both translation and
scaling. This distance measure may be used effectively in several contexts. Here
we have used it in feature selection.

2 Definitions and Basic Mathematics

This section provides the definitions and basic mathematics regarding features
and metric. We shall assume that Ω is the space under consideration.

Definition 1 (Feature). A feature X is a function from Ω to IR.

X : Ω → IR.

Let S be the set of all features.

Definition 2 (Metric). For a nonempty set M , ρ is said to be a metric on
M if ρ : M × M −→ � such that

(i) ρ(x, y) ≥ 0 ∀x, y ∈ M (non-negativity)
(ii) ρ(x, y) = 0 if and only if x = y

S. Chaudhury et al. (Eds.): PReMI 2009, LNCS 5909, pp. 50–55, 2009.
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(iii) ρ(x, y) = ρ(y, x) ∀x, y ∈ M (symmetry)
(iv) ρ(x, z) ≤ ρ(x, y) + ρ(y, z) ∀x, y, z ∈ M (triangular inequality)

If Ω is a finite set then we can have

lm(X, Y ) =

(∑
w∈Ω

|X(w) − Y (w)|m
)1/m

∀m ≥ 1; X, Y ∈ S

If Ω is an uncountable set and integration is possible then we can have

Lm(X, Y ) =
(∫

Ω

|X(w) − Y (w)|mdw

)1/m

∀m ≥ 1

Note that lm and Lm are metrics for every m ≥ 1 and they are known as
Minkowski metrics.

One can compute the distance between two features using these metrics but re-
sultsmayormaynot bemeaningful. For example, if the feature space is transformed
by multiplying a feature vector by an arbitrary constant, then distance relation-
ships in the transformed space can be very different from the original distance rela-
tionships, even though the transformation merely amounts to a different choice of
units for the feature. Such scale changes can have a major impact on feature sub-
set selection problem. We would like to make the distance function between two
features to be translation and scale invariant. So we want that the following two
properties be satisfied by the feature distance measure denoted by d.

P1. d(X, aX + b) = 0 ∀a ∈ IR, a �= 0 and ∀b ∈ IR
P2. d(X, Y ) = d(aX + b, Y ) ∀a ∈ IR, a �= 0 and ∀b ∈ IR

where X and Y are two features. First property says that features X and aX +b
are equivalent. Because feature X is scaled and translated to aX +b. As features
X and aX + b are equivalent then distances from Y to X and aX + b must be
same. For proper mathematical formulation of the above two properties let S be
the set of all features. Let

SX = {aX + b : a ∈ IR, a �= 0 and, b ∈ IR}
Proposition. For any two features X and Y either

1. SX ∩ SY = ∅ or
2. SX = SY

SX ’s form a partition of S.
The proposition can easily be proved. The following property is also needed to
be satisfied

P3. d(X, Y ) = d(X1, Y1) if X1 ∈ SX and Y1 ∈ SY

We would like to make the distance measure to be invariant to scaling and
translation of the variables.
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One property of any metric ρ is

ρ(x, y) = 0 if and only if x = y;

Note that d does not satisfy it since

d(X, aX + b) = 0 ∀a ∈ IR, a �= 0 and, ∀b ∈ IR

Thus to make proper mathematical formulation, let us assume that A = {SX :
X ∈ S}. Note that A is the set of all partitions created by SX . Let distance
function D be defined on A, i.e., D : A×A −→ [0,∞). Let

D(SX , SY ) = d(X, Y )

where d satisfies properties P1, P2, and P3 stated above. Then metric property
(ii) is satisfied if d is defined properly. One of the quantities which is translation
and scale invariant is |rXY | where

rXY =
cov(X,Y)√

var(X)var(Y)
. − 1 ≤ r ≤ 1

var() denotes the variance of a variable and cov() the covariance between two
variables. A possible way of defining metric is to make it a function of r. In
fact d(X, Y ) =

√
1 − rXY can be shown to satisfy triangular inequality. But

d(X, aX + b) �= 0 ∀a ∈ IR and, a �= 0. Thus we have not considered the
following distance measures.

(i) d(X, Y ) =
√

1 − rXY

(ii) d(X, Y ) = 1 − rXY

Some of the functions which don’t depend on the sign of r are

(i) d(X, Y ) =
√

1 − r2
XY

(ii) d(X, Y ) = 1 − |rXY |
In this article we shall concentrate on these two distance measures. The above
functions follow the properties P1, P2, and P3. The functions also follow (i), (ii),
(iii) properties of metric. But triangular inequality has not yet been proved. We
have tested for triangular inequality property on 10 lakh data sets, each data
set having 10 ordered triples of points, generated randomly from (0, 1). The
triangular inequality is experimentally verified in each of these 10 lakh data sets
for each of the above two d’s. For both functions, namely, d(X, Y ) =

√
1 − r2

XY

and d(X, Y ) = 1 − |rXY |, the triangular inequality is experimentally seen to be
true.

We have tested the utility of the proposed distance measures in feature selec-
tion problem. The algorithm for feature selection and the experimental results
are given in next section.
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3 Feature Selection Algorithm, Results and Comparison

Algorithm. Let the original number of features be N , and the original feature
set be O = {Fi, i = 1, · · · , N}. Represent the dissimilarity between the features
Fi and Fj by the distance function d(Fi, Fj). Higher the value of d is, the more
dissimilar are the features. Let tki represents the dissimilarity between feature Fi

and its kth nearest neighbor feature in R. Then

Step 1: Choose an initial value of k ≤ (N − 1). Set the number of iteration
iter ≤ �N

k �. Initialize the reduced feature subset R to the original feature set O,
i.e., R ←− O.
Step 2: Compute d(Fi, Fj) ∀i, j = 1, . . . , N
Step 3: For each feature Fi ∈ R, compute tki .
Step 4: Find the feature Fi′ for which tk

i′ is minimum. Retain this feature in R
and discard k nearest features of Fi′ .
(Note: Fi′ denotes the feature for which removing k nearest neighbors will cause
minimum error among all the features in R).
Step 5: If iter > 0

iter = iter − 1;
Go to Step 3.

else
Return feature set R as the reduced feature set.
Stop.

Results and Comparison. For our experiment we have used 6 real-life public
domain data sets [7] from three different categories: low-dimensional (D ≤ 10)
(Iris, Wisconsin Breast Cancer), medium-dimensional (10 < D ≤ 100) (Iono-
sphere, Spambase), and high-dimensional (D > 100) (Multiple features, Isolet),
containing both large and relatively smaller number of points.

Four indices, namely, entropy (E) [1], fuzzy feature evaluation index (FFEI)
[6], class separability (S) [5], and K-Nearest Neighbor (K-NN) accuracy [6] are
considered to demonstrate the efficiency of the proposed methodology and for
comparing it with other methods. Representation entropy (RE) [5] is used to
show the redundancy present in reduced feature subset. Five feature selection
schemes considered for comparison are branch and bound (BB) [5], sequential
forward search(SFS) [5], sequential floating forward search (SFFS) [1], and step-
wise clustering (SWC)(using correlation coefficient) [6], relief-F [1]. We have got
exactly same result for each data set for the two proposed distance functions.
The performance of proposed method is also compared with other two feature
similarities least square regression error [6] and, maximal information compres-
sion index [6] using our algorithm. In our experiment, we have used interclass
distance [5] measure as the feature selection criterion for BB, SFS, SFFS algo-
rithms. Following table provide such a comparative result corresponding to high,
medium, and low-dimensional data sets when the size of the reduced feature sub-
set is taken to be about half of the original size. Since the branch and bound
(BB) and sequential floating forward search (SFFS) algorithms require infeasible
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Table 1. Comparison of Feature Selection Algorithms for real-life data sets

Data Set Method RE E FFEI S KNN Acuuracy
Mean (%) SD (%)√

1 − r2
XY 5.99 0.87 0.42 0.07 77.73 1.26

Isolet Least Square 5.40 0.88 0.42 0.05 75.75 1.17
Regression error

Maximal Information 5.12 0.88 0.42 0.05 70.55 1.29
N=617 Compression Index
d=309 SWC 5.98 0.87 0.42 0.06 78.25 1.22
c=26 Relief-F 4.68 0.90 0.43 0.03 80.32 0.93
k=7 SFS 4.73 0.92 0.44 0.03 74.45 1.20√

1 − r2
XY 3.83 0.01 0.38 0.10 87.87 0.01

Multiple Least Square 3.75 0.02 0.38 0.10 87.12 0.01
Features Regression Error

Maximal Information 3.2 0.02 0.37 0.08 81.54 0.02
N=649 Compression Index
d=324 SWC 0.24 0.02 0.33 0.02 72.62 0.01
c=10 Relief-F 3.36 0.02 0.38 0.08 86.35 0.01
k=6 SFS 0.61 0.02 0.33 0.02 79.35 0.02√

1 − r2
XY 0.01 0.01 0.03 9.34 75.68 0.79

Spambase Least Square 0.39 0.01 0.04 7.10 70.64 0.92
Regression error

Maximal Information 0.03 0.01 0.04 6.92 68.60 0.59
N=57 Compression Index
d=27 SWC 0.01 0.01 0.03 9.34 76.40 1.05
c=2 Relief-F 0.15 0.01 0.03 9.53 79.08 0.90
k=6 SFS 0.39 0.01 0.04 7.10 70.73 0.77

SFFS 0.39 0.01 0.04 7.10 70.73 0.77
BB 0.38 0.01 0.03 7.11 70.93 0.70√

1 − r2
XY 3.36 0.78 0.41 5.65 73.75 5.46

Ionosphere Least Square 3.21 0.80 0.42 30.73 70.60 4.58
Regression Error

Maximal Information 3.31 0.80 0.41 12.16 70.60 4.58
N=32 compression Index
d=14 SWC 3.38 0.78 0.41 11.59 71.39 5.27
c=2 Relief-F 3.18 0.81 0.42 8.21 71.58 6.36
k=6 SFS 2.68 0.82 0.42 11.35 70.73 7.23

SFFS 2.68 0.82 0.42 11.35 70.73 7.23
BB 3.18 0.81 0.42 11.20 72.14 7.50√

1 − r2
XY 1.46 0.37 0.35 0.31 94.32 1.90

Cancer Least Square 1.51 0.37 0.36 0.34 94.25 0.89
Regression error

Maximal Information 1.53 0.38 0.35 0.33 94.19 1.50
N=9 Compression Index
d=5 SWC 1.46 0.37 0.35 0.31 95.03 0.94
c=2 Relief-F 1.44 0.39 0.35 0.29 95.57 0.54
k=4 SFS 1.23 0.36 0.33 0.26 95.65 0.47

SFFS 1.23 0.36 0.33 0.26 95.65 0.47
BB 1.23 0.36 0.33 0.26 95.65 0.47√

1 − r2
XY 0.27 0.35 0.56 0.03 93.48 2.03

Iris Least Square 0.23 0.57 0.35 0.04 92.29 2.57
Regression Error

Maximal Information 0.73 0.58 0.37 0.09 93.03 2.50
N=4 Compression Index
d=2 SWC 0.27 0.56 0.35 0.03 93.48 2.03
c=3 Relief-F 0.08 0.58 0.34 0.02 94.44 3.71
k=2 SFS 0.23 0.57 0.35 0.05 92.29 2.57

SFFS 0.23 0.57 0.35 0.05 92.29 2.57
BB 0.23 0.57 0.35 0.05 92.29 2.57
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high computation time for the large data sets, we could not provide the results
for them in the table. For the classification accuracy using K-NN, both the mean
and standard deviations (SD) computed for ten independent runs are presented.
In relating to the search-based algorithms (BB, SFFS, and SFS) and two feature
similarities (least square regression error and maximal information compression
index), the performance of the proposed method is comparable or sometimes bet-
ter. In a part of the experiment, we compared the performance with a supervised
method Relief-F, which is widely used. We have used 50 percent of the samples
as design set for the Relief-F algorithm. Sometimes, the Relief-F algorithm pro-
vides classification performance better than our method but its performance in
terms of the unsupervised indices is poor. Relief-F has a higher time require-
ment, specially for data sets with large number of samples because the number
of iterations is huge. The performance of our method is better, in terms of un-
supervised indices, than least square regression error and maximal information
compression index. Representation entropy performance for proposed method is
comparable to other methods but better for large dimensional data sets.

4 Conclusion

A distance measure, invariant to translation and scaling, is proposed for feature
subset selection. This measure is fast to compute as computational complexity
for finding correlation between two variables is linear. The performance of this
distance measure using the algorithm described in this paper is comparable to
other methods, generally better for unsupervised case.
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Abstract. The paper is about speeding-up the k-means clustering
method which processes the data in a faster pace, but produces the same
clustering result as the k-means method. We present a prototype based
method for this where prototypes are derived using the leaders clustering
method. Along with prototypes called leaders some additional information
is alsopreservedwhich enables inderiving thek means.Experimental study
is done to compare the proposedmethodwith recent similarmethodswhich
are mainly based on building an index over the data-set.

1 Introduction

k-means clustering method, for a given data-set, finds k patterns called the k
centers (or k means) which represents the k clusters. The centers need to be found
such that the sum of squared distances from each data point to its nearest center
is minimized. An iterative procedure to find the k centers is given by Lloyd [4] and
this is what conventionally called the k-means clustering algorithm. There are
several approximate methods like single pass k-means method [2] which scans the
data-set only once to produce the clustering result. Other approximate methods
are to keep important points in the buffer (primary memory) while discarding
unimportant points as done by Bradley et. al. [1]. There are other algorithmic
approaches which speeds-up the k-means method without compromising with the
the quality of the final result. These methods are primarily based on building an
index like data structure over the data-set which speeds-up the nearest neighbor
finding process. Using a data structure similar to kd-tree to speed-up the process
was given by Kanungo et al. [3] who gave a filtering algorithm to reduce the
number of centers to be searched for a set of points which are enclosed in a hyper-
rectangle. It proposes a variation of the kd-tree called balanced box-decomposition
tree (BBD-tree) and under certain favoring conditions, like clusters being well
separated, proves that the total running time of the k-means algorithm using
their filtering approach is O(dn log n + 2dmk log n), where n is the data-set
size, d is the dimensionality of data, m is the number of iterations taken by the
k-means algorithm, and k is the number of clusters derived. Clearly, the filtering
approach is not a good choice for high dimensional data-sets.

This paper proposes to use only a few selected prototypes from the data-
set along with some additional information. Prototypes are selected by using
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a fast clustering method called the leaders clustering method [5]. Along with
leaders additional information like number of patterns and linear sum of patterns
that are grouped with a leader are preserved. Recently this kind of approach is
adopted to devise approximate hybrid density based clustering methods like
rough-DBSCAN [7] and to improve prototype based classification methods like
rough fuzzy weighted k-nearest leader classifier [6].

The proposed method called leader-k-means (lk-means) clustering method
runs in two stages. In the first stage it applies the k-means method over the
leaders set. The second stage checks for correctness of the results and if needed
applies a correcting step to guarantee that the final clustering result is same
as that would have obtained if the k-means method is applied over the entire
data-set.

The paper is organized as follows. Section 2 briefly reviews the k-means clus-
tering method while Section 3 reviews the leaders clustering method along with a
modified leaders method called modified-leaders to derive leaders along with the
number of patterns that are grouped with it, etc. The proposed hybrid method
lk-means clustering method is described in Section 4. Experimental results are
given in Section 5 and Section 6 gives some of the conclusions.

2 K-Means Clustering Algorithm

k-means clustering method is a partition based method and each cluster is
represented by its centroid (mean). Let D = {x1, x2, . . . , xn} be the data-
set of dimensionality d. The means has to be found such that the criterion
J =
∑n

i=1 ||xi − m(xi)||2 is minimized, where m(xi) is the nearest mean to xi.
The iterative procedure given by Lloyd [4] to find the k means is given in the
Algorithm 1.

Algorithm 1. K-means(D, k )

1. Randomly choose k patterns from D. Let this be M (0) = {m(0)
1 , m

(0)
2 , . . . , m

(0)
k }.

2. Let i = 0; /* i is the iteration number */
repeat

3. i = i + 1;
4. Form k clusters by assigning each pattern in D to its nearest mean in M (i−1).
5. Find new centroids (means) of the k clusters, i.e., M (i) = {m(i)

1 , m
(i)
2 , . . . , m

(i)
k }.

until (M (i) == M (i−1))
6. Output M (i).

3 Leaders Clustering Method

In leaders clustering method each cluster is represented by a pattern called leader
and all other patterns in the cluster are its followers. For a given threshold
distance τ , leaders method maintains a set of leaders L, which is initially empty
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and is incrementally built. For each pattern x in the data set D, if there is a
leader l ∈ L such that distance between x and l is less than or equal to τ , then x
is assigned to the cluster represented by l. Otherwise x itself becomes new leader
and is added to L. The algorithm outputs the set of leaders L.

The leaders method is modified in-order to be used with k-means method.
The modifications are, (i) to replace a leader by its cluster centroid (so, a leader
is no more a pattern in the data-set, but all its followers are patterns from
the data-set), (ii) to store along with leaders, a count, which is the number of
patterns that are present in its cluster, and (iii) linear sum of all followers. The
modified leaders method is given in Algorithm 2. The output of the method is
leaders set along with count, linear sum, and also the data-set rearranged and
stored according to the clusters.

Algorithm 2. Modified-Leaders(D, τ )

L = ∅;
for each x ∈ D do

Find a l ∈ L such that ||l − x|| ≤ τ

if there is no such l or when L = ∅ then
L = L ∪ {x};
count(x) = 1;
linear-sum(x) = x;
followers(x) = {x};

else
count(l) = count(l) + 1;
linear-sum(l) = linear-sum(l) + x;
followers(l) = followers(l) ∪ {x};

end if
end for
for each l ∈ L do

Replace l by centroid of its cluster, i.e.,

l =
linear-sum(l)

count(l)
;

end for
Output:
L∗ = {< l, count(l), linear-sum(l), followers(l) > |l is a leader }.

4 lk-Means: Leader Based K-Means Clustering Method

The proposed method lk-means clustering method runs in two stages. The first
stage called lk-means-first-stage basically runs the Lloyd’s k-means method, but
using leaders set, their count and linear-sum values. The method is iterated till
it converges. The second stage is called lk-means-correcting-stage which checks
for correctness of the results and if needed applies the correcting step so that
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the final result is same as that obtained by applying(including itself) the Lloyd’s
algorithm using the entire data-set.

The first step called lk-means-first-stage is same as Lloyd’s k-means as given in
Algorithm 1, but is applied using the leaders set (instead of the entire data-set).
The method starts with initially chosen random patterns from the data-set as
its seed-points, and in each iteration, each leader is assigned to the nearest mean
pattern to form the k clusters of leaders. The new means (i.e., the new centroids)
of each cluster (cluster of leaders) is found as explained. Let l1, l2, . . . , lp be the

leaders in a cluster. Then its new centroid is
∑p

j=1 linear-sum(lj)∑p
j=1 count(lj)

. The method is
iterated till it converges. The clustering result of this stage consists clusters of
leaders. By replacing each leader by the set of its followers, we get a partition
of the data-set D. Let this partition be πl, and that obtained by employing
Algorithm 1 (i.e., the original k-means method) over the entire data-set (keeping
the seed points same) be π. Now, πl need not be same as π, because there may be
a leader l which is assigned to a mean mi (according to lk-means-first-stage), but
a follower of l may be actually closer to some other mean mj such that mi �= mj .
Let the follower be xf . So, this situation arises when ||l − mi|| < ||l − mj ||, but
||xf − mi|| > ||xf − mj ||. The pattern xf according to the original k-means

Algorithm 3. lk-means-correcting-stage(M (0))

/* M (0) = {m(0)
1 , m

(0)
2 , . . . , m

(0)
k } is the set of means that is obtained as output of

lk-means-first-stage */
1. Assign each leader to its nearest mean in M (0) to obtain a partition of the set of
leaders which is πL = {L1, L2, . . . , Lk}.
2. For j = 1 to k, find Total-Sum(Lj) =

∑
∀l∈Lj

linear-sum(l), and Total-Count(Lj )
=
∑

∀l∈Bj
count(l);

3. i = 0.
repeat

4. i = i + 1;
5. Find the set of border leaders.
for each border leader l do

6. Find nearest mean for l in M (i−1). Let this be m
(i−1)
l which corresponds to

the cluster Ll.
7. Total-Sum(Ll) = Total-Sum(Ll) − linear-sum(l);
8. Total-Count(Ll) = Total-Count(Ll) − count(l);
for each x ∈ follower(l) do

9. Find the nearest mean of x in M (i−1). Let this be m
(i−1)
x and the corre-

sponding cluster be Lx;
10. Total-Sum(Lx) = Total-Sum(Lx) + x;
11. Total-Count(Lx) = Total-Count(Lx) + 1;

end for
end for
12. Find new means,
M (i) = {Total-Sum(Lj)/Total-Count(Lj) | j = 1 to k};

until (M (i) == M (i−1))
13. Output M (i).
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method should be included with the cluster for which mj is the mean, but
lk-means-first-stage assigned this to the mean mi. Such leaders are named as
boarder-leaders. The set of such border-leaders can be found as part of last
iteration of the method lk-means-first-stage. The second stage is called lk-means-
correcting-stage. If the set of border leaders is non-empty, then πl and π need
not be same. A correcting step is applied over the result of lk-means-first-stage in
order to get the same clustering result as that would have obtained by using the
original Lloyd’s algorithm (Algorithm 1). Only the followers of border leaders are
reconsidered in the correcting stage as given in Algorithm 3. Each border leader
l is removed from its cluster and each follower of this leader l is reconsidered as
an individual pattern and assigned to its nearest mean. The process is repeated
till convergence.

5 Experimental Results

Experiments are done with (i) the Pendigits data-set available at the UCI Ma-
chine Learning Repository, and (ii) a series of synthetic data-sets of varying
dimensionality. 39 different synthetic data-sets of dimensionality ranging from
2 to 40 are generated as follows. Each data-set has 60000 patterns. Each data-
set is generated from a tri-modal Gaussian distribution p(x) = 1

3N(μ1, Σ1) +
1
3N(μ2, Σ2) + 1

3N(μ3, Σ3). For dimensionality 2, μ1 = (0, 0), μ2 = (5, 5), μ3 =
(−5, 5); for dimensionality 3, μ1 = (0, 0, 0), μ2 = (5, 5, 5), μ3 = (−5, 5,−5); and
so on upto dimensionality 40. In Each case the covariance matrix is taken as the
Identity matrix of size d × d, where d is the dimensionality of the data.

Fig. 1. Comparison of time taken by various methods
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For Pendigits data-set k value taken is 10, and for synthetic data-sets it is 3.
The parameter τ used to generate the set of leaders is taken as 5% of the average
distance between a pair of distinct random patterns over 10 random trials.

For Pendigits data-set, the k-means method (Algorithm 1) has taken 0.463
seconds, whereas the filtering approach has taken time equal to 0.326 seconds.
But the proposed method has taken time equal to 0.294 seconds only. This is
because, for the Pendigits data, its dimensionality is 16, and filtering approach
can work well only for low dimensional data-sets. This point is amplified by the
synthetic data-sets of varying dimensionality, which clearly shows that the filter-
ing approach can reduce the time requirement considerably for low dimensional
data-sets, but fails to do so for high dimensional data-sets. See Figure 1.

6 Conclusions

The paper presented a hybrid method to speed-up the k-means clustering method.
The proposed method scales well for large and high dimensional data-sets, in con-
trast to other approaches which are not suitable to work with high dimensional
data-sets. The proposed method is a prototype based one, where the prototypes
called leaders are derived from the data-set using the leaders clustering method.
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Abstract.  In this paper, we propose a novel fast training algorithm called Con-
structive Semi-Supervised Classification Algorithm (CS-SCA) for neural net-
work construction based on the concept of geometrical expansion. Parameters 
are updated according to the geometrical location of the training samples in the 
input space, and each sample in the training set is learned only once. It’s a semi-
supervised based approach, the training samples are semi-labeled i.e. for some 
samples, labels are known and for some samples, data labels are not known. 
The method starts with clustering, which is done by using the concept of geo-
metrical expansion. In clustering process various clusters are formed. The clus-
ters are visualizes in terms of hyperspheres. Once clustering process over label-
ing of hyperspheres is done, in which class is assigned to each hypersphere for 
classifying the multi-dimensional data. This constructive learning avoids blind 
selection of neural network structure. The method proposes here is exhaustively 
tested with different benchmark datasets and it is found that, on increasing 
value of training parameters  number of hidden neurons and training 
time both are getting decrease. Through our experimental work we conclude 
that CS-SCA result in simple neural network structure by less training time.  

Keywords: Semisupervised classification, Geometrical Expansion, Binary 
Neural Network, Hyperspheres.   

1   Introduction 

Constructive learning begins with a minimal or empty structure, and dramatically 
increases the network by adding hidden neurons until a satisfactory solution is found.  
Numbers of Constructive learning algorithms are available to overcome the problem 
of traditional algorithms for classification. It includes Fast Covering Learning Algo-
rithm (FCLA) for Supervised Learning [2], Constructive Unsupervised Learning  
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Algorithm (CULA) [1], Constructive set Covering learning algorithm (CSCLA) by 
Ma and Yang [4], Boolean-like training algorithm (BLTA) by Gray and Michel [5], 
expand and truncate learning algorithm (ETL) by Kim and Park [3]. BLTA is a dy-
namic technique and derives its original principle from Boolean algebra with exten-
sion. ETL finds a set of required separating hyperplanes and automatically determines 
a required number of neurons in the hidden layer based on geometrical analysis of the 
training set. CSCLA was proposed based on the idea of weighted Hamming distance 
hypersphere. In general, ETL, IETL, CSCLA, have no generalization capability. 
BLTA has generalization capability, but needs more hidden neurons.  

Moreover to it, FCLA is supervised learning algorithm, thus labeled samples are 
used for learning but labeled data sample are expensive to obtain as they require the 
effort of experienced human annotators. On the other hand unlabeled data samples are 
easy to obtain but there are very few way to process them. Thus approach of semi-
supervised was used that uses large amount of unlabeled data sample with small 
amount of labeled data sample to build the classifier.  

In this paper, we propose a novel fast training algorithm called Constructive semi-
supervised classification Approach (CS-SCA) for neural network construction. The 
proposed method is implemented using two processes, first is clustering and second is 
labeling. We illustrate the advantages of CS-SCA by using it in classification prob-
lems. There are various features of CS-SCA like it is a semi-supervised constructive 
approach. Sample reordering is allowed in proposed classifier and because of reorder-
ing, learning is fast in this approach. As we know that CS-SCA is a semi-supervised 
approach that’s why it requires less human effort. This CS-SCA approach is tested 
with number of benchmark datasets and compared with SVM [6] based classifier. 

The paper is organized as follows. Section 2 gives an overview of CS-SCA. Sec-
tion 3 explains the method for CS-SCA in detail give algorithmic formulation of our 
methodology.  In section 4, we give experimental results to demonstrate the useful-
ness of our approach; it also contains detail of data preparation. These experimental 
results include two well-known datasets [7], namely, Riply dataset and Wisconsin 
Breast cancer dataset. Finally, in section 5, we give concluding remarks.  

2   Overview of CS-SCA 

2.1   Basic Concept 

Boolean functions have the geometrical property which makes it possible to transform 
non-linear representation to linear representation for each hidden neuron. We consider 
a Boolean function with n input and one output, 

),,...,,( 21 nxxxfy =  

Where )1,0(∈y  and  )......1(),1,0( nixi =∈  

These n2  binary patterns n)1,0(  can be considered as a −n dimensional unit hyper-

cube.This ex-hypersphere is defined as the reference hypersphere (RHS) [5] as follows: 

          .4/)2/1(...)2/1()2/1( 22
2

2
1 nxxx n =−++−+−                               (1) 
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2.2   Network Construction 

CS-SCA constructs a three-layered feed forward neural network with an input layer, a 
hidden layer and an output layer, as shown in Fig-1. We illustrate the advantages of 
CS-SCA by its implement in classification problems.  

 

Fig. 1. Neural Network Structure by CS-SCA 

3   Proposed Method: CS-SCA 

CS-SCA begins with an empty hidden layer. To learn a sample, CS-SCA either adds a 
new hidden neuron to represent it or updates the parameters of some hidden neuron 
by expanding its corresponding hypersphere. This is done by clustering process and 
once clustering gets over by using the concept of majority voting labeling of hyper-
sphere is done. 

3.1   Clustering Process  

CS-SCA constructs a three-layered feed forward neural network, of which first layer 
represent to the input data sample that will be in the binary coded format. Then input 
data samples will be grouped into various clusters. The middle layer of network archi-
tecture represents the hyperspheres(hidden neuron).A hidden neuron in Fig. 1 repre-

sents a corresponding hyper sphere with center c and radius 1r  . While constructing a 

hidden neuron, suppose that },...,,{ 21 vxxx  are v (true) sample included in one hy-

per sphere (hidden neuron). In terms of these samples, the center is defined as the 

gravity center );,...,,( 21 ncccc =
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The radius 1r  is defined as the minimal Euclidean distance such that all the v vertices 

are exactly in or on the surface of the corresponding hyper sphere. 
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Where n is the dimension of the input and ׀׀*׀׀ is the euclidean distance. 

Given c  and 1r  we can separate these v true sample from the remaining samples. 

In another words, this corresponding hypersphere represents these v true samples. 
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Two secondary central radii 2r and 3r are introduced to find compact cluster. Samples 

should be a compact cluster where 321 rrr << .  

CS-SCA begins with an empty hidden layer. To construct the neural network, we 
examine whether a coming "true" sample can be covered by one of the existing  

hidden neurons. When the first sample 1x  comes, the hidden layer is empty and no 
hidden neuron covers this sample. A new hidden neuron, the first hidden neuron, is 
created to represent it. This new created hidden neuron represents a hyper sphere cen-

tered at 1x . Samples, which have been represented, are removed after parameter  

updating. The training process goes on. A coming sample kx  causes one of the fol-
lowing actions. 

1. Update the parameters of some hidden neuron, and remove c; 

2. Create a new hidden neuron to represent it, and remove kx ; 

3. Back up kx  to be learned in the next training circle. 

Given a hidden neuron j with the center jc and three radii jr1 , jr2 and jr3 , we 

firstly compute the function for the hidden neuron j defined as: 

                                        
∑
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n

i

k
i

j
i

kj xwxwf
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),(                                     (3) 

Where jw  is ( j
n

jj www ,...,, 21 ), the weight vector and kx  is the thk  vertex.   The 

training process is continued as follows: 

I. If ),( kj xwf ≥ jt1 , already covered, so nothing needs to be done.  

II. If jt1 > ),( kj xwf ≥ jt2  the sample x is within the "claim region"; 

so to include it an immediate expansion is needed.  

III. If ),( kj xwf ≥ jt3  the sample is confusing sample so back up 
kx to be dealt with in the next training circle. 

IV. If for all j’s, ),( kj xwf < jt3  then  create a new hidden neuron and 

remove the sample kx  from the training set. 
Thus the number of neurons generated is equal to the number of clusters.  After this, 
the labeled samples are useful for labeling the clusters.  The details are given next.  

3.2   Labeling Process 

In labeling process labels are assigned to hyperspheres formed after the clustering 
process by using the mechanism of Majority voting concept. Thus these labeled hy-
persphere can be represented as output neuron in the output layer of network architec-
ture. After clustering when hyperspheres are identified, we assign labels to hyper-
spheres.  

1. Repeat the step 2 and step 3 for each of the hyper sphere.  
2. Perform majority voting by count number of samples belongs to one 

particular class. 
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3. Majority of samples of particular class in an individual hypersphere 
would decide the class of that hypersphere. 

4. If a particular hypersphere is not covering any labeled data in that 
case merge this hypersphere with other which is closure to it. 

4   Experimental Work 

We used a Personal Computer (PC) with Pentium processor with 2.99 GHz speed and 
1GB of RAM having windows XP operating system for testing. We used Matlab 7.0.1 
for implementation.  

Table 1. 

Dataset Dimensions, Number of 
classes 

 

Training Testing 

Fisher’s Iris 

Breast Cancer 

Balance Scale 

Riply 

4, 3 

 9,2 

 4,3 

 2,2 

 

123 

683 

492 

720 

 

                       27 

68 

                       76 

                       80 

 

 

Each training samples ),...,,( 21
k
n

kkk xxxx =  are normalized as follows:  

                             )min()max(/)min( iii
k
i

k
i xxxxx −−=                             (4)

 

After this transformation, each data sample is transformed in the range 0 and 1. CS-
SCA requires binary form of input data therefore after normalization re-quantizes the 
data into eight levels as follows.  
 

1.  Apply each sample as an input in quantized function given in step 3. 
2.  Quantized value can be obtained by: ),,( vnuuencodey =  
3.   Repeat step 3, till the whole sample  binary coded  

 

After data preparation, for experimentation 80% of the original data taken as training 
data and rest 20% considered as testing samples. The datasets used for experimenta-
tion are given in table 1. Results are evaluated in terms of classification accuracy, 
training time, confusing samples and number of hyperspheres required. For different 
value of training parameter results for each dataset are getting change. After calculat-
ing the performance of CS-SCA, same datasets are applied in SVM based classifier 
[6], to compare the performance of both the classifiers, in terms of Classification ac-
curacy, Training time. In SVM based classifier, training parameterα used in cluster-
ing process. Number of support vector in SVM based classifier depends on the value 
of training parameterα . Comparison results of both the classifier are displayed in 
Table3.     
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Table 2. For 10-fold cross vali-
dation results 

Dataset  Average Accuracy

Wisconsin 
Beast Cancer    

85.1 %

Riply 80.1 %

 

Table 3. Comparison with SVM 

Dataset Accuracy
by CS-
SCA

Accuracy
in SVM

Training
Time in
CS-SCA

Training
Time in
SVM

Fisher’s Iris 92.59 % 77 % 0.96 sec. 5.89 sec.

Balance
Scale

  80.26 %      77 % 2.18 sec. 65.9 sec.

Wisconsin
breast cancer

Riply

85 %

80.1 %

70 %

75 %

4.29 sec.

3.98 sec.

1086 sec.

36.12 sec.  

 
We give results for 10-fold cross validation on Wisconsin Breast Cancer and Riply 

dataset in table2 shown above. For 10-fold cross validation 90% of the data taken as 
training and rest 10% taken as testing data.  From the results shown in above table3, 
it’s clear that for each dataset CS-SCA is giving better accuracy and requires less 
training time compare to SVM based classifier. 

5   Concluding Remarks 

A binary neural network based Semi-supervised classifier is constructed using the 
concept of geometrical expansion, which classify semi-labeled data. The classification 
is performed using two processes, first is clustering and second is labeling. Various 
benchmark datasets used to demonstrate the performance of CS-SCA in terms of ac-
curacy and number of hypersphere etc. After that same datasets is applied in SVM 
based classifier to compare its performance with developed classifier. It’s found that 
CS-SCA gives better performance in terms of accuracy, training time etc.   

References 

1. Wang, D., Chaudhari, N.S.: A Constructive Unsupervised Learning Algorithm for Cluster-
ing Binary Patterns. In: Proceedings of International Joint Conference on Neural Networks 
(IJCNN 2004), Budapest, July 2004, vol. 2, pp. 1381–1386 (2004) 

2. Wang, D., Chaudhari, N.S.: A Novel Training Algorithm for Boolean Neural Networks 
Based on Multi-Level Geometrical Expansion. Neurocomputing 57C, 455–461 (2004) 

3. Kim, J.H., Park, S.K.: The geometrical learning of binary neural neworks. IEEE Transac-
tion. Neural Networks 6, 237–247 (1995) 

4. Joo Er, M., Wu, S., Yang, G.: Dynamic Fuzzy Neural Networks. McGraw-Hill, New York 
(2003) 

5. Kwok, T.Y., Yeung, D.Y.: Constructive algorithms for structure learning in feedforward 
neural networks for regression problems. IEEE Trans. Neural Networks 8, 630–645 (1997) 

6. Chaudhari, N.S., Tiwari, A., Thomus, J.: Performance Evaluation of SVM Based Semi-
supervised Classification Algorithm. In: International Conference on Control, Automation, 
Robotics and Vision, Hanoi, Vietman, December 17-20 (2008) 

7. http://www.ics.uci.edu/kmlearn/MLRepository.html 
 



S. Chaudhury et al. (Eds.): PReMI 2009, LNCS 5909, pp. 68–73, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Novel Deterministic Heuristics for Building Minimum 
Spanning Trees with Constrained Diameter 

C. Patvardhan1 and V. Prem Prakash2 

1 Faculty of Engineering, Dayalbagh Educational Institute, Agra, India 
2 Department of Information Technology, Anand Engineering College, Agra, India 

cpatvardhan@ieee.org, vpremprakash@acm.org  

Abstract. Given a connected, weighted, undirected graph G with n vertices and 
a positive integer bound D, the problem of computing the lowest cost spanning 
tree from amongst all spanning trees of the graph containing paths with at most 
D edges is known to be NP-Hard for 4 ≤ D < n-1. This is termed as the Diame-
ter Constrained, or Bounded Diameter Minimum Spanning Tree Problem 
(BDMST). A well known greedy heuristic for this problem is based on Prim’s 
algorithm, and computes BDMSTs in O(n4) time. A modified version of this 
heuristic using a tree-center based approach runs an order faster. A greedy ran-
domized heuristic for the problem runs in O(n3) time and produces better (lower 
cost) spanning trees on Euclidean benchmark problem instances when the di-
ameter bound is small. This paper presents two novel heuristics that compute 
low cost diameter-constrained spanning trees in O(n3) and O(n2) time respec-
tively. The performance of these heuristics vis-à-vis the extant heuristics is 
shown to be better on a wide range of Euclidean benchmark instances used in 
the literature for the BDMST Problem. 

Keywords: Heuristics, Diameter Constrained Minimum Spanning Tree, 
Bounded Diameter, Greedy. 

1   Introduction 

Given a connected, undirected graph G = (V, E) on |V| vertices, an integer bound D ≥ 
2 and non-zero edge costs associated with each edge e ∈ E, a diameter constrained, or 
bounded diameter spanning tree (BDST) is defined as a spanning tree T ∈ E on G 
with tree diameter no greater than D. The BDMST Problem finds a bounded diameter 
spanning tree of minimum edge cost, w(T) = Σ ∀e ∈ T w(e). Barring the special cases of 
D = 2, D = 3, D = n − 1, and all edge weights being the same, the BDMST Problem is 
known to be NP-Hard [5]. Furthermore, the problem is also known to be hard to ap-
proximate; it has been shown that no polynomial time approximation algorithm can 
be guaranteed to find a solution whose cost is within log (n) of the optimum [6]. The 
problem finds application in several domains, including distributed mutual exclusion 
[4], wire-based communication network design [2], ad-hoc wireless networks and 
data compression for information retrieval [3]. 
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Three branch-and-bound exact algorithms for solving the BDMST problem are 
given in [10], however, the exponential time complexity of these algorithms severely 
restricts their application to all but very small instances. Two greedy heuristics are 
proposed by Abdalla et al. [1], one of which starts by computing an unconstrained 
MST and then iteratively transforms it into a BDMST. This heuristic is computation-
ally expensive and does not always give a BDMST for small values of n. The other 
heuristic is known as One-Time Tree Construction (OTTC), which modifies Prim’s 
algorithm [8] for unconstrained MSTs to iteratively select the lowest cost non-tree 
vertex whose inclusion in the tree does not violate the diameter constraint. When run 
starting once from each node (and returning the lowest cost BDST thus obtained), the 
OTTC algorithm requires O(n4) running time. A faster center-based variant of OTTC, 
known as Center-Based Tree Construction (CBTC) and a better performing Random-
ized Tree Construction heuristic (RTC) for the BDMST problem are proposed in [7]. 
Center-Based Tree Construction grows a BDST from the tree’s center, keeping track 
of the depth of each tree node and ensuring that no node depth exceeds ⎣D/2⎦. This 
improves the running time of OTTC by O(n). RTC is also a center-based heuristic 
based on Prim’s algorithm, but with the proviso that the next node to be added to the 
MST is chosen at random and attached greedily. Greedily appending a randomly 
chosen node to the tree can be performed in linear time; building the BDST would 
require O(n2) time. This process is repeated n times and the lowest cost tree obtained 
is returned; thus the total running time incurred by the RTC heuristic is O(n3). The 
greedy heuristics given so far are extended by Singh and Gupta [11] with an O(n2) 
time post-processing step that re-attaches each node to the BDMST at a lower cost if 
possible. The performance of the OTTC, CBTC and RTC heuristics is presented on a 
wide range of benchmark problems in a recent work by Julstrom [9]. 

This paper presents a novel heuristic called the Least Sum-of-Costs Node Next 
(LSoC) heuristic that constructs the MST by greedily including the next node with the 
lowest mean cost to the remaining non-tree nodes. This heuristic requires O(n3) time, 
or totally O(n4) time when run starting from each node, and produces lower cost trees 
as compared to OTTC. An improved center-based version of the LSoC heuristic that 
requires O(n3) time and two variants of a faster heuristic designed specifically for 
Euclidean cases of the problem are also given. The performance of the proposed heu-
ristics is shown to be better than existing heuristics on a wide range of Euclidean 
problem instances used in the literature for the BDMST problem. The rest of this 
paper is organized as follows: section 2 introduces the LSoC heuristic and presents 
the improved version of the LSoC heuristic and two fast heuristics that work well on 
Euclidean problems; section 3 discusses the results obtained on Euclidean benchmark 
instances and compares them with those obtained by the extant heuristics, and some 
conclusions are presented in section 4.  

2   Proposed Heuristics 

The Least Sum-of-Costs Node Next (LSoC) heuristic always selects as the next tree 
node, the non-tree vertex with the lowest total cost to the remaining non-tree vertices. 
This vertex is then appended to the tree via the lowest cost edge that does not violate 
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the diameter bound. Diameter checking is essentially an O(n2) breadth-first tree tra-
versal that computes the maximum eccentricity between any two tree nodes; this 
check is performed n-1 times, resulting in a total running time of O(n3). In order to 
obtain a low cost BDST, the heuristic is run starting from each graph vertex. This 
adds a factor of n to the running time, but gives consistently better trees.  

A center-based variant of LSoC (abbreviated to CBLSoC) starts with each node as 
center when D is even or each node plus the node with lowest mean cost to the re-
maining non-tree nodes as centers when D is odd. Thereafter the next node to be 
added to the tree is simply the node with the lowest mean cost to the remaining non-
tree nodes, and is appended greedily to the tree, while ensuring that no tree node had 
depth greater than ⎣D/2⎦. Appending a node to the tree does not affect the depth of 
any tree node. Choosing the next node to append to the tree, and selecting its parent 
are both linear time operations, and are repeated n-1 times. Thus each BDST is con-
structed in O(n2) time; since this process is repeated starting from each of the n nodes, 
the total computation time required for CBLSoC is O(n3). 

As mentioned already, OTTC (and CBTC) greedily appends nodes to the tree, with 
the result that the edges that form the backbone of the growing tree are typically short 
edges. Thus (possibly several of) the remaining nodes have to be appended using long 
edges, which add to the total cost of the tree. The relatively less greedy LSoC heuris-
tic mitigates this to some extent, as the results in section 3 show. Another approach to 
this problem, designed specifically for Euclidean benchmark problems, tries to over-
come this problem by setting up the tree center and some of the initial tree nodes 
empirically, in effect building a backbone comprising of a small number of nodes 
appended to the tree via relatively longer edges, and then constructing the rest of the 
BDST either greedily or using the LSoC heuristic. These heuristics, termed as Nine 
Quadrant Centers-based Heuristics (NQC), start by choosing the node(s) closest to the 
center of the (Euclidean) data plane as the tree center, and appending to the tree, the 
node closest to each of the eight respective quadrant centers of a uniform 3x3 matrix 
of the unit square representing the plane of data points, with the exception of the cen-
tral quadrant (which in any case already contains the tree center). The node closest to 
the center of the unit square of Euclidean points is initially fixed as the center if (the 
diameter) D is even. On the other hand, if D is odd, then the next closest node is se-
lected and added to the tree via the lowest cost edge, and the center of the spanning 
tree is formed using both these nodes. For each of the nine quadrants of the data 
plane, the graph vertex closest to a quadrant center is appended to the tree center and 
designated as a node of depth 1. The remaining vertices are now appended to the tree 
in a greedy manner (called the NQC-Greedy heuristic), or using the LSoC heuristic in 
selecting each next vertex to append to the tree (termed as the NQC-LSoC heuristic). 
Setting up the backbone of the BDST in this manner requires constant time in both 
NQC variants. Appending each node to the BDST requires O(n2) time in the greedy 
variant and linear time in the LSoC variant; thus the total running time for the NQC-
Greedy heuristic works out to O(n3), whereas in the case of NQC-LSoC it amounts to 
O(n2). All three heuristics incorporate the Singh et al [11] post processing step to 
further improve the cost, which does not change the overall time complexity, and 
improves tree cost in several cases. 
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3   Performance on Benchmark Problems 

Problem instances from the Euclidean Steiner Problem data set available in Beasley’s 
OR-Library1 have been predominantly used in the literature to benchmark the per-
formance of heuristics and algorithms for the BDMST Problem. In a recent work, 
Julstrom [9] used a larger set of benchmark problems by combining the Beasley data 
sets with randomly generated Euclidean graphs, fifteen each of 100, 250, 500 and 
1000 node instances, whose edge weights are the Euclidean distances between (ran-
domly generated) points in the unit square. The heuristics presented in section 2 were 
implemented in C on a PIV 3-GHz processor with 2 GB RAM running Fedora 9, and 
tested on thirty instances of 100, 250, 500 and 1000 node graphs from this augmented 
test suite, totaling 120 graphs, and the mean (X) and standard deviation (SD) of tree 
costs, and mean CPU times were obtained for each node size. The mean CPU times 
(t) given in tables 1 and 2 for the existing and proposed heuristics were obtained on 
computing systems with different configurations, and are hence not directly compara-
ble. However, the lesser computational complexity of the proposed algorithms is very 
clearly reflected in the times shown. The CBLSoC heuristic is compared with OTTC 
and CBTC in table 1.  

Table 1.  Results for the OTTC, CBTC and CBLSoC Heuristics on up to 1000 node graphs 

Instances OTTC CBTC CBLSoC 
n D X SD t X SD t X SD t 
           

100 5 29.38 1.71 0.07 26.48 1.51 0.01 22.34 1.43 0.05 
 10 18.43 1.86 0.07 15.59 1.28 0.01 12.53 0.97 0.04 
 15 12.84 1.47 0.07 10.95 1.00 0.01 9.15 0.56 0.05 
 25 8.06 0.59 0.07 7.69 0.34 0.02 7.32 0.24 0.04 

250 10 58.20 5.38 1.18 49.07 2.99 0.16 31.10 1.95 0.28 
 15 41.59 4.03 1.22 36.44 3.15 0.19 21.83 1.65 0.31 
 20 32.55 3.86 1.26 26.17 2.36 0.22 14.64 1.26 0.31 
 40 14.43 2.11 1.36 12.51 0.83 0.33 11.47 0.20 0.31 

500 15 106.87 5.03 12.69 94.38 5.56 1.63 44.60 3.19 2.92 
 30 58.52 7.10 14.65 46.51 4.13 2.80 25.32 2.03 3.25 
 45 32.23 5.66 16.66 25.63 2.18 4.25 17.82 0.78 3.14 
 60 20.33 3.46 17.64 17.72 0.92 5.41 16.03 0.29 3.24 

1000 20 217.71 9.48 150.06 195.96 7.97 13.18 51.96 1.81 41.30 
 40 124.21 17.33 167.91 99.57 7.86 22.61 33.52 2.95 51.69 
 60 69.83 12.20 183.21 50.97 5.24 33.28 27.75 1.72 54.70 
 100 28.95 4.14 189.33 23.41 0.78 55.34 22.58 0.19 55.63 

 
The mean BDST tree costs obtained over a wide range of Euclidean instances for 

the heuristics clearly show that the CBLSoC heuristic outperforms the other two heu-
ristics on all instances. The results obtained also indicate lower standard deviation as 
compared to the other two heuristics.  

                                                           
1 Maintained by J.E. Beasley, Department of Mathematical Sciences, Brunel University, UK. 

(http://people.brunel.ac.uk/~mastjjb/orlib/files)  
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Comparing the mean BDST costs obtained in table 1 and those given for the RTC 
heuristic in table 2, it can be seen that on small diameter bounds, the RTC heuristic 
performs significantly better than the deterministic heuristics discussed above, and 
presented in table 1. However, as the diameter bound is increased, RTC by virtue of 
the fact that its edge selection is always random, fails to take advantage of the con-
straint relaxation and, as a result, is able to produce only slight improvements in tree 
costs. By contrast, the OTTC, CBTC and CBLSoC produce lower cost trees with 
larger diameter bounds; the proposed CBLSoC heuristic produces better trees than the 
other two on every instance size considered.  

Table 2.  Results for the RTC and NQC Heuristics on benchmarks graphs up to 1000 nodes 

Instances RTC NQC-LSoC NQC-Greedy 
n D X SD t X SD t X SD t 
           

100 5 15.30 0.78 <0.01 14.64 0.53 0.0003 14.64 0.55 0.0033 
 10 9.38 1.80 0.01 10.10 0.32 0.0003 9.95 0.32 0.0060 
 15 9.25 0.28 0.01 9.65 0.32 0.0003 9.26 0.33 0.0060 
 25 9.19 0.27 0.01 9.47 0.28 0.0003 9.03 0.30 0.0060 

250 10 16.80 0.33 0.16 16.76 0.44 0.0020 17.01 0.54 0.0440 
 15 15.30 0.23 0.25 15.10 0.35 0.0020 14.70 0.34 0.0547 
 20 15.05 0.23 0.27 14.36 0.37 0.0063 13.49 0.23 0.0623 
 40 14.98 0.21 0.27 14.07 0.19 0.0020 13.34 0.17 0.0530 

500 15 22.26 0.37 4.47 23.01 0.59 0.0253 24.19 0.76 0.2763 
 30 21.54 0.33 5.30 19.87 0.42 0.0090 18.52 0.35 0.3440 
 45 21.43 0.33 5.43 19.21 0.55 0.0120 17.83 0.32 0.3233 
 60 21.45 0.34 5.29 18.83 0.34 0.0270 17.69 0.29 0.3347 

1000 20 31.15 0.24 52.28 32.04 0.88 0.0580 36.10 1.66 3.1853 
 40 30.85 0.22 56.17 27.50 0.68 0.0883 25.29 0.48 3.9543 
 60 30.84 0.24 56.82 26.68 0.66 0.0863 24.33 0.23 4.0297 
 100 30.84 0.24 55.51 25.49 0.20 0.0780 23.87 0.18 4.0510 

 
Table 2 also provides the results of the greedy and LSoC-based NQC Heuristic 

variants alongside those given for the RTC heuristic. As can be seen from the docu-
mented mean tree costs, the NQC heuristics produce lesser cost trees on average in 
several instances. The greedy variant obtains the best costs, in time that is O(n3) , 
which is the same as the running time of the RTC heuristic. However, the LSoC-
based variant also produces better trees in comparison to the RTC in several in-
stances, especially on the higher sized instances and with increasing values of diame-
ter constraints. Furthermore, the LSoC-based variant of the NQC heuristic runs in 
O(n2) time, which is an order of significance lesser than both the greedy variant and 
the extant RTC heuristic. 

4   Conclusions 

This work presents novel deterministic heuristics that produce good approximate 
BDMSTs in O(n3) and O(n2) time. These are compared with three existing heuristics 
for the problem over a large set of Euclidean benchmark instances. The Center-based 
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LSoC heuristic performs better than the relatively more greedy OTTC heuristic, and 
runs in time which is O(n) lesser. This heuristic also produces consistently better 
results in comparison to the CBTC heuristic. In the case of instances with small di-
ameter bounds, all three heuristics produce inferior quality trees in comparison with 
the randomized RTC heuristic; however, they obtain better mean costs vis-à-vis RTC 
as the diameter bound is raised. The quadrant centers-based heuristics presented were 
developed keeping in mind the drawbacks encountered with the OTTC heuristic. 
They are aimed specifically at Euclidean problem instances; the nine quadrants-based 
approach was found to produce superior results as compared to other empirical ap-
proaches explored. The greedy variant of the NQC heuristic produces the lowest mean 
costs on several of the instances, however it runs in O(n3) time. Significantly, the 
LSoC-based variant of the NQC heuristic performs competitively in O(n2) time, ob-
taining mean costs comparable with the RTC and NQC-Greedy heuristics on small 
diameter bounds, and lower cost BDSTs in comparison with the OTTC, CBTC and 
CBLSoC heuristics on several instances with larger diameter bounds.  
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Abstract. A new method of evolutionary feature selection, using multi-
objective optimization in terms of fuzzy proximity and feature set car-
dinality, is developed. Results on two datasets indicate selection of the
correct feature subset.

Keywords: Feature selection, Multi-objective optimization, Proximity.

1 Introduction

Feature selection is helpful as a preprocessing step for selecting a subset of n′

features from an original set of n features (n′ < n), so that the feature space is
optimally reduced according to an evaluation criterion. The use of soft computing
is an interesting proposition along this direction [1]. We can utilize the search
potential of genetic algorithms for efficiently traversing large search spaces. When
there are two or more conflicting characteristics to be optimized, often the single-
objective genetic algorithm (GA) [2] requires an appropriate formulation of the
single fitness function in terms of an additive combination of the different criteria
involved. In such cases multi-objective GAs (MOGAs) [3] provide an alternative,
more efficient, approach to search for optimal solutions.

For a dataset with N input patterns we can define an N×N symmetry matrix,
termed the proximity matrix P , whose (i, j)th entry represents the similarity (or
dissimilarity) measure for the ith and jth patterns for i, j = 1, . . . , N . Typically
distance functions are used for the purpose. The proximity matrix is a pertinent
construct that allows us to deal with structural information inherent in the data.
In the fuzzy perspective the concept of similarity boils down to the membership
values.

In this article we focus on the proximity relationship from the fuzzy viewpoint,
and employ this as one of the fitness functions of the MOGA for evaluating the
fitness of the feature subsets of varying cardinality. The use of fuzziness allows us
to efficiently model uncertainties and ambiguities inherent in real life overlapping
data. The proximity of a pair of patterns in the original feature space is compared
with that in the reduced subspace of selected features. If they are similar then
this implies that the eliminated feature(s) are not so relevant to the decision
making process. The second criterion is the cardinality of the selected feature
subset. This is sought to be minimized. A close observation reveals that these two
criteria are of a conflicting nature. A smaller subset of features is likely to result
in a reduced proximity, and hence reduced classification accuracy (as compared
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to the original feature space). This prompted us to formulate the problem in
the framework of MOGA. The algorithm terminates when an optimal subset
of features is obtained, according to the fitness criteria of the multi-objective
genetic optimization.

2 Proximity-Based Feature Selection

Fuzzy c-means (FCM) clusters a set of N patterns {xj} into c clusters by
minimizing the objective function J =

∑N
j=1
∑c

i=1(μij)m′ ||xj − mi||2, where
1 ≤ m′ < ∞ is the fuzzifier, μij ∈ [0, 1] is the membership of the jth pattern to

the ith mean mi, and ||.|| is the distance norm, such that mi =
∑N

j=1(μij)m′
xj∑

N
j=1(μij)m′

and μij = 1∑
c
k=1

(
dji
djk

) 2
m′−1

, ∀i, with dji = ||xj −mi||2, subject to
∑c

i=1 μik = 1,

∀k, and 0 <
∑N

k=1 μik < N , ∀i. The fuzzy partitions computed by FCM, are
directly related to the proximity relation. We have

p(k1, k2) =
c∑

i=1

(μik1 ∧ μik2), (1)

where ∧ indicates the minimum operation, p(k1, k2)∈ [0, 1], and k1, k2 =1, . . . , N .
Evidently, p(k1, k2) = 1 for k1 = k2 and p(k1, k2) = p(k2, k1).

Let there be K subsets of data located in different feature subspaces, with
the number of patterns in each subspace being equal to N . We form a c × N
partition matrix Ω consisting of fuzzy membership values μij . Note that the
dimensionality n of the patterns in each subset could be different. However, the
distance of a pattern is computed from the fuzzy cluster prototypes over the
same subset of features.

The partition matrix is used to evaluate proximity p, which measures the
extent to which a pair of patterns are regarded as similar or dissimilar in different
subspaces [4]. The proximity matrix P contains the proximity results for all
possible pairs of patterns.

2.1 Proximity between Feature Spaces

Let the cardinality of the original and reduced feature spaces be n and n′, respec-
tively. Let the proximity matrices in these two spaces be denoted by P and P ′

respectively. The similarity between the two matrices is represented by a scalar
value

Ps =
N∑

k1=1,k2=1,k2>k1

[p(k1, k2) ∧ p′(k1, k2)], (2)

where p′(k1, k2) is computed by eqn. (1) in the reduced feature space. In order
to enhance contrast we use

Ps0 =
N∑

k1=1,k2=1,k2>k1

[(p(k1, k2) ≥ 0.5) ∧ (p′(k1, k2) ≥ 0.5)]. (3)
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2.2 Use of MOGA

We encode the problem as a real-coded string of length L, with the first n bits
corresponding to the n features in the original space. In the bit representation,
here a “1” implies that the corresponding attribute is present while “0” indicates
that it is not. Let the size of a chromosome be L = n + c × n = n × (c + 1).
The c cluster centers are encoded in real form in the subsequent c×n bits. Only
those features of the centers in the second part of the string, corresponding to
a “1” in the first part, are considered during clustering. Fig. 1 depicts such an
encoding in a chromosome, representing a sample set of cluster prototypes in a
feature subspace. Initially all the bits are set randomly.

Fig. 1. An encoded chromosome representing a feature subspace and cluster prototypes

The objective is to optimize a conflicting set of requirements i.e., select a
minimal number of features that enable us to arrive at an acceptable (classifi-
cation) decision. We employ MOGA with Ps0 of eqn. (3) as the fitness function
f1 = Ps0 . The second fitness function corresponds to the cardinality of the fea-
ture set under consideration, and is defined as f2 = n′. While f2 gives credit
to a candidate string containing less attributes, the function f1 determines the
extent to which the set of all pairs of patterns belong to the same cluster in
the two feature spaces, viz., original and reduced subspace. These two fitness
functions are optimized in the framework of MOGA. Clustering is done by FCM
to update the prototypes mi, in the different subspaces.

The performance of the selected feature subset is validated in terms of its
accuracy of performance, as measured by the well-known k-nearest neighbour
(k-NN) classifier [5].

2.3 The Algorithm

1. Initialize the population randomly.
2. Select a pair of chromosomes randomly, along with a random bit location

for the initiation of single-point crossover.
3. Perform two-point mutation on the two parts of the string with the corre-

sponding real values being randomly altered. In the first part, the value of
the randomly chosen bit (signifying presence or absence of the corresponding
attribute) is flipped. In case of the second part, the value mikold

corresponds
to a randomly chosen attribute , k of a ith cluster center; this is mutated as
miknew

= σ × x + mikold
, where the random variable x(∼ N(0, 1) is drawn

from a Gaussian distribution, the variance σ2 determines the magnitude
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Fig. 2. Synthetic data

of this perturbation at position mikold
, and miknew

is its new value after
mutation.

4. Calculate the fitness values using f1 and f2.
5. Rank the population using dominance criteria.
6. Calculate the crowding distance of the chromosome.
7. Combine parent and offspring population. Replace the parent population by

the best members of the combined population.

Note that the cluster centers are set randomly. During crossover and mutation
the centers get modified. Their effect is reflected through the proximity function
Pso into the fitness evaluation. The features present in a chromosome, as indi-
cated by the “1” s in the first part, determine the feature subspace. They affect
the computation of proximity in terms of cluster prototypes, using eqns. (1).

3 Experimental Results

The performance of the algorithm was tested on a synthetic data set and Iris
flower data. Iris contains 150 instances, with four features and three classes of
iris flower. The synthetic data contains three clusters, each with 100 randomly
generated patterns. The two-dimensional scatter plot of Fig. 2 depicts the pat-
terns lying within circles of unit radius, each having different centers. A lot
of overlapping is artificially introduced. We introduced a third attribute having
completely random values, to test the effectiveness of the algorithm in identifying
the significance of the first two features.

The performance of the algorithm for strings generated in the non-dominated
Pareto front, for the two datasets, are presented in Table 1. The second column
indicates the selected attributes, marked by a “1”. The third and fourth columns
denote the corresponding two fitness functions, as evaluated by f1 and f2. The
last four columns provide the classification accuracy (for the three classes and the
total) for the corresponding feature subspace, corresponding to different values
of k.
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Table 1. Performance of selected features in Pareto-optimal front

k-NN performance
Dataset Feature f1 f2 k = accuracy (%)

subspace Proximity Cardinality C1 C2 C3 NET
1 100.00 94.00 90.00 94.66

0111 5801.68 3 3 100.00 92.00 98.00 94.00
5 100.00 94.00 88.00 94.00
7 100.00 94.00 94.00 96.00
1 100.00 94.00 68.00 88.00

Iris 0010 3401.15 1 3 100.00 88.00 86.00 91.33
5 100.00 92.00 80.00 90.67
7 100.00 92.00 86.00 92.67
1 100.00 94.00 90.00 94.66

0011 3552.53 2 3 100.00 94.00 92.00 95.33
5 100.00 96.00 92.00 96.00
7 100.00 96.00 92.00 96.00
1 80.00 77.00 74.00 77.00

111 21074.38 3 3 78.00 76.00 72.00 75.33
5 83.00 72.00 75.00 76.67
7 83.00 75.00 70.00 76.00
1 75.00 66.00 52.00 64.33

Synthetic 100 7444.99 1 3 77.00 55.00 41.00 57.67
5 81.00 60.00 38.00 59.67
7 87.00 64.00 35.00 62.00
1 83.00 78.00 79.00 80.00

110 15255.10 2 3 81.00 78.00 79.00 79.33
5 84.00 81.00 82.00 82.33
7 87.00 82.00 78.00 82.33

Table 2. Comparative study on Iris data

Algorithm PR DK PC IM R∗
Selected Features {3, 4} {3, 4} {3, 4} {3, 4} {3, 4}

In case of Iris data, it is observed that the choice of feature 3 occurs in all the
three cases, with feature 4 being selected next most frequently. Together they re-
sult in the second highest proximity and second lowest cardinality. The accuracy
in classification is also the best over all values of k. It is well-known that these
are the two features most important for discriminating between the classes in
this benchmark data. It is to be noted that the accuracy of performance over the
original feature space (highest proximity and highest cardinality) turned out to
be 95.33%, 95.33%, 96.00%, 96.00%, respectively, for k = 1, 3, 5, 7. Interestingly,
with k = 3, 5, 7, the performance in the reduced space is found to be equally
good – inspite of the elimination of two features.

The result obtained by the proposed algorithm (model PR) for Iris data was
compared with some of the existing techniques, considered as benchmarks in
this study. These are the statistical method of Devijver and Kittler [5] (model
DK), the fuzzy entropy based method of Pal and Chakraborty [6] (model PC),
the neural network based method of Ruck and Rogers [7] (model R*), and that
of Ishibuchi [8] (model IM). Table 2 demonstrates a comparative study of the
feature subsets selected by different algorithms for the Iris data. The overall
study shows that the results tally with each other. The features 4 and 3 are
found to be more important than the features 1 and 2 for classifying Iris data.
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We know that the synthetic data is represented with the first two attributes,
with the third feature being inserted randomly. As evident from the results, the
selection of the first two features (only) results in an improved accuracy, over all
values of k, due to the elimination of the unimportant third feature.

4 Conclusion

A new multi-objective feature selection algorithm has been developed. Fuzzy
proximity was used to evaluate the similarity between the original and reduced
feature subspaces. The cardinality of the feature subset was simultaneously min-
imized. Experimental results demonstrated the effectiveness of the developed
method.
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Abstract. This paper describes a fast, non-parametric algorithm for
feature ranking and selection for better classification accuracy. In real
world cases, some of the features are noisy or redundant, which leads to
the question - which features must be selected to obtain the best clas-
sification accuracy? We propose a supervised feature selection method,
where features forming distinct class-wise distributions are given pref-
erence. Number of features selected for final classification is adaptive,
but depends on the dataset used for training. We validate our proposed
method by comparing with an existing method using real world datasets.

1 Introduction
Feature selection is an important pre-processing step for classification of any
large dimensional dataset. The noisy features confuse the classifier and often
mislead the classification task. In order to obtain better accuracy, the redun-
dant, inappropriate and noisy features should be removed before the process of
classification. Given a dataset of D dimension, the aim of feature selection is
to select a subset of best M features (M < D), which produces better result
than that of the entire set. A lot of work has been done on feature ranking and
selection [1], [2]. Feature selection methods can be broadly classified into two
types [2], filter and wrapper methods. In filter method, features are first ranked
based on a specific criteria (mostly statistical evaluation), and then the best
’M’ features are considered for classification. Huan Liu and Lei Yu [2] have ex-
plained the feature selection algorithm into four different steps, namely, subset
generation, subset evaluation, stopping criteria and result validation. In most
of the work done earlier adaptiveness in the final number of selected features
is missing, where the input is either a pre-determined number of features to
be selected or a pre-determined threshold [1], which when exceeded stops the
selection algorithm.

We propose a new feature ranking method and an adaptive feature selection
technique. First, we obtain a score (quality measure) using any of the three
proposed measures for each feature (dimension) based on the class-wise scat-
ter of the training samples. Next, we rank the features using a greedy search
method. Finally, we determine the number of top ranked features to be used
for final classification, using Fisher’s discriminant criteria. Results obtained over
real world datasets show significant improvement in both performance and speed
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when compared with one of the current state of the art [1]. The next few sections
give a detail discussion of the different steps of the algorithm.

2 Feature Selection and Ranking

The overall process consists of two steps - feature ranking and selecting the
appropriate number of features in the final set. For speedup in computation a
greedy method has been used, where we assume the top M ranked features to
give better classification result than the total set.

2.1 Feature Ranking

A good feature subset should have low within-class scatter and large between-
class scatter. In an ideal case, instances of a good feature or a subset of features
belonging to a particular class, should form a compact non-overlapping cluster.
In such a case, we expect C non-overlapping clusters Crj , ∀j = 1, 2, ..., C, where
C is the number of classes. We obtain a class label, ψ(Crj), for each of the C
clusters formed, where j = 1, 2, ..., C. Let class(i) denotes the class label of the
ith training sample. To calculate the ψ(Crj) for a cluster Crj (j = 1, 2, ..., C), we
find the class label from training data, which has the highest number of instances
in Crj . In this way all clusters are approximated by the distribution made by
instances of training samples belonging to each of the distinct classes.

The method for computing ψ(Crj), ∀j = 1, 2, ..., C, depends of the clustering
algorithm used, which has been implemented in two ways. One way of clustering
is to fit a 1-D Gaussian function separately on the data instances belonging to
each of the classes using GMM (Gaussian Mixture Model). The class assignment
for a cluster is the class label for instances of the training data used to fit the
Gaussian curve. The other way of clustering is FCM (Fuzzy C-Means), an un-
supervised algorithm, for C clusters. To compute the ψ(.) for C clusters in this
case, we form a confusion matrix (CM), where we calculate the number of in-
stances of different classes (as given in training data) present in each cluster. The
rows of CM correspond to the C clusters formed using FCM and the columns
of CM corresponds to the C classes of the training dataset. Computation of ψ
involves: (i) Convert the elements of CM(C × C) to a probability, using num-
ber of samples in each class; (ii) Obtain a class label ψ for each cluster, having
maximum probability (row-wise) in a cluster.

After obtaining the ψ for each cluster, we determine the probability (soft
class labels) of each instance belonging to each of the C clusters given by p(k|j),
k = 1, 2, ..., N and j = 1, 2, ..., C; to incorporate fuzziness in the ranking pro-
cess. Based on this clustering result, we calculate P (k) = max(p(k|j)), ∀k =
1, 2, ..., N , where N is the total number of training samples. We find a score for
each feature (dimension) based on its class-wise distribution in each cluster. We
assign a penalty for the occurrence of all instances i belonging to Crj whenever
class(i) �= ψ(Crj). Class information is used to obtain how many instances of
all other classes exist in a cluster. We calculate a probabilistic score based on
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the concept of Cohen-Kappa (κ) measure [3], which is used to measure inter-
classifier agreement. Though we are not dealing with multiple classifiers here, we
calculate the agreement between original class label of the training data with the
class labels (ψ) assigned by clustering, using the Cohen-Kappa measure. This
measure gives an indicator of how well the clusters are formed according to the
original class-labels. So, we calculate the first measure: S1, as,

S1 = (c1 − c2)/(N − c2) (1)

where, c1 = |{k|class(k) = ψ(Crj), k ∈ Crj ∀j = 1, 2, ..., C}| and
c2 = |{k|class(k) �= ψ(Crj), k ∈ Crj ∀j = 1, 2, ..., C}|. We extend this idea to
calculate another fuzzy measure: S2, as,

S2 = (φr − φc)/(N − φc) (2)

where, φr and φc are similar to relative-agreement and chance-by-agreement of
Cohen-Kappa [3] which is given by, φr =

∑C
j=1
∑

k∈Crj
P (k)|class(k)=ψ(Crj) and

φc =
∑C

j=1
∑

k∈Crj
P (k)|class(k) �=ψ(Crj).

The third measure: S3 is based on the principle that the matrix CM should
be diagonal in an ideal case which can be expressed as,

S3 = (1 + [sum(CM) − trace(CM)])−1 (3)

The last stage of the feature ranking process involves sorting the feature dimen-
sion sequentially based on any one of the measures (S1, S2 or S3). At any stage
of iteration, let Fs be the set of selected features and Fus be the remaining set
of features. Once a feature is ranked, it is removed from Fus and is added to
Fs. The feature with the highest score is ranked first. The next ranked feature
should not only have good score but also should be distinct or non-correlated
with the already selected features in order to contribute to better classification
accuracy. Hence, for obtaining the next feature to be ranked, we consider the
correlation between all pairs of features ft and fs, where ft ∈ Fus and fs ∈ Fs.
For obtaining the next ranked features from Fus, we compute the difference in
the score calculated of the feature and the mean of the correlation of that feature
with other set of features selected in Fs. The feature with the maximum value
is chosen as the next ranked feature. This process goes on until |Fs| = D and
|Fus| = NULL. The total method has been described in Algorithm 1.

2.2 Feature Selection

After the process of feature ranking, the best M features must be selected. We
choose the popular Fisher’s discriminant criteria [4], for selecting a subset of M
features from D rank-ordered features (M < D), which is given by trace(S−1

w ×
Sb) where, Sb and Sw are the between-class and within-class scatter matrix [4].
Fisher’s criteria is computed for the top ranked features, at each iteration with
increasing dimension. This criteria when observed with increasing number of
features in the dataset, shows an abrupt change in the gradient at a point. The
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Algorithm 1. Algorithm for ranking the feature set.
INPUT: Training dataset ′data′ along with their class-labels.
OUTPUT: Rank-ordered dataset Fs.
1: for i = 1 to D do
2: Form C clusters (Cr) with the ith feature dimension in ′data′, using FCM

or GMM.
3: Form confusion matrix (CMC×C) where, cmjk ∈ CM denotes the number

of samples belonging to jth class and present in kth cluster (Crk).
4: Compute ψ (class label) for each cluster, using CM in case of FCM or

class labels in training data in case of GMM.
5: Compute Si using any one of the measures given in Eqns. 1, 2 or 3.
6: end for
7: Fs ← data[:, arg max

i

(Si)] /* select the best dimension */

8: Fus ← [data − Fs]
9: while |Fus| �= NULL do

10: for i = 1 to |Fus| do
11: h =

∑|Fus|
i=1
∑|Fs|

j=1 corr(fi, fj) where, fi ∈ Fus, fj ∈ Fs

12: ri = Si − h/|Fs|
13: end for
14: k = argmax

i

[ri]

15: Remove kth feature from Fus and insert as last dimension in Fs

16: end while

features which are ranked after this point of transition are generally redundant
and confusing, and hence removed from the final dataset.

Fig. 1(a) shows the change in the classification accuracy of Wine dataset
obtained from UCI repository [5]. Fig. 1(b) shows the plot of Fisher’s criteria
with increasing number of rank-ordered features in the subset. The arrow marks
points to the ’knee point’ of the curves, for each of the scores, where there is a
significant change in the gradient of the curve. In Fig. 1(b), after considering the
4th rank-ordered feature the gradient of the curve does not show any appreciable
change, and hence we select the first 4 features, which is consistent with the drop
in accuracy in Fig. 1(a).

3 Experimental Results

Experiments done on real world datasets obtained from UCI Repository [5],
show significant improvement of classification accuracy after feature ranking
and selection. One-third of the training samples are used for feature ranking and
selection and the rest are used for testing. Results of accuracy in classification
obtained using SVM with Gaussian kernel have been reported after ten fold cross
validation. Fig. 2(a) and (b) show four results each, obtained using FCM and
GMM clustering method respectively using S1 (green curve), S2 (red curve),
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(a) (b)

Fig. 1. Plot of (a) classification accuracy & (b) Fisher’s criteria with increasing number
of rank-ordered features. Wine Dataset has been used from UCI Repository [5].

Table 1. Accuracy and computational time of the proposed feature ranking and selec-
tion method using both FCM & GMM clustering. (best result in bold)

Dataset Total %
Accuracy % Time (in secs.)

FCM GMM FCM GMM M.I. [1]
S1 S2 S3 S1 S2 S3

Cancer 86.77 92.70 93.08 92.90 92.00 91.54 92.53 0.20 1.37 14.84
Lymph 57.45 67.98 78.51 72.55 70.21 66.06 67.55 0.39 0.76 3.23
Metadata 29.09 69.83 100 100 100 100 100 14.20 3.35 542.76
Spectf 52.88 63.58 63.65 64.81 64.81 66.54 65.38 3.60 4.19 90.64
Vehicle 26.19 29.66 29.66 31.17 33.63 35.20 37.14 1.44 6.81 1669
Zoo 80.31 89.84 94.84 96.72 95.94 95.47 92.81 0.55 0.61 2.07

S3 (blue curve) and mutual information (mustard curve) [1] as feature ranking
measures. The magenta horizontal line shows the classification accuracy using
total dataset (baseline). Table 1 gives a comparative study of the classification
accuracy obtained using two different clustering methods along with the baseline
accuracy using total dataset. It also shows the average time taken (in seconds) to
compute the feature ranking and selection using any of the proposed measures
(S1, S2 or S3), with respect to the method using Mutual Information [1].

4 Conclusion

We have observed the performance of the feature selection algorithm on real
world datasets. Most of the existing feature selection algorithms are time con-
suming and parametric. To overcome this problem, we propose a fast non-
parametric selection algorithm which improves the classification accuracy. Re-
sults discussed in the paper show that the proposed feature ranking method is
better than in [1].
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Fig. 2. Comparison of performance of the proposed method with [1], using (a) FCM-
and (b) GMM based clustering. * f.r.: feature ranking; M.I.: mutual information [1].
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Abstract. We view association of concepts as a complex network and
present a heuristic for clustering concepts by taking into account the un-
derlying network structure of their associations. Clusters generated from
our approach are qualitatively better than clusters generated from the
conventional spectral clustering mechanism used for graph partitioning.
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1 Introduction

Studies on complex networks –networks arising from real-world interactions–
have shed light towards understanding universal principles behind the dynamics
of these diverse systems [1]. We view human concepts as a system of interacting
entities and study their network structure. We observe that concepts and their
associations have network properties that are similar to other well established
networks like WWW and social networks. We then show that understanding the
network structures of concepts is useful in grouping similar concepts and that
these groupings are better than those generated by a conventional clustering
method like spectral clustering [7]. This work is organized as following sections:
In the next section we give an overview of some developments in complex net-
work models and related work. This is followed by our empirical observations
on concept association networks. We then describe our clustering heuristic and
compare it with an existing approach following which we present our concluding
remarks.

2 Complex Networks: Models and Related Work

The first model to explain successfully the properties of social networks is the
Small-World Network Model [4] by introducing the notion of clustering coefficient
to describe the common contacts shared in human friendships. Following this
Albert and Barabási [3] explained the structure and evolution of WWW and
other networks by accounting for the presence of hubs (nodes that interact with a
large number of other nodes in the network) through the preferential attachment
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model. Networks obeying such growth models are known as power law or scale-
free networks; their degree distributions obey the relation p(k) ∼ k−γ , where
p(k) is the probability of a node to have degree k and γ controls the number of
hubs.

Word Web –a network of interacting words based on their co-occurrence in a
sentence– is seen to have power-law degree distribution and small-world charac-
teristics [5]. WordNet1 and word associations from USF Free Association Norm2

–the same database which we use in this work– are shown to be scale-free, small-
worlds and possess high clustering coefficients [6]. Dorogovtsev and Mendes [2]
study the evolution of languages by using a preferential growth model in con-
junction with evolving links among existing nodes.

3 Concept Association Networks(CAN)

Concept associations can be intuitively understood as thoughts that occur in
conjunction with each other. In this work individual words are considered to
be ‘concepts’; words that occur in the mind as a response to a cue word are
considered to be concepts that are cognitively associated with the it. Thus a
concept graph G = (V, E), is a set of labelled nodes V representing concepts,
and a pair of them are connected by an edge if they have a cognitive association.
The set of edges are collectively represented as E. For our study we use word
associations available from USF Free Association Norm.

It is evident that these networks, from the way they are built, are directed
and weighted –MILK might evoke CAT, but CAT may evoke RAT more than
MILK; however, we choose to treat CAN as an undirected, unweighted graph
as it facilitates an easy first-cut analysis. Insights gained from this study would
be put to use in the analysis of the more generic graph representations. An
illustration of concept graph studied in this work is given in Figure 1. We note
here that CAN is fundamentally different from word co-occurrence networks and
semantic networks like WordNet. The latter are as a result of the structure of the
language which may be studied and understood through the network properties.
However they may not shed light on cognitive association of concepts which are
interactions that are fundamentally independent of the structure of the language.
In the rest of the section we give some important structural properties of concept
association networks by treating the above mentioned USF Free Association
Norm as their representative. A list of these properties are presented below:
nodes: 10618; edges: 63788; avg degree: 12.01; max degree: 332; diameter:
7; power-law exponent: γ ∼ 2.6; CC: 0.1871

Diameter. Distance of the longest of all the shortest paths in the graph. Typ-
ically this is log order of the size of the graph. This means that the number
of concepts can grow exponentially without changing the diameter much. How-
ever this is not unique for concept associations, this is true of any random graph
1 http://wordnet.princeton.edu
2 http://w3.usf.edu/FreeAssociation
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Fig. 1. An illustration of unweighted and undirected concept associations and its degree
distribution

wherein the connections are unmotivated. However, unlike random graphs, short
diameters arise from the hubs nodes and their effect on the overall topology of
the graph as described below.

Degree Distribution. Concept association networks are scale-free and that
they have a power-law distribution with the approximate value of γ being 2.6.
This is shown in Figure 1 as a log-log plot. This could imply that a preferential
attachment model as in other scale free networks like (eg: WWW) is responsible
for the structure and evolution of concept associations. The high degree nodes
–hubs– are some of the salient concepts associated with human life: FOOD,
MAN, GOD, MONEY, MARRIAGE etc. Scale-free behaviour of concept associ-
ations imply that humans arrive that few thoughts more often than most other
thoughts. This could imply that we tend to associate new concepts in terms of
these salient concepts and use them as landmarks to navigate the mind-scape.
Another important consequence of of the presence of hubs in the graph is a hier-
archical organization of the network. This is the case if the subgraph induced by
percolating from a hub node in turn has a scale-free distribution. This property
is explored in the next section in the context of clustering.

Clustering Coefficient(CC). This property of nodes ensures that local com-
munities are densely connected while still being able to communicate with the
rest of the graph. CC of a node ranges from 0 to 1. In natural language, this
is a measure of how many of our friends know each other. High CC may not
necessarily mean isolated communities and hence longer diameters. Presence of
a few random links across such local communities are enough to ensure small
diameters.

For CAN we observe high CC for relatively small degree nodes while hub nodes
have low CC indicating that the neighborhood of hubs are sparse. This indicates
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that the hub nodes mainly serve as switches to keep the network connected
rather than ensure similarity of nodes. The average CC observed is 0.18. This
implies that in a concept neighborhood almost 20% of the concepts are associated
with each other; this is a fairly high value. We rationalize this in the following
way: there is an incentive to associate concepts as dense neighbourhoods as it
adds to subtle variations in terms of associations –subtilty is directly related
to richness of concepts. Long range links across dense neighborhoods are the
ones that make the concept graph navigable with relatively short path lengths
and hence help in relating distant concepts. Thus there is a cohesion between
these two different forces –abstraction and detail provided respectively by hubs
and densely connected neighbourhoods– resulting in forging associations that
are rich and diverse.

4 Clustering of Concepts

In the following, we present our heuristic for clustering by taking into account
the scale-free property and the high CC of this network and compare properties
of clusters generated with those that result from spectral clustering.

4.1 Our Clustering Heuristic

We consider hub nodes as the starting point of this heuristic. To begin with n
hub nodes are labelled as belonging to its own cluster Ci. For each unlabelled
node u in the graph, we explore its neighborhood and find the highest degree
node v. If it is labelled Ci, u is assigned the same label. If v is unlabelled and if
degree(v) ≥degree(u) we proceed to explore the neighborhood of v in order to
assign it a label. Another possibility is v is unlabelled and degree(v) <degree(u).
In this case we assign u to a default cluster called C0. After the nodes are ex-
hausted, this cluster is handled separately. Ideally we expect very few nodes to
be in C0. If not, a possible reason could be that some hub nodes that were not
considered as as separate clusters have ended up in Ci. Another reason could be
the presence of small components that are detached from the main giant cluster.
These can be rectified easily by including these hubs as separate clusters. An-
other way to resolve the nodes in the default cluster would be by labelling them
nodes based on the shortest path to one of the hubs of the initialization step. In
our experiments we encountered only few nodes in the default cluster and used
this rule to resolve them.

The logic behind our heuristic is the following: As mentioned in the context of
clustering coefficient, nodes with similar degrees in the neighborhood tend to give
variations to a common theme whereas higher degree nodes tend to represent
abstraction of concepts. Our heuristic ensures that label in a hub node percolates
down to lower degree nodes in accordance with the above hypothesis.

4.2 Comparison between Our Heuristic and Spectral Clustering

A comparison between spectral clustering [7] and our heuristic is shown in Figure 2
as log-log plots of cluster degree distribution. For our discussions we have taken the
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n = 10. As mentioned above, hubs correspond to concepts that are indicative of
high recall. We are interested in 1. identifying a small number of leading concepts
which serves as abstractions for other concepts, and 2. illustrating the nature of
such clusters. In line with the hierarchical nature of concept associations, rather
than having too many clusters, we prefer to cluster concepts into small number of
clusters which lend themselves to sub-clustering. This apart there is no significance
to our choice of n.

Fig. 2. Degree distribution of clusters: heuristic Vs spectral. Closely occurring plots in
the middle correspond to clusters generated by our heuristic.

It is clear from the figure that spectral clustering does not preserve scale-free
characteristics within clusters. Moreover, the sizes of clusters are uneven. A giant
cluster is formed out of approximately 6000 nodes and another large cluster with
around 3000 nodes; remaining 1000 odd nodes form 8 small clusters. Scale-free
property is preserved only for the giant cluster3 for the simple reason that it is
almost the entire graph. Unlike this, our heuristic splits the original graph into
roughly equal sized clusters and each one has scale-free distribution with the
same power-law exponent that applies for the whole graph. Thus the clusters
from our approach are self-similar to the whole network. One could argue that
a ‘cognitive structure’ is preserved in the clusters generated by our approach.
Further our heuristic lends itself to power-law preserving recursive sub-clustering
thereby imparting a hierarchical view to the whole network.

4.3 Discussions

The difference in the cluster properties generated by our heuristic and spectral
clustering may be as a result of the latter’s nature. In essence spectral cluster-
ing is a series of random walks to estimate cluster boundaries –walks are con-
tained within strongly connected components and rarely tend to take connecting

3 Clustering this further with the same method results in unevenly fragmented clusters
and do not conform to scale-free distribution.
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bridges. One starts with various ‘seeds’ to begin the random walk and sees the
nodes that are reached eventually and thereby identify clusters. We believe that
the difference is due to the fact that random walks are an unnatural means to
navigate cognitive associations. Further studies are required to quantify this and
are part of our on-going efforts.

5 Conclusions

In this work we studied an important aspect of concept associations — group-
ing of similar concepts. We showed that the structural properties of CAN’s help
group similar and related concepts better than a conventional mechanism like
spectral clustering. Towards this end we proposed a clustering heuristic that
accomplishes this task and explained the rationale behind its design. As con-
cept associations are a manifestation of human cognition and thought process,
we believe that further and deeper study of their network representations will
enhance our understanding of cognition.
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Abstract. We discuss the role of generalized approximation spaces and
operations on approximation spaces in searching for relevant patterns.
The approach is based on interactive rough-granular computing (IRGC)
in the WisTech program. We also present results on approximation of
complex vague concepts in real-life projects from different domains us-
ing the approach based on ontology approximation. Software projects
supporting IRGC are reported.

1 Introduction

Approximation spaces belong to the broad spectrum of basic subjects investi-
gated in rough set theory (see, e.g., [2,3,7,13,20,21,22]). Over the years different
aspects of approximation spaces were investigated and many generalizations of
the approach based on Z. Pawlak’s indiscernibility equivalence relation [10,11]
were proposed.

We discuss some aspects of approximation spaces in the framework of IRGC
[12,23]. These aspects are important from an application point of view, e.g., in
searching for approximation of complex concepts (see, e.g., [1,2] and the bibliog-
raphy in [1]). Two kinds of interactions in searching for relevant approximation
spaces are distinguished. The first one is related to attributes which are inter-
preted as sensors making it possible to store the results of interaction with the
environments. The second ones are resulting in constructions of new approxima-
tion spaces from already constructed ones. This necessitates some refinements of
basic concepts such as signatures of objects, attributes as well as the semantics
of what are known as granular formulas. Signatures of objects are mapped to
granular formulas constructed over some generic formulas. In this way, we ob-
tain constructive descriptions of granular neighborhoods of objects defined by
granular formulas. The constructive definitions of granular neighborhoods also
make it possible to define neighborhood size in terms of the size of a granular
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formula that defines the granular neighborhood. We present a generalization of
uncertainty functions assigning granular neighborhoods to objects. The neigh-
borhoods considered so far [20] were treated as subsets of objects. However, in
applications these neighborhoods consist of structural objects of different types,
often of high order (see, e.g., [6]). These types can be interpreted as structural
schemes of perceived complex objects. For example, in the discovery of patterns
in spatio-temporal reasoning from data, structural schemes may correspond to
types of indiscernibility classes, time widows or their clusters, sequences of time
widows or their clusters, sets of sequences of time widows representing processes
and their interactions. Granular neighborhoods are considered in these more
general cases as models of neighborhoods of higher order structural objects. We
also generalize rough inclusion functions. The approximation space definition is
included in Section 2. We consider approximation operations as components of
approximation spaces. This is due to the fact that, in general, approximation
operations may be defined in many different ways, e.g., in the case of cover-
ings [3,11]. Together with approximation spaces we also consider the quality
measure of approximation spaces. Approximation spaces are parameterized and
their parameters are related to all components of approximation spaces including
uncertainty functions, language of granular formulas, rough inclusion functions,
approximation operations. Optimization of parameters is based on searching for
(semi)optimal approximation space, i.e., for an approximation space for which
the chosen quality measure takes (semi)optimal value on the set of objects un-
der consideration. We propose to use the quality measures based on a variation
of the minimal description length principle (MDL) [14]. The discussed issues
are important in solving different data mining tasks, (e.g., in searching for ap-
proximation of complex concepts [1] or in process mining [8]). Finally, software
systems supporting IRGC in our projects are reported.

2 Approximation Spaces

Approximation spaces can be treated as granules used for concept approxima-
tion. They are some special parameterized relational structures. Tuning of pa-
rameters makes it possible to search for relevant approximation spaces relative
to given concepts. In this section, we discuss a generalization of definition of
approximation space from [20]) introduced in [22].

Lt us assume Pω(U∗)=
⋃

i≥1 P i(U∗), where P 1(U∗)=P (U∗) and P i+1(U∗)=
P (P i(U∗))) for i ≥ 1. If X ∈ Pω(U∗) and U ⊆ U∗ then by X � U we denote the
set defined as follows (i) if X ∈ P (U∗) then X � U = X ∩ U and (ii) for any
i ≥ 1 if X ∈ P i+1(U∗) then X � U = {Y � U : Y ∈ X}.
Definition 1. An approximation space over a set of attributes A is a system

AS = (U, L, I, ν, LOW, UPP ) ,

where
– U is a sample of objects with known signatures relative to a given set of

attributes A,
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– L is a language of granular formulas defined over atomic formulas corre-
sponding to generic formulas from signatures [22],

– I : U∗ → Pω (U∗) is an uncertainty function, where U∗ ⊇ U and the set U∗

is such that for any object u ∈ U∗ the signature InfA(u) of u relative to A
can be obtained (as the result of sensory measurements on u); we assume that
the granular neighborhood I(u) is defined by InfA(u), i.e., I(u) is defined by
a granular formula α selected from L by InfA(u) [22],

– ν : Pω (U∗) × Pω (U∗) → [0, 1] is a rough inclusion function,
– LOW and UPP are the lower approximation operation and the upper ap-

proximation operation, respectively, defined on elements from Pω(U∗) with
values in Pω(U∗) such that
1. ν(LOW (X), UPP (X)) = 1 for any X ∈ Pω(U∗),
2. LOW (X) � U is included in X � U to a degree at least deg, i.e.,

ν(LOW (X) � U, X � U)) ≥ deg for any X ∈ Pω(U∗),
3. X � U is included in UPP (X) � U to a degree at least deg, i.e., ν(X �

U, UPP (X) � U) ≥ deg for any X ∈ Pω(U∗),
where deg is a given threshold from the interval [0, 1].

Figure 1 illustrates this computation process of the granular formulas and the
granular neighborhoods by means of granular formulas.

-object signature of set of atomic  
formulas for

granular formula  
defining 
granular  

neighborhood of 

coding sensors
discovery  
of relevant  
granular 
formula 

Fig. 1. From objects to granular neighborhoods

Note that this satisfiability is defined for all objects from U∗, not only for
objects from a sample U ⊆ U∗. Moreover, in computation of I(u) for u ∈ U∗ can
be used not only the signature of the object u currently perceived but also already
known signatures of some other objects from a sample U as well as higher level
knowledge previously induced or acquired from experts. The details explaining
how granular formulas are hierarchically constructed will be explained elsewhere.
Here, we only give an illustrative example. Let us assume that granular formulas
on the hierarchical level j were defined. They can be treated as objects of an
information system. For example, they can represent time windows. In this case,
they are equal to the sets of pairs (αi, αi+1) of formulas, for i = 1, . . . , T − 1,
where T is the time window length and each αi is the conjunction of descriptors
(atomic formulas) for the object observed at time corresponding to i. Next,
formulas from a new language are used for defining properties of such granular
formulas (e.g., analogously to indiscernibility classes of information systems).
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In our example, with time windows, formulas from such a language describe
properties of time windows. The defined sets are granular formulas on the level
j + 1. Let us consider some illustrative examples explaining how can be defined
the semantics of granular formulas. If α is an atomic formula than ‖α‖U∗ = {u ∈
U∗ : u |= α}. If α ∈ L0 then ‖α‖U∗ is defined using semantics of connectives
selected for construction of formulas from L0. If ‖α‖U∗ is defined for α ∈ L for
some language of granular formulas and β ∈ P (L) then ‖β‖U∗ = {‖α‖U∗ : α ∈
β}. However, one can also assume ‖β‖U∗ =

⋃{‖α‖U∗ : α ∈ β}. In the latter case,
the defined granular neighborhood is from P (U∗) but information on semantics
of the granular neighborhood components are lost.

Approximation spaces are parameterized and their parameters are related
to all components of approximation spaces including uncertainty functions, lan-
guage of granular formulas, rough inclusion functions, approximation operations.
In this way, we obtain a family APPROX SPACES of approximation spaces
corresponding to different values of parameters. Optimization of parameters is
based on searching for the (semi)optimal approximation space, i.e., for an ap-
proximation space with the (semi)optimal value of the quality measure on the
set of objects under consideration. For the given family APPROX SPACES, a
quality measure Q is a function which assigns to any AS ∈ APPROX SPACES
and X ∈ Pω(U∗) a nonnegative number Q(AS, X) called an approximation
quality of X in AS1. For a given triple (APPROX SPACES, Q, X), where
X ⊆ U∗, we consider the optimization problem. This is the searching problem
for (semi)optimal approximation space AS0 ∈ APPROX SPACES such that
Q(AS0, X) = inf{Q(AS, X) : AS ∈ APPROX SPACES}. We use quality
measures based on different versions of the minimal length principle [14].

3 Software Systems

In this section, we present a short information about two software platforms
Rough Set Interactive Classification Engine (RoughICE) [15] and TunedIT [19]
which are supporting our projects based on IRGC.

RoughICE is a software platform supporting the approximation of spatio-
temporal complex concepts in the given concept ontology acquired in the di-
alogue with the user. RoughICE is freely available on the web side [15]. The
underlying algorithmic methods, especially for generating reducts and rules, dis-
cretization and decomposition, are outgrows of our previous tools such as RSES
[16] and RSESlib [17]. RoughICE software and underlying computational meth-
ods have been successfully applied in different data mining projects (e.g., in
mining traffic data and medical data; for details see [1] and the literature cited
in [1]).

TunedIT platform, launched recently by members of our research group, facil-
itates sharing, evaluation and comparison of data-mining and machine-learning
algorithms. The resources used in our experiments – algorithms and datasets in
particular – will be shared on TunedIT website. This website already contains
1 In the case of classification X ∈ P 2(U∗) and X is a partition of U∗.
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many publicly available datasets and algorithms, as well as performance data
for nearly 100 algorithms tested on numerous datasets - these include the algo-
rithms from Weka, Rseslib libraries, and the datasets from UCI Machine Learn-
ing Repository. Everyone can contribute new resources and results. TunedIT
is composed of three complementary modules: TunedTester, Repository and
Knowledge Base. TunedIT may help researchers design repeatable experiments
and generate reproducible results. It may be particularly useful when conducting
experiments intended for publication, as reproducibility of experimental results
is the essential factor that determines research value of the paper. TunedIT helps
also in dissemination of new ideas and findings. Every researcher may upload his
implementations, datasets and documents into Repository, so that other users
can find them easily and employ in their own research.

For more details on RoughICE and TunedIT the reader is referred to [15] and
[19], respectively.

4 Conclusions

We discussed a generalization of approximation spaces based on granular formu-
las and neighborhoods. Efficient searching strategies for relevant approximation
spaces are crucial for application (e.g., in searching for approximation of com-
plex concepts or in process mining). Some of such strategies based on ontology
approximation were already elaborated and implemented for solving real-life
problems (see, e.g., [1]). We are working on the project aiming at developing
new strategies for hierarchical modeling as well as methods based on adaptive
interactive granular computations [5] for selection and construction of features.
These features are next used as relevant components of approximation spaces,
in particular granular neighborhoods of approximation spaces.
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Abstract. Design of the optimum preform for near net shape manufacturing is a 
crucial step in upsetting process design. In this study, the same is arrived at us-
ing artificial neural networks (ANN) considering different interfacial friction 
conditions between top and bottom die and billet interface. Back propagation 
neural networks is trained based on finite element analysis results considering 
ten different interfacial friction conditions and varying geometrical and process-
ing parameters, to predict the optimum preform for commercial Aluminium. 
Neural network predictions are verified for three new problems of commercial 
aluminum and observed that these are in close match with their simulation 
counterparts. 

Keywords: Artificial neural network; Preform; finite element; upsetting; de-
formation. 

1   Introduction  

Upsetting is an important metal forming operation. It is a class of bulk forming opera-
tion where large deformation is given to the material for shape and property modifica-
tion. The major issue, which restricts imparting large deformation to the billet is the 
bulging induced tensile stress which later result in cracking. Bulge is also undesirable 
from near net shape manufacturing point of view as it will require secondary process-
ing like trimming. To obtain the near net shape, preform design of the billets is a 
powerful solution. Considerable amount of literature are available on the preform 
design in forging process.  

Roy et al. (1994) report application of neural networks in interpolation of preform 
shapes in plane strain forgings. Ranatunga et al. (1996) present preform designing 
techniques based on the upper bound elemental technique (UBET) with evidence of 
effective material usage and extended overall die-life. Lee et al. (1997) report applica-
tion of an upper-bound elemental technique in preform design for asymmetric forging 
which is validated through experiments. Liu et al. (1998) present a preform design 
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method which combines the FEM & upper bound based reverse simulation technique. 
The billet designed using this technique achieves a final forging with minimum flash. 
Ko et al. (1999) describe a new method of preform design in muti-stage metal form-
ing processes considering workability limited by ductile fracture. Neural networks 
and Taguchi method are used for minimizing the objective function. Srikanth et al. 
(2000) present a continuum sensitivity analysis approach for the computation of the 
shape sensitivity, which is later used for the purpose of preform design and shape op-
timization in forging process. Chang et al. (2000) propose reverse simulation ap-
proach clubbed with finite element analyses for preform design. Bramley et al. (2001) 
report a new method named as tetrahedral upper bound analysis which enables a more 
realistic flow simulation to be achieved. Antonio et al. (2002) presents an inverse en-
gineering formulation together with evolutionary search schemes for forging preform 
design. Shim et al. (2003) presents optimal preform design for 3D free forgings using 
sensitivity approach and FEM. Tomov et al. (2004) reports preform design of axi-
symmetric forging using FE software FORM-2D. Ou et al. (2004) reports finite ele-
ment (FE) based forging simulation and optimization approach in order to achieve 
net-shape forging production for aero engine components. Effects of die-elastic de-
formation, thermal distortion and press-elasticity were considered. Poursina et al. 
(2004) proposes a FEM and GA based preform design procedure for axisymmetric 
forgings in view to achieve high quality products. Thiyagarajan et al. (2005) presents 
a 3-D preform shape optimization method for the forging process using the reduced 
basis technique. Repalle et al. (2005) presents reliability-based optimization method 
for preform shape design in the forging. Antonio et al. (2005), reports an inverse ap-
proach for preform design of forged components under minimal energy consumption 
using FEM and genetic algorithms. Park and Hwang et al. (2007) reports preform 
design for precision forging of rib type aerospace components using finite element 
analysis. Poshala et al. (2008) carried out formability analysis and its experimental 
validations for aluminum preforms using neural network. Haluk Tumer et al. (2008) 
optimised die and preform to minimize hardness distribution in back extrusion proc-
ess using Nelder-Mead search algorithm integrated with the finite element model. 
Although substantial literature on preform design is available, they address it as indi-
vidual problem considering one or few parameters.  

The main objective of this study is to devise a generalized procedure of preform 
design considering various parameters. For this, neural network has been used for 
preform design of the upsetting process. In this study effect of critical factors includ-
ing different preform shapes, interfacial friction conditions, and their effect on the 
final deformed profiles are studied using FE simulation. Ten cases of different inter-
facial friction conditions are considered for the same. Based on the simulation results, 
a back propagation neural network is trained to provide guidelines for selection of 
parameters to result in near net shape manufacturing. Neural network predictions are 
verified with three numerical examples for commercial Aluminium.  

2   Artificial Neural Networks 

Artificial neural network attempts to imitate the learning activities of the brain. In an 
artificial neural network (ANN), the artificial neuron or the processing unit may have 
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several input paths corresponding to the dendrites in the biological neuron. The units 
combine usually, by a simple summation, the weighted values of these paths. The 
weighted value is passed to the neuron, where it is modified by threshold function. 
The modified value is directly presented to the next neuron. In Fig.1 a 3-4-2 feed for-
ward back propagation artificial neural network is shown. The connections between 
various neurons are strengthened or weakened according to the experiences obtained 
during the training. The algorithm for training the back propagation neural network 
can be explained in the following steps- 

Step1 – Select the number of hidden layers, number of iterations, tolerance of the 
mean square error and initialize the weights and bias functions. 

Step2 – Present the normalized input –output pattern sets to the network. At  each  
node of the network except the nodes on input layer, calculate the weighted sum of 
the inputs, add bias and apply sigmoid function  

Step3-Calculate total mean error. If  error is less than permissible limit, the training 
process is stopped. Otherwise, 

Step4 –Change the weights and bias values based on generalized delta rule and repeat 
step 2.  

The mathematical formulations of training the network can be found in Ref. 21. 

 

Fig. 1. Neural network 

3   Methodology 

In Fig.2, schematic undeformed and deformed billets are shown. Let top, middle   and 
bottom diameters of these billets be a, b c, and a1, b1, c1 respectively. Their diameter 
ratios with respect to top diameter, can be expressed as R1=b/a, R2=c/a and r1=b1/a1, 
r2=c1/a1. It is obvious that for near net shape manufacturing, r1 and r2 should be one. 
Since deformed profiles depend on geometrical and frictional conditions, large num-
bers of variation of these parameters are accounted. Ten sets of interfacial frictional 
parameters and 38 sets of geometrical conditions making total 380 combinations are 
considered in this study for commercial Aluminium. Finite element simulations of 
these cases are carried out to obtain the deformation behavior. Based on these results,  
[[ 



 Application of Neural Networks in Preform Design of Aluminium Upsetting Process  101 

 

 

Fig. 2. Initial and final shapes of billet 

back propagation neural networks are trained to predict desired preform for given ft, 
and fb values to result in near net shape upsetting.  

4   Geometrical, Material and Processing Parameters 

Cylindrical specimens of 40 mm top diameter and 40 mm height are used for simula-
tion studies of commercial Aluminium. The central and bottom diameters are consid-
ered as 28, 30, 32, 34 36, 38 and 39 mm. In this way center and top diameter ratio and 
bottom and top diameter ratio (R1 and R2), also named as preform ratios, comes out to 
be 0.7, 0.75, 0.8, 0.85, 0.9, 0.95 and 0.975 respectively. Ten combinations of interfa-
cial frictions, Coulomb friction, at top and bottom surfaces of billet and platens con-
sidered for simulation studies are given in Table 1. 

Table 1. Frictional conditions at die and billet interface 

S.No ft(Friction between top 

die and billet interface) 

fb(Friction between bottom die  

and billet interface) 

1 0.1 0.1 

2 0.2 0.1 

3 0.2 0.2 

4 0.3 0.1 

5 0.3 0.2 

6 0.3 0.3 

7 0.4 0.1 

8 0.4 0.2 

9 0.4 0.3 

10 0.4 0.4 
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Fig. 3. Tensile specimens (Before & after test) 

Table 2. Material Properties 

Properties Commercial Aluminium 
Youngs modulus (E)MPa 7x104 

Poisson’s ratio (ν) 0.33 
Strengthcoefficient (K)MPa 225.4 

Hardening exponent (n) 0.095 
 
The 38 cases of geometric parameters accounted in the study. Material properties 

of commercial Aluminium have been obtained by conducting tensile tests. Specimens 
of gauge length 80 mm, prepared as per ASTM standard, are tested in a Shimadzu 
make Universal Testing Machine (UTM). The test and tested specimens of commer-
cial aluminum are shown in Fig.3. The engineering stress & strain are converted into 
their true counterparts using standard relationships (Kalpakjian and Schmid ,2004). 
Based on these results, material modeling is carried out. The post yielding behaviour 
is modeled using the power law equation (Meyers and Chawla, 1997):  

                                                            σ = kεn   
Where k is the strength coefficient and n is the hardening exponent. The material 
properties evaluated and adapted for FE simulation are given in Table 2. 

5   FE Simulation 

Finite element analyses of the upsetting process are carried out using MSC.Marc 
software (Ref 22). Curved profiles of specimens are modeled as arcs between top,  
 

(a) (b)  

Fig. 4. FEM models (a) before deformation (b) after deformation 
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middle and bottom diameters using ARC command of the software. Taking advantage of 
the symmetrical conditions, axisymmetrical formulation is adopted. Four nodded quadri-
lateral elements are used for the FE modeling. There are 800 elements and 861 nodes in 
the model. Considering the variation in 38 geometrical cases and ten cases of frictional 
conditions, total 380 cases are simulated for commercial Aluminium. Punch and die are 
modeled as rigid bodies. Bottom die is fixed whereas punch is movable which is given the 
displacement boundary condition. All the commercial Aluminium billets are identically 
deformed to final height of 28 mm viz. 30 % reduction in height. A typical FE and de-
formed models are shown in Fig.4. Geometrical parameters of deformed and undeformed 
conditions for all the 380 cases are recorded separately for commercial aluminum. 

 

                     

                       (b)  

 

 

(a)

(c)
 

Fig. 5. Initial and deformed shapes of Aluminium (a) ft= 0.28, fb= 0.28, R1= 0.835, R2=1 (b) ft= 
0.2, fb=0.2, R1=0.86, R2=1 (c) ft=0.35, fb=0.25 R1=0.83,R2=0.975 
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6   Numerical Validation 

FE results in terms of diameter ratios are used for training neural networks. One 4-6-2 
back propagation neural network for commercial Aluminium has been used for the 
training. ft, fb, r1, r2 are input and R1,and R2 are output parameters. The error limit is 
0.002 and it took 1447695 epochs to converge the desired limit. The trained network 
is tested for three new problems of commercial aluminum upsetting to show the effi-
cacy of the neural network predictions. The input parameters for them are given in 
Table3. The predicted preforms (R1 and R2 values) are used for validation through FE 
simulation. The ‘r1 and r2’ values predicted are very close to the near net shape manu-
facturing. Maximum error is 1% which is very less. The initial and final deformed 
meshes for these cases are shown in Fig5. It can be observed that deformed profiles 
are close to the near net shapes of perfect cylinders.  

Table 3. Numerical Validation of ANN for commercial Aluminium 

S.No ft fb R1 R2 r1(Actual) r1(FEM) %Error r2(Actual) r2(FEM) %Error 
1 0.28 0.28 0.835 1 1 0.99 1 1 0.999 0.1 
2 0.20 0.20 0.86 1 1 0.998 0.2 1 0.999 0.1 
3 0.35 0.25 0.825 0.975 1 0.995 0.5 1 1.003 0.3  

7   Conclusion 

In this study artificial neural networks have been used for the design of preforms for 
the cylindrical billet upsetting. Based on the results of 380 FE simulations a back 
propagation neural network is trained for commercial Aluminium. Trained networks 
are first verified with three numerical examples. It is found that simulation and net-
work predictions are in close match. This study also demonstrates that ANN can be 
effectively used for preform design. It is hoped, this study will help design engineers 
in fast and reliable predictions of optimum preforms under different frictional condi-
tions for net shape manufacturing. 
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Abstract. This paper proposes a case indexing method using particle swarm op-
timization (PSO) and artificial neural network (ANN) in a defense-style real time
strategy (RTS) game. PSO is employed to optimize the placement of cannons to
defend the enemy attack. The execution time of PSO (> 100 seconds) is unsatis-
fied for RTS game. The result of PSO is used as a case indexing of past experience
to train ANN. After the training (approximately 30 seconds), ANN can obtain the
best cannon placement within 0.05 second. Experimental results demonstrated
that this case indexing method using PSO and ANN efficiently speeded up the
whole process to satisfy the requirement in RTS game.

1 Introduction

In recent years, computer games have been developed rapidly and provide an ideal
platform for artificial intelligence (AI) research. The application of AI improves the
intelligence and attraction of games. Machine learning approach may be a better choice
to introduce human-like behavior [1, 2]. Previous studies used genetic algorithm (GA)
in shooting game [3] and strategical game [4]. Louis [5] developed a case-injected
GA in real time strategy (RTS) game.

The GA mimics the natural biological evolution and has been popular. However, pre-
vious studies have reported that the drawback of GA is its expensive computational cost,
while one advantage of particle swarm optimization (PSO) is its algorithm simplicity
[6, 7, 8].

PSO is similar to GA in a sense but employs different strategies and computational
effort. PSO is a relatively recent heuristic search method whose mechanics are inspired
by the swarming social behavior of species. PSO has been used to improve playing
strategies in board games, such as game Seega [9], African Bao game [10], checker
[11]. Our recent study compared the performance of PSO and GA in a tower defense
game [12]. The result, however, indicated that the execution time of either PSO or GA
is unsatisfied for RTS games.

Artificial neural network (ANN) represents the art of neural information processing.
With the hybrid of PSO-ANN approach, we aim to design the games in which the com-
puter players can acquire the knowledge automatically by learning from the previous
cases iteratively and memorizing the successful experiences to handle future situations
like human being behaves.

S. Chaudhury et al. (Eds.): PReMI 2009, LNCS 5909, pp. 106–115, 2009.
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Fig. 1. Flowchart of game simulation

In this study, the optimum cannon placement in the battlefield obtained by PSO was
used as a case indexing to train ANN. After training, ANN quickly obtained the opti-
mum cannon placement in a new battlefield by consulting the case-base without going
through the PSO process again. Figure 1 shows the flowchart of the game simulation.

2 Methodology

2.1 Scenario of Tower Defense Game

Similar to the concept of Forbus [13] spatial reasoning, battlefields can be divided
into different small maps. In this study, the small maps are composed of defense base,
barriers (mountains) and canyons. Canyon is the valley between hills or mountains and
can be travelled through by the enemy. The number of canyons could be one, two, three,
and four or determined randomly in the small maps as shown in Figure 2A-E. Dividing
the battlefield into small maps gives two advantages. First, the fitness function can give
a better solution easily. Second, it can increase the efficiency of PSO. Open area without
canyons was not consider as it will not affect the solution and it will increase the run
time as the search space increases.

Each battlefield map is digitalized as a 50×50 matrix. The points in barriers are set
with a value of -1. In the areas of the barriers, the cannon cannot be placed. The points
in the blank area (or the open area) are set with a value of 0, in which the cannons can be
placed. When one cannon is placed at a point, the value of this point will be altered to 1.

A scenario of strategic defense game is chosen as a test bed (Figure 2F). The game
description is as follows.

1. Two teams are created in the battlefield. One is the attack team (enemy). Another
one is the defense team (player).
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Fig. 2. Small battlefield maps with different canyons. (A) one canyon, (B) two canyons, (C) three
canyons, (D) four canyons, (E) canyons determined randomly. (F) A base defense scenario. ♦:
defense base, ×: possible start sites of enemy, +: cannon, solid line: best path for enemy to travel,
dashed line: possible path for enemy to travel.

2. The enemy must start from one of the possible start sites and move to the base of
the defense team along one possible path with a minimum casualty (damage).

3. The defense team is able to place a number of cannons (e.g. seven cannons in
this study) in the battlefield to kill the enemy when the enemy is approaching the
defense base. Each cannon has a circle cannon-shot range.

4. The goal is to search an optimum cannon placement with a maximum casualty to
the enemy no matter which possible path they choose.

2.2 Learning Cases by Particle Swarm Optimization

PSO is inspired by the social behavior of species such as a flock of migrating birds or
a school of fish trying to reach an unknown destination. In PSO, a ’bird’ in the flock
is considered as a ’particle’ presenting a candidate solution in the problem space. The
particles in the swarm evolve their position and move to the destination based on their
own experience and the experience of other particles [14]. Each particle has a memory
to be capable of remembering the best position ever visited by it. Its best position with
the best fitness is known as personal best, ’pbest’ and the overall best position in the
swarm is called as global best, ’gbest’.

The process starts from the initialization of the swarm with N random particles. Sup-
pose that the search space is d-dimensional and the ith particle is represented by a d-
dimensional vector Xi=(xi1, xi2, . . . , xid) and its velocity is denoted by Vi=(vi1, vi2,
. . . , vid). And it can remember its best previously visited position Pid=(pi1, pi2, . . . , pid).
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If the gth particle is the best particle among all particles, its position is Pgd. Then, each
particle updates its velocity to catch up with the best particle g according to Eq. 1 and
Eq. 2.

V t+1
id = ωV t

id + c1γ1(P t
id − Xt

id) + c2γ2(P t
gd − Xt

id) (1)

Xt+1
id = Xt

id + V t+1
id 1 ≤ i ≤ N (2)

where ω is inertia weight. c1 and c2 are cognitive acceleration and social acceleration,
respectively, usually c1=c2=2. γ1 and γ2 are random numbers uniformly distributed in
the range [0,1].

It is noted that the velocity update (Eq. 1) consists of three components, the previous
velocity, the cognitive component, and the social component [15]. The first component
is inertia component serving as a memory of the previous movement direction. The
second component quantifies the current position with its own best position. The third
component compares the current position with the best position in the swarm. Without
the first part, all the particles will tend to move toward the same position, that is, the
search area is contracting through the generations. Only when the global optimum is
within the initial search space, there is a chance for PSO to find the solution. On the
other hand, adding the first part, the particles will have a tendency to expand the search
space, that is, they have the ability to explore the new area. So they more likely have
global search ability. Both the local and global search will benefit solving problems. For
different problems, there should be different balances between the local search ability
and the global search ability. Considering of this, inertia weight ω is proposed to de-
crease linearly with generations from 1.4 to 0.5 determined by Eq. 3 [14].

ωi = 0.5 + 0.9(G − i)/(G − 1) i = 1, 2, . . . , G (3)

where G is the number of generations.
In this study, we used seven cannons as an example. The placement of the cannons is

treated as a particle. Since the search space (battlefield) is 2-dimensional (X-Y coordi-
nate), the position and velocity of the ith particle are denoted by matrix Xijd and Vijd,
respectively, as follows.

Xijd = {xij1, xij2, . . . , xijd} j = 1, 2; d = 7

Vijd = {vij1, vij2, . . . , vijd} j = 1, 2; d = 7

where j = 1 represents x direction and j = 2 represents y direction.
To control the change of particles’ velocities, upper and lower boundary is limited to

a user-specified value of Vmax [16], Vmax=10. In this study, the population size or the
number of particles (P) equals 50 and the number of generation or iteration cycles (G)
equals 100.

In our simulation, a limit number of cannons are placed to give maximum damage
to the enemy whatever the travelling path they choose. Base on the cannon placement,
the best path to travel by the enemy is the one with minimum damage. The enemy will
receive a damage value within the shot range of each cannon. The total damage (D) is
calculated by summing up all individual damages caused by different cannons (Eq. 4),
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and is used as the fitness value of this simulation. The higher the damage did to the
enemy, the better the fitness of the cannon’s positions. Cannon positions will be ranked
by this fitness value to generate ’pbest’ and ’gbest’ particles.

D =
N∑

k=1

(
di

v
× pi) i = 1, 2, . . . , n (4)

where di is the distance that the enemy travels through the cannon-shot range of the ith

cannon. v is the velocity of the enemy. pi is cannon power of the ith cannon. n is the
number of cannons.

2.3 Case Indexing for ANN

In RTS games, one problem is that the long execution time of an optimization algo-
rithm is unacceptable. To overcome this problem, we trained ANN using case indexing
to speed up the whole process of optimization. Pal and Shiu [17] stated three princi-
pal advantages of using neural network to index cases compared with other traditional
indexing methods, such as B+-tree, R-tree, and Bayesian Model. ANN first improves
the case searching and retrieval efficiency. Secondly, it is very robust in handling noisy
case data with incomplete or missing information which is the situation of strategy
game. Finally, it is suitable for accumulating data in RTS games.

In our simulation, the PSO-obtained best solution of cannon placement in a given
battlefield was used as a case input to ANN. It was supposed that every point of the
best case had a circle range with a radius. The points in the circle were encoded as
”-1” or ”1”. Then an encoding string was formed, where ”-1” represents the barrier,
”1” represents the open area and the final digit of the code,’d’ represents the distance
between the central point and the defense base. For example (Figure 4), eight points
around Point A in the circle will be encoded as ”-1” or ”1”. The 9-bit code string of
Point A, [-1 1 -1 -1 -1 -1 1 -1 d], is used as the input of ANN. It is noted that Point A
will not be counted into the code string.

The network used in this study consisted of three layers, i.e. input layer, hidden layer,
and output layer. The code string was the input of ANN. The number of the hidden layer
was calculated as the square root of the length of the code string in back-propagation
(BP) model neural network structure. In the above example, the number of the hidden
layer is

√
9=3. The output of ANN was the probability of the central point to set up

cannon. The higher value means the better location for setting up cannon.
The equation of the best location function (Eq. 5) is defined based on the relationship

among the current landscape, the cannon locations obtained by PSO, and the distance
to the defense base.

f(A) =
N∑

k=1

e−
(A1−Kk1)2+(A2−Kk2)2

r (5)

where f(A)is the best location function of Point A. (A1, A2) is the coordinate of Point
A. N is the total number of cannons. (Kk1, Kk2) is the coordinate of cannon k, and r is
a power decay coefficient for controlling the spread of f(A) shown in Figure 3.
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Fig. 3. Power decay coefficient

Fig. 4. Illustration of encoding of Point A for input to ANN

The code string and the best location value of each point in the PSO-obtained case
were employed as input and output, respectively, to train the network. The ANN training
was using BP and log-sigmoid output function. Then, the weight values of the hidden
layer were settled. In a new battlefield map, the trained ANN quickly output the prob-
ability of each point to set up cannon when the surrounding terrain of the point was
similar to the given battlefield in which the best case was obtained using PSO. Finally,
the optimum cannon placement in the new battlefield map was obtained using ANN.

3 Resutls

Our simulations were performed using a computer with 2.1GHz CPU and 2 GB RAM
under Windows XP. MathWorks Matlab 7.0 was used as the simulation tool.

3.1 Fitness in Different Generations

In our simulation, the evaluation function was based on the damage created on the en-
emy. Therefore, the fitness function is defined to be proportional to this damage value.
Figure 5 shows the damage values as a function of generations measured in different
maps. During the simulations, it was found that the damage value converged at approx-
imately 50 generations. Figure 6 shows the final cannon placement in different maps
after 100 generations. It is clearly seen that most of the cannons are placed in canyons,
in which the cannons can make high damage to the enemy.
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Fig. 5. Damage of the PSO-obtained cannons to the enemy as a function of generation in different
maps

Fig. 6. PSO-obtained cannon placement in five battlefield maps

3.2 Execution Time of PSO and Training and Execution Time of ANN

Table 1 lists the execution time of PSO, the training time of ANN and the execution time
of ANN for different maps. The maximum execution time of PSO is up to 360 seconds,
which is obviously unacceptable for RTS games. With the application of case indexing
for ANN, neural network could learn from the past experience (the PSO optimization
result as case indexing) to speed up the searching process. After ANN training (ap-
proximately 30 seconds), our machine learning component became very useful. ANN
could place the cannons in a new battlefield within less than 0.05 seconds that meets
the requirement of RTS games. Figure 7A shows the points with the higher probability
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Table 1. Execution time of PSO, training time of ANN, and execution time of ANN (Cannon
number: 7, Population size: 50, Generation number: 100; ANN model: BP)

Map Execution Training Execution
time time time

of PSO (s) of ANN (s) of ANN(s)
1 canyon 126.3 26.0 0.03
2 canyons 132.6 26.2 0.03
3 canyons 322.1 30.3 0.04
4 canyons 309.0 28.7 0.04
random 360.0 18.3 0.02

Fig. 7. (A) The points with higher probability (≥0.5) predicted by ANN. The value of probability
displayed in the map equals to probability×10. (B) Final cannon placement obtained by ANN
and the best path travelled by enemy with minimum damage.

Table 2. Training time and recalling time of BP and RB ANN models (Cannon number: 7, Pop-
ulation size: 50, Generation number: 100)

Neural Training Recalling
network time of time of
system ANN (s) ANN (s)

BP 21.5 0.02
RBF(NEWGRNN) 17.8 0.02

RBF(NEWRB) 10.9 0.04
RBF(NEWRBE) 12.4 10.2

of setting up cannons predicted by ANN. Figure 7B shows the final cannon placement
and the best path that the enemy travels with minimum damage.

3.3 Training and Recalling Time of BP and RB networkN

BP and Radial Basis (RB) network models have been commonly used in neural net-
work systems. In our MATLAB simulations, three RB functions (RBF), NEWGRNN,
NEWRB and NEWRBE, were used to design RB network. Figure 8 shows similar
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Fig. 8. Cannon placement obtained by ANN. (A) BP network; (B-D) RB networks using NEW-
GRNN (B), NEWRB (C) and NEWRBE (D) function.

results of cannon placement using BP and RBF. The main difference is in the train-
ing time and recalling time. In Table 2, RB network models show an improvement in
the training time of ANN with a range from 17% to 49%. Previous study of Wang and
He [18] reported a 10% improvement in Text Classification. It is shown that RB net-
works have a better improvement in comparison with BP. However, the recalling time
of RB networks is averagely much more than that of BP. The difference in the recalling
time may be a heavy workload as RTS games need to complete each game cycle in
every 0.02 to 0.03 seconds. Therefore, we suggest using BP for RTS games due to its
faster recalling time.

4 Conclusion

In this study, PSO is employed to optimize the placement of cannons to defend the
enemy attack. The execution time of PSO (> 100 seconds) is unsatisfied for RTS game.
We proposed a hybrid PSO-ANN method using the result of PSO as a case indexing
of past experience to train ANN. After the training (approximately 30 seconds), ANN
can quickly obtain the cannon placement within 0.05 seconds. Experimental results
demonstrated that this case indexing method using PSO and ANN efficiently speeded up
the whole process to satisfy the requirement in RTS game. Compared with RB network
models, BP model with a faster recalling time and similar performance is suggested in
RTS games.
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SK-974 01 Banská Bystrica, Slovak Republic

2 Department of Mathematics and Informatics, University of Novi Sad, Serbia

Abstract. Starting with a collection of closure systems each of which
is associated to an element of a given set X, we construct a lattice L

and an L-fuzzy relation on X, such that its fuzzy blocks are precisely
the given closure systems.

AMS Mathematics Subject Classification (2000): primary 03B52, 03E72;
secondary 06A15.

Keywords and phrases: lattice-valued fuzzy set, lattice-valued fuzzy
relation, block, cut.

1 Introduction

As it is known in the classical theory of relations, a block of a binary relation
on a domain X is its subset associated to an element x of X : it contains all
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called dominating classes. The best known are fuzzy partitions, arising from fuzzy
equivalences (investigated by e.g., De Baets, Mesiar, Montes, Couso, Gil, [1,7,8],
and by many others). For more papers about relational blocks, see references in
the cited articles and books. Let us mention also the book [2] by Belohlavek, which
provides a comprehensive introduction to fuzzy (lattice valued) relations.

In the present paper we deal with lattice-valued binary fuzzy relations. Due to
our cutworthy approach, the co-domain of all fuzzy structures here is a complete
lattice. Our aim is to investigate fuzzy blocks of an arbitrary fuzzy relation. Being
fuzzy sets on the same domain, these blocks uniquely determine a family of subsets
of the domain - its cuts. This family is a closure system under set inclusion.

In dealing with the opposite construction, we are motivated by the following
real life problem. Suppose that each member of some group of persons is, by some
preference, associated to several groups of other members of the same group. It
is obviously a closure system on this group of people. Hence, there are as much
closure systems on the group, as there are people in it. Now the problem is to
determine a lattice, and a fuzzy (lattice valued) relation which connects all these
closure systems. In addition, the cuts of the blocks of this relation should be the
starting closure systems.

This problem is solved by the construction presented in the present article.

2 Preliminaries

If ρ is a binary relation on a set X , ρ ⊆ X2, then for x ∈ X we denote by ρ[x]
the subset of X defined by

ρ[x] := {y ∈ X | (x, y) ∈ ρ}. (1)

The set ρ[x] is called the x-block of ρ.
The following lemma is straightforward.

Lemma 1. If ρ =
⋂

i∈I ρi, then ρ[x] =
⋂

i∈I ρi[x].
A complete lattice is a partially ordered set (L,≤) whose every subset has
a least upper bound (join, supremum) and a greatest lower bound (meet, infi-
mum) under ≤. A complete lattice has the top and the bottom element, denoted
respectively by 1 and 0.

Lattices and related topics are presented e.g., in book [3].
A fuzzy set μ : X → L is a mapping from a non-empty set X (domain) into a

complete lattice L (co-domain). According to the original definition L is the unit
interval [0, 1] of real numbers (which is a complete lattice under �). However,
we consider a complete lattice L in a more general setting and sometimes we use
the term L-fuzzy set, or lattice-valued (fuzzy) set [4].

A mapping R : X2 → L (a fuzzy set on X2) is a fuzzy (L-fuzzy, lattice-
valued) relation on X .

If μ : X → L is a fuzzy set on a set X then for p ∈ L, the set

μp := {x ∈ X | μ(x) � p}
is a p-cut, or a cut set, (cut) of μ. More about cutworthy approach to lattice-
valued fuzzy structures can be found in [9,10,11].
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3 Results

Let R : X2 → L be an L-valued binary relation on a set X . For every x ∈ X ,
the fuzzy x-block (x-block) of R is the L-valued set R[x] : X → L, defined by

R[x](y) := R(x, y), for each y ∈ X. (2)

Observe that we use the same name for the crisp x-block of a crisp relation
(given by (1) above); still it is clear from the context which of these notions is
used. We refer to blocks of R, meaning x-blocks, where x runs over all x ∈ X .
Being an L-valued set on X , every x-block of R determines a collection of crisp
subsets of X , its cuts.

Our main result is the following.

Theorem 1. Let X be a nonempty set and for each x ∈ X let Rx be a collection
of nonempty subsets of X closed under set intersection and containing X . Then
there is a lattice L and an L-valued relation R on X , such that for every x ∈ X ,
Rx is the collection of nonempty cuts of a relational block R[x].

First we describe a construction of the lattice L and of the corresponding L-
valued relation R, and then we prove the theorem by showing that the con-
structed relation fulfills the requirements.

Let X be a nonempty set. By assumption of the theorem, for every x ∈ X ,

Rx = {Ux
i | i ∈ I}

is a family of subsets of X which is closed under set intersection and which
contains X as a member. Observe that the cardinality of each family is the
same, card I; in addition, some sets in the same family may be equal.

The construction
A Starting with Rx, for each x ∈ X define the following collection of subsets

of X2:

Rx := {Ux
i ⊆ X2 | i ∈ I} where for every i ∈ I, Ux

i := {(x, u) | u ∈ Ux
i }.

In other words, Rx is obtained in such a way that each element u of every set
in Rx is replaced by the ordered pair (x, u).

B Construct a collection of ordinary (crisp) relations {ρi | i ∈ I}, so that
for every i ∈ I

ρi :=
⋃

x∈X

{Ux
i | Ux

i ∈ Rx}.

C Construction of the lattice L:

L := (C, �),

where C := ̂{ρi | i ∈ I}, and the ”hat” means that {ρi | i ∈ I} is completed by
adding to this collection all missing set intersections of its relations; the order
� is the dual of set inclusion.1

1 In lattice-theoretic terms, Dedekind-McNeille completion of the poset ({ρi | i∈I},⊆)
is constructed, and its dual is taken to be the lattice L.
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D Define the relation R : X2 → L by

R(x, y) :=
⋂

{ρ ∈ C | (x, y) ∈ ρ}.

In the following lemma, we assume that all objects defined above, from X to C
and R are given.

Lemma 2. Let ρ ∈ C and x ∈ X . Then the following holds:
(i) The x-block of ρ, if it is not empty, belongs to the family Rx, namely:

ρ[x] ∈ Rx.
(ii) {u ∈ X | ⋂{σ ∈ C | (x, u) ∈ σ} ⊆ ρ} = ρ[x].

Proof. (i) Observe that either ρ = ρi for some i ∈ I, or ρ =
⋂{ρj | j ∈ J ⊆ I}.

In the first case,
ρ = ρi :=

⋃
x∈X

{Ux
i | Ux

i ∈ Rx}.

ρi[x] = {u ∈ X | (x, u) ∈ ρi}.
Further, ρi[x] = {u ∈ X | (x, u) ∈ Ux

i }.
(x, u) ∈ Ux

i is equivalent with u ∈ Ux
i .

Therefore,
ρi[x] = Ux

i (3)

and ρ[x] = ρi[x] ∈ Rx.
Now, suppose that ρ =

⋂{ρj | j ∈ J ⊆ I}. By Lemma 1, ρ[x] =
⋂{ρj [x] | j ∈

J ⊆ I}. Now we have, ρ[x] =
⋂{Ux

j | j ∈ J ⊆ I}. Since, for every x, Rx is a
family closed under intersection, then ρ[x] ∈ Rx.

(ii) If y ∈ {u ∈ X | ⋂{σ ∈ C | (x, u) ∈ σ} ⊆ ρ, then obviously
⋂{σ ∈ C |

(x, y) ∈ σ} ⊆ ρ, therefore (x, y) ∈ ρ, hence y ∈ ρ[x]. Conversely, if y ∈ ρ[x], then
(x, y) ∈ ρ, therefore ρ belongs to the collection of relations that contain (x, y),
and thus

⋂{σ ∈ C | (x, y) ∈ σ} ⊆ ρ. Hence, y ∈ {u ∈ X | ⋂{σ ∈ C | (x, u) ∈
σ} ⊆ ρ}. �

Proof of Theorem 1. As defined by (2), {R[x] | x ∈ X} is a collection of
L-valued sets on X which are the blocks of R; recall that for x ∈ X and for
every y ∈ X , we have R[x](y) = R(x, y).

To prove the theorem, we show that for each x ∈ X , the collection of nonempty
cuts of R[x] coincides with the family Rx by which we started.

Let x ∈ X , and let R[x]ρ be the cut of the block R[x], for some ρ ∈ C. Now,
R[x]ρ = {u ∈ X | R(x, u) � ρ} = {u ∈ X | R(x, u) ⊆ ρ} =
{u ∈ X | ⋂{σ ∈ C | (x, u) ∈ σ} ⊆ ρ} = ρ[x] ∈ Rx,

by Lemma 2 (ii) and (i), respectively.
Conversely, let Ux

i ∈ Rx. By the fact (3) proved within Lemma 2 (i), ρi[x] =
Ux

i . By Lemma 2 (ii),
ρi[x] = {u ∈ X | ⋂{σ ∈ C | (x, u) ∈ σ} ⊆ ρi} =
{u ∈ X | R(x, u) ≥ ρi} = R[x]ρi .
Hence Ux

i = R[x]ρi . �
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Example. Let X = {a, b, c}.
We start with three collections of subsets of X which are closed under inter-

sections:
{{a}, {b}, {a, b}, {b, c}, {a, b, c}}, {{a}, {a, b}, {a, b, c}}, {{c}, {a, b, c}}.
In order to have families of the same cardinality (five members), we consider

the sets in above collections to be ordered as they are listed, and we repeat the
set {a, b, c} necessary number of times (two and three times in the second and
the third collection, respectively).

Ra = ({a}, {b}, {a, b}, {b, c}, {a, b, c}),
Rb = ({a}, {a, b}, {a, b, c}, {a, b, c}, {a, b, c}),
Rc = ({c}, {a, b, c}, {a, b, c}, {a, b, c}, {a, b, c}).
Relations Ra, Rb and Rc, step A:
Ra = ({(a, a)}, {(a, b)}, {(a, a), (a, b)}, {(a, b), (a, c)}, {(a, a), (a, b), (a, c)})
Rb = ({(b, a)}, {(b, a), (b, b)}, {(b, a), (b, b), (b, c)}, {(b, a), (b, b), (b, c)},

{(b, a), (b, b), (b, c)})
Rc = ({(c, c)}, {(c, a), (c, b), (c, c)}, {(c, a), (c, b), (c, c)}, {(c, a), (c, b), (c, c)},

{(c, a), (c, b), (c, c)}).
Next we construct relations ρ1, . . . , ρ5, as defined in step B: ρ1 = {(a, a)} ∪

{(b, a)} ∪ {(c, c)}; ρ2 = {(a, b)} ∪ {(b, a), (b, b)} ∪ {(c, a), (c, b), (c, c)}; etc. :

ρ1 a b c
a 1 0 0
b 1 0 0
c 0 0 1

ρ2 a b c
a 0 1 0
b 1 1 0
c 1 1 1

ρ3 a b c
a 1 1 0
b 1 1 1
c 1 1 1

ρ4 a b c
a 0 1 1
b 1 1 1
c 1 1 1

ρ5 a b c
a 1 1 1
b 1 1 1
c 1 1 1

Now the missing set intersections of the above relations:
ρ6 = ρ1 ∩ ρ2; ρ7 = ρ3 ∩ ρ4

ρ6 a b c
a 0 0 0
b 1 0 0
c 0 0 1

ρ7 a b c
a 0 1 0
b 1 1 1
c 1 1 1

C = {ρ1, . . . , ρ7}, the lattice L (step C) is in Figure 1.
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Construction of fuzzy relation R : X2 → L (step D):
R(a, a) =

⋂{ρ ∈ C | (a, a) ∈ ρ} = ρ1 ∩ ρ3 ∩ ρ5 = ρ1;
R(b, c) =

⋂{ρ ∈ C | (b, c) ∈ ρ} = ρ3 ∩ ρ4 ∩ ρ5 ∩ ρ7 = ρ7; etc. :

R a b c
a ρ1 ρ2 ρ4
b ρ6 ρ2 ρ7
c ρ2 ρ2 ρ6

.

The blocks of R are defined by the rows of the above table:

R[a] =
(

a b c
ρ1 ρ2 ρ4

)
,

and the corresponding cut sets are: R[a]ρ1 = {a}, R[a]ρ2 = R[a]ρ7 = {b},
R[a]ρ3 = {a, b}, R[a]ρ4 = {b, c}, R[a]ρ5 = {a, b, c}, R[a]ρ6 = ∅. Hence, the
nonempty cuts of R[a] are the sets in Ra.

Analogously, one can check that the collection ofnonempty sets in R[b] coincides
with the family Rb; the same holds for the cuts in R[c] and the sets in Rc. �

4 Conclusion

We have solved the problem of the construction of a relation, if collections of
cuts of it blocks are given. As mentioned, this construction could be widely
applied. Our next task is to investigate properties which should be fulfilled by
the given closure systems, in order that the obtained fuzzy relation possesses
some particular properties, like reflexivity, symmetry, antisymmetry, transitivity
etc.
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Abstract. In this paper we propose a way of handling fuzziness while
mining large data. Clustering Large Applications based on RANdomized
Search (CLARANS) is enhanced to incorporate the fuzzy component.
A new scalable approximation to the maximum number of neighbours,
explored at a node, is developed. The goodness of the generated clusters
is evaluated in terms of validity indices. Experimental results on various
data sets is run to converge to the optimal number of partitions.

Keywords: Data mining, CLARANS, medoid, fuzzy sets, clustering.

1 Introduction

Clustering LARge Applications (CLARA) [1] incorporates sampling in the frame-
work of PAM [1] to make it scalable for handling large data. Again, the results
here remain dependent on the quality of the sampling process undertaken. An effi-
cient variation of CLARA is Clustering Large Applications based on RANdomized
Search (CLARANS) [2], which partitions largedata. It is found to outperformboth
PAM and CLARA [3] in terms of accuracy and computational complexity, and can
handle outliers. However, since all the three clustering algorithms are designed to
generate crisp clusters, they fare poorly when modeling overlapping clusters.

Fuzzy sets [4] constitute the oldest and most reported soft computing
paradigm [5]. These provide soft decision by taking into account characteris-
tics like tractability, robustness, low cost, etc., and have close resemblance to
human decision making. They are well-suited to modeling different forms of un-
certainties and ambiguities, often encountered in real life. The concept of fuzzy
membership μ, lying in [0, 1], allows the simultaneous finite belongingness of a
pattern to two or more overlapping clusters.

In this article we propose a novel fuzzy clustering algorithm, Fuzzy CLARANS
(FCLARANS), that performs efficiently on large data. It incorporates the con-
cept of fuzzy membership onto the framework of CLARANS for manoeuvering
uncertainty in the context of data mining. Cluster validity indices, like Davies-
Bouldin (DB) [6] and Xie-Beni (XB) [7], are used to evaluate the goodness of
the generated partitions. Note that, unlike DB, the index XB incorporates fuzzy
membership in its computations. The clustering algorithms compared here are
hard c -means (HCM), fuzzy c - means (FCM), fuzzy c - medoid (FCMd), and
CLARANS.
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The performance on various data sets demonstrates that the proposed Fuzzy
CLARANS always converges to the lowest value for both the indices DB and
XB at an optimal number of clusters. The cost function of CLARANS is fuzzified
using membership values. A new scalable approximation is developed to compute
the maximum number of neighbours being explored at each node. It also helps
to eliminate user-defined parameters in the expression.

The rest of the paper is organized as follows. Section 2 describes the preliminar-
ies, like algorithms CLARANS and the clustering validity indices DB and XB.
Then we move to the proposed Fuzzy CLARANS in Section 3. The experimental
results are presented in Section 4. Finally, Section 5 concludes the article.

2 Preliminaries

In this section we describe some of the basic concepts like algorithms CLARANS
[2],and clustering validity indices.

2.1 CLARANS

Large datasets require the application of scalable algorithms. CLARANS [2] draws
a sample of the large data, with some randomness, at each stage of the search. Each
cluster is represented by its medoid. Multiple scans of the database are required by
the algorithm. Here the clustering process searches through a graphG, where node
vq is represented by a set of c medoids (or centroids) {mq

1, . . . ,m
q
c}. Two nodes

are termed as neighbors if they differ by only one medoid, and are connected by
an edge. More formally, two nodes v1 = {m1

1, . . . ,m
1
c} and v2 = {m2

1, . . . ,m
2
c}

are termed neighbors if and only if the cardinality of the intersection of v1 and v2

is given as card(v1⋂ v2) = c − 1. Hence each node in the graph has c ∗ (N − c)
neighbors. For each node vq we assign a cost function

Jq
c =
∑

xjεUi

c∑
i=1

dq
ji, (1)

where dq
ji denotes the dissimilarity measure of the jth object xj from the ith clus-

ter medoid mq
i in the qth node. The aim is to determine that set of c-medoids

{m0
1, . . . ,m

0
c} at node v0, for which the corresponding cost is the minimum as com-

pared to all other nodes in the tree.
Note that the maximum number of neighbors is computed as

neigh = p% of {c ∗ (N − c)}, (2)

with p being provided as input by the user. Typically, 1.25 ≤ p ≤ 1.5 [2].

2.2 Validity Indices

There exist validity indices [8] to evaluate the goodness of clustering, corre-
sponding to a given value of c. Two of the commonly used measures include the
Davies-Bouldin (DB) [6] and the Xie-Beni (XB) [7] indices.
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The DB index is a function of the ratio of sum of within-cluster distance to
between-cluster separation. It is expressed as

DB =
1
c

c∑
i=1

maxk �=i
diam(Ui) + diam(Uj)

d′(Ui, Uj)
, (3)

where the diameter of cluster Ui is diam(Ui) = 1
|U|i
∑

xj∈Ui
||xj − mi||2. The

inter-cluster distance between cluster pair Ui, Uj is expressed as d′(Ui, Uj) =
||mi − mj ||2. DB is minimized when searching for the optimal number of
clusters c0.

The XB index is defined as

XB =

∑N
j=1
∑c

i=1 μ
m′
ij dji

N ∗mini,j d′(Ui, Uj)2
, (4)

where μij is the membership of pattern xj to cluster Ui. Minimization of XB is
indicative of better clustering, particularly in case of fuzzy data. Note that for
crisp clustering the membership component μij boils down to zero or one.

3 Fuzzy CLARANS

In this section we describe the proposed algorithm Fuzzy CLARANS
(FCLARANS). Here fuzzy membership is incorporated in the framework of
CLARANS. This enables appropriate modeling of ambiguity among overlapping
clusters. A pattern is allowed finite, non-zero membership μij ∈ [0, 1] to two
or more partitions. The distance component is weighted by the corresponding
membership value, analogously to FCM and FCMd.

The hybridization allows the modeling of uncertainty in the domain of large
data. Although the computational complexity is higher than that of CLARANS,
yet the performance is found to be superior for the optimal partitioning, as
evaluated in terms of clustering validity indices. It is interesting to observe that
fuzzy clustering in FCLARANS boils down to the crisp version in CLARANS,
when μij ∈ {0, 1}.

The cost of a node, as defined in eqn. (1), is now modified to

Jq
fc =

N∑
j=1

c∑
i=1

(μq
ij)

m′
dq

ji. (5)

We chose m′ = 2 [9] after several experiments. The membership at node vq is
computed as μq

ij = 1∑
c
k=1

(
d

q
ji

d
q
jk

) 2
m′−1

.

We observed that the value of neigh = p% of {c∗(N−c)} [as in CLARANS,
eqn. (2)] turns up to be very high for large data having N ≥ 10, 000. This in-
creases the computational burden. We, therefore, propose a new scalable approx-
imation expressed as

neigh = c2 log2(N − c). (6)
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Fig. 1. Variation of neigh (by the two expressions) with N , intersecting at Ncross, for
cluster numbers (a) c = 2 and (b) c = 7

A study of its behaviour is provided in Fig. 1, with respect to the previous
expression [eqn. (2)]. We are, as a result, able to eliminate the user-defined
parameter p while also reducing computational time of the algorithm. The new
eqn. (6) has been employed in this article for experiments involving large datasets
(N ≥ 10, 000). Note Figs. 1(a)-(b),the expressions for neigh [by eqns. (2) and
(6)] intersect each other.

4 Experimental Results

The performance of the algorithm Fuzzy CLARANS was tested on various data
sets. The goodness of the partitions was evaluated in terms of cluster valid-
ity indices DB and XB. Comparative study was made with related clustering
algorithms like HCM, FCM, FCMd, and CLARANS.

We used a synthetic dataset (Set1), and three real datasets Magic gamma,
Shuttle and Forest Cover. Average results were reported over five runs.

4.1 Set 1

The data contains three clusters, each with 100 randomly generated patterns.
The two-dimensional scatter plot of Fig. 2 depicts the patterns lying within cir-
cles of unit radius, each having different centers. A lot of overlapping is artificially
introduced.

Table 1 establishes that DB and XB are minimum for Fuzzy CLARANS for
the correct number of three partitions. Although FCM generates the globally
least value for XB, yet the partitioning is incorrect at c = 5. On the other
hand, FCMd also provides best result in terms of both the indices. However,
algorithm FCLARANS is able to model the overlapping partitions in a better
manner.
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Fig. 2. Data Set1

Table 1. Average comparative performance on synthetic data

Algorithm c=2, neigh=12 c=3, neigh=18 c=4, neigh=24 c=5, neigh=30
DB, XB DB, XB DB, XB DB, XB

HCM 0.70, 0.35 0.51, 0.28 0.49, 0.28 0.45, 0.26
FCM 0.76, 0.27 0.54, 0.20 0.56, 0.18 0.48, 0.14
FCMd 1.36, 0.40 1.24, 0.31 1.60, 0.32 1.64, 0.37
CLARANS 0.68, 0.34 0.75, 0.42 0.83, 0.55 0.55, 0.42
FCLARANS 0.72, 0.26 0.72, 0.23 0.85, 0.28 0.76, 0.31

Table 2. Performance of FCLARANS on large datasets

Clusters 2 3 4 5 6 7 8
DB,XB DB,XB DB,XB DB,XB DB,XB DB,XB DB,XB

Dataset (neigh) (neigh) (neigh) (neigh) (neigh) (neigh) (neigh)
Magic 0.40, 1.44 0.70, 2.17 0.99, 3.14 1.10, 2.45 0.82, 1.69 0.81, 1.73 0.83, 2.04
gamma (57) (128) (228) (356) (512) (697) (910)
Shuttle 1.61, 4.23 1.11, 2.71 1.84, 4.31 2.60, 4.97 2.51, 4.41 1.10, 2.63 2.34, 4.11

(64) (143) (254) (396) (570) (776) (1013)
Forest 0.05, 1.73 0.07, 2.07 0.10, 2.34 0.15, 3.31 0.09, 1.60 0.08,1.43 0.14, 2.54
cover (77) (173) (307) (479) (690) (939) (1226)

4.2 Large Data

The large data were taken from the UCI Machine Learning Repository.The magic
gamma telescope data 2004 is made up of 19,020 instances, with ten features
and two classes (gamma signal and hadron background). The Shuttle data (stat-
log version) consists of 58,000 measurements corresponding to seven classes,
viz., Rad flow, Fpv close, Fpv open, High, Bypass, Bpv close, Bpv open. There
are nine numerical attributes. The Forest cover data consists of 5,81,012 in-
stances. There are 10 numeric-valued attributes, with seven kinds of forest cover
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corresponding to spruce/fir, lodgepole pine, ponderosa pine, cottonwood/willow,
aspen, douglas-fir and krummholz.

Table 2 provides the clustering results with FCLARANS on these three
datasets. We observe that the minimum values for DB and XB always cor-
respond to the correct number of clusters.

5 Conclusions

We have developed a new algorithm Fuzzy CLARANS, by incorporating fuzzi-
ness in CLARANS while clustering of large data. The cost function is weighted
by fuzzy membership. A scalable approximation to the maximum number of
neighbours, explored at a node, has been designed. It helps in reducing the
computational time for large data, while eliminating the need for user-defined
parameters. The goodness of the generated clusters has been evaluated in terms
of the Davies Bouldin and Xie Beni validity indices. Results demonstrate the
superiority of Fuzzy CLARANS in modeling overlaps, particularly in large data.
The algorithm is found to converge to the optimal number of partitions.
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Abstract. A neuro-fuzzy clustering framework has been presented for
a meaningful segmentation of Magnetic Resonance medical images. MR
imaging provides detail soft tissue descriptions of the target body ob-
ject and it has immense importance in today’s non-invasive therapeutic
planning and diagnosis methods. The unlabeled image data has been
classified using fuzzy c-means approach and then the data has been used
for training of an Elman neural network. The trained neural net is then
used as a ready-made tool for MRI segmentation.

Keywords: Medical Image Segmentation, Neuro-Fuzzy, Elman Recur-
rent Neural Network (ERNN).

1 Introduction

Medical image segmentation provides the basis for any kind of high-level
image analysis and subsequent therapeutic and diagnostic planning. Medical
images in general contain considerable uncertainty, unknown noise, limited spa-
tial resolution, poor contrast and non-uniform intensity distribution leading to
difficulties with segmentation [1]. Among them noise removal is a challenging
task and makes segmentation approach unstable. Segmentation on the basis of
spatial information can smooth out acquisition noise as well as reduce classifica-
tion ambiguities. Here we have proposed a semiautomatic segmentation strategy
incorporating cognitive computational ability of two well-known soft comput-
ing approaches, namely, fuzzy and neural network (NN) models, that is purely
data-driven and self organized approach. It is done primarily by identifying the
characteristic properties of the unlabeled image feature space composed of gray
levels of each voxel; then by an artificial neural network (ANN) with the labeled
feature space. The information obtained from the unsupervised fuzzy clustering
is used to train the subsequent supervised clustering approach. This is achieved
by applying a fuzzy c-means approach as unsupervised clustering (UC) and
a recurrent neural network model as supervised clustering (SC). Dynamically
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Fig. 1. (a) DFD and Process flow diagram of the segmentation approach and (b) State
flow diagram of a recurrent neural network

driven recurrent neural structures can capture both the temporal as well as spa-
tial information distribution patterns making it a suitable device to represent
state-space configuration for dynamic nonlinear systems and adaptive prediction
of function parameters. The Levenberg-Marquardt (LM) algorithm is used as the
backpropagation (BP) optimization strategy of the used recurrent network. The
method is basically a nonlinear least square minimization algorithm with a blend
of gradient descent and Gauss-Newton iterative methods. The outcomes of the
segmentation were visually verified and compared with predefined pathologically
tested segmented data by practising radiologists.

2 Fuzzy Segmentation of MR Images

In a fuzzy segmentation, each pixel is assigned a membership value for each of
the c regions. This forms a matrix U that partitions the image. Considering
the membership values of each pixel we often obtain more accurate estimates of
region properties. But this approach assigns pixels to more than one region and
regions do not preserve the connectivity property of segmentation which “tear up
tissue classes” into medically incorrect regions. This problem can also be solved
either by hardening each column of U with suitable hardening function [2] or
by assigning fuzzy colors to each pixel by mixing c basic colors in proportion
to their memberships. Colors can be selected as per the subject matter of the
image or by some pre-established expectations in the medical community.

3 Unsupervised Fuzzy Clustering

Fuzzy clustering can handle the uncertainty and imprecision better than the
deterministic or statistical approaches. Among the various fuzzy soft computing
approaches, fuzzy c-means (FCM) model and algorithm family is most popular
and well-developed least square model. A generalized model of optimization can
be defined in terms of an objective function Jm as [2]:

min︸︷︷︸
(u,v)

{
Jm (U, V,w) =

c∑
i=1

n∑
k=1

um
′

ik d
2
ik +

c∑
i=1

wi

n∑
k=1

(1− uik)m
′
}

(1)
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Where U=[uik], a c× n matrix, is the c-partition of the object data X =
{x1, . . . , xn} ⊂ RP , m

′ ≥ 1 is a measure of fuzziness, dik is a Euclidian dis-

tance function and um
′

ik is the membership measure of kth data object to ith

cluster. V = (v1, v2, · · · vc) ∈ Rcp; vi ∈ Rp, is the centroid vector of the
clusters and w = (w1, w2, · · ·wc)

T ; wi ∈ R+, is the weighting vector and for
FCM wi = 0 ∀i. The distance between xk and cluster centre vi can be expressed
as:

dik = d (xk − vi) =

⎛⎝ m∑
j=1

(xkj − vij)
2

⎞⎠1/2

(2)

in m space. For FCM, membership value uik and the centre vij can be expressed
as:

u
(r+1)
ik =

⎛⎝ c∑
j=1

(
d
(r)
ik

d
(r)
jk

) 2

(m
′−1)
⎞⎠(−1)

∀i, k for Ik = Φ, u
(r+1)
ik = 0 ∀i, iεIk (3)

and vij =
∑n

k=1 u
m

′

ik x
j
k∑n

k=1 u
m′
ik

∀i,m′
> 1,
∑
iεIk

u
(r+1)
ik = 1 (4)

With a suitable guess of the initial partition matrix and a convergence limit
εL the above expressions of u and v can be solved using iterative optimization
technique as suggested by [3]. To monitor the singularity of the denominator, d(r)

jk

, of the membership function u(r+1)
ik the method proposes a bookkeeping system

Ik and Ik to keep a track of null values of d(r)
jk . Ik = {i|2 ≤ c < n; dr

ik = 0} is
the set of null distance from the kth feature point to the cluster centers and
Ik = {1, 2, · · · c} − Ik.

4 The Recurrent Neural Network

A schematic representation of the state-space model of a batch recurrent neural
network (RNN) model is depicted in Fig. 1(b). The hidden layer neurons consti-
tute the state of the network and the output of the hidden layer is fed back to the
input layer through context unit. The input of the model consists of inputs from
the given pattern and the context units. Following this general configuration of
dynamic behaviour of recurrent network, with Rm and Rp as input and output
space, may be described by the following two equations:

a(t+ 1) = f
(
wa

hxt + wb
cat + bh

)
(5)

y(t) = g
(
wa

yat + by
)

(6)

where wa
h : (m× n) is a synaptic weight matrix of the hidden layer S(n×1) and

input layer R(m×1) : X = {xi : i = 1 · · ·m}. Bias vectors bh : (n× 1) and by :
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(p× 1) are connected to the hidden layer and the output layer respectively. Input
layer R(m×1) providesXm input in conjunction with a(t−1) from the context unit
to the hidden layer. wb

c : (m× n) is the synaptic weight matrix of n neurons of
the hidden layer and is connected to the feedback signals from the context unit.
Linear layer Y(p×1) with synaptic matrix wa

y : (n× p) and bias by generates
desired output y(t). The process function f : (Rm → Sn) is a diagonal mapping
of state-space into itself for some memoryless component-wise nonlinearity f :
(R→ R). The measurement function g : (Sn → Y p) is a linear mapping of Sn

space to output space Y p.

4.1 Training Procedure

The training procedure of the ERNN [4] is implemented by transfer functions (f,
g), free parameters (w,b) and backpropagation optimization strategy. All of these
form the basis for the approximation of a mapping function f : Rm→Rp, and x→y=
f(x) for a training data setXm = {(xi, yi) , i = 1 · · ·m} , where n is the number of
sample pattern. While selecting these parameters, the generalizationof the trained
network with respect to the unknown test data was kept in mind and selected ac-
cordingly. As a transfer function we have used hyperbolic tangent sigmoid function
(f) and linear function (g). The tangent sigmoid function can accept any value be-
tween plus and minus infinity and can transform them into the range –1 to +1.
To have a fast and memory efficient error back propagation training method we
have used Levenberg-Marquardt nonlinear least square minimization algorithm
with a memory reduction factor of magnitude 2. Given a set of training samples
{x (k) , y (k) 1 ≤ k ≤ n} the error backpropagation training begins by feeding all
n inputs through the multilayer neural network model and computing the corre-
sponding output {z (k) 1 ≤ k ≤ n}. Then a sum of square error can be written as:

S(w) =
k∑

k−1

(y(k)− z(k))2 (7)

=
k∑

k−1

(y(k)− (f(x(k)wh(k)bh(k)) + g(h(k)wy(k)by(k))))
2 (8)

where wh and wy are weightage vectors corresponding to the kth input vector.
In each iteration wh and wy are replaced by a new estimation (wi + δ) : i = h, y
and δ is approximated by Levenberg-Marquardt optimization method.

4.2 Optimization Method Using LM Algorithm

As an optimization technique we have used the Levenberg-Marquardt algorithm
as it outperforms simple gradient descent and other conjugate gradient methods
in a wide variety of problems. It can be seen that simple gradient descent and
Gauss-Newton optimization are complementary in the advantages they provide.
Levenberg algorithm is based on this observation and is written as:

wi+1 = wi − (H − μI)−1
JT e (9)
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where Hessian matrix H is evaluated at wi and e is the vector of network errors.
The Jacobian matrix contains first derivatives of the network errors with respect
to the weights and biases:

J(w) =
δej

δwi
where 1 ≤ j ≤ p and 1 ≤ i ≤ m (10)

for a performance function f: Rm→Rp defined as f(x) = 1/2||e(x)||2. When μ is
zero, the algorithm is just a newton’s method and when large, this shows gradient
descent behaviour with very small step size. To speed up the convergence in the
direction of small gradient Marquardt replaced the identity matrix with the
diagonal of H (Eq. 11). This incorporates a large movement along the directions
of smaller gradient.

wi+1 = wi − (H + μ diag|H |)−1JT e (11)

where μ is the learning rate. Since H is proportional to the curvature, wi will
have a large step in the direction with low curvature and small step in the direc-
tion with high curvature [5]. The Levenberg-Marquardt function is used with a
memory reduction factor of two by dividing Hessian as a linear combination of
two Jacobians J1 and J2:

H = JT
1 J1 + JT

2 J2 (12)

Fig. 2. Original MRI (a) with FCM (b) and Elman NN (c) segmented images

5 Experiments and Results

The study has been done on transaxial MR-T2 images (Fig. 2(a)). The image
is a 256×256×3 RGB image with voxel dimension 1×1×3 mm3. The image has
been taken from the Harvard Medical School “the whole brain image atlas” image
database. Initially, image pixels are (visually) classified into four clusters namely
GM, WM, CSF and non-brain matter (cranium and mandible). At the outset
we have randomly selected a number of pixels and divided them into training
data set and checking data set. The training data set pixels are first classified
into four classes by an unsupervised fuzzy clustering (UC) technique. Then the
data points are divided into four regions or classes and assigned appropriate
membership values corresponding to each of the four classes. Model is trained
using a randomly selected n number of training and membership values to each
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class. This simulation process continues by adjusting different NN parameters till
the model reaches the required given accuracy level. After successful convergence,
the trained NN engine is verified with the check-data set and their corresponding
classes. Once the NN is ready, it can be used to determine the membership values
of any input data from the given test images. Visually, the accuracy can be
verified by comparing the membership graph of the NN model and the UC model
but to confirm the desired accuracy level, a regression analysis has been done
between the network response and the corresponding targets. The correlation
coefficient we get is almost a unity. In the comparative study of Elman, Back
Propagation and Radial Basis Function [6] neural network models, we have found
that in a normalized environment Elman model takes least number of epochs
(olny 12 compared to 244 and 125 epochs of BP and RBF respectively) to reach
the given goal of accuracy and the simulation is also within the acceptable range
(Fig. 2(c)).

6 Conclusion

In this article a neuro-fuzzy model has been proposed to deal with the MR
medical image segmentation. This model can provide a robust and stable seg-
mentation solution over the intrinsic uncertainty of any MR image. The SC
model performs segmentation on the basis of trained activation function with
the help of labeled data as identified by the unsupervised method. Quantitative
performance and visual comparisons clearly demonstrate the superiority of the
combined method. Furthermore, we have found that this proposed segmentation
model does not require image preprocessing as the supervised model trains up
the activation function with a very large number of labeled data that minimizes
the chance of influence of noise components and inhomogeneity, if any, in the
image.
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Department of Mathematics and Informatics, University of Novi Sad, Serbia

Abstract. Weak fuzzy (lattice valued) equivalences and equalities are
introduced by weakening the reflexivity property. Every weak fuzzy equiv-
alence relation on a set determines a fuzzy set on the same domain. In ad-
dition, its cut relations are crisp equivalences on the corresponding cut
subsets. Analogue properties of weak fuzzy equalities are presented. As an
application, fuzzy weak congruence relations and fuzzy identities on alge-
braic structures are investigated.
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1 Introduction

Fuzzy equivalence relations belong to the most important notions of fuzzy struc-
tures. These were investigated from the beginning of fuzzy era. Instead of citing
numerous relevant papers we refer to the book of Bělohlávek [2], in which an ex-
tensive list of references is provided. The notion of fuzzy equality was introduced
by Höhle ([11]) and then used by many others. In several papers, see e.g. [7,8],
Demirci considers particular algebraic structures equipped with fuzzy equality
relation, see also [4]. Bělohlávek (see [2], references there, and recent paper with
Vychodil [3]) introduces and investigates algebras with fuzzy equalities.

Our approach in the present paper is cutworthy in the sense that cut sub-
structures preserve crisp fuzzified properties. Due to this reason, the co-domain
of our structures and relations is a fixed complete lattice, without additional
operations. Differences of our approach and the foregoing mentioned ones is
commented in the concluding section.

We introduce the notion of weak equivalence relation by weakening the reflex-
ivity property. In this way, we obtain relations which determine fuzzy subsets on
the same domain. In addition, the cut relations are precisely fuzzy equivalences
on the cuts of the mentioned fuzzy set. In the case of weak fuzzy equality, these
cuts are crisp equalities on the corresponding cut subsets.
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Our applications are situated in fuzzy universal algebra. We define a notion of
fuzzy weak congruence relation on an algebra. It is a fuzzy weak equivalence which
fulfills a substitution property with operations. Then, fuzzy subsets are fuzzy sub-
algebras and cut relations are crisp congruence relations on these subalgebras. Ap-
plying the obtained results, we have got some new results on fuzzy identities.

Although our research is mostly theoretical, we see its importance in real life
applications. It is well known that fuzzy equivalences better model classification
of objects then crisp relations. In case of weak equivalences, these applications,
particulary in pattern recognition, can be even more suitable. This would be the
task of our future investigation.

2 Preliminaries

We present basic notions related to fuzzy (lattice valued) structures and relations.
Let (L,∧,∨,≤) be a complete lattice (for the notions from lattice and order

theory see e.g. [6]).
A fuzzy set μ on a nonempty set A is a function μ : A→ L. For p ∈ L, a cut

set, or a p-cut (sometimes simply a cut) of μ is a subset μp of A which is the
inverse image of the principal ideal in L, generated by p:

μp = {x ∈ A | μ(x) ≥ p}.
Other notions from the basics of fuzzy sets that we use are either defined in the
sequel where they appear, or they can be found in any introductory text about
fuzziness.

An L-valued relation R on A is
reflexive if R(x, x) = 1, for every x ∈ A;
symmetric: R(x, y) = R(y, x), for all x, y ∈ A;
transitive: R(x, y) ∧R(y, z) ≤ R(x, z), for all x, y, z ∈ A.

An L-valued relation R on A is a lattice valued (L-valued) equivalence re-
lation on X if it is reflexive, symmetric and transitive. An L-valued equivalence
relation R on A is an L-valued equality relation if it fulfills the following

R(x, y) = 1 if and only if x = y.

Throughout the paper, L is supposed to be a fixed complete lattice.

3 Lattice Valued Weak Equivalence Relations

An L-valued relation R on A is weakly reflexive if for all x, y ∈ A,

R(x, x) ≥ R(x, y).

An L-valued relation R on A is a weak L-valued equivalence relation on A if
it is weakly reflexive, symmetric and transitive. In particular a weak L-valued
equality R on A is an L-valued equivalence which fulfills also condition

if u �= v, then R(u, v) <
∧

x∈A

R(x, x).
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In the following we demonstrate that each weak L-valued equivalence relation
on a set determines a fuzzy subset on the same domain and we investigate the
connection between the corresponding cut relations and cut subsets.

Theorem 1. If R is a weak L-valued equivalence relation on a set A, then the
mapping μ[R] : A→ L, defined by

μ[R](x) := R(x, x)

is an L-valued subset of A. In addition, for every p ∈ L, the cut relation Rp is a
crisp equivalence relation on the cut subset μ[R]p.

Proof. μ[R](x) is an L-valued subset of A by the definition. Let p ∈ L. x ∈ μ[R]p
if and only if R(x, x) ≥ p, and (x, x) ∈ Rp. Hence, Rp is reflexive. Symmetry and
transitivity of the cut Rp follow directly from the symmetry and transitivity of
fuzzy relation R. �

Particular case of the above claim is obtained for fuzzy weak equalities.

Theorem 2. If R : A2 → L is a lattice valued weak equality on a set A, then
for every p ≥ ∧x∈AR(x, x), the cut relation Rp is a crisp equality on the cut
subset μ[R]p.

Proof. Let p ≥ ∧x∈AR(x, x) and x ∈ μ[R]p. Then, R(x, x) ≥ p and (x, x) ∈ Rp.
Let (x, y) ∈ Rp. Then R(x, y) ≥ p. By the definition of weak L-valued equality,
if x �= y, then R(x, y) <

∧
x∈AR(x, x), hence, x = y, i.e., Rp is a crisp equality

on μ[R]p. �

4 Application in Algebra

4.1 L-Valued Subalgebras

We advance some notions from fuzzy universal algebra, together with their rele-
vant properties; more about crisp analogous properties can be found e.g., in the
book [5].

Let A = (A,F ) be an algebra and L a complete lattice. As it is known, an
L-valued (fuzzy) subalgebra of A is any mapping μ : A → L fulfilling the
following:

For any operation f from F , f : An → A, n ∈ N, and all x1, . . . , xn ∈ A, we
have that

n∧
i=1

μ(xi) ≤ μ(f(x1, . . . , xn)).

For a nullary operation (constant) c ∈ F , we require that μ(c) = 1, where 1 is
the top element in L.

Next, let R : A2 → L be an L-valued relation on A (underlying set of the
algebra A).
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R is said to be compatible with operations on A if for any (n-ary) f ∈ F
and all x1, . . . , xn, y1, . . . , yn ∈ A, we have that

n∧
i=1

R(xi, yi) ≤ R(f(x1, . . . , xn), f(y1, . . . , yn)).

Let E : A2 → L be a fuzzy equality relation on A, which is compatible with op-
erations on A. We call E a compatible L-valued equality on A. Analogously,
we define a weak compatible L-valued equality on A as a weak L-valued
equality on A, which is also compatible with operations on A.

The following facts about cuts of fuzzy subalgebras and of compatible fuzzy
equalities are known.

Theorem 3. Let A be an algebra, L a complete lattice, μ : A → L a fuzzy
subalgebra of A, and E a compatible fuzzy equality on A. Then for every p ∈ L,

(i) the cut μp of μ is a subuniverse of A, and
(ii) the cut Ep of E is a congruence relation on A.

4.2 Weak Lattice Valued Congruences

Theorem 4. If R : A2 → L is a lattice valued weak congruence on an algebra
A, then the mapping μ[R] : A→ L, defined by

μ[R](x) := R(x, x)

is an L-valued subalgebra of A.

Proof. Let A = (A,F ) be an algebra and f an n-ary operation from F , f :
An → A, n ∈ N and let x1, . . . , xn ∈ A.

Then
n∧

i=1

μ[R](xi) =
n∧

i=1

R(xi, xi) ≤ R(f(x1, . . . , xn), f(x1, . . . , xn)) =

= μ[R](f(x1, . . . , xn)). �

Theorem 5. If R : A2 → L is a lattice valued weak congruence on A, then for
every p ∈ L, the cut relation Rp is a congruence relation on the cut subalgebra
μ[R]p.

Proof. Let p ∈ L. It is known from already mentioned facts that the cut relation
Rp is symmetric, transitive and compatible. To prove reflexivity, suppose that
x ∈ μ[R]p. Then R(x, x) ≥ p and (x, x) ∈ Rp. �

As a straightforward consequence of Theorem 2, we present the following prop-
erty of lattice valued compatible weak equalities.

Corollary 1. Let R : A2 → L be a lattice valued compatible weak equality on
A and for x ∈ A, let R(x, x) = p. Then Rp is an equality relation on the cut
subalgebra μ[R]p. �
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4.3 Fuzzy Identities

If E is a compatible L-valued equality on an algebraA, and t1, t2 are terms in the
language of A, we consider the expression E(t1, t2) as a fuzzy identity with
respect to E, or (briefly) fuzzy identity. Suppose that x1, . . . , xn are variables
appearing in terms t1, t2. We say that a fuzzy subalgebra μ of A satisfies a fuzzy
identity E(t1, t2) if for all x1, . . . , xn ∈ A

n∧
i=1

μ(xi) ≤ E(t1, t2). (1)

In the present investigation we additionally consider the case in which the rela-
tion E appearing in formula (1) is a weak compatible L-valued equality on A.
Then also we say that μ satisfies the fuzzy identity E(t1, t2).

Proposition 1. [15] Let A be an algebra satisfying a (crisp) identity t1 = t2
whose variables are x1, . . . , xn. Let also L be a complete lattice, μ : A → L a
fuzzy subalgebra of A, and E a compatible fuzzy equality on A. Then, any fuzzy
subalgebra μ : A→ L satisfies fuzzy identity E(t1, t2).

Theorem 6. [15] Let A be an algebra, L a complete lattice, μ : A→ L a fuzzy
subalgebra of A, and E a compatible fuzzy equality on A. Let also μ satisfies
a fuzzy identity E(t1, t2) in the sense of formula (1). Then for every p ∈ L, if
μp is not empty then the crisp quotient algebra μp/Ep(μp) satisfies the (crisp)
identity t1 = t2.

If we apply the above results to weak compatible fuzzy equalities, then we get
that cut subalgebras (and not quotient algebras as above) fulfill the correspond-
ing crisp identities, as demonstrated by the following theorem.

Theorem 7. Let A be an algebra, L a complete lattice, μ : A → L a fuzzy
subalgebra of A, and E a weak compatible fuzzy equality on A. Let also μ
satisfies a fuzzy identity E(t1, t2) in the sense of formula (1). Then for every
p ≥ ∧x∈AE(x, x), if μp is not empty then the crisp subalgebra μp of A satisfies
the (crisp) identity t1 = t2.

Proof. Let p ≥ ∧x∈AE(x, x). Let x1, ..., xn be elements from μp. Then, μ(x1) ≥
p ,..., μ(xn) ≥ p. Hence,

p ≤
n∧

i=1

μ(xi) ≤ E(t1(x1, ..., xn), t2(x1, ..., xn)),

since μ satisfies fuzzy identity E. On the other hand, by the definition of weak
compatible fuzzy equality, we have that if t1(x1, ..., x2) �= t2(x1, ..., xn), then

E(t1(x1, ..., xn), t2(x1, ..., xn)) <
∧

x∈A

E(x, x) ≤ p,

which is a contradiction with the fact that E(t1(x1, ..., xn), t2(x1, ..., xn)) ≥ p.
Hence, t1(x1, ..., x2) = t2(x1, ..., xn), and μp satisfies the identity t1 = t2. �
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5 Conclusions

The paper deals with weak fuzzy equivalences on a set and with applications in
algebra. From the algebraic aspect, our approach differs from the one developed
in [3] (see also [2]). First, due to our cutworthy framework, we use lattice theoretic
operations, and not additional ones (existing in residuated lattices). Next, we
start with a crisp algebra and use a fuzzy equality to introduce fuzzy identities.
In addition, our fuzzy equality is weakly reflexive, which, due to compatibility,
enables determination of fuzzy subalgebras by its diagonal.

Ournext task is to introduceand investigate the corresponding (weak) fuzzypar-
titions. Apart from algebraic application, these could be used in pattern recogni-
tion. Indeed, in addition to crisp and fuzzy partitions, weak partitions could model
not only properties of whole domains, but also their fuzzy sub-domains (observe
that a weak fuzzy equivalence possesses the fuzzy diagonal instead of the constant).
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Abstract. The tensile and forming behavior of Tailor-welded blanks (TWB) is 
influenced by many parameters like thickness ratio, strength ratio, and weld 
conditions in a synergistic fashion. It is necessary to predict suitable TWB con-
ditions for achieving better stamped product made of welded blanks. This work 
primarily aims at developing an artificial neural network (ANN) model to pre-
dict the TWB parameters for acceptable tensile behavior of welded blanks made 
of steel grade and aluminium alloy base materials. The important tensile charac-
teristics of TWB like limit strains, failure location, minimum thickness, strain 
path are considered within chosen range of varied blank and weld condition. 
Through out the work, ABAQUS 6.7-2® finite element (FE) code is used to 
simulate the tensile behavior and to generate data required for training the 
ANN. Predicted results from ANN model are compared and validated with FE 
simulation. The predictions from ANN are with acceptable prediction errors.  

Keywords: TWB Parameters, Inverse Modeling, Neural Networks, Parameter 
Estimation. 

1   Introduction 

Tailor-welded blanks (TWB) are blanks with sheets of similar or dissimilar thick-
nesses, materials, coatings welded in a single plane before forming. They are widely 
used in automotive industries because of their great benefits in reducing manufactur-
ing costs, decrease vehicle weight, great flexibility in component design, reduction in 
fuel consumption, improved corrosion resistance and product quality etc. [1]. Form-
ability characteristics of TWBs is affected synergistically by weld conditions such as 
weld properties, weld orientation and weld location, thickness difference and strength 
difference between the sheets and hence it is difficult to design the TWB conditions 
that can deliver a good stamped product with similar formability as that of un-welded 
blank. In this context, few research groups have aimed at predicting the formability of 
welded blanks by using different necking, limit strain theories and finite element (FE) 
simulations and compared with that of from experiments [2,3,4]. Developing decision 
support system based on soft computing techniques like artificial neural network 
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(ANN), especially in fields like material forming and deformation behavior is of in-
terest to manufacturing, design engineers and scientists for long time. In the earlier 
work [5], the authors have predicted the global TWB tensile behavior like yield 
strength, ultimate tensile strength, uniform elongation, strain hardening exponent and 
strength coefficient for a wide range of thickness and strength combinations, weld 
properties, orientation by ANN technique. However, there has not been any study on 
the TWB parameter estimation using ANN. In the present study an attempt has been 
made to find TWB parameters for better tensile behavior using ANN based inverse 
modeling. 

2   Methodology 

The flow chart describing the methodology followed in this work is shown in Fig. 1. 
In the present work, ANN models are developed to predict the TWB conditions viz., 
thickness difference, strength difference, weld properties, orientation etc. for good 
tensile behavior described by limit strains, failure location, minimum thickness, strain 
path of TWBs. Tensile test sample is used to simulate the tensile process using 
ABAQUS 6.7-2® FE code. The sheet base materials considered for the present work 
 

 

Fig. 1. Overall methodology of FE simulation and ANN modeling 
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are a low carbon steel grade and formable aluminum alloy (Table 1). Initially, the 
number of TWB parameters and their levels were decided for the application of Ta-
guchi design of experiment (DOE) methods for systematic analyses. For the present 
work an L27 orthogonal array is selected for conducting simulations at three levels for 
six factors. The six factors considered at three levels are shown in Table 2 for steel 
and aluminium TWB. These parameters are schematically represented in Fig. 2. The 
levels of parameters were chosen such that it covers practically all the combinations 
involved in typical experiments and TWB parts [1]. Tensile behavior for varied TWB 
conditions viz., thickness difference, strength difference, weld properties, orientation, 
was simulated using ABAQUS 6.7-2® and output parameters i.e. limit strains, failure 
location, minimum thickness, strain path are numerically computed. ANN models are 
developed using a large data set obtained from simulation trials that can predict the 
weld and blank conditions for a given tensile behavior of TWB within a chosen range 
of weld and blank conditions. Design of experiments technique is used to optimize the 
number of simulations. The accuracy of ANN prediction was validated with simula-
tion results for chosen intermediate levels. 

Table 1.  Material properties of steel grade and aluminum alloy base materials used for TWB 

Steel sheet [4] Aluminium alloy sheet Property 
Base Weld Base Weld 

Young’s modulus (E), GPa 210 210 77 77 
Density (ρ), kg/m3 7860 7860 2700 2700 
Poisson’s ratio (ν) 0.3 0.3 0.3 0.3 

r0 1.21 1 0.7 1 
r45 1.08 1 0.6 1 

Plastic 
strain 
ratios r90 1.68 1 0.8 1 
Strain hardening exponent (n) 0.27 -- 0.172 -- 

Table 2.  Material properties of steel grade and aluminum alloy base materials used for TWB 

Parameters\levels 
Steel grade base 
metal 

Aluminum alloy 
base metal 

 1 2 3 1 2 3 
Thickness ratio T1/T2, T2 = 1.5 mm 0.5 0.75 1 0.5 0.75 1  
Strength ratio YS1/YS2  0.5 0.75 1 0.5 0.75 1 
 YS2 = 300 MPa YS2 = 380 MPa 
Weld orientation(º) 0 45 90 0 45 90 
Weld ‘n’ value (nw) 0.1 0.15 0.2 0.1 0.13 0.15 
Weld yield strength, (YSw), MPa 125 250 500 150 300 400 
Weld width (W), mm 2 5 10 2 5 10 

2.1   Modeling Simulation of Tensile Test for Welded Blanks 

Solid models of tensile specimen as per the ASTM E 646-98 specifications (Fig. 2) 
were modeled in Pro-E® and imported into ABAQUS 6.7-2® for preprocessing, 
performing simulations and post processing.  To induce necking after applying dis-
placement boundary condition in ABAQUS 6.7-2®, a small heterogeneity in the form 
of a 10 mm notch was introduced in the geometry of the specimen [6]. These models  
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Fig. 2. Schematic representation of controllable factors and ASTM E 646-98 standard tensile 
testing specimen. All dimensions in mm. 

were meshed using 3D deformable quadrilateral shell element with 1mm size and was 
divided into three different regions viz., weld region, base material 1 and base material 2 
to construct meshed models of TWB for varied weld orientations [4]. The material 
properties were assigned to weld zone and base metals according to the different pa-
rameter levels (Tables 1 and 2) in the orthogonal array. Displacement boundary condi-
tions are applied to the tensile sample such that one end of the specimen is fixed and the 
other end is given some finite displacement with a velocity of 0.5 mm/min. In this work 
Swift law was used to describe the strain hardening behavior, thickness gradient crite-
rion is used as necking or failure criterion and Hill’s 1948 isotropic hardening yield 
criterion was used as the plasticity model for all materials [4]. The tensile response of 
the TWB was obtained and from this the following properties were evaluated: 

1) Limit strain: As per thickness gradient theory, when the necking occurs, in that 
progression or increment the major and minor strain corresponding to thicker element 
is the limit strain. 

2) Failure location: It is the distance from the fixed end to the thicker element in 
the progression where necking has occurred. 

3) Minimum thickness: It is the minimum thickness of the element of specimen in 
the progression where necking has occurred. 

4) Strain path: It is the plot between major and minor strain from the starting pro-
gression to the progression where necking has occurred. 

These output tensile properties of TWB from 27 simulation trials each for steel 
grade and aluminium alloy base materials were used for ANN modeling. 

2.2   TWB Parameter Estimation Using ANN 

An inverse technique using ANN is described for estimating TWB parameters for 
good formability. ANN based inverse modeling has been used in various fields of 
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modeling and has shown better performance when compared to analytical and nu-
merical methods [7]. The inverse model of the TWB tensile test simulation gives the 
test input i.e. the TWB parameters for a given test output i.e. the tensile behaviour. In 
the present formulation, it is assumed that an inverse exists, i.e. for a given tensile 
behaviour, a set of TWB parameters can be obtained. The tensile behaviour obtained 
from FEM i.e. limit strain, failure location, minimum thickness and strain path are 
given as input and TWB conditions i.e. thickness ratio, strength ratio, weld yield 
strength, weld ‘n’ value, weld orientation and weld width are predicted. The ANN 
models were constructed and the available simulation data sets, 27 data sets were used 
to train and two intermediate data sets were utilized for testing. A feed forward back 
propagation algorithm is selected to train the network using scaled conjugate gradient 
algorithm to minimize the error in Matlab®. 

3   Results and Discussion 

The results of tensile test simulation of the TWBs were used for training the ANN. As 
an example thickness contour after simulation of one such TWB with longitudinal 
weld is shown in Fig. 3. The thickness gradient criterion is satisfied in the location of 
failure. The figure also shows the thicker and thinner elements corresponding to the 
failure location. The various ANN parameters like number of hidden layers, neurons, 
and transfer functions were optimized based on many trials to predict the outputs 
within the normalized error limit of 10-4. Various network structures with one and two 
hidden layers with varying number of neurons in each layer were examined. Out of all 
the networks tested, a network with two hidden layer reached the best performance 
goal when compared with other networks. The final optimized ANN architecture is 5 
input neurons (corresponding to 5 outputs), a double hidden layer with 12 and 6 neu-
rons and 6 output neurons (corresponding to 6 factors) with ‘tan sigmoid’ and ‘pure 
linear’ as transfer functions. Table 3 summarizes the average error statistics pertaining 
to ANN prediction for training and two intermediate test data for TWB made of steel 
and aluminium alloy base materials respectively. At the design stage for TWB pa-
rameter prediction an error range of 5-10% is considered acceptable between the 
ANN and simulation results. This is justified since the TWB parameters predicted will 
nevertheless need to be further modified considering the manufacturing process con-
straints and material availability. Also tensile behaviour is only a basic criterion for 
good formability. It can be seen that almost all the output parameters are predicted 
within acceptable error limits. The authors are currently working on extending this 
framework for predicting parameters for good formability of TWBs. 
 

 

Fig. 3. Failure location in TWB with longitudinal weld 
[ 
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Table 3.  Error values for testing and training data for inverse modeling using ANN 

Parameters Steel grade base metal Aluminum alloy base metal 
 Training Testing Training Testing 
Error (%) µ σ µ σ µ σ µ σ 
Thickness ratio 0.01 0.43 6.10 1.86 0.09 0.00 1.70 3.51 
Strength ratio 0.00 0.02 3.61 0.73 0.00 0.01 1.62 0.87 
Weld orientation 0.12 0.76 6.20 1.23 0.01 0.56 5.25 1.82 
Weld ‘n’ value 0.17 0.13 4.20 0.09 0.02 0.03 4.21 2.64 
Weld yield strength 0.36 1.74 8.00 2.11 0.88 0.41 7.83 2.70 
Weld width 0.91 1.00 2.10 0.65 0.53 0.25 6.43 1.53 
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Abstract. N-Glycosylation plays a very important role in various pro-
cesses like quality control of proteins produced in ER, transport of pro-
teins and in disease control.The experimental elucidation of
N-Glycosylation sites is expensive and laborious process. In this work
we build models for identification of potential N-Glycosylation sites in
proteins based on sequence and structural features.The best model has
cross validation accuracy rate of 72.81%.

1 Introduction

Carbohydrates that are attached to proteins play various important roles in bio-
logical systems. One of the major functions of protein linked glycans is to provide
additional epitopes for the sake of recognition by protein receptors. [1,2] This
type of recognition events are involved in a myriad of processes such as initiation
of inflammation, protein trafficking and defense mechanisms [3].N-glycosylation
refers to the addition of oligomeric glycans to asparagine (ASN or N) residues on
proteins. The sequence motif Asn(N)-Xaa-Ser(S)/Thr(T) has been defined are
prerequisite for N-glycosylation. In the motif N-X-S/T, X position can be occu-
pied by any amino acid except for proline[4]. In some cases of N-Glycosylation
the motif N-X-C (Cystine) is also found but vary rarely. The presence of N-X-
S/T motif is a necessary but not sufficient criterion for N-Glycosylation.

Experimental determination of N-glycosylation in proteins is a laborious and
expensive process[5]. Although methods like X-ray crystallography provide direct
and unambiguous evidence for the glycan occupied sites, evidence from X-ray
crystallography for the unoccupancy of a site is more ambiguous because the
absence of the glycan is only one reason for the absence of resolved electron
density. Thus, there is need for computational approaches in determining the
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glycosylation of proteins from the available sequence and structural information.
Machine learning methods are explored to provide reliable and cost effective
predictive model based on the known data of the proteins several approaches that
handle this problem.Gupta et al.[6] have used sequence features for the prediction
of potential N-Glycosylation sites in humans using neural networks. In a recent
study Caragea et. al[7] have used ensemble of Support Vector Machines (SVM)
classifiers using string kernels to identify potential glycosylated sites. In their
comprehensive study on protein environment of N-glycosylation sites Petrescu
et al. and Ben-Dor et al.[5,8]have indicated that the sequence and structural
properties play an important role in deciding the occupancy of the sequon. They
came up with the following observations in the analysis of the N-Glycosylation
sites :

1. Glycosylation sites occur on hydrophobic regions of the protein surface.
2. Marked preference for hydrophobic residues at both the sides on the glyco-

sylated sites.
3. There is a clear preference for nonpolar amino acids in positions +2 to +4

and in particular for aromatic residues in position +2 and +1, small nonpolar
amino acids in position +1, and bulky hydrophobic amino acids in positions
+3 to +5.

4. There is a notable reduction in the probability of finding acidic residues
immediately before the glycosylation site.

5. When secondary structure around these sites was analyzed they found a bias
in favor of turns and bends.

Apart from the above mentioned factors, accessibility and conformational factors
play an important role in the process of glycosylation. It is clear that identifica-
tion of structural and sequence features that correlate with N-Glycosylation is
important. In our study we have employed Random Forest(RF)[14] classifier for
selection of the most important features and prediction of N-Glycosylation sites
in proteins.

2 Materials and Methods

Collection of Data: “ASN GLYCOSYLATION” was used as keyword for ad-
vanced search at the RCSB PDB[9] server. 1671 hits were found which were
filtered at 90% sequence similarity and the selected 465 structures were down-
loaded. Occupied glycosylation sites (NXS/T) in each structure were determined
by the MODRES field in the PDB file while the unoccupied sites were found by
scanning the structure for NXS/T sites other than the ones mentioned in the
MODRES field. For the negative dataset we used PDB select 25 data and all the
N-X-S/T sites, which are not glycosylated, were taken. From the positive and the
negative sequences a window of fixed length (11,19 and 35) with(N-X-S/T) at
the center flanked by equal number of amino acids on both sides were extracted.
After the collection of the subsequences containing the glycosylated sites the
task at hand was to quantify the innate patterns in the sequences into features
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that can be used as knowledge by the machine learning algorithm to identify
glycosylation sites. We considered to use the amino acid frequencies to begin
with but literature sources[5,8] indicated that the process of glycosylation has a
interplay at the compositional and the structural levels so we incorporated this
information in terms of sequence and structure based features described below.
We have used Random Forest as the classification algorithm which also has the
ability to select the most informative features from a large number of features,
because of this capability of Random Forests we used a variety of features that
can help us gain insights into the signals in the subsequences that are respon-
sible for the sequon to get glycosylated. We have used features that represent
sequence and structure related information of glycosylated subsequences.

The sequence and structural features comprises of the following features:

– Sequence Dependant Features
• Amino acid and Dipeptide frequencies
• Features based on physiochemical properties of amino acids by the PRO-

FEAT Server[10]
– Structural Features
• Secondary Structure assignment from DSSP[11]
• Solvent Accessibility
• Contact Number
• Contact Order
• Backbone Torsional Angles

The PROFEAT Server[10] calculates different autocorrelation descriptors these
are defined on the basis of of the distribution of the different amino acid proper-
ties along the sequence. These autocorrelation descriptors for a particular prop-
erty can provide insights about the periodicity of amino acid physiochemical
properties. Amino acid properties employed for the computation of autocorre-
lation descriptors were taken from AAIndex [12]. A detailed list of the amino
acid properties used for the calculation of autocorrelation descriptors is given
in Table I.We have used Random Forest[13]to build a model that will aid in
the identification of the N-Glycosylated sites from the two set of the features
described above. Random Forest is an algorithm for classification and regression
developed by Leo Breiman[14] that uses an ensemble of trees for classification
and regression. Each of the classification trees is built using a bootstrap sample
of the data, and at each split the candidate set of variables is a random subset
of the variables (mtry). Thus, Random Forest uses both bagging (bootstrap ag-
gregation), a successful approach for combining unstable learners, and random
variable selection for tree building. Each tree is unpruned (grown fully). The
trees grown then vote on the class for a given input, the class that gets the max-
imum number of votes is then assigned to the input. Random forest has excellent
performance in classification tasks. It has been successfully employed to various
problems from the life sciences domain[15,16,17,18] it has several characteristics
that make it ideal for these data sets. We used the Random Forest implementa-
tion in R[19] by Andy Liaw and Matthew Wiener[20] based on original code in
FORTRAN by Breiman. The methodology applied for the selection of the best
features is as follows:
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1. Start with the full set of features.
2. Tune the mtry parameter to find the optimal value (usually in the vicinity

of the square root of the total number of features).
3. Once an optimal value of mtry has been found build Random Forest model

and get the variable importance measure for each feature. Also do 10-fold
cross-validation in this step.

4. Select half the number of top scoring features and build Random Forest
model again. Monitor Mathew‘s Correlation Coefficient (MCC) on the train-
ing dataset each time.

5. Repeat steps 2-4 till the highest MCC is obtained.

3 Results and Discussion

The study attempts to build a model for identification of N-Glycosylation sites
using Random Forests Classifier. We used sequence and structure dependent
features for building models that could identify the N-Glycosylation sites with
good accuracy. We used the subsequence lengths of 11,19 and 35 for feature
calculation. Models for the classification of N-Glycosylation sites using different
subsequence lengths generated using the methodology described above. In all
the models the model with subsequence length 35 and 28 features (using feature
selection) performed best. This model has accuracy 72.81% and MCC 0.4426;
summary of this model is given in Table 1.

Table 1. Summary of the Best Model

Model Description Accuracy TPa TN FP FN Sensitivity Specificity MCC
Model 1 b 72.81 591 590 212 211 0.716 0.735 0.442

a TP:-True Positives, TN:- True Negatives,FP:- False Positives, FN:- False Negatives.
b Best Model:- Comprises of top 28 structural and sequence features (subsequence

length 35).

The window length 35 is giving good performance signifies that there are long
term interactions that play a very important role in the Glycosylation process.
It turns out that the in the sequence and the structural features contact number,
contact order, solvent accessibility, composition descriptor of hydrophobic amino
acids and Geary autocorrelation descriptors [10] around the glycosylated site play
an important role in determining the occupancy of the sequon the list of top 10
features is given in Table 2.

The top scoring features of this model agree well with a comprehensive study
that does the statistical analysis of the N-glycosylated sites[5,8]. There have
been different significant approaches for the identification of N-Linked Glycosy-
lated sites by Gupta et al. [6] who reported 76% accuracy for the identification
of N-Glycosylation sites in humans and Caragea et al. [7] who employed en-
sembles of Support Vector Machines for the prediction of Glycosylation sites
(N-linked,O-linked and C-mannosylation) in this work the accuracy for N-linked
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Table 2. Top 10 features from the model incorporating Sequence and Structural Fea-
tures

Feature
Contact Number
Contact Order
Accessibility at position 10
Composition descriptor of Hydrophobic Amino Acids (EDRK)
Accessibility at position 12
Composition descriptor of Pi Helix in the DSSP secondary structure assignment
Torsion angle of residue 11 in the backbone of sequon
GAC a for lag of 26 for Optimized propensity to form reverse turn (Oobatake et al., 1985)
GAC a for lag of 26 for Radius of gyration of side chain (Levitt, 1976)
Torsion angle of residue 22 in the backbone of sequon

a GAC:- Geary Autocorrelation Descriptor.

glycosylation with Single SVM is 94%, but contains less number of experimen-
tally verified N-Glycosylation sites thus, a rational comparison of our approach
with these methodologies is not possible owing to the difference in the datasets
and methodologies.

4 Conclusion

The aim of this study is to provide a reliable model to predict the N-linked
glycosylation of sequons employing Random Forest classifier. Apart from classi-
fication, Random Forest also provides heuristic information in terms of a ranking
score. This facilitates us to select the top ranking features to obtain optimal clas-
sification performance. The latter provides valuable domain knowledge regarding
the N-Glycosylated sites. Finally, the model with sequence and structural fea-
tures has a subsequence length of 35 and a MCC of 0.4426 and accuracy 72.81
with sensitivity as 0.7165072 and specificity as 0.7356771. This type of study
provides a high throughput screening mechanism in experiments where the role
of N-Glycosylation is being investigated in some functional aspect, in this case
this model will provide reliable first hand results even before the N-Glycosylation
is experimentally verified.
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Abstract. Defensins represent a class of antimicrobial peptides synthe-
sized in the body acting against various microbes. In this paper we study
defensins using a non-linear signal analysis method Recurrence Quantica-
tion Analysis (RQA). We used the descriptors calculated employing RQA
for the classification of defensins with Random Forest Classifier.The RQA
descriptors were able to capture patterns peculiar to defensins leading
to an accuracy rate of 78.12% using 10-fold cross validation.

1 Introduction

Defensins are a class of antimicrobialpeptides usually rich in cystine residues. They
can be defined as a family of potent antibiotics synthesized within the body by
neutrophils (a type of white blood cell) and macrophages (cells that can engulf for-
eign particles). Defensins act against bacteria, viruses and fungi by binding to their
membranes and kill cells by forming voltage regulated polymeric channels in the
susceptible cell’s membrane[1]. The defensins are classified into alpha-defensins,
beta-defensins and theta-defensins on the basis of their sequence homology. De-
fensins, owing to their small and potent antimicrobial effects can be used effectively
for development of new clinically applicable antibiotics. They are also known to
harbor anti-tumor activity, mutagen activity and/or behave as signalingmolecules
[1]. A few of their characteristics that havemade them preferred candidates as pep-
tide drugs are their short length, fast and efficient action against microbes and low
toxicity to mammals [1]. Protein sequences can be visualized as linear heteropoly-
mers that are formed by non-periodic arrangement of 20 different amino acids. In
spite of the non-linear arrangement of amino acids in a protein, biologically stable
proteins and functional are formed only with certain arrangements of amino acids.
Literature sources indicate that some of the amino acids are preserved during the

� Corresponding authors.

S. Chaudhury et al. (Eds.): PReMI 2009, LNCS 5909, pp. 152–157, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



Identification of Defensins Employing RQA and Random Forest Classifiers 153

course of evolution, the conservation of these sequences points that the signals for a
particular functionality of proteins are preserved in the sequence. Advanced tech-
niques that can be applicable for investigating protein structure functional rela-
tionship like Fourier analysis, Wavelet analysis, chaos based methods can explore
the underlying correlations within the protein sequences. Proteins can be viewed
as a time series, where the order of amino acids indicates the role of time. There are
examples of protein sequence analysis using signal processing based techniques [2].
Techniques like recurrence plots are used to visualize time series in a meaningful
manner andgive idea about thenature of the time series.Recurrence quantification
analysis (RQA) has earlier been applied to study structure activity relationships
in various proteins[3,4].and for other protein science and engineering applications
providing interesting insights[5].

In this work we utilize the recurrence property to study the protein sequences
that are characterized as defensins which play important role in innate immu-
nity. Further, we employ Random Forests as the machine learning algorithm to
classify sequence as defensin based on the RQA descriptors. Literature sources[3]
indicate that hydrophobic patterns govern the native structure of proteins, also
influencing the activity of proteins so we decided to use the Kyte-Doolittle Hy-
drophobicity scale for the conversion of the protein sequences into numerical
time series to calculate RQA descriptors.

In the following sections brief description of RQA and Random Forest will be
given along with the methodology followed by the results and discussion.

2 Methodology

2.1 Dataset

Literature on defensins was searched using search engines like Pubmed, iHop,
Google Scholar and HubMed. Uniprot was also queried in order to get defensin
sequences. A dataset of 238 non-redundant sequences which were annotated as
defensins was complied. The defensin data set constituted the positive train-
ing examples, for the negative examples Uniprot was randomly sampled for se-
quences which are not annotated as defensins having length less than 150 amino
acids containing cystine residues.

2.2 Recurrence Quantification Analysis (RQA)

The concept of Recurrence Plots was introduced by Eckmann et al.[6] Recur-
rence Plots are used as a tool that can enable the visualization of n dimensional
phase space trajectory as a 2-D or 3-D plot of the recurrenences. The notion of
recurrence is based on two facts viz. similar situations evolve in a similar way
and some situations occur quite often. Thus, the recurrent points represent a
state at position i which recurs at position j. Both the axes of the recurrence
plots represent the time series that is under consideration. Recurrence plots are
based on the recurrence matrix which is calculated as follows:

Ri,j = Θ(ε− ||xi − xj ||) i, j = 1 · · ·N (1)
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Where N is the number of states considered for analysis, ε is a threshold distance,
|| || is the norm, and Θ is the Heavyside function. For given point to be recurrent,
it must fall within the threshold distance, ε. The recurrence plot inspection gives
us the idea about correlation in the states at higher dimensions visually. The
quantification of the recurrence plots [7] provides a number of parameters that
describe small scale structures in the plot such as dots, diagonal and horizontal
lines. Following parameters obtained by RQA quantification reveal the small
scale structures in the recurrence matrix:

– REC : Quantification parameter REC is a count of single isolated points in
the plot which signify that these states are rare, and do not fluctuate or
persist consistently. These points do not necessarily imply noise in the data.

– DET : Certain points in the time series are parallel to each other i.e. they
have same values but are placed at a different interval. This is expressed
mathematically as: Ri+k,j+k = 1 (for k,· · ·,l ; where l is the length of the
stretch). These stretches can be visualized as diagonal lines in the recurrence
matrix. These diagonal lines are called deterministic, because they represent
a deterministic pattern in the series. DET is the count of all diagonal lines in
a recurrence matrix. DET, thus, quantifies the deterministic local evolution
of states in the series.

– LAM : Quantification parameter LAM represents the states which change or
changes very slowly and as vertical lines in Recurrence Plot. Mathematically,
this is Ri,j+k = 1 (for k 1· · ·,v, where v is the length of the vertical line). A
vertical line represents a state in which the series is trapped; and LAM is a
count of all vertical lines in a matrix.

In addition to the above mentioned descriptors additional descriptors were sug-
gested by Webber et. al [7] in order to describe the recurrence plots. These in-
clude ENT and MAXLINE, which are the Shannon’s Entropy of the distribution
of the diagonal lines and the maximum length of a diagonal line, respectively,
and TRAPT, which is the average length of vertical lines. Complete list of the
descriptors is given in Figure 1:

3 Classification Algorithms

Random Forest is an algorithm for classification and regression developed by Leo
Breiman[8] that uses an ensemble of trees for classification and regression. Each
of the classification trees is built using a bootstrap sample of the data, and at each
split the candidate set of variables is a random subset of the variables (mtry).
Thus, Random Forest uses both bagging (bootstrap aggregation), a successful
approach for combining unstable learners, and random variable selection for tree
building. Each tree is unpruned (grown fully). The trees grown then vote on the
class for a given input, the class that gets the maximum number of votes is
then assigned to the input. Random forest exhibits excellent performance in
classification tasks. It has been successfully employed to solve various problems
from the life sciences domain[9,10,11]. It has several characteristics that make it
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Fig. 1. RQA Descriptors

ideal for these data sets. We used the Random Forest implementation in R[12]
by Andy Liaw and Matthew Wiener[13] based on original code in FORTRAN
by Breiman. Following methodology was adopted for classification:

1. All the protein sequences were converted to their numerical equivalents using
Kyte-Doolittle Hydrophobicity scale.

2. Protein sequences were partitioned into train (80%) and test (20%) splits.
The test split was used for the evaluation purpose.

3. Individual sequence which is now represented as a time series was subjected
to RQA using parameters embedding dimension as 3, delay as 1, and radius
as 6 using programs from Webber et al§.

4. RQA descriptors were calculated for all the protein sequences in the train
and test splits of the data.

5. A model for classification was built using RQA descriptors and Random
Forest algorithm(using best mtry parameter)on the training data and the
model was evaluated using 10-fold cross validation to check the robustness.
The performance of the model on test data was also evaluated.

1 §http://homepages.luc.edu/∼cwebber/RQA131.EXE
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Table 1. Summary of Performance on Test Set

Algorithm Sensitivity Specificity MCC Accuracy
Random Forest (with mtry =3 ) 0.736 0.812 0.588 79.16%

4 Results and Discussion

Performance of the model was evaluated on the basis of the cross validation
accuracy and the performance on the test set in terms of Mathew‘s Correlation
Coefficient(MCC) and other standard metrics used for evaluation of classification
performance. The 10-fold cross validation accuracy of the model is 78.2%. The
results on the test set are given in Table 1. Random Forest algorithm returns
the variables that are most important in classification. We tried eliminating the
features that have a low importance but it did not improve the classification
performance thus only a list of ranking is presented. The order of importance of
the RQA descriptors used for classification of defensins is as follows:

1. Recurrence REC
2. Trend TRND
3. Determinism DET
4. Laminarity LAM
5. Entropy ENT
6. Lmax

7. Trapping Time TRAPT
8. Vmax

Recurrence being the most important feature suggests that single isolated points
representing rare states which do not fluctuate or persist consistently are impor-
tant signals in that discriminate defensins. RQA descriptors such as TRND, DET,
LAM, and ENT are also amongst the important features in terms of classification
of defensins. In current study, classification of proteins as defensins based on fea-
tures extracted from RQA could be achievedwith 78.2% accuracy (cross validation
accuracy)this suggests that RQA based on the representation of proteins in terms
of their numeric equivalent (Kyte-Doolittle Hydrophobicity Scale in this work)
captures the essential signals characteristic of defensins and can hence be used as
an effective tool for exploring sequence function relationships and classification.
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Abstract. This paper proposes a navigational method for mining by collecting 
evidences from diverse data sources. Since the representation method and even 
semantics of data elements differ widely from one data source to the other, con-
solidation of data under a single platform doesn’t become cost effective. In-
stead, this paper has proposed a method of mining in steps where knowledge 
gathered in one step or from one data source is transferred to the next step or 
next data source exploiting a distributed environment. This incremental mining 
process ultimately helps in arriving at the desired result. The entire work has 
been done in the domain of systems biology. Indication has been given how this 
process can be followed in other application areas as well. 

1   Introduction 

In order to get insights of hypertension mechanisms, this paper ventures to discover 
the genes responsible for such hypertension. Traditionally the systems biologists de-
pend on past experience, augmented by new laboratory experiments and statistical 
analysis. Results help in forming hypothesis substantiated by expert opinions. Though 
this approach enriches knowledge, it hardly utilizes past data obtained from different 
biological experiments. These past data are well documented in different databases 
and gene transcriptional/signaling networks, represented as graphs. This paper tries to 
make the knowledge discovery process sufficiently data driven avoiding dependence 
on hypotheses formed from experiences and expert opinions. 

Since this type of knowledge discovery demands access to diverse data sources, it 
falls under distributed data mining paradigm. Moreover this study tries to associate 
related data items from different sources without deriving any rules. So the statistical 
processes applied here are different from the traditional support and confidence meas-
ures that use joint and conditional probabilities [7]. In addition, unlike considering 
only co-occurrence of items, combination of presence and absence of items may also 
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be studied to discover additional interesting patterns. A new measure to this effect has 
already been developed [5]. Some applications demand collection of data from differ-
ent sources in order to find composite association of them. This notion of mining, 
popularly known as generalized association, tries to identify correlations among items 
considering both the absence and presence of them. A seminal work with this ap-
proach used chi-square test to measure significance of association. Authors demon-
strated effectiveness of their method by testing it on census data and also by finding 
term dependence in a corpus of text documents [6]. Another recent work has proposed 
a method of compositional mining on multiple biological datasets. Authors have also 
proposed two new methods of mining; redescription and biclustering. However, here 
all the datasets are collected together to create a multirelational environment [9]. 

Though earlier research efforts explored the possibility of discovering association 
among items by extracting data from different sources, these efforts primarily handled 
same type of data representation and hence creation of a composite scenario was not a 
computationally challenging task. However, the application considered in this paper 
ventures to discover association among items with diverse representations distributed 
over different sites of a network. So this problem demands a new approach to mining 
different from the earlier efforts.  

First, data representation, storage structure, access methods etc. are different in dif-
ferent data sources. So, porting data from different sites to one site and then bringing 
everything under a uniform representation may not be cost effective. 

Secondly, semantic interpretation of even common items may be substantially dif-
ferent under different paradigms. For example, in a bioinformatics application, a gene 
may sometimes be viewed as a sequence and sometimes be viewed as a node in an 
interaction graph. 

So, a mining effort is required which would choose to break the computational proc-
ess to each data source and would transfer result of one to the next for further process-
ing. In this navigational process a data source may be visited more than once depending 
on the application domain requirements. Thus the main motivation behind this paper is 
to develop a method of mining by navigation in a distributed environment. 

While Section 2 of the paper covers the background knowledge for the data mining 
problem, Section 3 discusses about the diverse data sources utilized. Actual computa-
tional and navigational methodologies have been covered in Section 4. Section 5 
discusses about the contribution made by the paper and concludes with possibility of 
other interesting applications. 

2   Background Knowledge 

Before going into the algorithmic detail, the following paragraph discusses about the 
problem domain for the appreciation of computer science community.  

In general, Deoxyribonucleic Acid (DNA) is a nucleic acid that contains the genetic 
instructions used in the development and functioning of all known living organisms. 
DNA segments that carry this genetic information are called genes. DNA also contains 
the instructions or blueprints needed to construct other components of cells like, pro-
teins and RNA molecules. Ribonucleic acid (RNA) is transcribed from DNA by en-
zymes RNA polymerases. RNA is central to the synthesis of proteins. Here, a type of 
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RNA called messenger RNA (mRNA) carries information from DNA and translates 
the information they carry into proteins. So in short, genes transcribe to mRNA in the 
process of protein production. Gene expression refers to the amount of mRNA pro-
duced. [8]. Two genes are considered to be co-expressed if, against a real life phe-
nomenon, like a disease, both the genes are expressed simultaneously.  Conversely, 
against a real life phenomenon, two genes are differentially expressed if while one 
gene is expressed other does not. Transcription of a gene is regulated (i.e. enabled and 
initiated) by a protein. While there can be other types of regulators, a regulator that 
helps in transcription is called a Transcription Factor (TF). The common expert opin-
ion or hypothesis is - “if two genes are co-expressed, they may have a common TF”.  

3   Data Sources 

In this paper, the proposed mining effort uses three main data sources:  
1. Gene Expression Omnibus (GEO), a well known repository that acts as curated, 

online resource for browsing, query and retrieval of gene expression data [4]. 
2. Promoter Analysis Pipeline (PAP) [2] is a Web-based workbench that provides 

the analysis of a set of co-expressed genes and the prediction of their transcrip-
tional regulatory mechanisms.  
• PAP provides possible transcription factors that may regulate a set of co-

expressed genes.  
• PAP can also predict other genes in the genome that are likely to be 

regulated by the same set of transcription factors.  
• It is also possible to get from PAP, the set of transcription factors that may 

regulate a particular gene.  
All these information are statistical in nature and offered with a possible likeli-
hood. The results are accepted when they cross a certain threshold of likelihood. 

3. PathSys is a graph-based system for creating a combined database of biological 
pathways, gene regulatory networks and protein interaction maps. PathSys inte-
grates over 14 curated and publicly contributed data sources along with Gene On-
tology and is structured as an acyclic graph [1].  

4   Computation and Navigation 

Starting with an experiment to find the genes responsible for hypertension mechanism 
in mammalian species, this paper ventures to navigate over the different data sources 
mentioned in Section 4. Ultimately, a set of interacting genes with their transcription 
factors are discovered from the graphs of PathSys. This graph is enriched by marking 
the connecting edges with their relative importance as obtained from computation with 
data from other sources. In the process, biologists acquire such knowledge about gene 
interactions that was not possible to get from laboratory experiments alone. The initial 
experiment was done on a hypertensive-hypotensive mice population to identify a set 
of differentially over-expressed genes apparently responsible for hypertension [3]. In 
the rest of the paper this would be referred as Friese experiment. Since the computa-
tional process has to navigate among diverse data sources it is necessary to justify the 
order of navigation so that the overall process of mining is well appreciated. 
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Genes identified by the Friese experiment, if placed on the PathSys graph directly 
as nodes, would give rise to a sub-graph as the molecular interaction graph that is 
responsible for hypertension in mammalian species. However, it does not reveal the 
importance of co-occurrence of all these genes. So it is necessary to identify which of 
these genes contribute significantly in the hypertension process when they co-express. 
This information is available in GEO database. So without pruning the gene set with 
co-expression data, directly accepting a sub-graph from PathSys may offer nodes and 
edges that may not have significant contribution to the study undertaken. Now since 
the co-expressed genes are likely to have common Transcription Factors and the 
genes that tend to co-express under hypertension have already been identified, the 
corresponding TFs can be obtained from the PAP workbench. Pruned set of genes as 
obtained from GEO database along with their TFs as obtained from PAP may now be 
placed on the PathSys graph. Experiment below would show that this process of iden-
tifying co-expressed genes and identification of sub-graph may be done more than 
once, ultimately to arrive at a final sub-graph.   

Different steps of computation and navigation among data sources are detailed below: 

Step 1. Correlation Phase: 
Data Source: GEO Database.  
Starting with the initial set of genes obtained from Friese experiment the GEO data-
base is searched for experiments involving those genes, where in each such experi-
ment at least one pair of co-expressed genes is identified from the initial set.  

For each such pair of co-expressed genes Xi and Yi, the expression values for all 
experiments are taken where they co-occur and Pearson correlation coefficient is 
computed as:  

 
where, SX and SY are the standard deviation of X and Y respectively (with 25 genes in 
the initial set, GEO database offered data about 630 experiments, causing a maximum 
data volume = 630 * (25C2)).  

Out of the correlation coefficients computed for all pair of genes in the initial set 
only those crossing a predefined threshold are taken for further study (considering a 
threshold of 0.7 for Pearson correlation coefficient, similar to Minimum-Support, 11 
genes, as listed in Table 1, are retained for further processing).   

Table 1. Final set of co-expressed genes obtained from GEO 

Gene Name 
ACADVL (Acyl CoA dehydrogenase, very long chain) 

CHGA (Chromogranin A) 
CHGB (Chromogranin B) 

CYP2E1 (Cytochrome P450 2E1 ) 
EDN3 (Endothelin 3) 

IGFBP4 (Insulin like growth factor binding protein-4) 
IGFBP6 (Insulin like growth factor binding protein-6) 
PNMT (Phenyl ethanolamine N-methyl transferase) 

SCG2 (Chromogranin C) 
SLC6A4 (Serotonin transporter) 

TH (Tyrosine hydroxylase) 
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Step 2. Extraction of Transcription Factors (First Navigation): 
Data Source: PAP Workbench.  
Pairs of genes found to be highly co-expressed in Step 1 (correlation phase), are ana-
lyzed in the PAP workbench to find possible common Transcription Factors (TF). 
Considering human, rat and mouse data, only gene pairs present in all the three mam-
mals are taken. 

Since all TFs are identified with corresponding likelihood value, only TFs crossing 
a predefined threshold are listed in descending order and only a predefined number of 
members from the top of the list are taken for the subsequent step of analysis (the 
specific study considered 95% likelihood and only top 25 TFs are taken. These TFs 
are the regulator proteins for the genes obtained in Step 1). 

Step 3. Identification of Protein-Protein Interaction (Second Navigation): 
Data Source: PathSys Molecular Interaction Maps.  
Since PathSys offers protein interaction maps, nodes corresponding to the original set 
of genes obtained from Step 1 and the nodes corresponding to the TFs obtained in 
Step 2 are identified along with their interconnecting edges. This study offers a sub-
graph with the interconnected proteins and genes that is responsible for hypertension 
in mammalian species. 

To extend the study further, one-neighborhood of these nodes is now considered on 
the PathSys graph thereby identifying even the regulator nodes connecting the TFs. 

Step 4. Second Correlation phase (Third Navigation): 
Data Source: GEO Database. 
In order to ascertain the importance of the regulators in the original study of hyperten-
sion, the TF nodes as well as their regulators obtained from one-neighborhood are 
again taken for study of co-expression in GEO database. Repeating the process de-
scribed in Step 1, the minimized set of highly co-expressed TFs and their regulators 
are identified. 

Step 5. Graph Pruning (Fourth Navigation): 
Data Source: PathSys Molecular Interaction Maps.  
Sub-graph identified in Step 3 after considering one-neighborhood is now pruned 
with the result obtained from Step 4 and the extra nodes and edges obtained from one-
neighborhood are deleted. Each co-expression edge (gene to gene and TF to TF) is 
now labeled with its co-expression value. This pruned graph with all its nodes as 
genes, proteins etc. and the interconnecting edges is functionally related to hyperten-
sion in mammalian species.   
Step 6. Further Graph Pruning: (An additional study) 
Hypothesis: If the network, as obtained from Step 5 is functionally significant, then 
co-expressed and interacting genes and their regulator proteins should not only show 
functional relation to hypertension but also to other related diseases like cardiovascu-
lar disorders and diabetics.  

Accepting the hypothesis obtained from the domain experts, the graph pattern ob-
tained from Step 5 is further pruned by using a fourth data source, the Online Mende-
lian Inheritance in Man or OMIM database. This database is a catalog of human genes 
and genetic disorders. Besides the original set of 11 genes, corresponding entries for  
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Fig. 1. PathSys Interaction Graph 

other nodes are searched in OMIM database to ascertain whether they contribute to 
any or all of the diseases under scrutiny.  For example, HNF1A a transcription factor 
for CYP2E1 gene is also a TF for other genes responsible for liver-specific disorders, 
and HDAC5 a regulator of SP1, a member of original set of TFs, is associated with 
cardiac problems.  

Collecting these extra evidences from the fourth dataset used in this study, the set 
of selected genes and TFs is further pruned to get the final gene-protein interaction 
graph that contributes to the study of hypertension in mammalian species. Figure 1 
shows the final pruned graph as obtained from PathSys.  

5   Conclusions 

Studying a problem in systems biology, this paper has shown how composite mining 
strategy can be devised when related information are distributed in different data 
sources at different sites with substantial variation in data representation, data struc-
tures, storage strategies etc. Besides this navigational process, this paper has also 
proposed a new graph mining technique. Deviating from well known graph mining 
strategies, this process wants to identify the most interesting sub-graph from a large 
graph and augments it by evidences obtained from other problem related data sources. 
Interestingly, it may be possible to apply this graph pruning strategy in many other 
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application areas like, traffic management, tour planning, social network etc. Authors 
are now trying to develop a generalized methodology for this type of graph mining.  
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Abstract. This paper presents a simple and novel least squares fitting-
based modeling approach for the extraction simple gene regulatory sub-
networks from biclusters in microarray time series gene expression data.
Preprocessing helps in retaining the strongly interacting gene regulatory
pairs. The methodology was applied to public-domain data sets of Yeast
and the experimental results were biologically validated based on stan-
dard databases and information from literature.

Keywords: Biclustering, transcriptional regulatory network, least
squares, gene interaction network.

1 Introduction

During the recent years, rapid development in DNA microarray technology have
resulted in the parallel generation of expression data of thousand of genes, of
various organisms, under several experimental conditions. Genome expression
profiling of many organisms have been completed in the past few years. The
latest Affymetrix gene chips accommodate 750,000 unique 25-mer oligonucleotide
features constituting more than 28,000 mouse gene-level probe sets. It is known
that mRNA profiles are prone to different kinds of noise and ambiguity, and
may be unequally sampled over time. Time series gene expression data is also
essentially under-determined, involving high-dimensional genes with very few
time-points. Clustering is one way of estimating such noisy expression data, by
grouping co-expressed genes with the assumption that they are co-regulated.
However, it is observed that a subset of genes is co-regulated and co-expressed
over a subset of experimental conditions only. Biclustering (or co-clustering)
aims at bringing out such local structure inherent in the gene expression data
matrix. It refers to some sort of feature selection and clustering in the space of
reduced dimension, at the same time [1].

To quantify the similarity among the co-expressed genes in a bicluster several
distance measures have been employed. However, it is to be noted that any ap-
parent similarity of expression profiles between a pair of genes need not always
signify direct regulation. It may denote an indirect coregulation by other genes,
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or it may also be due to a mere coincidence involving no causal relationship.
The indirect interaction between two genes may result from the regulation me-
diated by proteins, metabolites and non-coding RNAs (ncRNAs). Transcription
factor (TF ) is a protein that interacts directly with its target gene(s) (T ) by
up regulating (down regulating) its gene expression – resulting in activation (in-
hibition) of the target. There may also exist regulatory cascades (of first-order
interactions between gene pairs), whereby the product of one gene influences the
transcription rate of the second one, and so on [1].

In this paper we propose the method of least squares fitting using polynomi-
als in the framework of continuous-column multiobjective evolutionary biclus-
tering [2] to extract the interaction between gene pairs. Preprocessing, involving
the discretization of the error matrix (using quantile partitioning) and the sub-
sequent elimination of links with higher errors, is employed to retain strongly
regulated gene pairs. An adjacency matrix is formed from the resulting error
matrix, based on which the regulatory network is generated and biologically
validated. The usefulness of the model is demonstrated, using time-series gene
expression data from Yeast.

2 Reverse Engineering of Gene Regulatory Sub-networks

The various properties of the genome, along with the expression of a gene (which
is the amount of mRNA it produces) are addressed in an important group of bi-
ological networks known as the genetic regulatory network (GRN). A GRN com-
prises of a complicated structure involving different gene products that activate
or inhibit other gene products [1]. The Multi-objective evolutionary algorithm
(MOEA), in association with the local search, were used for the generation of
the set of biclusters. The algorithm followed is discussed in details in [2].

2.1 Algorithm for Extraction of Gene Gene Regulatory
Sub-networks

The main steps of the proposed algorithm are outlined as follows.

1. Extraction of biclusters by MOEA.
2. Computation of pairwise error for least squares fitting between gene pairs.
3. Discretization of the error matrix for eliminating the higher errors.
4. Network generation from the connectivity matrix.
5. Biological validation.

2.2 Least Squares Fitting of Gene Pairs

The huge size of the gene expression data and the associated combinatorial
problems in high-dimensional space, have opened up a challenge to traditional
techniques. It emphasizes the need for dimensionality reduction in this context.
The major problem with DNA microarray data analysis is that the data is essen-
tially under-determined, with very few samples (or time-points) compared to the
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high-dimensional attributes/features (or genes) to be estimated; thus creating
an additional constraint. Although standard statistical techniques for extracting
relationships have proposed multiple models to fit the data [3], they often require
additional data to resolve the ambiguities. These make the regression problem
an ill-posed one; therefore a regularization technique is desired to be developed.

In this paper we propose a least squares fitting-based approach for the recon-
struction of interactions in gene regulatory networks. Commonly used similarity
measures like the Euclidean distance, Pearson correlation or the Spearman’s
rank correlation do not take into consideration the non-linear effects among
genes. The above distance measures can serve as a satisfactory measure of rela-
tionship between two genes only when the two are linearly related. A low value
of the correlation coefficient also does not rule out the possibility that the genes
may be related in some other manner. Again, the fact that the coefficient of
correlation between two genes is higher does not necessarily mean that they are
causally related. Filkov et al. have designed an edge detection function for iden-
tifying regulation of genes, which demonstrates that less than 20% of the known
regulatory gene pairs exhibit strong correlations [4].

The least-squares method, a very simple form of the regularization technique,
can be helpful for model selection. Using the method of least squares we minimize
the sum of squares of the error of estimation (S2) of fitting one gene to another.
If the computed error for fitting a particular gene G1 with another geneG2 (say),
within the reduced localized domain of biclusters, be less than that for fitting G2
with G1 then we infer that G1 affects G2 and vice versa. The relationship is rep-
resented in terms of rules, linking the gene which regulates, to the regulated gene.

A gene expression profile e is represented over a series of n time points. Let
S2

1 denote the residual or the sum of squares of the error of estimation for fitting
gene e1 to e2 (sampled at e1i and e2i over n time intervals). This is given by

S2
1 ≡

1
n

[
∑

i

{e2i − (a0 + a1e1i + a2e
2
1i + . . .+ ake

k
1i)}2]. (1)

where ak’s denote the k coefficients of the kth order polynomial fitted. Analo-
gously, the residual for fitting e2 to e1 can be represented as

S2
2 ≡

1
n

[
∑

i

{e1i − (b0 + b1e2i + b2e
2
2i + . . .+ bke

k
2i)}2]. (2)

The coefficients, ak’s and bk’s, are obtained by solving the corresponding k
normal equations

∂S2
1

∂ak
= 0; (3)

and
∂S2

2

∂bk
= 0. (4)

The corresponding errors ξ(e1, e2) are represented as ξ1(e1, e2) =
√
S2

1 and
ξ2(e2, e1) =

√
S2

2 , which again are evaluated using eqns. (1), (2), (3) and (4),
respectively.
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The minimum error between the two fittings of the genes is selected, i.e.,
ξ(m,n) is chosen, if ξ(m,n) < ξ(n,m) for the mn-th gene pair, identifying the
gene that affects the other one more (for the pair). This results in the formation
of the ErrorMatrix, Err(i, j) (with 1 ≤ i, j ≤ N , N being the total number
of genes obtained in the bicluster) which is eventually discretized using quantile
partitioning [5] for automatically eliminating the higher errors, which contribute
less towards regulation. Only those error values are retained for which the ab-
solute value is below a certain threshold, implying a larger interaction between
the gene pairs. The entire range [Errmax(i, j), Errmin(i, j)] is divided into three
partitions each, using quantiles or partition values1 so that the influence of noisy
gene patterns are lessened. Error values smaller than Q+

1 are indicative of less er-
ror and high interaction, while those with values in (Q+

1 , Q+
2 ] indicate moderate

interaction.
An adjacency matrix is calculated as follows:

A(i, j) =
{

+1 if Err(i, j) ≤ Q+
1

0 otherwise, (5)

Here we have avoided fitting a gene with itself, assuming self interaction to be
absent. Thereafter, a network connecting the various genes is generated. Note
that the threshold Q+

1 is automatically determined from the data distribution,
thereby eliminating the need for user-defined parameters.

3 Results

Yeast cell-cycle CDC28 data [6], a collection of 6220 genes for 17 time points,
taken at intervals of 10-minutes, were chosen for applying our methodology.
Genes that were not annotated and those with more than 30% missing expression
values were first removed from the data set. Eventually, a total of 6029 genes were
taken for imputation of missing values according to the methodology provided
in [7]. The minimum of the errors for fitting one gene with another and vice-versa
is chosen based on least squares fitting using eqns. (1) – (4). The orders of the
polynomial, k are chosen as 1 (linear), 2 (quadratic) and 3 (cubic). It is noticed
that better fitting (lower error) is provided by choosing a cubic polynomial to
fit a pair of genes. The stronger interactions, using thresholding by quantile
partitioning, were retained for forming a network connecting the various genes.

A sample extracted sub-network comprising 14 genes for k = 3 is depicted
in Fig. 1. A transcription factor is connected to its target gene by an arrow if
such a TF-T pair existed within the biclusters. The biclusters were biologically
validated from gene ontology study based on the statistically significant GO
annotation database2.

From our computations we obtained a strong interaction between the TF-T
pair Y HR084W -YNL192W , indicated by the directed arrow in Fig. 1, which
1 Quantiles or partition values denote the values of a variate which divide the entire

frequency into a number of equal parts.
2 http://db.yeastgenome.org/cgi-bin/GO/goTermFinder
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YBL014C

YGR084W

YGL164C

YGR077C

YIR012W

YKL002W

YMR047C YMR060C YNL192W YOL005CYOL135C

YOR244W YPL055C YPL088W

Fig. 1. A sample sub-network (bicluster) of 14 genes with transcription factor
Y HR084W and target Y NL192W

may be due to mating-specific binding behaviour or, they may belong to an addi-
tional mechanism for cell fusion. We also verified their summary from the Saccha-
romyces Genome Database (SGD)3. While identifying the hierarchical structure
of regulatory networks [8] it was reported that Y HR084W -YNL192W forms a
TF-T gene pair. One can also arrive at similar established conclusions for the
other TF-T pairs (obtained in different biclusters). Our algorithm has not yet
detected any false positive or false negative results.

4 Conclusions and Discussion

In this paper we have described an approach using the method of least squares
fitting with polynomials, in the framework of continuous-column multiobjective
evolutionary biclustering for the generation of gene interaction networks. Biolog-
ically relevant biclusters were obtained using multiobjective biclustering, from
time-series gene expression data from Yeast. The pairwise time-lagged correla-
tion coefficients among gene pairs were computed by eqn. (1) – (4), followed by
the quantile partitioning. The orders of the polynomial, k = 3 (cubic) leads to a
better fitting (lower error) for a pair of genes. A sample TF-T gene interaction
sub-network is depicted in Fig. 1. We tried to analyze the non-linear relationship
between two genes which was validated using the statistically significant GO an-
notation database4. The least squares fitting-based method takes care of most
3 http://www.yeastgenome.org/
4 http://db.yeastgenome.org/cgi-bin/GO/goTermFinder
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higher-order dependencies between gene pairs, while automatically eliminating
the need for user-defined parameters.
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Abstract. This paper proposes an iterative clustering procedure for
finding protein motifs which do not necessarily correspond to secondary
structures, or to features along the protein backbone. We show the ap-
plicability of our method to two important applications namely, protein
structure matching, and automatically identifying active sites and other
biologically significant sub-structures in proteins.

Keywords: Protein Motifs, Robust Features, Protein Structure Com-
parison, Clustering, Active sites, Biologically Significant Substructures.

1 Introduction

Proteins are composed of different proportions of amino acids (residues) assem-
bled using peptide bonds into unique 3-D structures. Existing protein structure
comparison methods can be subdivided into three major categories: methods
relying on subsequent overlapping polypeptide fragments: DALI [1] and CE [2];
methods based on Secondary Structure Elements (SSEs) such as VAST [3],
TOP [4] and GRATH [5];and methods that search for generic 3-D patterns that
are conserved: Clique detection approaches [6,7], selective groups of amino acids
based on physio-chemical properties like Russell [8] and Vishweshwara [9]. Rus-
sell through his analysis infers that functional residues within a diameter of
12.0Å are likely to interact. Details of other classification methods can be found
in Eidhammer et al. [10] and others [11,12].

In this work, we propose a iterative nearest-neighbour clustering method of
generating meaningful cluster motifs (which may not necessarily include sec-
ondary structures or preserve sequential order along backbone). We observe cor-
relation of our motifs with biologically significant protein fragment sizes, and
suggest two broad implications: automatic detection of strongly conserved mo-
tifs including biologically significant sub-structures (active sites), and matching
of protein structures using motif alignment. The subsequent sections of this pa-
per are organized as follows: we describe our method for generating cluster motifs
in Sec. 2, and analyse the efficacy of our method. Sec. 3 presents two important
applications of our clustering method for finding motifs.

S. Chaudhury et al. (Eds.): PReMI 2009, LNCS 5909, pp. 171–176, 2009.
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2 Clustering in Protein Feature Identification

We apply the Nearest-Neighbour clustering method for identifying groups of
residues (nearest neighbours) as features, for the purpose of protein structure
comparison in 3-D space. In this context, residues (Cα atoms) when represented
as points in 3-D space can be thought to be interacting if they fall within a
diameter of dthresh (Å). Importantly, when a priori information of class labels is
unavailable, unsupervised learning (clustering) methods are required to partition
the collection.

We represent a protein as a collection of its Cα atoms, where each Cα atom
is representative of the amino acid residue it lies in. We use a distance dthresh

to identify neighbouring Cα atoms. Our method uses three phases. (Fig. 1(a)
outlines our method.) In the first phase, Nearest Neighbour clustering is used
to create a joint participation matrix V (q, r) where q and r represent random
indices of Cα atoms. The joint participation of a pair of points aq and ar is
expressed in terms of a binary matrix V (q, r)N×N . If aq and ar fall in same
cluster then the value 1 is assigned to V (q, r) (otherwise 0). A consensus of joint
participation of pairs over M iterations

⋃N
q,r s(q, r): (Fig. 1(a), second phase):

s(q, r) =
1
M

M∑
m=1

N∑
∀q,r

V (q, r) (1)

M is an important parameter governing the time complexity of the entire pro-
cedure: our experiments with a very large number of PDB files show that it is
reasonable to take M as a small constant. The final (third) phase involves a
ranked search (in decreasing order) to identify high scoring s(q, r) pairs. A final
partition P = {C1, C2, . . . , CK} is constructed by reading points in the order of
decreasing score using the same clustering algorithm, where K is the optimal
number of clusters obtained in the consensus procedure. We refer to the cen-
troids of these consensus clusters as ‘consensus centroids’ earlier work by Ghosh
et al. on a artificial data set [13]. We observe that an empirically determined

(* --- First Phase: Basic NN --- *)

1. SELECT a random Cα atom, assign it to a new cluster
2. WHILE there are unexamined Cα atoms left REPEAT

A. SELECT a new random Cα

B. FIND its distance dmin to centroid of nearest cluster
C. IF dmin ≤ dthresh THEN

ASSIGN it to the corresponding cluster
RECOMPUTE the cluster centroid

ELSE assign it to a new cluster
(* --- Second Phase: --- *)

REPEAT steps 1, 2 M times (* Sec 2 *)

COMPUTE V (q, r) each time
(* --- Third Phase: Best Clusters --- *)

OUTPUT consensus clusters (* Sec 2 *)

Threshold (Å) S(K) GK
Mean Mean

4.0 0.066 0.985
4.5 0.121 0.980
5.0 0.177 0.977
5.5 0.246 0.974
6.0 0.317 0.971
6.5 0.413 0.966
7.0 0.559 0.960
7.5 0.727 0.952

8.0 0.878 0.944
8.5 1.204 0.932

(a) (b)

Fig. 1. (a) Robust, repeatable and fast clustering: Sec. 2, and (b) Validity indices
computed for different thresholds on 236 randomly selected proteins of varying sizes
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value of 100 iterations works well for almost all proteins in the PDB database.
A threshold value of 6.0 Å has been used for individual attempts of clustering
and further issues are considered in the next section.

We show the efficacy of our clustering method using standard cluster vali-
dation indices such as the Scattering Density Index and the Goodman-Kruskal
Index [14,15,16]. Fig. 1(b) shows the variation in the above cluster validation
indices with the clustering threshold. A low value of S(K) indicates a low aver-
age variance i.e., an indication that the clusters are compact. This is desirable
in any clustering procedure. Fig. 1(b) indicates that this behaviour occurs for
clustering thresholds of up to ∼8.0 Å. The ratio then exceeds 1.0 indicating
average variation across clusters is more than the variations as a whole (i.e.,
the variation of the residues from the protein centroid). A large value of GK
indicates good clustering and the value will always be such that GK ∈ [−1, 1].
A value of -1 is indicative of all atoms being wrongly assigned; and a value of
1 is indicative of correct clustering. In Fig. 1(b), we observe that we get a large
value of the Goodman-Kruskal Index for small clustering thresholds (<7.5Å,
with smaller thresholds resulting in correctly classified points. We note from our
analysis of clustering indices that suitable features can be obtained within a
clustering threshold range of 6.0 to 7.5 Å. This threshold range ensures that the
maximum separation between atoms in a cluster would be of the range 12.0 to
15.0 Å. An interesting observation from our cluster threshold analysis is that for
a threshold of 6 Å, the average number of Cα atoms per cluster is 5 for α and
α+ β and 4 for β class proteins. Our feature size therefore compares well with
methods like DALI [1] (which uses hexapeptide backbone based fragments), and
the empirical value of 12.0 Å used to identify interacting residues in the detection
of active sites [8]. We make a case for choosing a clustering threshold of about 6
Å, a value which turns out to be biologically significant [8], in addition to being
statistically favourable as determined above using cluster validity indices.

3 Cluster Significance: Two Important Applications

This section examines the application of our fast and robust cluster-finding strat-
egy for two important tasks - identifying biologically significant sub-structures
in proteins, and comparing two protein structures.

3.1 Automatic Detection of Biologically Significant Substructures

We observe that biologically significant clusters superimpose well due to the re-
tained sub-structure, with observed substitutions typically involving amino acids
with similar properties. Fig. 2(a) shows results of experiments with clusters in
the Phospholipase family (alpha class structures), with a clustering threshold
of 6 Å. Each row in the table represents sample clusters in the protein family,
with a cluster represented by single-letter codes corresponding to its constituent
amino acid residues. Clusters comprising other class structures found are not
shown due to space constraints. Phospholipase A2 is a lipolytic enzyme that is
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Amino Acid Secondary Proteins
Labels structure
CFVHD ααααα 1JIA, 1PSJ, 1A2A, 1VIP, 1VPI
CFVHK 1PPA
CECDK ααααα 1J1A, 1CL5
CECDR 1A2A, 1PSJ, 1VIP, 1VPI
DATDRC cααααα 1JIA, 1PPA, 1PSJ, 1VIP, 1VPI
DGTDRC 1A2A
1KKMTGK αααααcc 1JIA
1KEETGK 1A2A
1LEETGK 1CL5
1LQETGK 1PPA
1LQKTGK 1VPI
IVKMTGK 1VIP

1JIA 1VIP SWscore RMSD (Å)
LLQFRK LFQFAE 15 0.20
PDILC PPSQC 11 0.06
CECDK CECDR 31 0.17
IKKMTGK IVKMTGK 28 0.16
AICFRD ATCFRD 29 0.22
CYEKV CYEKV 30 0.14
PVVSYA PLSSYS 18 0.56
TYS-VCG SYS-VCG 31 0.31
DATDRC DATDRC 35 0.08
WKNGTI FQNGGI 16 0.30
CFVHD CFVHD 33 0.06
NLKTY NLNTY 22 0.09

(a) (b)

Fig. 2. (a) Sample clusters of common substructure ‘matches’ occurring in some pro-
teins of the Phospholipase family. Biologically significant motifs remain conserved, with
substitutions typically involving amino acids with similar properties. The underlines
letters H (His) and D (Asp) indicate residues in the active site. (b) Comparison of
sub-structures in 1JIA and 1VIP using sequence alignment and the Kabsch superim-
position method. Sequence alignment scores are generated using the Smith-Waterman
matching algorithm, with the BLOSUM62 scoring matrix - details in Sec. 3.1.

involved in the biosynthesis of prostaglandin and other mediators of inflamma-
tion. The underlined amino acids in the table are part of the active site, and
are implicated in the catalytic mechanism. The neighbourhood of these amino
acids is also preserved with allowed substitutions of amino acids with similar
properties. For example, the CECDK motif in 1J1A has lysine (K) substituted
by arginine (R) in 1A2A; these are both positively charged polar amino acids.
Superposition of CECDK motif in 1J1A and CECDR motif in 1A2A yields an
rmsd of 0.15 Å indicating a good fit. In comparison, the overall sequence simi-
larity between these two proteins is 59%. It is also evident from Fig. 2(a), that
the secondary structure motifs for related clusters are conserved, and that the
clusters in this case are likely parts of secondary structural elements (SSEs).

The quantitative extent to which the motifs are similar can be identified as
follows. As an example, we compare clusters from 1JIA and 1VIP: these phos-
pholipases share 63.6% sequence identity. We wish to compute an optimal cluster
correspondence while accounting for possible amino acid substitutions (algorithm
in section 3.2. Fig. 2(b) shows quantitative results for the cluster correspondence
in proteins 1JIA and 1VIP. We analyze clusters having a minimum of 4 amino
acid residues. Nonsequential residues in a cluster are separated by a ‘-’ symbol.
Matched residues are then superposed using the Kabsch method and correspond-
ing rmsd values are shown.

3.2 Protein Structure Matching

In this section, we show the utility of clusters as features for fast and efficient pro-
tein structure comparison, using dynamic programming and the Kabsch rotation
matrix. The method involves three steps: Representation of clusters, matching,
and refinement of matches. We search for inter-cluster chemical similarity across
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a pair of proteins using the Smith-Waterman (SW) local alignment approach.
Only those clusters constituted of at least 4 residues are chosen for alignment.
A suitable threshold for the SW score (SWscore >= 10), derived empirically,
is used to detect similarity. Simultaneously, the matched residues are superim-
posed to within a threshold rmsd value (R < 0.8). The resulting pair of matching
subsequences are retained as if there are at least 4 residue equivalences.

Towards evaluating the efficacy of our structure comparison approach we have
considered 213 similar protein pairs and 868 dissimilar pairs covering five ma-
jor families: Hemoglobin, Immunoglobulin, Lysozyme, Phosphilipase and Plas-
tocyanins. Similar proteins are observed to have similar substructures even when
the extent of sequence similarity is low (data not shown due to space constraints).
The minimum number of consensus clusters required to correctly classify protein
pairs as similar or dissimilar is seen to be 3 from Figure 3(a). This therefore cor-
responds approximately to at least a 12 residue match given a minimum cluster
size of 4 residues. It should be reiterated that our comparison procedure dis-
counts clusters with less than 4 residues, and also cluster pairs with less than 4
residue equivalences. It is therefore inappropriate to compare rmsd values from
a full protein alignment with the value derived from the structure comparison
approach described above. In Fig. 3(b) we show a comparison of the structure
comparison capabilities of our method versus that of CE. We require that ho-
mologous pairs have at least three matching cluster pairs in our method. For
CE, similarity is claimed given a Z-score > 5 and an rmsd < 4.0 Å[2].

We further analyzed some difficult protein pairs: 1SCE and 1PUC possess high
sequence identity but were treated as unique structures by DALI as observed by
Shindyalov et al. [2]. On the same proteins we obtained 9 aligned cluster pairs
(45 residues) as compared to CE (93/1.26Å). Similarly a comparison of 2SEC
and 1EGP yielded 11 residue matches while CE detected 34 (1.2Å). Alignment
of the sequentially dissimilar protein pair 1A2Y and 1A4J revealed a poten-
tially strong motif WVRQPPGK–EWL (36-43,46-48) and WYLQKPGQ–KLL
(40-47,50-52) respectively. 1HDA and 1PBX, proteins that share 48% sequence

(a) (b)

Fig. 3. (a) Cut-off threshold for similarity across pair of proteins at 6Å across 1081
pairs of protein structures. (b) Number of homologous protein pairs classified as true
positives and false negatives. TP-CC, FN-CC represent true positives and false neg-
atives predicted by our method. Similarly TP-CE, FN-CE represents predictions of
CE.
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identity resulted in a 72 residue alignment as compared to 141 residues aligned
by CE. In Immunoglobulins two homologous pairs 1BBD - 1DFB and 1BBD -
4FAB gave 29 and 25 residue matches and were correctly classified as similar;
while CE aligned them with rmsd 4.27Å and 4.42Å respectively.
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Abstract. Earlier People used to discover new drugs either by chance that is 
serendipity or by screening the natural products. This process was time consum-
ing, costly as well as required a lot of investment in terms of man-hours. The 
process of discovering a new drug was very complex and had no rational. Prior 
to Data Mining , researchers were trying computer methods such as potential 
drug molecules interactions with the targets and that was also time consuming, 
costly and required high expertise. Data mining is often described as a disci-
pline to find hidden information in a database. It involves different techniques 
and algorithms to discover useful knowledge lying hidden in the data. Data 
mining and the term Knowledge Discovery in Databases (KDD) are often used 
interchangeably. In this paper, we are implementing the classification technique 
using WEKA tool for the analysis of similarity between GENERAL DRUGS 
and ANTI-HIV DRUGS. 

Keywords: Classification, Chemoinformatics, Data mining, HIV drugs. 

1   Introduction  

1.1   Motivation 

Earlier all over the world, when a new drug was  sought pharmacological researchers 
used to  conduct a blind study of tens or hundreds or thousands of chemical com-
pounds, applying them to an assay for a disease. Drug discovery process had no ra-
tionale and it  tended to be a bit hit and miss.[1]. 

Then the  field of Data Mining emerged. It combines artificial intelligence with in-
novative knowledge discovery techniques to analyze the results of pharmacological 
experiments it conducts itself. By relating the chemical structure of different com-
pounds to their pharmacological activity, Now We are able to learn which chemical 
compounds should be tested next, bringing a degree of predictability to drug screen-
ing procedures. This will help scientists and pharmaceutical companies identify more 
effective compounds to treat different diseases, allowing them to find drug leads in a 
fraction of the time and at a fraction of the cost of current methods and could mini-
mize the need for random testing of chemical compounds. 
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In our work, we are trying to find the general drugs which can be used instead 
of ANTI-HIV drugs .All available ANTI-HIV drugs in the market have some side 
effects. The solution of this problem was to either search for a new molecule which 
could be very expensive or use the already existing drug .The general drugs and 
their properties are already known and it can be used. Using the WEKA tool, we 
have implemented the Classification Technique and produced decision Trees[10] 
of both the databases .There are various other classifiers also available but we 
selected decision trees for our similarity search as they can be directly converted 
into the Classification rules. To construct a rule, a path is traced from root to a leaf 
node. 

1.2   ANTI-HIV Drugs 

A virus from the Latin, meaning toxin or poison is a sub-microscopic infectious 
agent that is unable to grow or reproduce outside a host cell. Viruses infect all 
cellular life. Viruses consist of two or three parts: all viruses have genes made 
from either DNA or RNA, long molecules that carry genetic information; all have 
a protein coat that protects these genes; and some have an envelope of fat that 
surrounds them when they are outside a cell.  A retrovirus is a virus with an RNA 
genome that replicates by using a viral reverse transcriptase enzyme to transcribe 
its RNA into DNA in the host cell. The DNA is then incorporated into the host's 
genome by an integrase enzyme. Antiretroviral drugs are medications for the 
treatment of infection by retroviruses primarily HIV. There are different classes 
of antiretroviral drugs that act at different stages of the HIV life cycle. Antiretro-
viral drugs are broadly classified by the phase of the retrovirus life-cycle that the 
drug inhibits.  

1.3   Data Mining 

The term ‘data mining’ is the extraction of interesting (non-trivial, implicit, previ-
ously Unknown and potentially useful) information or patterns from data in large 
databases. Its alternative names are: Knowledge discovery (mining) in databases 
(K.D.D.), knowledge extraction, data/pattern analysis, data archeology, data dredging, 
information harvesting, business intelligence, etc. 

2   Classification Technique 

Data Classification is a supervised learning technique. 
Classification is a Two-Step Process: 
1. Model construction: It is used for describing a set of predetermined classes 

• Each tuple/sample is assumed to belong to a pre-
defined class, as determined by the class label at-
tribute 

• The set of tuples used for model construction: 
training set 
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• The model is represented as classification rules, 
decision trees, or mathematical formula 

 
2. Model usage: It is used for classifying future or unknown objects 

• Estimate accuracy of the model 
• The known label of test sample is compared with 

the classified result from the model 
• Accuracy rate is the percentage of test set samples 

that are correctly classified by the model 
• Test set is independent of training set, otherwise 

over-fitting will occur. 

3    Decision Tree 

A decision tree is a flowchart like tree structure, where each internal node denotes a 
test on an attribute, each branch represents an outcome of the test and each leaf node 
holds a class label. The topmost node in the tree is the root node. Decision trees are 
used for classification. Given a tuple  X,for which the class label is unknown, the 
attribute values of the tuple are tested against the decision tree. A path is traced from 
the root to a leaf node, which holds the class prediction for that tuple.Decision trees 
can be easily converted to classification rules. The decision tree classifiers are very 
popular as it does not require any domain knowledge or parameter setting and there-
fore is appropriate for exploratory knowledge discovery. Decision trees can handle 
high dimensional data. Their representation of acquired knowledge in tree form is 
intuitive and generally easy to assimilate by humans .In general decision tree classifi-
ers have good accuracy. 

4   About the Tool WEKA 

“WEKA” stands for the Waikato Environment for Knowledge Analysis. (Also, the 
weka pronounced to rhyme with Mecca, is a flightless bird with an inquisitive nature 
found only on the islands of New Zealand.). Weka is developed at the University of 
Waikato in New Zealand, the system is written in JAVA an object oriented language 
that is widely available on all computer platforms, and weka has been tested under 
various operating systems like Linux, Windows, and Macintosh. Java allows us to 
provide a uniform interface to many different learning algorithms, along with meth-
ods for pre- and post processing and for evaluating the result of learning schemes on 
any given dataset. There are several different levels at which Weka can be used. First 
of all it provides implementations of state-of-the-art learning algorithms that you can 
apply to your dataset from the command line. It also includes a variety of tools for 
transforming datasets, like the algorithms for discrimination .We can preprocess a 
dataset, feed it into a learning scheme, and analyze the resulting classifier and its 
performance—all without writing any program code at all.  
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5   Dataset Construction 

5.1   Drug Bank- A Knowledge Base for Drugs, Drug Actions and Drug Targets 

Drug Bank is a richly annotated resource freely available on internet that combines 
detailed drug data with comprehensive drug target and drug action information. Since 
its first release in 2006, Drug Bank has been widely used to facilitate in silico drug 
target discovery, drug design, drug docking or screening, drug metabolism prediction, 
drug interaction prediction and general pharmaceutical education.  

We have created two databases with descriptors (Formula weight, Predicted water 
solubility, Predicted Log P, Experimental Log P, and Predicted Log S) as follows- 

• A section of 350 drugs has been made from DRUG BANK  
• Then a database of 25 ANTI HIV drugs is made. 

A sample of records containing 10 instances is as shown in following tables-Table 5.1 
and Table 5.2.  

Table 5.1. Database of General drugs 

            Name Type Formula Weight

Predicted

Water
Solubility
mg/mL P LogP E LogP P LogS

Astrozole Approved 293.3663 6.61E-02 2.32 2.4 -3.65
Acamprosate Approved 181.21 1.88E+01 -1.78 -1.1 -0.98

Acetazolamide Approved 222.245 2.79E+00 -0.39 ? -1.9
Adenosine Approved 267.2413 1.40E+01 -1.2 -1.6 -1.28

Alendronate Approved 249.096 1.69E+01 -1.34 -4.3 -1.17  

Table 5.2. Database of Anti HIV Drugs 

Name Type
Formula
Weight

Predicted Water 
Solubility mg/mL P LogP E LogP P LogS

Abacavir Approved 286.3323 1.21E+00 0.61 1.1 -2.37
Amprenavir Approved 505.627 4.91E-02 1.85 ? -4.01
Atazanavir Approved 704.8555 3.27E-03 4.08 4.5 -5.33
Cidofovir Approved 279.187 1.15E+01 -2.11 -3.9 -1.38
Darunavir Approved 547.664 6.68E-02 1.89 1.8 -3.91  

6   Experimental Results 

There are various tools which are used for Data Mining .Because the WEKA tool is a 
freely available tool, that’s why we implemented classification technique with WEKA 
tool.  WEKA supports input files in 2 formats- ARFF format and CSV format. The 
figures 6.1 and 6.2 given below show the decision trees of GENERAL drugs and 
ANTI-HIV drugs. 
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6.1   Decision Trees 

 

Fig. 6.1. Decision tree of general drugs 

 

Fig. 6.2. Decision tree of Anti HIV drugs 
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6.2   Classification Rules 

GENERAL DRUGS 

1. if P.W.S<=0.00503 and F.W.T<=248.301 and F.W.T<=211.2576 
            =>Drug=Celecoxib 

 

2. if PWS<=0.00503 and FWT<=248.301 and  FWT>211.2576 
            =>Drug=Desoxycorticortesene Pivalate 

 

3. if PWS<=0.00503 and  FWT>.248.301 and  FWT<267.2413 
            =>Drug=Atonoxetine 

 

4. if PWS>0.00503 and PWS>0.00738 and PWS<=0.012 and  
                        FWT>236.2273=>Drug=Propafenone 
 

5. if PWS>0.00503 and PWS>0.00738 and PWS<=0.012 and FWT>236.227                           
                        =>Drug=Dactinomycin             

 

ANTI HIV DRUGS 
 

1. if PWS<=0.086 and PWS<=0.00327 and PWS<=0.00126=>Drug=Ritonavir 
 

2. if PWS<=0.086 and PWS<=0.00327 and PWS>=0.00126 and   
            FWT<=628.800=>Drug=Lopinavir 

 

3. if PWS<=0.086 and PWS<=0.00327 and PWS>=0.00126 and       
            FWT>628.800=>Drug=Atazanavir 

 

4. if PWS<=0.086 and PWS>0.00327 and       
            FWT<505.627=>Drug=Amprenavir 
 

5. if PWS<=0.086 and PWS>0.00327 and       
            FWT>=505.627=>Drug=Darunavir 

7   Conclusion 

The table 7.1 given below shows the predicted results of similarity between GEN-
ERAL DRUGS and ANTI-HIV DRUGS on the basis of range of descriptors. 

Table 7.1. Predicted results of similarity between GENERAL DRUGS and ANTI-HIV 
DRUGS on the basis of range of descriptors 

Name Type
Formula
Weight

Predicted Water 
Solubility mg/mL P LogP E LogP P LogS

Abacavir Approved 286.3323 1.21E+00 0.61 1.1 -2.37
Amprenavir Approved 505.627 4.91E-02 1.85 ? -4.01
Atazanavir Approved 704.8555 3.27E-03 4.08 4.5 -5.33
Cidofovir Approved 279.187 1.15E+01 -2.11 -3.9 -1.38
Darunavir Approved 547.664 6.68E-02 1.89 1.8 -3.91  

FWT-Formula Weight. 
PWS-PredictedWater Solubility. 
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As shown in the above table, some ANTI-HIV drugs are similar to GENERAL 
drugs on the basis of range of descriptors specified. These results are only forecasted 
results and may be clinically tested.  
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Abstract. The main objective of our work is to align multiple sequences to-
gether on the basis of statistical approach in lieu of heuristics approach. Here 
we are proposing a novel idea for aligning multiple sequences in which we will 
be considering the DNA sequences as lines not as strings where each character 
represents a point in the line. DNA sequences are aligned in such a way that 
maximum overlap can occur between them, so that we get maximum matching 
of characters which will be treated as our seeds of the alignment. The proposed 
algorithm will first find the seeds in the aligning sequences and then it will 
grow the alignment on the basis of statistical approach of curve fitting using 
standard deviation. 

Keywords: Multiple Sequence Alignment, Sequence Alignment, Word 
Method, Statistically Optimized Algorithm, Comparative Genome Analysis, 
Cross Referencing, Evolutionary Relationship.    

1   Introduction 

Multiple sequence alignment is a crucial prerequisite for biological sequence data 
analysis.  

It is a way of arranging the sequences of DNA, RNA, or protein to identify regions 
of similarity that may be a consequence of functional, structural, or evolutionary 
relationships between the sequences. A large number of multi-alignment programs 
have been developed during last twenty years. There are three main considerations in 
choosing a program: biological accuracy, execution time and memory usage. Biologi-
cal accuracy is generally the most important concern amongst all. Some of the promi-
nent and accurate programs according to most benchmarks are CLUSTAL W [1], DI-
ALIGN [2], T-COFFEE [3], MAFFT, MUSCLE, PROBCONS . An overview about 
these tools and other established methods are given [4]. 

T-COFFEE is a prototypical consistency- based method which is still considered as 
one of the most accurate program available. MAFFT and MUSCLE have a similar 
design, building on work done by Gotoh in the 1990s that culminated in the PRRN 
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and PRRP programs [10,11], which achieved the best accuracy of their time but were 
relatively slow and were not widely adopted. 

The recently published methods ALIGN-M [12], DIALIGN [2, 13], POA [14, 15] 
and SATCHMO [16] have relaxed the requirement for global alignment by allowing 
both alignable and non-alignable regions. Although these methods are sometimes 
described as ‘local’; alignable regions  must still be co-linear (i.e. appear in the same 
order in each sequence). This model is appropriate for protein families with well-
conserved core blocks surrounded by variable regions, but not when input sequences 
have different domain organizations. 

2   Objective  

The main purpose of undertaking this study is to develop a new algorithm which can 
align multiple sequences together in lesser time. 

The alignment of sequences will be done on the basis of statistical approach in lieu 
of heuristics approach. Statistical method of curve fitting by means of standard devia-
tion and stochastic approaches will be used. 

3   Algorithm for Multiple Sequence Alignments 

1. Take 2 sequences. 
2. Find the seed for alignment. 
3.  Build the distance matrix between the sequences. 
4. Plot a graph. 
5. Plot the scores of sequences in distance matrix on the graph about the line 

x=y. 
6. Find the minimum deviation of that curve or line of minimum deviation. 
7. Draw the minimum deviation onto the graph and name it as master align-

ment. 
8. Arrange the alignment  according to the master sequence alignment on dis-

tance matrix. 

3.1   Detail Explanation of above Algorithm  

Here we consider a DNA sequence as line not as string where each character repre-
sents a point in the line. The sequences are lined up in such a way that maximum 
overlap occurs between them, thus giving maximum matching of characters.  

3.1.1   Hypothesis  
For example consider these two sequences 

 

DNA1 ATCGGGGCTATC 
DNA2 ATCCCCCTATTG 

A matrix was built according to the following conditions. If the character matches in 
the two sequences the distance between the two point is 0 and if mismatch occurs then 
the distance is given by the PAM [17] or BLOSSUM [18] matrix. The distance  
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contributed from the deviation to the line where x=y. Then the matrix is constructed 
and plotted on a graph(fig 1). The graph  and matrix are as following- 

Table 1. This is matrix formed between the two DNA sequences in this match score=0 and 
mismatch score is given by PAM and BLOSSUM matrix 1st and 2nd row consist of DNA1 &  
DNA2 unaligned row is taken as zero at this stage ,3rd &5th rows are the score of matrix 

A T C G G G G C T A T C DNA1
A T C C C C C T A T T G DNA2
0 0 0 1 1 1 1 2 1 1 0 1 DNA1
0 0 0 0 0 0 0 0 0 0 0 0 UNALIGNED SEQ
0 0 0 -1 -1 -1 -1 -2 -1 -1 0 -1 DNA2  
 
The graph will look like fig 1 for the above sequences. The matching string will be 

called as seed (where our final alignment will grow) and the mismatch string will 
expand like a bulb. Now the main problem whice arises at this stage is  how to deflate 
the bulb. This is where statistics comes into action. The bulb is like a scattered plot. 
We have to find a line or curve of minimum deviation in the bulb which will be our 
master alignment line.  
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Fig. 1. This graph shows the score of matches & mismatches of both DNA1 & DNA2, In this 
matches are called as “seed” & mismatches will appear as “bulb”& the middle line represents 
the Master Alignment 

 
A matrix was built which contains the master alignment. A score was assigned to 

it. The master alignment line will guide the sequences to align properly as following: 

Table 2. This matrix consist Aligned sequence score along with previous score of DNA1 
&DNA2 which is obtained from above graph 

A T C G G G G C T A T C DNA1
A T C C C C C T A T T G DNA2
0 0 0 1 1 1 1 2 1 1 0 1 DNA1
0 0 0 0 0 0 -1 2 -2 1 -1 0 ALING SEQ
0 0 0 -1 -1 -1 -1 -2 -1 -1 0 -1 DNA2  

 

BULB 
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Fig. 2. This graph shows the curve of scores of DNA1 &DNA2 along with the curve obtained 
by the minimum deviation of these named as ”MASTER ALIGNMENT” 

 
After the matrix is prepared the final alignment is done on the basis of scoring  

matrix, adjusting gaps and mismatch, checking the maximum aligning score. Intro-
duction of gaps are done to maximize the alignment so that better alignment and  
homology is achieved. 

 
Table 3. This matrix shows the alignment done by the help of “MASTER ALIGNMEENT” 
obtained on the previous graph by the help of minimum deviation method 

a t c g g g g c t a t # c DNA1
a t c c c c # c t a t t g DNA2
a t c g/c g/c g/c g c t a t t c/g MASTER ALINGMENT (MA)
0 0 0 1 1 1 0 0 0 0 0 1 DNA1 SCORE
0 0 0 0 0 0 0 0 0 0 0 0 MA SCORE
0 0 0 -1 -1 -1 0 0 0 0 0 0 -1 DNA2 SCORE  

Final graph based on the matrix score was obtained.  Size of the bulb is reduced. 
The bulb that is visible in the graph is showing the mismatch between the bases pre-
sent in the alignment.  
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Fig. 3. This figure shows the alignment of DNA1 & DNA2 with the final score along with the 
Master Alignment curve 
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Final alignment of the sequences will be                       Colour Notaions 
 

ATCGGGGCTAT- C   DNA1             ATCG   Shows the mismatch in the se- 
                                                                        quences 
ATCCCC - CTATTG     DNA2                   ATCG   shows the gaps in the sequences 

 
Consider the alignment of tree or more sequences 

 

DNA1  ATCGGGGCTATC 
DNA2  ATCCCCCTATTG 
DNA3  CGCCCGGCTATG 
 

A matrix was built according to the following conditions. If the character matches in 
the two sequences the distance between the two point is 0 and if mismatch occurs then 
the distance is given by the PAM [17] or BLOSSUM [18] matrix. The distance con-
tributed from the deviation to the line where x=y. Then the matrix is constructed and 
plotted on a graph(fig 4). The graph  and matrix are as following- 

Table 4. This matrix is same as that in previous example but this is for aligning 3 DNA se-
quences 

a t c g g g g c t a t c DNA1
a t c c c c c t a t t g DNA2
c g c c c g g c t a t g DNA3
2 2 0 1 1 1 1 2 1 1 0 1 DNA1SCORE
2 2 0 -1 -1 -1 -1 -2 -1 -1 0 -1 DNA2 SCORE
-2 -2 0 -1 -1 1 1 2 1 1 0 -1 DNA3 SCORE
0 0 0 0 0 0 0 0 0 0 0 0 UNALING SCORE  
 
The graph will look like fig 4 for the above sequences. The matching string will be 

called as seed (where our final alignment will grow) and the mismatch string will 
expand like a bulb. Now the main problem whice arises at this stage is  how to deflate 
the bulb. This is where statistics comes into action. The bulb is like a scattered plot. 
We have to find a line or curve of minimum deviation in the bulb which will be our 
master alignment line.  

 

-2.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5

1 2 3 4 5 6 7 8 9 10 11 12

dna1 dna2 dna3 master aling
 

Fig. 4. This graph shows the score of matches & mismatches of both DNA1, DNA2, 
DNA3similarly as in the early case & the middle line represents the Master Alignment 
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A matrix was built which contains the master alignment. A score was assigned to 
it. The master alignment line will guide the sequences to align properly as following: 

Table 5. This matrix consist Unaligned sequence score along with score of DNA1, DNA2& 
DNA3 obtained from above graph 

a t c g g g g c t a t c DNA1
a t c c c c c t a t t g DNA2
c g c c c g g c t a t g DNA3
2 2 0 1 1 1 1 2 1 1 0 1 DNA1SCORE
2 2 0 -1 -1 -1 -1 -2 -1 -1 0 -1 DNA2 SCORE
-2 -2 0 -1 -1 1 1 2 1 1 0 -1 DNA3 SCORE
2 2 0 -1 -1 1 1 -2 1 1 0 -1 UNALING SCORE   
 
After the matrix is prepared the final alignment is done on the basis of scoring  

matrix, adjusting gaps and mismatch, checking the maximum aligning score. Intro-
duction of gaps are done to maximize the alignment so that better alignment and  
homology is achieved.  
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Fig. 5. This graph shows the curve of scores of DNA1, DNA2 &DNA3 along with the curve 
obtained by the minimum deviation of these curve for the alignment purpose  named as ”MAS-
TER ALIGNMENT” 

Table 6. It consist of the final alignment score of DNA1, DNA2& DNA3 which is used to draw 
the final alignment curve , these scores are obtained by aligning the DNA’s with the help of 
Master Alignment by shifting of bases 

a t c g g g g c t a T # c DNA1
a t c c c c # c t a T t g DNA2
c g c c c g g c t a T # g DNA3
2 2 0 1 1 1 0 0 0 0 0 1 DNA1SCORE
2 2 0 -1 -1 -1 0 0 0 0 0 -1 DNA2 SCORE
-2 -2 0 -1 -1 1 0 0 0 0 0 -1 DNA3 SCORE
2 2 0 -1 -1 1 0 0 0 0 0 0 -1 ALIGNMNT SCORE  
 
Final graph based on the matrix score was obtained.  Size of the bulb is reduced. 

The bulb that is visible in the graph is showing the mismatch between the bases pre-
sent in the alignment. 
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Fig. 6. This figure shows the alignment curve of DNA1, DNA2& DNA3 with the final score in 
the Matrix along with the Master Alignment curve 

 
Table 7. This matrix shows the alignment of all 3 DNA sequences  done by the help of “MAS-
TER ALIGNMENT” obtained on the previous graph by the help of minimum deviation method 

a t c g g g g c t a t # c DNA1
a t c c c c # c t a t t g DNA2
c g c c c g g c t a t # g DNA3 SCORE
a/c t/g c g/c g/c g/c g c t a t t c/g MASTER ALIGNMENT

 

Final alignment of the sequences will be:                          COLOUR NOTAION 
 
DNA1     ATCGGGGCTAT –C                        ATCG  Shows the mismatch in the 

         sequences  
DNA2    ATCCCC – CTATAG              ATCG  shows the gaps in the seq- 
                                                                            uences 
DNA3      CGCCCGGCTAT -G 

4   Result and Discussion 

The main feature of the algorithm is sequential execution through seed finding and 
growing those seeds on the basis of statistical approach of curve fitting using standard 
deviation. 

The seed of alignment can be found either by using heuristics approach of BLAST 
[19] or FASTA algorithm or using DOTPLOT approach. Here we have used DOT-
PLOT approach to find out the short or long inter sequences match (seed). Seeds are 
then filtered out and un-aligned sequences will be aligned using this algorithm.     

This algorithm is unique as it is not based on progressive method and also doesn’t 
divide the sequences in bits and pieces for alignment so it gives better alignment. As 
it uses seeds to align the sequences it gives better homology. 

Results have shown that this algorithm worked well even if seed is absent or the 
sequences are far apart from each other. 

It can align cDNA with gene which most of MSA algorithms fails to do. Advan-
tage of cDNA not containing the introns can be used here. Exons on the cDNA are 
aligned with coding genes in the DNA sequence which can than be used as seeds. 
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This leads to a phenomenon of DNA looping. These looping DNA are aligned by 
creating gap in the cDNA.Here these gaps indicates introns in the genome.  

Here we have aligned the EST with gene to find out point mutation. The data was 
downloaded from UCSC genome browser[20,21]. UCSC refgene contains the co-
ordinates for exon and intron in gene. While aligning EST with gene the EST must 
match with exon ( as a biological phenomenon). Thus we have calibrated our MSA 
verses ( Stretcher[22], Matcher[22,23], Needle[24] and Waunch[25]) to find match 
and mismatch in EST verses gene alignment. 

While performing the alignment we noticed that exon can be subdivided if it con-
tains gaps with respect to EST and vice versa. Thus we divided the gene in such a 
way that no gaps occur in EST and exon. Now two sequences were taken containing 
only mismatches. Any gap here is considered as false positive(FP) as no  sequence 
contains gap. Any mismatch which is missed will be reported as true negative(TN) . 
Any wrong mismatch reported will be false negative(FN). All true matches is true 
positive(TP). 

 
Sensitivity                                                                 Specificity 
      TP (true positive)                                                              TN(true negative) 

  FN ( False negative)                                                         FP(false positive) 
  Sensitivity= TP/TP+FN                                                  Specificity= TN/TN+FP 

Table 8. Showing sensitivity and specificity of the algorithm in comparison to other popular 
algorithms 

Program Sensitivity Specificity 

Our Algorithm 99.91 98.73 

Stretcher 99.51 107.37 

Matcher 99.44 106.25 

Needelman-Waunch 98.14 61.17 

Smith-Waterman 95.9 60.96 

 
Above comparison shows that this algorithm gives better sensitivity among all other 

algorithms taken into account and gives specificity comparable to all other algorithms.   
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Abstract. The analysis of pathways in metabolic networks has become
an important approach for understanding metabolic systems. Constraint-
based approaches recently brought new insight into our understand-
ing of metabolism. Here we introduce a method for identifying opti-
mal metabolic pathways. The method, generates data on reaction fluxes
based on biomass conservation constraint and formulates constraints in-
corporating weighting coefficients corresponding to concentration of en-
zymes catalyzing the reactions. The effectiveness of the present method
is demonstrated on the pentose phosphate pathway (PPP) in T. cruzi

and on a large network of the plant polyamine pathway existing in the
literature. A comparative study with the existing extreme pathway anal-
ysis (EPA) also forms a part of this investigation.

Keywords: FBA, stoichiometric matrix, polyamine pathway.

1 Introduction

Cellular metabolism, the integrated interconversion of thousands of metabolic
substrates into products through enzyme-catalysed biochemical reactions, is the
most investigated complex intracellular web of molecular interactions. Metabolic
pathways are defined by a series of chemical reactions that are interlinked with
each other [1]. Metabolic pathway modeling is needed as metabolism is the
“chemical engine” that drives the living process, and is a fundamental deter-
minant of cell physiology. The flux balance analysis (FBA), a constraint-based
approach applied to genome-scale metabolic models can be used to make pre-
dictions of flux distributions based on linear optimization [2]. Here we describe
a method based on the framework of FBA for identifying optimal metabolic
pathways that yields the maximum amount of the target metabolite from a
given substrate. Results, comparison with the existing EPA [3] and their bio-
logical relevance have been provided for the PPP in T. cruzi and on one large
polyamine biosynthesis pathway observed in plants.
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2 A Constraint Based Method

A metabolic network consists of internal fluxes v within the network and ex-
change fluxes b that can either enter or exit the system. The rate of growth of
the target metabolite B on the starting metabolite A, which needs to be maxi-
mized is the algebraic sum of the weighted fluxes of R1, R2, . . . , Rs reactions by
s different paths and is given by

z =
s∑

k=1

ckvk (1)

ck indicates the enzyme concentration level. The flux vectors, v that satisfy
approximately the quasi-steady state condition S.v ≈ 0 and the inequalities
described later are generated. S is the m × n stoichiometric matrix with m as
the number of metabolites and n as the number of reactions. We generate l
number of basis vectors vb that form the null space of S and also generate l
number of non-negative random numbers ap, p = 1, 2, . . . , l to generate a vector
v =
∑l

p=1 apvbp satisfying the following inequality constraints. All the internal
fluxes are positive yielding: vi ≥ 0, ∀i. The constraints on the exchange fluxes
depending on their direction can be expressed as αj ≤ bj ≤ βj where αjε{−∞, 0}
and βjε{0,∞}. In real systems the genes may not be expressed at the required
level. So we define a new set of constraints as

S(Cv) = 0 (2)

where C is an n× n diagonal matrix whose i-th diagonal element is ci for each
i. That is, if C = [γij ]n×n, then γij = δijci, where δij is the Kronecker delta. So
the problem boils down to a maximization problem, where z is maximized with
respect to c, subject to satisfying the constraint given in equation(2) along with
the inequality constraints. Combining equations (1) and (2), we can reformulate
the objective function as

y = 1/z + ΛT .(S.(C.v)) (3)

that has to be minimized with respect to the weighting factors ci for all i. The
term Λ = [λ1, λ2, . . . , λm]T is the regularizing parameter. Initially, a set of ran-
dom values in [0, 1] corresponding to ci’s are generated which are then modified
iteratively by gradient descent optimization algorithm, where Δci = −η∂y/∂ci.
The term η is a small positive quantity indicating the rate of modification. The
modified value of ci is given by ci(t + 1) = ci(t) + Δci, ∀i, t = 0, 1, 2, . . . λ is
chosen empirically from 0.1 to 1.0 in steps of 0.1. For each value of λ as we are
increasing the number of iterations, the value of y gradually decreases and the
corresponding ci-values indicate an optimal pathway.

3 Results and Comparison

When applied to various organisms, the constraint based method yields more
significant and biologically relevant results as compared to that of EPA. Here,
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Fig. 1. Pentose Phosphate Pathway in T. cruzi

we apply our method to the PPP in the parasite T. cruzi and on one large plant
polyamine pathway obtained from the KEGG database 1.

PPP is an anabolic pathway that utilizes 6 carbons of glucose to generate
NADPH (reduced form of NADP+) and pentose(5-carbon) sugars. The PPP is
a key metabolic process in the cell because it provides reductive power, ribose-
5-phosphate and glycolytic intermediates. The pathway has an oxidative phase
that generates NADPH, and the second non-oxidative phase synthesizes 5-carbon
sugars [4]. The biochemical evidence obtained so far suggest that the oxidative
branch is essential for protection of the parasite against oxidative stress. The
PPP has been shown to be functional in T. cruzi and the seven enzymes of the
pathway have been expressed and fully characterized. The balance between the
2 branches is necessary to maintain the metabolic efficiency of the cancer cell
for growth and proliferation [5]. The pathway consists of 18 metabolites and
33 fluxes (Fig. 1) where the starting and target metabolites are α-D-Glucose-
6P, D-Glyceraldehyde-3P and β-D-Fructose-6P respectively. The present method
generates the optimal pathway as α−D−Glucose−6P → β−D−Glucose−6P →
D−Glucono−1, 5lactone−6P → 6−Phospho−D−Gluconate→ D−Ribulose−
5P → D − Xylulose − 5P + D − Erythrose − 4P → D − Glyceraldehyde −
3P + β −D − Fructose − 6P . The EPA method generates a different pathway

1 http://www.genome.jp/kegg/pathway.html
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Fig. 2. Polyamine pathway

as α −D −Glucose− 6P → β −D − Fructose − 6P → D −Xylulose− 5P +
D − Erythrose − 4P → D −Glyceraldehyde− 3P + β −D − Fructose− 6P .

Polyamines (PAs) are naturally occurring low molecular weight, polycationic,
aliphatic nitrogenous compounds found in all organisms and are essential for
cellular proliferation and normal cellular function. The most common PAs in
plants are spermidine, spermine and their precursor putrescine [6]. PAs take
part in many important cellular processes such as cell division, protein synthe-
sis, DNA replication and response to abiotic stress. The polycationic nature of
PAs is one of the main properties believed to mediate their biological activity.
They are, indeed, able to bind several negatively charged molecules, such as
DNA, proteins, membrane phospholipids and proteins. Polyamine biosynthetic
pathways in plants have been well elucidated [7]. The intermediate metabolite
putrescine is formed either by direct decarboxylation of L-ornithine by the en-
zyme ornithine decarboxylase (ODC, EC 4.1.1.17), or by decarboxylation of argi-
nine by arginine decarboxylase (ADC, EC 4.1.1.19) via agmatine [8]. Spermidine
and the target metabolite spermine are synthesized by the sequential addition
of an aminopropyl group to putrescine by spet-midine synthase and spermine
synthase, respectively. The aminopropyl group is donated by decarboxylated
S-adenosylmethionine (SAM), which is produced by S-adenosylmethionine de-
carboxylase (SAMDC, EC 4.1.1.50). There are 66 reactions and 42 metabolites
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for the pathway (Fig. 2) where we are maximizing the yield of Spermine from the
starting metabolite Arginine. The present method generates the optimal paths
as follows: Arginine → Ornithine → Putrescine → Spermidine → Spermine
and Arginine → Agmatine → Putrescine → Spermidine → Spermine. The
EPA method results in Arginine→ Agmatine→ Putrescine→ Spermidine→
Spermine as an optimal pathway. It has been demonstrated in various plant tis-
sues that the pathway obtained by our method (ornithine decarboxylase path-
way) is active in cell proliferation and the the pathway obtained by EPA (arginine
decarboxylase pathway) is involved in embryo and organ differentiation [9].

4 Biological Relevance and Validation

There are 2 paths starting from α−D −Glucose− 6P in the PPP in T. cruzi
(Fig. 1) leading to formation of β−D−Glucose−6P and β−D−Fructose−6P
in the 2 branches. The path through β −D −Glucose− 6P is followed till the
intermediate metabolite D − Ribulose− 5P which gets divided into 2 paths of
which the one leading to formation of D−Xylulose−5P+D−Erythrose−4P
is followed as it terminates in the desired target and the other path leading
to D − Ribose − 5P is not followed as it ends up in some other target. Of
the 2 paths emerging from D − Xylulose − 5P + D − Erythrose − 4P , the
path leading to β − D − Fructose − 6P is not followed as it terminates in
2 − Deoxy −D − ribose which is not the desired target. The other path leads
to formation of D − Glyceraldehyde − 3P + β − D − Fructose − 6P which
are the desired targets. The first 3 steps of the PPP which has been produced
by the constraint based method, glucose 6-phosphate converted to ribulose 5-
phosphate by the actions of the enzymes glucose 6-phosphate dehydrogenase
(Glc6PD, EC 1.1.1.49), 6-phosphogluconolactonase (6PGL, EC 3.1.1.31) and 6-
phosphogluconate dehydrogenase (6PGDH, EC 1.1.1.44) are crucial paths. These
reactions are the only source of NADPH, which is needed to reduce peroxides
and other oxidizing agents that may otherwise damage the cell. The sequence of
steps that leads to formation of the optimal path has been cited in [10].

Starting from arginine there are five paths leading to formation of ornithine,
urea, agmatine, 4-Guanidino-butanamide and 2-Oxo-arginine (Fig. 2). The path
that leads to urea, 4-Guanidino-butanamide and 2-Oxo-arginine are not fol-
lowed as they donot lead to the desired target. The paths leading to agmatine
and ornithine are followed as they terminate in the desired target. Of the 3
paths emerging from ornithine the paths leading to formation of citrulline and
N-acetyl-ornithine are not followed as they donot terminate in the desired target.
The path that leads to putrescine is followed. Of the 4 paths emerging from Pu-
trescine, the paths leading to γ-L-glutamyl-putrescine, N-Acetyl-putrescine and
4-Amino-butanal are not followed as they terminate in some other end products.
The path leading to spermidine is followed as it leads to the desired target. From
spermidine there are 3 paths forming 1,3-Diamino-propane, 4-Aminobutanal
and spermine as the intermediate metabolites. The path leading to spermine is
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followed which is the desired end product. The occurrence of the optimal path
following the above mentioned methodology has been observed in [6, 9].

5 Conclusions and Discussions

We have developed a simple constraint based method for identifying an optimal
metabolic pathway that involves weighting coefficients indicating the concen-
tration levels of enzymes catalyzing biochemical reactions in the pathway. The
method can suitably be used using reaction databases without going into com-
plex mathematical calculations, and without using various kinetic parameters
that are hard to estimate. It has been found that the method is able to produce
biologically more relevant results than EPA and can be applied in metabolic
engineering. This method could be of a great interest for the scientific com-
munity, as current pathway identification methods, e.g. elementary flux modes
and extreme pathways cannot be applied to many real life models due to their
numerical complexity.
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Abstract. In this paper we present a simple and novel time-dependent
cross-correlation-based approach for the extraction of simple gene in-
teraction sub-networks from biclusters in temporal gene expression mi-
croarray data. Preprocessing has been employed to retain those gene
interaction pairs that are strongly correlated. The methodology was ap-
plied to public-domain data sets of Yeast and the experimental results
were biologically validated based on standard databases and information
available in the literature.

Keywords: Biclustering, transcriptional regulatory network, time-delay,
time-lagged correlation, gene interaction network.

1 Introduction

With the current development in microarray technology (gene chips), today re-
searchers in Bioinformatics have, at their disposal, expression data of thousand
of genes of different organisms under various experimental conditions. DNA mi-
croarray technology, thus, forms an indispensable tool for exploring transcrip-
tional regulatory networks from the system level and is very helpful when one
dwells into the cellular environment to investigate various complex interactions.
Biological pathways can be conveniently characterized as networks and broadly
classified as metabolic pathways, gene regulatory networks or gene interaction
networks and signal transduction pathways. Gene regulatory networks connect
genes, gene products (in the form of protein complexes) or their groups to one
another. A network of coregulated genes may form gene clusters that can encode
proteins, which interact amongst themselves and take part in common biological
processes. Clustering has been applied to locate co-expressed groups of genes and
extract gene interaction/gene regulatory networks from gene expression data [1].

Genes with similar expression profiles may regulate one another or be regu-
lated by some other common parent gene. However, one need to observe that
a subset of genes is co-regulated and co-expressed only over few conditions.
The genes also share local rather than global similar patterns in their expres-
sion profiles [2]. Such sets of genes may be identified in the form of biclus-
ters [3] using continuous columns, to represent a continuous interval of time [4].

S. Chaudhury et al. (Eds.): PReMI 2009, LNCS 5909, pp. 199–204, 2009.
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Evolutionary biclustering has been used for extracting gene interaction networks
from time series gene expression data [5]. The networks were validated incorpo-
rating domain knowledge from transcription factor (TF )-target (T ) databases
like TRANSFAC 1 and literature [6]. Co-expressed gene pairs were seldom found
to exhibit simple simultaneous relationships. On closer inspection of their pro-
files it could rather be noted that there exists a time shifted response of the
target gene to its TF [6]. Time-lagged correlation or cross-correlation helps in
analyzing the positive or negative correlation among time-lagged profiles of gene
pairs. This motivated us to explore the use of cross-correlation with time-delay
for the appropriate modeling of temporal interactions.

In this paper continuous-column multiobjective evolutionary biclustering [4]
has been used for extracting time-correlated gene pairs. A gene pair having corre-
lation magnitude above a detection threshold was considered to be interacting or
regulating each other. Preprocessing was done to eliminate the weakly correlated
(positive or negative) gene interaction pairs. An adjacency matrix was consti-
tuted from the resulting cross-correlation matrix, which was eventually used for
reverse engineering transcriptional gene interaction sub-networks using regula-
tory information among genes. The usefulness of the model is demonstrated,
using time-series gene expression data from Yeast and biologically validated.

2 Gene Interaction Sub-network Extraction: A
Multi-objective Evolutionary Approach

A gene produces a protein by transcription (formation of many copies of mRNA
molecules) followed by translation (resulting into production of protein), the
reaction taking place in the presence of an enzyme. In turn, a protein is re-
sponsible for a particular biological function. A TF is a gene product that binds
to the promoter region of a target gene, up-regulating or down-regulating its
expression. Every gene has one or more such activators/repressors. Their identi-
fication, and the subsequent elucidation of the biological networks demonstrating
TF-T relationship is quite a challenging task. Analysis of their profiles brings
out several complex relationships between the co-regulated gene pairs, including
co-expression, time shifted, and inverted relationships [6].

2.1 Evolutionary Biclustering

Biclustering refers to the simultaneous clustering and redundant feature reduc-
tion involving both attributes and samples. This results in the extraction of
biologically more meaningful, less sparse partitions from high-dimensional data,
that exhibit similar characteristics. A bicluster may be defined as a pair (g, c),
where g ⊆ {1, . . . ,m} denotes a subset of genes and c ⊆ {1, . . . , n} denotes a
subset of conditions (or time points). The optimization task [3] involves finding
the maximum-sized bicluster subject to a certain homogeneity constraint. The
size (or volume) f(g, c) of a bicluster is defined as the number of cells in the gene
1 http://www.gene-regulation.com/pub/databases.html
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expression matrix E (with values eij) that are covered by it. The homogeneity
G(g, c) is expressed as a mean squared residue score (or error). Since these two
characteristics of biclusters are conflicting to each other, multi-objective evolu-
tionary algorithms, in association with local search, was applied to provide an
alternative, more efficient approach [4].

2.2 Time-Lagged Cross-Correlation between Gene Pairs

Often genes are found to share similar sub-profiles (over a few time points) in-
stead of the complete gene expression profiles. Considering the global correlation
among gene pairs, i.e., computation of correlation amongst genes employing the
complete gene expression data matrix, may not reveal the proper relationship
between them. Since the transcriptional response of a gene can occur from tens of
minutes to several hours, time delay correlation may help determine the underly-
ing causal relationship. The concept of cross-correlation has been introduced to
take into account the time-shifted behaviour between TF-T pairs. This allows a
more realistic modeling of gene interactions within the reduced localized domain
of biclusters. In this work we extend our earlier network extraction algorithm [5]
to include such temporal influence.

The expression profile e of a gene may be represented over a series of n time
points. The cross-correlationCCd(e1, e2) between gene pair e1 and e2, with delay
d,is expressed as

CCd(e1, e2) =
∑
e1ie2i−d −

∑
e1i

∑ e2i−d

n√
(
∑
e21i − (

∑
e1i)2
n )(

∑
e22i−d − (

∑
e2i−d)2
n )

. (1)

Here we select that delayed time d = Δt which maximizes the correlation in
absolute value by eqn. (2) as

CC(e1, e2) = max |CCd(e1, e2)| where− 2 ≤ d ≤ 2 (2)

The maximum delay of two time point are allowed as longer shifts are hard to
explain from a biological point of view [2].

Filtering out the weaker correlation coefficients, which presumably contribute
less towards regulation, serves as the first preprocessing step. This allows us to
avoid an exhaustive search of all possible interactions among genes. The remain-
ing coefficients, having absolute values above a detection threshold, imply a larger
correlation among the gene pairs. The correlation range [CCmax, CCmin] is divided
into three partitions each, using quantiles or partition values [5] to reduce the in-
fluence of extreme values or noisy patterns. Negative correlation for a gene pair is
not zero correlation. Time lagged-correlation coefficients with values greater than
Q+

2 (less than Q−
2 ) indicate high positive (negative) correlation, while those with

values in [Q+
1 , Q+

2 ) ([Q−
2 , Q−

1 )) indicate moderate positive (negative) correlation.
An adjacency matrix is calculated as follows:

A(i, j) =

⎧⎨⎩
−1 if CC ≤ Q−

2
+1 if CC ≥ Q+

2
0 otherwise,

(3)
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where self correlations among the genes are assumed to be absent. Next the
extraction of gene interaction sub-networks is attempted. Biological validation
is made in terms of ontology study.

3 Experimental Results

We applied our analysis to the Yeast cell-cycle CDC28 data gathered by Cho
et al. [7]. It is a measure of the expression levels of 6220 gene transcripts (fea-
tures/attributes) for 17 conditions (time points/samples), taken at 10-minute
time intervals covering nearly two cycles. The synchronization of the yeast cell
cultures was done using the so-called CDC28 arrest and the experiment was per-
formed using Affymetrix oligonucleotide arrays. The missing values in the data
set were imputed similar to that of our earlier network extraction technique [5]
and the biclusters were extracted to detect sets of co-regulated genes. Pairwise
time-lagged cross-correlation coefficients were calculated between gene pairs in
the extracted biclusters using eqn. (1). The weaker interactions, as thresholded
by quantile partitioning, were excluded.

A sample extracted sub-network comprising of four biclusters (modules or
sub-networks) is depicted in Fig. 1. A transcription factor is connected to its
target gene by an arrow if such a TF-Target pair existed within any of the
biclusters. Gene pairs connected by solid lines depict positive correlation, while
those connected by dashed lines are negatively correlated. As an example, the TF
named Y HR084W (encircled with solid lines) belonging to the sub-network of 10
genes has targets in all the four sub-networks. These biclusters were biologically
validated from gene ontology study, based on the statistically significant GO
annotation database2, and discussed below.

Fig. 2 demonstrates various complex relationships viz. and their interplay in
the pairwise profile relationship of the TF and its target in Fig. 1. We observe
that the target Y GR233C poses a mixed simultaneous (during 0-40 minutes)
and time-shifted relationship (during 40-60 and 100-140 minutes) with the TF
Y HR084W and that the relationship is not a simple direct one.

It has been reported during the prediction of regulatory network structure [8]
that the gene pair Y HR084W -YGR233C (where both the TF and the tar-
get belongs to the 10-node network) form a TF-Target pair. We verified their
GO summary in terms of Molecular Function, Biological Process and Cellular
Component from the Saccharomyces Genome Database (SGD). Our computa-
tions also indicated an analogous interaction between the TF-Target pair and
were supported by literature [9]. Based on the SGD it could be gathered that
the Y HR084W is activated by a MAP kinase signaling cascade – that con-
trols many important functions of living organisms like cell-cycle, apoptosis3,
differentiation, etc. while the protein Y GR233C has cyclin-dependent protein
kinase inhibitor activity (TAS). One can think of several models considering the

2 http://db.yeastgenome.org/cgi-bin/GO/goTermFinder
3 Programmed cell death.
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Fig. 1. Sub-network (bicluster) of 10 genes connected by transcription factor
Y HR084W to sub-networks (biclusters) of 6, 7 and 14 genes
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transcription of Y GR233C by Y HR084W to occur inside the nucleus, followed
by the regular translation mechanism, based on their cellular component.

4 Conclusions and Discussion

In this paper we have described an approach for the extraction of cross correlated
gene pairs for the generation of gene interaction networks. Biologically relevant
biclusters were obtained using multiobjective biclustering, from time-series gene
expression data from Yeast. The pairwise time-lagged correlation coefficients
among gene pairs were computed by eqn. (1), followed by the quantile partition-
ing. Strongly correlated genes were considered for extracting sample TF-Target
gene interaction sub-networks, as in Fig. 1. We tried to analyze the expression
profiles of the regulator and the regulated genes to reveal several complex (time
shifted, inverted, simultaneous, etc.) biological relationships from information
available in the literature/databases. The sparsity and time-shifted behaviour
between TF-T pairs in gene regulatory networks was reflected well on choosing
cross-correlation as the similarity measure.
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Abstract. We report results of stylistic differences in blogging for gender
andagegroupvariation.Theresultsarebasedontwomutually independent
features. The first feature is the use of slang words which is a new concept
proposed by us for Stylistic study of bloggers. For the second feature, we
have analyzed the variation in average length of sentences across various
age groups and gender. These features are augmented with previous study
results reported in literature for stylistic analysis. The combined feature
list enhances the accuracy by a remarkable extent in predicting age and
gender. These machine learning experiments were done on two separate
demographicallytaggedblogcorpus.Genderdeterminationismoreaccurate
thanagegroupdetectionoverthedataspreadacrossallagesbuttheaccuracy
of ageprediction increases ifwe sample datawith remarkable agedifference.

1 Introduction

Stylistic classification can improve the results achieved through Information
Retrieval (IR) techniques by identifying documents that matches a certain
demographic profile. Gender and age are the common demographic features
used for experimentation using stylistics as the blogs generally contain these
information provided by the author. Style in writing is a result of the
subconscious habit of the writer of using one form over a number of available
options to present the same thing. The variation also evolves with the usage
of the language in certain period, genre, situation or individuals. Variations
are of two types - variation within a norm which is grammatically correct
and deviation from the norm which is ungrammatical. The variations can be
described in linguistic as well as statistical terms[15]. Concept and themes[20]
can be determined from variations within the norm while the usage of non-
dictionary words or slang is an example of deviation from a norm.

2 Related Work

The research in last few decades on usage of language pattern by different
social groups was constrained due to unavailability of sufficient annotated data.
� Currently Rajendra is an ERCIM Fellow at IDI, NTNU, Norway.
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Analysis of effects of bloggers age and gender from weblogs, based on usage of
keywords, parts of speech and other grammatical constructs, has been presented
in [2,6,19,22]. Age linked variations had been reported by Pennebaker, et al.
[11], Pennebaker and Stone[14] and Burger and Henderson, 2006 [6]. J. Holmes
distinguished characteristics of male and female linguistic styles [9]. Expert used
spoken language [15], Palander worked on electronic communications[13], and
S. Herring analyzed correspondence[18]. Simkins analysed that there are no
difference between male and female writing style in formal contexts [10]. Koppel
et al. estimated author’s gender using the British National Corpus text [12]. By
using function words and part-of-speech, Koppel et al. reported 80% accuracy
for classifying author’s gender. Koppel et al. also stated that female authors
tend to use pronoun with high frequency, and male authors tend to use numeral
and representation related numbers with high frequency. Corney et al. estimated
author’s gender from e-mail content [5]. In addition to function words and part-
of-speech and n-grams [19,12], they used HTML tags, the number of empty lines,
average length of sentences for features for SVM [4].

3 Dataset

A blog corpus1 is made available by ICWSM 2009[1] and the blogs in this
corpus did not have any tag for demographic information. However, it had the
resource link which had the URL of the blogger’s home page. In the above
corpus, blogs from blog.myspace.com had the maximum occurrence and had
the demographic details of the blogger in its home page. The home page of
these URLs were crawled and processed to retrieve gender, status (married,
unmarried), age, zodiac sign, city, state and country corresponding to each URL.
With the available valid URL list, the downloaded data from these URLs gives
92,381 files. The blogs in which the blogger’s age has been reported as below 20

Fig. 1. Number of files in age groups and gender
1 Provided by Spinn3r.com [3].
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has been grouped in 10s age group, those in the age group of 20 to 29 as 20s,
those in 30 to 39 as 30s and 40 and above has been put in 40s age group. The
distribution of these files over age and gender is given in Figure 1.

4 Feature Selection and Classification Algorithm

The highest frequency words collected from a corpora may not be a good
distinguishing feature. However, an analysis of the words that are highest
occurring in a subcorpora can be the marker [16]. Reference to ‘attending school’
results in an instant ‘teenage’ classification. A feature may be represented by its
relative frequency or by its mere presence or absence. Features for stylistics are
generally based on character or morphological features or lexical features. In
our experiments we used the sentence length and non-dictionary words as the
features. As per our literature survey, the usage of slang word has not yet been
explored for the study of stylistic variation.

Koppel[12] used a list of 30 words each as a distinguishing feature for gender
and age respectively. These words were detected to be having an extreme
variation in usage across gender and age groups. Similarly out-of-dictionary
words were augmented to increase the accuracy of results[17]. For the purpose of
learning age and gender classifier, each document is represented as a numerical
vector in which each entry represent the normalized frequency of a corresponding
word in the feature set. Table 1 and Table 2 lists a few content words used for
learning gender and age groups respectively.

Many Stylistic results had been reported using average sentence length as a
feature. Still we selected to work on this feature because, most of the reported
work was on formal writing and generally on classical works of literature.
Analysis of blogs based on average sentence length is challenging as blogs
lack editorial and grammatical checks. Figure 2 shows the variation of average
sentence length on age and gender basis.

As blogs are informal writing without any editorial bounds, blogosphere has
slowly filled up with many non-dictionary words that are understandable and
commonly used by online community. We refer to some of them as slangs, smiley,
out of vocabulary words, chat abbreviations etc. The named entities are also non-
dictionary words. There are words that are intentionally misspelled, repeated,
extended or shortened to have a different effect on the reader, express emotion or
save the time of blogging. All these words and even the frequency of use of such
words are contributable features in stylistics. A taboo word for a particular age
group can be a commonly used word for another. For our experiments with non-
dictionary words, Ispell [8] was run and the frequency of all the non-dictionary
words used by males and females for detecting gender variation was obtained.
From these, only those words were selected as feature which had an occurrence
of >50 and for which the usage among male and female was atleast double. This
generated a list of 52 words. Figure 3 shows the usage of out of vocabulary words
among age and gender variation and Figure 4 shows the usage frequency of a
few selected Non-Dictionary words among different gender.
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Table 1. List of Content word frequency
per 10000 words in gender

Male Occ
10000

Female Occ
10000

mom 4.543 7.844
microsoft 0.921 0.594
gaming 0.131 0.045
server 0.152 0.108

software 0.131 0.051
gb 0.436 0.519

programming 0.069 0.045
google 0.318 0.228
data 0.249 0.114

graphics 0.076 0.108
india 0.069 0.085

nations 0.464 0.142
democracy 0.048 0.011

users 0.159 0.102
economic 0.159 0.079
shopping 0.304 0.845

cried 0.159 0.759
freaked 0.048 0.119
pink 0.256 0.497
cute 0.671 1.662
gosh 0.083 0.182
kisses 0.096 0.217

yummy 0.069 0.091
mommy 0.027 0.314
boyfriend 0.297 1.411

skirt 0.062 0.154
adorable 0.027 0.285
husband 0.297 1.765
hubby 0.034 0.359

Table 2. List of Content word frequency
per 10000 words in age groups

WC

(
∑

WC in that age grp)x10000

Word 10s age 20s age 30s age
college 4.433 1.173 0.829
maths 0 0.006 0

homework 0.299 0.126 0.078
bored 2.399 1.892 0.789

sis 3.433 4.750 4.844
boring 0.966 0.687 0.618

awesome 2.533 2.971 2.264
mum 0.499 0.277 0.329

crappy 0.266 0.283 0.289
mad 9.832 9.236 8.384
dumb 1.266 0.870 0.447

semester 1.333 0.813 0.263
apartment 0.599 1.205 0.487

drunk 0.799 1.318 0.974
beer 0.466 0.826 0.908

student 0.766 0.504 0.855
album 0.966 1.463 1.684

someday 0.199 0.302 0.184
dating 0.699 0.889 0.710
bar 3.733 3.470 3.922

marriage 0.133 0.403 0.394
development 0.099 0.176 0.171
campaign 0.033 0.258 0.605

tax 0.066 0.391 0.539
local 0.499 0.706 1.803

democratic 0.033 0.044 80.10
son 30.26 28.80 28.55

systems 0 0.050 0.105
provide 0.433 0.378 0.552
workers 0.099 0.233 0.394

Fig. 2. Average Sentence length on Gender
Age Basis

Fig. 3. Out-of-dictionary words used per
1000 words across various age groups
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Fig. 4. Measure of usage of a few selected Non-dictionary words used by Males and
Females

Naive Bayes classifier for predicting the blogger’s age group or gender from
the stylistic features were trained using the WEKA toolkit [21]. During training,
classifiers are created by the selection of a set of variables for each feature
and classifier parameters are tuned through cross-validation. To evaluate the
classifier, the given data is split into training and test data and the trained
classifier is used to predict the blogger’s demographic profile on the test data [7].

5 Results and Discussion

Analysis of Figure 3 tells that teenagers generally use more out-of-dictionary
words than the adults. Here, we call those words as non-dictionary which are
not available in the Ispell ver. 3.1.20. These words can be the slang, exclamatory
word with a small or large repetition of last character like ‘soooo sweet’ or
typing errors due to less concern towards spelling and grammar or idiosyncrasies.
Though, the number of slang words used in text can be a remarkable feature
but a single feature can not make a good classifier. To build a classifier for age
variation, we initially took only those bloggers who are in their 10s and those
who are in their 30s so that there is a remarkable difference between their usage
of non-dictionary word pattern and thus simpler to classify. For our experiments
with non-dictionary words, we selected the list of 52 non-dictionary words.

Table 3. Confusion matrix for the gender classification using 52 non-dictionary words
as features

a b ← classified as
42609 0 a = male
15147 34608 b = female

Naive Bayes Classifier yielded an accuracy of 83.6% for gender based
classification and 95% accuracy for the age group classification between 10s and
30s age. We did not measure the percent accuracy for age group classification
between 10s, 20s and 30s due to similarity of style in overlapping age groups.
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5.1 Average Sentence Length

Since the average sentence length is a remarkable feature, we used this feature
in combination with slang words reported above and the interesting content
words reported on this corpus in [19]. The classification results and Figure 2 are
not sufficient to interpret that the average sentence length in a persons writing
increases with age. The collected blogposts had been written across a span of
5 years and is not sufficient to predict this trend. The trend of increase in the
average sentence length with age can be tested only if we have sufficient blog
data in which the person had been blogging for a few decades so as to look
into the trend of change in average sentence length with his age. It may happen
that the average sentence length in English writing is decreasing with time. The
bloggers of today may continue blogging at the same average sentence length
but those who start blogging after ten years may use smaller sentence lengths.

Table 4. Detailed Accuracy By Class gender detection using out-of-dictionary words
only

TP Rate FP Rate Precision Recall F-Measure ROC Area Class
1.000 0.304 0.738 1.000 0.849 0.925 male
0.696 0.000 1.000 0.696 0.820 0.925 female

Table 5. Confusion matrix for 10s and 30s age group classification using 52 non-
dictionary words

a b ← classified as
6890 1498 a = 10s age

3 22219 b = 30s age

5.2 Augmented Features

The gender and age experiments were conducted initially only on 35 content
words and it gave an accuracy of 95.2% for gender classification, and 92.51% for
age classification (refer to Table 3).

The age experiments were run on four categories of age group considered
above: 10s, 20s, 30s and higher. The feature list comprised of 35 content words
reported in [19] combined with 52 slang words mined by us from blog data
based on our acceptance index. [19] has reported an accuracy of 92.51% with
the content words. The augmented feature list yielded an accuracy of 94.13%.

Table 6. Confusion matrix for the gender classification using 35 Content words as
features

a b ← classified as
42571 0 a = male
4451 45262 b = female
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Table 7. Detailed Accuracy By Class gender detection using content words only

TP Rate FP Rate Precision Recall F-Measure ROC Area Class
1 0.09 0.905 1 0.95 1 male

0.91 0 1 0.91 0.953 1 female

Table 8. Confusion matrix for the gender classifier using 52 slang word and 35 content
words

a b ← classified as
30931 0 a = male
1731 34191 b = female

Addition of average sentence length to this set of features did not contribute to
a significant amount.

Similarly, experimentation was done for gender variation after augmenting
the 35 content word feature reported in [19] with our 52 slang words. Schler
et al.[19] have reported an accuracy of 80.1% in gender determination on their
dataset and we received an accuracy of 83.6% on ICWSM dataset. However,
our augmented feature list gave an accuracy of 97.41%, the confusion matrix of
which is given in Table 8. After further enhancement of this augmented feature
list with average sentence length, there was not much increase in the accuracy
and so is not reported here.

6 Conclusion and Future Work

Teenage bloggers use more out-of-dictionary words than the adult bloggers.
Furthermore, for bloggers of each gender, there is a clear distinction between
usage of a few slangs. Generally in their present age, teenager use smaller
sentences compared to the adult bloggers but we found a variation to this in
this dataset. With the available data and the existing experiments, it cannot be
confirmed that the average sentence length increases or decreases with age. The
stylistic difference in usage of slang predicts the age and gender variation with
certain accuracy. Average sentence length itself is not a good feature to predict
the variation as there is a wide variation in sentence length in informal writing.
However, the feature of average sentence length can be augmented with slang to
slightly increase its prediction efficiency. Both these features when augmented
with other features like content words reported earlier, increases the prediction
accuracy by a good amount.

The usage of slang can also be a good feature to predict the geographical
location or the ethnic group of the user due to the heavy usage of a particular
out-of-dictionary word or named entities at certain regions. A sufficiently huge
corpus collected over a decade will be useful to study the variation of sentence
length of users with age and variations in individuals language use over the
course of their lives. This corpus can also be used to study the evolution and
death of the slang words with time.
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Abstract. As WWW grows at an increasing speed, a classifier targeted
at hypertext has become in high demand. While document categoriza-
tion is quite a mature, the issue of utilizing hypertext structure and
hyperlinks has been relatively unexplored. In this paper, we introduce
tensor space model for representing hypertext documents. We exploit
the local-structure and neighborhood recommendation encapsulated in
the proposed representation model. Instead of using the text on a page
for representing features in a vector space model, we have used features
on the page and neighborhood features to represent a hypertext doc-
ument in a tensor space model. Tensor similarity measure is defined.
We have demonstrated the use of rough set based ensemble classifier on
proposed tensor space model. Experimental results of classification ob-
tained by using our method outperform existing hypertext classification
techniques.

Keywords: Hypertext classification, tensor space model, rough ensem-
ble classifier.

1 Introduction

As the Web is expanding, where most Web pages are connected with hyperlinks,
the role of automatic categorization of hypertext is becoming more and more
important [1]. This is the case especially with the limitation of the retrieval en-
gines; too much information to be searched and too much information retrieved.
By categorizing documents a priori, the search space can be reduced dramati-
cally and the quality of search result improved. Besides, Web users often prefer
navigating through search directories as in portal sites.

In this article we have proposed a novel tensor space model for hypertext rep-
resentation. Our model relies on different types of features, which are extracted
from a hypertext document and its neighbors. The proposed model consists of
a second order tensor for each hypertext document and a tensor component for
each of the different types of features. In each tensor components a base level
has been performed. The different types of classifications have been combined
using rough set based ensemble classifier [2].

S. Chaudhury et al. (Eds.): PReMI 2009, LNCS 5909, pp. 213–218, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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2 Hypertext Features

A hypertext document consists of different types of features which are found to
be useful for representing a web page [3]. Written in HTML, web pages contain
additional informations other than text content, such as HTML tags, hyperlinks
and anchor text (Fig 1). These features can be divided into two broad classes:
on-page features, which are directly located on the page to be represented, and
features of neighbors, which are found on the pages related in some way with
the page to be represented.

Most commonly used on-page features are URL of the web page, outgoing links
of web page, HTML tags, title-headers and text body content of the web page.

Fig. 1. Different type of features of hypertext document

3 Proposed Method

In this article we propose tag based tensor space model for the representation
of hypertext documents and Rough Set based approach for its classification [2].
Splits of the features has been performed based on the different types of features
existing in the hypertext documents. Tensor space model has been used to rep-
resent the hypertexts using the information of text content, internal mark-up
structure and link structure. Classification of hypertext documents, represented
as tensor, can be obtained in two ways by integrating classifier’s parameters of
different tensor components and by integrating classifiers output obtained on
different tensor components. In this article two classification methods have been
discussed using the two ways mentioned above. In the first method, a tensor
similarity measure has been proposed. K-NN classification has been performed
using tensor similarity measure. In the second method ensemble classification
has been performed. For ensemble classification, base level classification has been
performed on individual tensor components and combined classification has been
obtained using rough set based ensemble classifier.

3.1 Preprocessing and TSM Representation

Hypertext documents are tokenized with syntactic rules and canonical forms.
First we select a set of relevant features from a HTML document. For each type
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of feature an individual tensor component is constructed. A tensor component
is a vector, which represents the terms of particular type corresponding to the
component. The tensor space model captures the structural representation of
hypertext document [4].

1) Preprocessing text content:

– The text is stemmed using Porter’s stemming algorithm and stop words are
removed.

– Unique words present in the text are represented as a tensor component.
This tensor component corresponds to the text contents of the hypertext
documents.

2) Preprocessing URL:

– A URL is first divided to yield a baseline segmentation into its components as
given by the URI protocol (e.g., scheme :// host / path elements / document
. extension), and further segmented wherever one or more non-alphanumeric
characters appear.

– These segmented substrings are treated as words. All these words found in
a URL will be represented as a tensor component corresponding to features
of URLs.

3) Preprocessing anchor text:

– Anchor text is a small text content. The text is stemmed using Porter’s
stemming algorithm and stop words are removed.

– It is computed the same way as text content, except substituting each doc-
ument by a virtual document consisting of all the anchor text inside that
document.

– Unique words present in this virtual document are represented as a tensor
component corresponding to features of anchor text.

4) Preprocessing title and headers:

– Title and headers are text contents. The text is stemmed using Porter’s
stemming algorithm and stop words are removed.

– Unique words present in these text are represented as a tensor component
corresponding to features of title and headers.

5) Preprocessing in-links:

– All in-links are first divided to yield a baseline segmentation into its compo-
nents as given by the URI protocol (e.g., scheme :// host / path elements
/ document . extension), and further segmented wherever one or more non-
alphanumeric characters appear.

– The tokens obtained by segmentations of the in-links are stored in a tensor
component corresponding to features of in-links.
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6) Preprocessing out-links:

– All out-links are first divided to yield a baseline segmentation into its com-
ponents as given by the URI protocol and further segmented wherever one
or more non-alphanumeric characters appear.

– The tokens obtained by segmentations of the out-links are stored in a tensor
component corresponding to features of out-links.

3.2 Ensemble Classifications on Tensor Space

We now describe how we generate partitions for each one of the components
of the tensor using classifiers. To generate the initial partitions for RSM we
assumes a base level classifier and train it on each different tensor component.
This trained classifiers provide partitions on the tensor space. Outputs of the
base classifiers and the actual class information are used to construct meta level
decision table. This meta data represented in the form of decision table is the
input of rough set based ensemble classifier. Unlike word vector representation
of web documents meta data has a simple brief format, where classifier in the
ensemble contribute the existence of an attribute, values of this attribute can
be any class level that is determined by the base classifier corresponding to
the tensor component. So the number of attributes is the same as number of
tensor components. Rough set based attribute reduction techniques eliminate
superfluous attributes and create a minimal sufficient subset of attributes for a
decision table. Such minimal sufficient subset of attributes, called a reduct. Once
the reduct is computed we remove redundant classifiers from the ensemble and
construct new reduced decision table. Rough set based decision rules extracted
from this reduced decision table are applied to obtain final classification.

4 Experimental Results

We performed a large number of experiments to test the output of RSM. We
now describe the corpora, methodology, and results.

4.1 Data Sets

We used four data set, Looksmart, Dmoz, webkb and Yahoo for our experiments.
We crawled the Looksmart and Dmoz web directories. These directories are well
known for maintaining a categorized hypertext documents. The web directories
are multi-level tree-structured hierarchy. The top level of the tree, which is the
first level below the root of the tree, contains 13 categories in Looksmart and
16 categories for Dmoz. Each of these categories contains sub-categories that
are placed in the second level below the root. We use the top-level categories
to label the web pages in our experiments. The webkb data set was collected
from the WebKB project. The pages in the WebKB dataset are classified into
one of the categories Student, Course, Department, Faculty, Project, Stuff and
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Other. Here there are 8077 documents in 7 categories. The largest category
(Other) consists of 3025 pages; while the smallest category (Stuff) consists of
only 135 pages. Another data set consists of 40000 Web pages crawled from the
Yahoo topic directory (http://dir.yahoo.com). This is a big hypertext corpora,
manually classified by the human experts. The extracted subset includes 33253
pages, which are distributed among 14 top level categories. The largest category
(Science) consists of 4627 pages; while the smallest category (Regional) consists
of only 782 pages. We processed the data sets to remove image and scripts
followed by stop-words removal and stemming. Link graph has been constructed
for each of the datasets for extracting neighborhood features. URLs has been
segmented for extracting URL features. Finally features extracted from all the
components of hypertext has been represented using tensor space model and
vector space model for our experiments.

4.2 Classification Results on TSM

We have compared the performance of the proposed methods with existing clas-
sification techniques. The following methods are considered for comparisons.
A) Enhanced hypertext categorization using hyperlinks[5], B) Improving A

Page Classifier with Anchor Extraction and Link Analysis [6], C) Fast webpage
classification using URL features [7], D) Link-Local Features for Hypertext Clas-
sification [8], E) Graph based Text Classification: Learn from Your Neighbors
[9], F ) Web Page Classification with Heterogeneous Data Fusion [10], G) Tensor
space model for hypertext representation [4] and H) The proposed technique.

(a) Precision (b) Recall

(c) Micro F1 (d) Macro F1

Fig. 2. Comparison of RSM with other hypertext classification methods
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We have compared our method with other hypertext classification algorithms.
Results in terms of precision, recall, micro-F1 and macro-F1 of A, B, C, D, E, F,
G and H have been shown in figure 2. It can be observed that performance of the
proposed methods are better than others in terms of precision, recall, micro-F1
and macro-F1.

5 Conclusion

We proposed a methodology for representing hypertext documents in tensor
space model. The proposed model consists of a second order tensor for each hy-
pertext document and a tensor component for each of the different types of fea-
ture. In this representation the features extracted from URL or Title is assigned
in different tensor components. Base level classification has been performed on
individual tensor components. Finally combined classification has been obtained
by using rough set based ensemble classifier. Two step improvement on the ex-
isting classification results of web services has been shown. In the first step we
achieve better classification results by using proposed tensor space model. In
the second step further improvement of the results has been obtained by using
Rough set based ensemble classifier.
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Abstract. In this paper, we present an opinion mining system to identify prod-
uct features and opinions from review documents. The features and opinions are 
extracted using semantic and linguistic analysis of text documents. The polarity 
of opinion sentences is established using polarity scores of the opinion words 
through Senti-WordNet to generate a feature-based summary of review docu-
ments. The system is also integrated with a visualization module to present fea-
ture-based summary of review documents in a comprehendible way.  

Keywords: Opinion mining, Opinion analysis, Sentiment analysis, Text min-
ing, Review summarization, Natural language processing. 

1   Introduction 

In recent past, due to existence of numerous forums, discussion groups, and blogs, 
individual users are participating more actively and are generating vast amount of 
new data – termed as user-generated contents. These new Web contents include cus-
tomer reviews and blogs that express opinions on products and services – which are 
collectively referred to as customer feedback data on the Web. As customer feedback 
on the Web influences other customer’s decisions, these feedbacks have become an 
important source of information for businesses to take into account when developing 
marketing and product development plans. 

Recent works have shown that the distribution of an overwhelming majority of re-
views posted in online markets is bimodal. Reviews are either allotted an extremely 
high rating or an extremely low rating. In such situations, the average numerical star 
rating assigned to a product may not convey a lot of information to a prospective 
buyer. Instead, the reader has to read the actual reviews to examine which of the posi-
tive and which of the negative aspect of the product are of interest. Several sentiment 
analysis approaches have proposed to tackle this challenge up to some extent. How-
ever, most of the classical sentiment analysis mapping the customer reviews into 
binary classes – positive or negative, fails to identify the product features liked or 
disliked by the customers. 
                                                           
∗ To whom correspondence should be addressed. 
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In this paper, we present an opinion mining system which uses linguistic and se-
mantic analysis of text to identify key information components from text documents. 
The information components are centered on both product features, and associated 
opinions, which are extracted using natural language processing techniques and co-
occurrence-based analysis. The novelty of the system lies in mining associated modi-
fiers with opinions to represent the degree of expressiveness of opinions. For each 
extracted feature, the list of opinions and associated modifiers are compiled and their 
polarity is established using numerical scores obtained through Senti-WordNet [8].  
We also present a visualization technique that provides a feature-based summary of 
review documents in a graphical way. The feature-based summary can help the cus-
tomers as well as manufacturers to know about the positive and negative aspects of 
the products without going through pile of documents. 

The remaining paper is structured as follows: Section 2 presents related works on 
opinion mining. Section 3 presents the architectural details of proposed opinion min-
ing system. The evaluation of the feature and opinion extraction process is presented 
in section 4. Finally, section 5 concludes the paper with possible enhancements to the 
proposed system. 

2   Related Work 

Research on opinion mining started with identifying opinion bearing words, e.g., 
great, amazing, wonderful, bad, poor etc. Many researchers have worked on mining 
such words and identifying their semantic orientations. In [3], a bootstrapping ap-
proach is proposed, which uses a small set of given seed opinion words to find their 
synonyms and antonyms in WordNet. The history of the phrase sentiment analysis 
parallels that of opinion mining in certain respects. A sizeable number of papers men-
tioning sentiment analysis focus on the specific application of classifying customer 
reviews as to their polarity – positive or negative [4,6]. Although, classical sentiment 
classification attempts to assign the review documents either positive or negative 
class, it fails to find what the reviewer or opinion holder likes or dislikes. To obtain 
detailed aspects, feature-based opinion mining is proposed in literature [1,3,5]. In [1], 
a supervised pattern mining method is proposed. In [3,5], an unsupervised method is 
used. A lexicon-based approach has been shown to perform quite well in [2,3]. The 
lexicon-based approach basically uses opinion words and phrases in a sentence to 
determine the orientation of an opinion on a feature. 

Although, some opinion mining methods extract features and opinions from docu-
ment corpora, most of them do not explicitly exploit the semantic relationships be-
tween them. The proposed method differs from all these approaches predominantly in 
its use of pure linguistic techniques to identify only those features for which custom-
ers have commented using opinionated words. Moreover, extraction of associated 
modifiers used in review documents to represent the degree of expressiveness of opin-
ions is unique in our work. 

3   Proposed Opinion Mining System 

Fig. 1 presents the architectural details of the proposed opinion mining system, which 
consists of five major modules – Document Processor, Subjectivity/ Objectivity  
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Fig. 1. Architecture of the proposed opinion mining system 

Analyzer, Document Parser, Feature and Opinion Learner, and Review Summarizer 
and Visualizer. The working principles of these components are explained in the fol-
lowing sub-sections. 

3.1   Document Processor and Subjectivity/Objectivity Analyzer 

Subjective sentences are expressive of the reviewer's sentiment about the product, and 
objective sentences do not have any direct or obvious bearing on or support of that 
sentiment [7]. Therefore, the idea of subjectivity analysis is used to retain segments 
(sentences) of a review that are more subjective in nature and filter out those that are 
more objective. This increases the system performance both in terms of efficiency and 
accuracy. We employ the Document Processor which consists of a Markup Language 
(ML) tag filter, divides an unstructured web document into individual record-size 
chunks, cleans them by removing ML tags, and presents them as individual unstruc-
tured record documents for further processing.  

The cleaned documents are converted into numeric-vectors using unigram model 
for the purpose of subjectivity/objectivity analysis. In document vectors a value repre-
sents the likelihood of each word being in a subjective or objective sentence. We have 
used a corpus of subjective and objective sentences described in [7] for training pur-
pose.  The training set is used to get the probability for each word to be subjective or 
objective. The Decision Tree classifier of Weka1 is trained to classify the unseen 
review sentences into subjective and objective classes.  

3.2   Document Parser, and Feature and Opinion Learner 

The Document Parser module uses Stanford parser, which assigns Parts-Of-Speech 
(POS) tags to every words based on the context in which they appear. The POS in-
formation is used to locate different types of information of interest inside text docu-
ments. For example, generally noun phrases correspond to product features, adjectives 

                                                           
1 http://www.cs.waikato.ac.nz/~ml/weka/ 
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represent opinions, and adverbs are used as modifiers to represent the degree of ex-
pressiveness of opinions. Since, it is observed that opinion words and product features 
are not independent of each other rather, each sentence is also converted into depend-
ency tree using the parser. The dependency tree, also known as word-word relation-
ship, encodes the grammatical relations between every pair of words. 

The Feature and Opinion Learner module is responsible to extract feasible infor-
mation components from review documents which is analyzed further to identify 
product features and opinions. It takes the dependency tree input and output feasible 
information components after analyzing noun phrases and the associated adjectives 
possibly preceded with adverbs. On observation, we found that product features are 
generally noun phrases and opinions are either only adjectives or adjectives preceded 
by adverbs. Therefore, we have defined information component as a triplet <F, M, O> 
where, F is a noun phrase, O is adjective possibly representing product feature and M 
is adverb that acts as modifier to represent the degree of expressiveness of O. M is 
also used to capture negative opinions explicitly expressed in reviews. The informa-
tion component extraction mechanism is implemented as a rule-based system which 
analyzes dependency tree to extract information components.  

Though a large number of commonly occurring noun and adjective phrases are 
eliminated due to the design of the information component itself, it is found that fur-
ther processing is necessary to consolidate the final list of information components 
and thereby the product features and opinions. During the consolidation process, we 
take care of two things. In the first stage, since product features are the key noun 
phrases on which opinions are applied, so a feasible collection of product features is 
identified using term frequency (tf) and inverse document frequency (idf). In the 
second stage of analysis, however, for each product feature the list of all opinions and 
modifiers is compiled that are used later for polarity determination of the opinion 
sentences. A partial list of product features, opinions, and modifiers extracted from a 
corpus of 286 customer reviews on digital camera is shown in table 1. 

Table 1. A partial list of extracted features, opinions and modifiers for digital camera 

Product Feature Modifier Opinion 

picture not, really, very 
beautiful, clear, fantastic, good, great, 
professional, sharp 

battery very decent, excellent, rechargeable, short, long D
ig

it
al

 
C

am
er

a 

price --- cheap, excellent, good, great, high 

3.3   Review Summarizer and Visualizer 

In order to generate feature-based summary of review documents, firstly, the polarity 
of extracted opinions for each feature are classified using Senti-WordNet [8], a lexical 
resource in which each WordNet synset s is associated to three numerical scores 
Obj(s), Pos(s) and Neg(s), describing how objective, positive, and negative the terms 
contained in the synset are. For each feature, the opinion sentences are examined and 
mapped into one of the positive or negative class based on the maximum score value 
of the opinions present in them. In case of presence of multiple features in an opinion  
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Fig. 2. A feature-based summary generated by the proposed opinion mining system for (a) 
Digital camera, and (b) iPhone 

sentence, the one having highest score value is used to decide its class. Finally, the 
total number of positive, and negative opinion sentences for each feature is calculated 
to generate a feature-based review summary which is presented to user in a graphical 
way as shown in Fig. 2. 

4   Evaluation 

Since terminology and complex proper names are not found in Dictionaries, an obvi-
ous problem of any automatic method for concept extraction is to provide objective 
performance evaluation. Therefore manual evaluation has been performed to judge 
the overall performance of the proposed system. From the extraction results, the value 
of performance measures frequently used for information retrieval tasks - precision, 
recall, F1-measure and accuracy is calculated for each category of experimental data. 
Table 2 summarizes the performance measure values for our system. The recall value 
is lower than precision indicating that certain correct feature-opinion pairs could not 
be recognized by the system correctly. This is justified since most of the reviewers do 
not follow grammatical rules strictly while writing reviews due to which the parser 
fails to assign correct POS tag and thereby correct dependency relations between 
words. However, almost all identified feature-concept pairs are correct, which leaves 
scope for enhancing our grammar to accommodate more dependency relations.  

Table 2. Performance evaluation of feature-opinion extraction process 

Product Name TP FP FN TN Precision 
(%) 

Recall (%) F1-measure 
(%) 

Accuracy 
(%) 

Canon 37 03 27 320 92.50 57.81 71.15 93.46 

Kodak 55 03 73 365 94.83 42.97 59.14 85.02 

Nikon 44 04 63 390 91.67 41.12 56.77 87.85 

D
ig

it
al

 C
am

er
a 

Panasonic 32 03 18 155 91.43 64.00 75.29 89.90 

iPhone 23 04 14 185 85.19 48.94 62.16 88.14 

Macro-Average 91.12 50.97 64.90 88.87 
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5   Conclusion and Future Work 

In this paper, an opinion mining system is proposed to identify product features and 
opinions from review documents. The proposed method also finds the sentiment po-
larity of opinion sentences using Senti-WordNet and provides feature-based review 
summarization and visualization. Presently, we are refining the rule-set to consider 
more relations to improve the accuracy of the system. We are developing a query-
answering system to handle opinion-based queries over review documents. 
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Abstract. Scarcity of annotated data is a challenge in building high
performance named entity recognition (NER) systems in resource poor
languages. We use a semi-supervised approach which uses a small anno-
tated corpus and a large raw corpus for the Hindi NER task using maxi-
mum entropy classifier. A novel statistical annotation confidence measure
is proposed for the purpose. The confidence measure is used in selective
sampling based semi-supervised NER. Also a prior modulation of max-
imum entropy classifier is used where the annotation confidence values
are used as ‘prior weight’. The superiority of the proposed technique over
baseline classifier is demonstrated extensively through experiments.

1 Introduction

Machine learning based approaches are commonly used for the development
of named entity recognition (NER) systems (Borthwick 1999, Li and McCallum
2004, Saha et al. 2008). In this approach a classifier is trained using the annotated
data with a suitable set of features. The performance of such statistical classifier
largely depends on the amount of annotated data. But in many languages and
domains sufficient annotated data do not exist. Manual creation of a sufficiently
large named entity (NE) annotated corpus is costly and time consuming. Semi-
supervised learning (SSL) may be adopted in such cases (Collins and Singer
1999, Mohit and Hwa 2005). SSL techniques use a limited annotated corpus
along with a large raw corpus.

In this paper we propose a semi-supervised approach to named entity recog-
nition and applied it on the Hindi NER task. A maximum entropy (MaxEnt)
based classifier (baseline) is trained using a training corpus and a set of suitable
features. The amount of training data is not sufficient and the baseline classifier
suffers from poor recall. In order to improve the recall of the classifier we have
used a large raw corpus for SSL.

A novel statistical confidence measure specific to the NER task is proposed
for the purpose. A large raw corpus is annotated using the baseline classifier and
the confidence weight (between 0 to 1) of the baseline annotation (for each word)
is computed. The high confident part of the corpus is then selected and added to
the original training data. A new classifier is built using the ‘extended corpus’.
In addition, we have modified the classifier in such a way that it accepts a ‘prior

S. Chaudhury et al. (Eds.): PReMI 2009, LNCS 5909, pp. 225–230, 2009.
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confidence weight’ corresponding to each training sample. Each annotated word
in the manually created training corpus is assigned a prior confidence of one and
the samples in the baseline system annotated corpus is assigned a confidence
weight in [0-1] using the proposed algorithm. The merged corpus is given to
the modified classifier along with the prior confidence weights of the samples.
Experimental results show that the classifiers built using the SSL techniques
achieve a considerable amount of performance improvement over the baseline.

2 Computing Confidence Weights for NER Task

We present here the procedure for computing the confidence weight of the output
obtained from a NE classifier. This method assigns a weight, ranging between 0
to 1, to each word and its annotation in the corpus. The procedure uses word
based statistics derived from the training data. The details are presented below.

The confidence weight is computed using a word window of length p+q+1,
containing p previous words and q next words of a target word. For each of the
p+q+1 positions, we compute a class specific weight corresponding to the words
in the lexicon. For each word (w) in the corpus the class specific word weight,
Wt{C, pos}(w), is defined as,

Wt{C, pos}(w) =
# occurrence of ‘w’ in position ‘pos’ of a NE of class ‘C’

# total occurrence of ‘w’ in the corpus
(1)

where pos denotes a particular position of the p+q+1 window. Using this equa-
tion we calculate the word weights for each position in the window for the NE-
class predicted by the classifier. The weighted sum of these word-wights can be
used as confidence weight.

During the computation of the weighted sum, the current position (i.e. the
target word) is given the highest weight. We assign 50% of the total weight of
the word window to the current word. The rest 50% weight is equally divided to
the p previous positions and q next positions. That is the p previous words share
a total of 25% weight. Now this weight is distributed to the p positions in such
a way that the weight becomes inversely proportional to the distance; i.e., (-1)
position shares more weight and (-p) shares the minimum. Similar distribution
is followed for the next positions also.

Let us explain the word unigram based confidence computation method with
an example. Assume in the Hindi sentence, “Aja pradhAnama.ntrI manamo-
hana ne kahA ...1” (Today prime-minister Manmohan has said), ‘manamohana’
is identified as person name by a classifier. To get the confidence of ‘manamo-
hana’ as a person name, here we consider its previous two words and next
two words. So the confidence of the word as person is, λ−2 ×Wt{per,−2}(Aja)
+ λ−1 × Wt{per,−1}(pradhAnama.ntrI) + λ0 × Wt{per,0}(manamohana) +
λ+1 ×Wt{per,+1}(ne) + λ+2 × Wt{per,+2}(kahA). The λi denotes the weight
factor of position i. Using unigram word weights computed using Eqn. 1 and
1 All Hindi words are written in italics using the ‘Itrans’ transliteration.
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corresponding λi values, the confidence weight of manamohana as person be-
comes 0.874.

During the confidence computation, few issues arise. To handle these issues
the λi values are modified in such cases. Examples of such issues are, whether
the current word is unknown (not present in the training corpus), whether any of
the context words is unknown, whether any of the context words is postposition
(these have very high occurrence in the corpus and as unigram these are not
informative in identifying NEs) etc. Also in the NER task ambiguity between
two classes is quite common. A NE belonging to a particular NE class, might
occur as a NE or part of a NE of another class. Presence of some clue words
often helps to resolve the ambiguous NEs. For example, presence of clue words
like road, palli (locality), setu (bridge) etc. after a person name modifies it to
a location NE. Such lists of clue words are collected for each pair of ambiguous
NE classes. These words are given higher importance if they occur in the word
window.

3 Confidence Prior Based MaxEnt

Maximum entropy (MaxEnt) principle is a commonly used learning technique
which provides the probability of belongingness of a token to a class. MaxEnt
computes the probability p(o|h) for any o from the space of all possible outcomes
O, and for every h from the space of all possible historiesH . In NER task, history
may be viewed as all information derivable from the training corpus relative to
the current token. The computation of probability (p(o|h)) of an outcome for
a token in MaxEnt depends on a set of features that are helpful in making the
predictions about the outcome. Given a set of features and a training corpus,
the MaxEnt estimation process produces a model in which every feature fi (i -
feature count index) has a weight αi. We can compute the conditional probability
as (Berger et al. 1996, Borthwick 1999):

p(o|h) =
1

Z(h)

∏
i

αi
fi(h,o) (2)

Z(h) =
∑

o

∏
i

αi
fi(h,o) (3)

The conditional probability of the outcome is the product of the weights of all
active features, normalized over the products of all the features. In the MaxEnt
model the features are binary valued which are defined as,

f(h, o) =
{

1, if (h, o) ∈ R;
0, otherwise. (4)

where R is an equivalent class over (H,O). An example of MaxEnt feature is,
if previous word is professor (h) = true and NE tag (o) = person-begin then
f(h, o) = 1. During the computation of p(o|h) all such features which are active
on the (h, o) pair, are considered.
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Table 1. Features used in the MaxEnt based Hindi NER system

Type Features

Word current, previous two and next two words
NE tag NE tag of previous two words
Digit information Contains digit, digit & spl. char, numerical word
Affix information Fixed length suffix, suffix list, fixed length prefix
POS information POS of words, POS based binary features
Lists Common locations, designations, person honorary

terms, organization end terms

In simple supervised learning all the annotations in the training corpus are
assumed to have same confidence values (say, 1 for each annotation). Now we
introduce a confidence prior (ρk ∈ [0, 1]) for each annotation (ak) in the train-
ing corpus. These values are multiplied with fi(h, o) in Equation 2 i.e. f́i(h, o)
becomes ρk × fi(h, o).

In MaxEnt training algorithm (Borthwick 1999) for a feature f(h, o) the entire
training corpus is scanned to determine the number of times (#f) the feature
is active. As the feature is binary, simple occurrence count represents the corre-
sponding feature value over the corpus. The prior based MaxEnt does not simply
counts the number of times the f(h, o) fires. Here for each fire, the corresponding
confidence prior is multiplied with the feature value (which is 1 in case of binary
features), so the #f is now replaced by

∑
k ρk × fi(h, o).

4 Experimental Result and Discussion

The experimental results are discussed in this section for the Hindi NER task.

4.1 Training and Test Data

The training data for the Hindi NER task is composed of about 200K words
which is collected from the popular daily Hindi newspaper “Dainik Jagaran”.
Here three types of NEs are considered; namely Person, Location and Organiza-
tion. The corpus has been manually annotated and contains 5, 429 person, 4, 390
location and 2, 678 organization entities. The Hindi test corpus contains 25K
words, which is distinct from the training corpus. The test corpus contains 678
person, 480 location and 322 organization entities.

4.2 Features

A list of candidate features are selected for the Hindi NER task. Several exper-
iments are conducted with the features, individually and in combination to find
the best feature set for the task. The features are mentioned in Table 1.
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Table 2. Semi-supervised Hindi NER accuracies

Confidence Wt. Pre Rec F-val

>1 (baseline) 85.92 68.37 76.15
0.9 85.07 71.86 77.91
0.8 84.82 72.64 77.8
0.7 84.93 70.47 77.03
0.5 84.3 69.6 76.25
0 (all data) 83.35 69.4 75.74

4.3 Baseline System

Here we present the baseline system accuracy. In NER task the accuracies are
measured in terms of f-measure or f-value, which is the weighted harmonic
mean of precision and recall. Precision is the percentage of correct annota-
tions and recall is the percentage of the total NEs that are successfully an-
notated.

The baseline NE classifier is trained only using the available annotated data
and the above mentioned features. The highest baseline accuracy, which is a
f-value of 76.15, is obtained using words, NE tag of the previous word, suffix,
prefix, digit information, POS information and list based features. The precision
of the system is 85.92% and the recall is 68.37%. For this the class specific f-
values are, person - 73.13, location - 81.05 and organization - 75.55. The accuracy
is achieved when the word window of length three (previous one word to next
one word) is used. Use of wider window reduces the accuracy. From the baseline
accuracy we observe that the baseline system suffers from poor recall. Now we
investigate whether we can improve the result by making use of additional raw
corpus which is often easily available.

4.4 Semi-supervised NER: Selecting High-Confidence Samples

To perform semi-supervised experiments we have used a raw corpus containing
2000K words. This corpus is annotated by the baseline classifier. The confidence
of the annotation is measured using the proposed approach (Section 2) and the
the sentences with high confidence are selected and added to the training data.
We have experimented with different confidence threshold values. The details of
the experiments are given in Table 2.

It can be observed from Table 2 that the semi-supervised classifier performs
better than the baseline if a suitable confidence threshold is chosen. The high-
est accuracy is achieved when the threshold is 0.9, which is a f-value of 77.91.
Here amount of corpus selected and added with the training corpus is 179K
words. Comparing with the baseline accuracy here we have achieved higher re-
call with a small decrease in precision. The recall is increased to 71.86 from
68.37. Use of lower threshold i.e. selecting more additional samples reduces the
accuracy.
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Table 3. Performance of semi-supervised approaches in Hindi NER

System Pre Rec F-val

Baseline classifier 85.92 68.37 76.15
Semi-supervised high confident 85.07 71.86 77.91
Semi-supervised prior based 85.73 72.63 78.64

4.5 Semi-supervised NER: Confidence Prior in Classifier

Now we present the performance of the classifier which uses the annotation
confidence value as a prior weight during training as discussed in Section 3. Here
we have used all the baseline classifier annotated data along with their confidence
weights. The MaxEnt classifier with prior based semi-supervised approach yields
a f-value of 78.64. The prior based method performs better than baseline classifier
as well as the high-confident portion selection based SSL approach (see Table 3.

5 Conclusion

We propose a semi-supervised learning framework for named entity recognition.
The approach is based on a novel statistical confidence measure computed us-
ing NER specific cues. We use a sample selection approach as well as a prior
modulation approach to enhance the performance of the NE classifier using the
confidence measure. The approach is particularly useful for resource poor lan-
guages like Hindi where annotated data is scarce. Experimental results on a
Hindi corpus consisting of a small annotated set and a much larger raw data set
demonstrate that semi-supervised learning improves performance significantly
over baseline classifier.
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Abstract. Continuous monitoring of web-based news sources has emerged as a 
key intelligence task particularly for Homeland Security. We propose a system 
for web-based news tracking and alerting. Unlike subscription-based alerts, 
alerting is implemented as a personalized service where the system is trained to 
recognize potentially important news based on user preferences. Preferences are 
expressed as combinations of topics and can change dynamically. The system 
employs Latent Dirichlet Allocation (LDA) for topic discovery and Latent 
Semantic Indexing (LSI) for alerting. 

1   Introduction 

The amount of news content available online is increasing at a steady rate. News 
belongs to a very specific genre of textual data. News contents from multiple sources 
are usually similar in that they largely look at the same set of events, yet they are at 
the same time highly unstructured and open ended. Timely assimilation and interpre-
tation of information available from these sources is extremely important for political 
and economic analysts. It is imperative to analyze the whole collection to eliminate 
the possibility of missing anything.  

Automated acquisition, aggregation and analysis of news content is a challenging 
and exciting line of research, lying at the crossroads of information extraction, ma-
chine learning, machine translation, pattern discovery, etc. The complexity of the 
problem increases due to the unpredictability of incoming content that needs to be 
analyzed. User preferences cannot be expressed as pre-defined categories. A news 
item of any category - be it political, sports, or entertainment can become interesting 
to an analyst, depending on its content. An analyst may wish to track it for some time. 
Further the interest changes dynamically. The key challenge in recognizing relevant 
news lies in recognizing the concepts of interest to a user.  

In this paper, we have presented a system that is distinct in functionality from other 
news analysis systems. It is designed as a watch-guard which continuously scans 
online sources for new stories and alerts a registered user whenever there is any new 
development that could be of potential interest to the user. The news repository is 
organized topically. Users can register their interests with the system in terms of top-
ics. The system generates an alert if a new story is judged to be conceptually relevant 
to a user. Alerts are also sent to the user’s mobile. The novelty of the proposed system 
lies in its capability to track conceptually relevant news items as opposed to news in 
pre-specified categories.  
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2   News Analysis Systems – A Review 

News categorization and topic tracking through news collections has been an active 
area of research for a few years now. In [1] five categorization techniques were com-
pared for news categorization. It was found that Support Vector Machines (SVM), k-
Nearest Neighbor (kNN) and neural networks significantly outperform Linear Least 
squares Fit (LLSF) and Naive Bayes (NB) when the number of training instances per 
category is small. [4] presents a system for automatic categorization of news stories 
written in Croatian language into a pre-defined set of categories using kNN based 
classifier. [10] described a news analysis system to classify and index news stories in 
real time. The system extracted stories from a newswire, parsed the sentences of the 
story, and then mapped the syntactic structures into a concept base.  

Since news contents change in unpredictable ways supervised techniques that re-
quire large training sets are not ideally suited for news repository organization. Topic 
tracking and detection [2] is another area of research where the emphasis is to monitor 
online feed of news articles, and determine the underlying topics and their distribution 
in the news items in an unsupervised way.  In [7] a topic tracking system based on 
unigram models was presented. Given a sparse unigram model built from topic train-
ing data and a large number of background models built from background material, 
the system finds the best mixture of background models that matches the unigram 
model. [8] proposed a clustering based approach to summarize and track events from 
a collection of news Web Pages. In [9] the problem of skewed data in topic tracking 
was tackled using semi-supervised techniques over a bi-lingual corpus. The Lydia 
project [3] describes a method for constructing a relational model of people, places 
and other entities through a combination of natural language processing and statistical 
analysis techniques.  

3   Overview of the Proposed News Analysis System 

Fig.1 presents the software architecture of the proposed news analysis system. The 
key components of the system are:- 
• News acquisition module - The News acquisition module collects news from a 

host of pre-defined websites from their RSS1 feeds. The RSS feeds contain news 
headlines, date and time of publishing, a brief description, and the URL of the 
full news story. These are periodically updates. The URLs extracted from the 
RSS feeds are fed to customized web crawlers, to extract the news stories. 

• Topic Discovery – This module builds a topic map for the entire news collection 
using Latent Dirichlet Allocation (LDA). It also indexes the collection topically. 
Each time a news repository is updated, the existing topic maps are backed up 
and a new topic map is built.  

• Topic Tracker and Trend Analyzer – Topic maps are time-stamped. These can be 
compared to analyze how the strength of a topic has changed over time. Correla-
tion analysis of topic maps identifies entry and exit of new topics into the system. 
Topic tracking and trend analysis can provide early warnings and actionable in-
telligence to avoid disasters.  

                                                           
1 http://en.wikipedia.org/wiki/RSS_(file_format). 
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Fig. 1. Architecture of proposed News Analysis System 

• News Alert Generator – This is a trainable module that implements Latent Seman-
tic Indexing (LSI) to categorize an incoming news story as relevant or irrelevant to 
any of the multiple interest areas expressed by the user. The alerting mechanism is 
designed as a trainable multi-classifier system. User interests can be further classi-
fied as long-term and short-term. Concepts in long term interest category change at 
a slower rate than those in the short-term interest category. While long-term inter-
ests encode generic needs of a news monitoring agency, short-term interests help in 
tracking evolving stories in any category. 

• Topic Explorer – This is the interface through which the user interacts with the 
system. A topic snap-shot shows all topics and concepts present in a collection. 
Users can drill-down to detailed reports on any event along any topic. This allows 
a single story to be read from multiple perspectives based on its contents. Topic-
based aggregation allows the user to get a bird’s eye view of the key events. Users 
can also view topic strengths and localizations. 

3.1   Topic Extraction Using LDA 

An important step to comprehend the content of any text repository is to identify the 
key topics that exist in the collection, around which the text can be organized. Latent 
Dirichlet Allocation (LDA) [5] is a statistical model, specifically a topic model, in 
which a document is considered as a mixture of a limited number of topics and each 
meaningful word in the document can be associated with one or more of these topics. 
A single word may be associated to multiple topics with differing weights depending 
on the context in which it occurs. Given a collection of documents containing a set of 
words, a good estimation of unique topics present in the collection is obtained with 
the assumption that each document d can be viewed as a multinomial distribution over 
k topics. Each topic zj , j = 1 · · · k, in turn, is assumed to be a multinomial distribution 
Φ(j) over the set of words W. The problem of estimating the various distributions is in 
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general intractable. Hence a wide variety of approximate algorithms, that attempt to 
maximize likelihood of a corpus given the model have been proposed for LDA. We 
have used the Gibb’s sampling based technique proposed in [5] which is 
computationally efficient. The topic extractor creates a topic dictionary where each 
topic is represented as a collection of words along with their probabilities of 
belonging to the topic. Each document d is represented as a topic distribution vector < 
(p(t1,d),…,p(tk, d)>, where p(tj,d) denotes the strength of topic tj in document d is 
computed as follows: p t , d ∑ ,  . (1)

where n is the total number of unique words in the collection.  

3.2   News Alert Generation Using Latent Semantic Indexing 

All incoming news stories are scored for relevance based on its topic distribution. The 
system employs Latent Semantic Indexing (LSI) to assign relevance scores. LSI uses 
Singular Value Decomposition (SVD) to identify semantic patterns between words 
and concepts present in a text repository. It can correlate semantically related terms 
within a collection by establishing associations between terms that occur in similar 
context.  

User interests are conveyed in terms of topics. Given that the underlying repository 
has stories containing different topics, of which some are relevant and some not, the 
aim is to find new stories which are conceptually relevant to the user, even though 
they may not be content-wise similar to any old story as such. The training documents 
for the system are created as follows. For each relevant topic, all stories containing 
the topic with strength greater than a threshold are merged to create a single training 
document dR. All remaining stories are merged to create another training document 
dIR. Let Tm2 denote the term-document matrix for this collection, where m represents 
the number of unique words. The weight of a word in T is a function of its probability 
of belonging to the topics in each category. Applying SVD to T yields, . (2)

where U and V are orthonormal matrices and W is a diagonal matrix. A modified 
term-document matrix  is now constructed using  which consists of the first two 
columns of U such that  represents a transformed 2 dimensional concept-space, 
where each dimension is expressed as a linear combination of the original terms and 
the relevant and irrelevant documents are well-separated. For each new news story, its 
cosine similarity with the relevant and irrelevant documents is computed in the new 
concept space. Let Q represent the term vector for the new story. Q is then projected 
into the transformed concept space to get a new vector . Let SR and SIR denote the 
cosine similarity of  with the relevant and irrelevant documents respectively. The 
new story is judged as relevant if .  (3)

where α is a scaling parameter in the range (0, 1). Since number of news stories in 
irrelevant category is usually much higher than number of relevant news, there is an 
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automatic bias towards the irrelevant category.  The scaling parameter α adjusts this 
bias by reducing the similarity to irrelevant category.  

4   Experimental Results 

Fig. 2 presents some snapshots. On the left is a portion of the topic dictionary created 
for a 2 week time-period ending on 9th June, 2009. Users select topics to indicate 
preferences for receiving alert. On the right an alert generated for the user is shown.  

 

Fig. 2. Snapshots from the system 

 

Fig. 3. (a) Precision and Recall with varying topic cutoff and fixed alpha=0.5 (b) Precision and 
Recall with varying alpha and topic cutoff = 0.6 

Since user preferences are given as topics, it is observed that the accuracy of re-
cognizing new stories as relevant depends on (a) the size of the training set (b) the 
scaling factor α. Size of the training set is controlled using the topic cut off threshold. 
Fig. 3 shows system performance varies with these two parameters. With a fixed 
alpha, it is observed that recall falls slightly with higher values of topic cut-off, 
though precision does not suffer. Higher topic cut-off reduces the training set size 
causing the recall to fall. Sharper trends are observed with a fixed topic cut-off, and 
changing values of alpha. Recall falls drastically with higher values of alpha, since 
very few stories are now picked as relevant, though the precision is very high. Best 
results are observed for alpha and topic cut-off set to 0.5 and 0.6 respectively. 

          
(a) (b)
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5   Conclusion 

In this work, we have presented a news analysis system which generates user-
preference based alerts. Preferences are for topics and concepts rather than pre-
defined categories. The news repository is analyzed and indexed topically. We are 
currently working on integrating a mining and analytical platform to this system to 
enhance its prediction and tracking capabilities.   
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Abstract. In this paper, we propose an efficient algorithm for anomaly  
detection from call data records. Anomalous users are detected based on fuzzy 
attribute values derived from their communication patterns. A clustering based 
algorithm is proposed to generate explanations to assist human analysts in vali-
dating the results. 

Keywords: Anomaly detection, Fuzzy logic, DBSCAN Algorithm, Principal 
Component Analysis. 

1   Introduction 

Call Data Records (CDR) define a special kind of social network where nodes 
represent phone numbers and an edge represents a call between two numbers. Social 
networks derived from call data records model relationships among a group of mobile 
users. Investigative analysis has come to heavily rely on Call Data Record (CDR) 
analysis since these can provide major cues about temporally and spatially allied 
events as well as people involved.  

Anomaly detection from call data records employs data mining techniques to iden-
tify abnormal behavioral patterns. As of today, major emphasis of CDR analysis has 
been towards visual analytics [1, 2]. The major drawback of such systems is the over-
emphasis on the analyst’s capability to identify the regions of interest, particularly if 
the volume of data to be considered is prohibitively large.   

In this paper we propose an automated anomaly detection mechanism that assigns 
anomaly score to nodes in a CDR network. It has been shown that rather than using 
the features of a single subscriber and his contacts, better results can be obtained by 
using attributes of links at greater depths. Efficiency is ensured through suitable fea-
ture transformation techniques.  

2   Anomaly Detection in Social Networks – A Review 

Anomaly detection is a mature area of research [3] and has been successfully applied 
to various areas like network intrusion detection, credit-card fraud detection, email 
based network analysis etc. They work on the premise that normal behavior is more 
pre-dominant than abnormal behavior and will be exhibited by majority of the net-
work entities. Commonly used techniques for network analysis involves computation 
of Centrality measures [4].  [5] had proposed the use of indirect connections to detect 
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A long duration call is one which is longer than 95% or more of the other calls and 
a short duration call is one whose duration is less than the duration of 75% of the 
calls. A call of duration d is characterized as follows: 

µS(d) = 1, µL(d) = 0 if the d < 75 percentile of duration of calls 

        µS(d) = 0, µL(d) = 1 if the d > 95 percentile of duration of calls 
 

μ d 0.95 x0.95 0.75 , μ d x 0.750.95 0.75  where x denotes the percentile of d 

otherwise 

where S denotes short, L denotes long. 

(1) 

 

While a call can be characterized by its duration, interactions between two users can 
be defined by the frequency of different types of calls between them. Frequency can 
be characterized as “high” or “low”. Figure 2 shows that pair of users that interact 
infrequently is exceptionally more than pairs with frequent interactions.  

Depending on the frequency f of interaction between two users, the interaction type 
is characterized as “high” or “low” using the following fuzzy functions:  

     µlow(f) = 1, µhigh(f) = 0 if the f < 95 percentile of frequency of calls 

µlow(f) = 0, µhigh(f) = 1 if the f > 99 percentile of frequency of calls 
 0.990.99 0.95 , 0.950.99 0.95 

where x denotes the percentile of f, otherwise 

(2) 

 
We can now combine call characteristics and interaction characteristics to have a more 
complete characterization of users. Two users can be connected through different types 
of calls with different frequencies. For example, two users A and B may frequently 
communicate through “short” calls, but rarely through “long” calls. It may be further 
observed that most of the “short” calls are initiated by B while the “long” calls are 
initiated equally by both.  Consequently, the interaction pattern of A with B can be 
characterized as the following vector of fuzzy-membership values: 

<µLOW(OS), µHIGH(OS), µLOW(OL), µHIGH(OL), µLOW (IS), µHIGH(IS), µLOW (IL), 
µHIGH(IL)>, where the symbol O is used for an OUTGOING call and I for an INCOM-
ING call, S stands for short-duration call, L for long-duration call. µLOW(OS) is com-
puted using the weighted average of fuzzy memberships of all OUTGOING calls to 
the class “short” or S. All other memberships are computed in a similar fashion.  

It may be essential to consider a user’s indirect connections also. In the current 
framework, if a user is connected to another through a chain of contacts, then the 
indirect interaction pattern between the two users is defined by the intermediate chain 
of direct interaction patterns. Let LINK1 represent the direct interaction vector of A 
with B, and LINK2 represent the direct interaction vector of B with C, then a vector 
LINK12 that defines the indirect interaction pattern of A with C is computed as a 64 
component vector. The (ij)th component of LINK12 is computed as follows: 

LINK12(ij) = min(LINK1(i), LINK2(j)), where i and j vary from 1 to 8. 
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Paths up to any predefined depth can be considered, though the impact of one node 
on another decreases with increase in depth. The dimensionality of the feature space 
also goes up. Weight for a pattern for an ID is the sum of weights of all interactions of 
that pattern for the ID. The behavior space is then normalized with respect to patterns 
to equalize the importance of all patterns. 

For example, consider the call graph described in Figure 3. It is observed that A in-
teracts with B through short duration calls only. Moreover, the frequency of short 
calls initiated by A is high but terminated at A is low. Consequently, the interaction 
pattern of A with B is described by the vector stated above with value 1 for µHIGH(OS) 
and  µLOW (IS). Further, B interacts with D by initiating long duration calls with me-
dium frequency. Value for µLOW (OL) is found to be 0.4 and for µHIGH (OL) is 0.6 in 
the vector describing interaction of B with D. The interactions of all other users are 
described in a similar way.  Though A is not directly connected to D, but A is con-
nected to D through B and C.   Since A calls B by frequent short duration calls and B 
initiates medium long duration calls to D, therefore the value for the feature µLOW(OS) 
µHIGH (OL)  in the interaction pattern of A and D via B is 0.6. Feature values for A’s 
interaction with D through C can be similarly computed. The final values for such an 
interaction vector are computed using component-wise summation.  

 
Fig. 3. Call graph. Dotted (solid) lines indicate low (high) duration calls. Frequency of calls is 
mapped to thickness of the edge. 

4   Anomaly Detection 

Due to the high dimension of the original feature space derived in the earlier section, we 
have applied Principal Components Generator to identify the dimensions along which 
the data set shows maximum variation. We then chose the three principal components 
only to represent the transformed dataset. An algorithm based on Ramaswamy's dis-
tance is designed to detect outliers [8]. This algorithm finds top n outliers based on their 
distance from their kth closest neighbor. This algorithm works as follows: 
 

Step 1: Choose values of  n and k. 
Step 2: For each data point find its distance from its kth closest neighbor. 
Step 3: Arrange the data points in descending order of the distance. 
Step 4: Choose top n points as outliers. 



 

5   Explanation of Int

Principal components are l
nal feature values. However
anomalous behavior be gen
can generate the rules using
ments of one class and the r

The decision tree is not
case, for each of the top n 
original feature space. We
using the DBSCAN algorith
they form dense clusters. Th
all its neighboring clusters 
5th and 95th percentile of the
value of the seed is then c
features. The features with h

6   Experimental Resu

Table 1 shows that our syste
[9]. This set has 400 entitie
members of a gang who co
VAST were for human-driv
entities become easily sepa
rule characterizing anomal
interaction at depth 3 turns 
tion patterns observed betwe

Table 1. Performa

Algorithm 
Precision 

Recall 

 
 

Fig. 4. Distribution of anom
non-anomalous (BLUE) entitie

Anomaly Detection from Call Data Records 

eraction Patterns of Anomalous Users 

inear combinations of attributes. They do not retain or
r, for intelligence analysis it is essential that explanation

nerated in terms of original features. For small data sets 
g decision trees, where top n anomalies are treated as 
rest of the elements of another.  
t suitable for generating rules from large datasets. In 
anomalies detected, we find its p closest neighbors in 

e have set p to 1000. These neighbors are now cluste
hm. Non-anomalous entities are much more in number 
he features that distinguish the seed anomalous entity fr
with more than 10 elements are extracted. For each clu
e feature values are computed for all features. Each feat
compared with computed percentile of the correspond
high variation are then extracted and reported. 

ults 

em is able to better the results of [6] on VAST 2008 data
s with 10000 interactions. The challenge was to identify
onducted suspicious activities. All other results reported
ven visual analysis [1]. Figure 4 shows that the anomal
arable on the transformed space. Figure 5 shows a sam
ous and non-anomalous entities. A feature characteriz
out to be most significant. It typically characterizes inter
een key gang members and ground level workers.  

ance results for various algorithms on VAST2008 dataset 

Proposed Algorithm  Kojak[6] 
80% 60% 

80% 60% 

 
malous (RED) and 
es (VAST 08

Fig. 5. Rule characterizing anomalous I

241 

rigi-
n of 
one 
ele-

this 
the 

ered 
and 
rom 
ster 
ture 
ding 

aset 
y 12 
d in 
lous 

mple 
zing 
rac-

IDs 



242 Nithi, L. Dey 

7   Conclusion 

Call data record analysis have gathered momentum due to the role they play in inves-
tigative analysis. Most of the research till date has been directed towards visual ana-
lytics. We have presented here methods for finding anomalous behavior from large 
datasets, considering interaction up to any depths. We have presented the viability of 
using very complex feature spaces in conjunction with PCA to capture complex no-
tions of behavior. The algorithms proposed here have been applied to large real-life 
data sets and found to scale extremely well. 
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Abstract. An efficient algorithm with a worst-case time complexity of
O(n log n) is proposed for detecting seasonal (calendar-based) periodic-
ities of patterns in temporal datasets. Hierarchical data structures are
used for representing the timestamps associated with the data. This rep-
resentation facilitates the detection of different types of seasonal period-
icities viz. yearly periodicities, monthly periodicities, daily periodicities
etc. of patterns in the temporal dataset. The algorithm is tested with
real-life data and the results are given.

Keywords: temporal datasets, pattern detection, periodicity mining.

1 Introduction

Electronic data repositories maintained across various domains usually contain
data that are inherently temporal in nature. Some examples of these are credit-
card transactions, market-basket datasets, stock prices, click-stream data etc. In
large volumes of such data, patterns may appear periodically within the lifetime
of the data. In [7], an algorithm with a worst-case time complexity of O(n3)
is proposed for extracting calendar-based periodic patterns in a market-basket
database. Here an algorithm is proposed that runs in O(n logn) time in the
worst-case to detect periodicities of patterns in different kinds of temporal data.
The algorithm works not only on a typical market-basket database, but also ap-
plies to any event-related dataset where events are associated with time-intervals
marking their occurrence. The algorithm also successfully extends to any time-
series database in which case at first, an attempt is made (usually by using the
dynamic time-warping technique), to look for time-periods that may be signifi-
cant in the context of the domain of the data. For example, in data-streams of
stock prices, time-periods in which rising interest rates (peaks) are noticed might
be of interest. In sales data, time-periods in which panic reversal of sales occur
are usually significant. The proposed algorithm finds if there is any periodicity
among the time-segments in which such domain-specific patterns are observed
across the time-series.

In Sect. 2, recent works done in the field of pattern mining in temporal data are
discussed. The work done in this paper and the algorithm proposed is discussed
in Sect. 3. Experimental results are given in Sect. 4 followed by the conclusion
and lines for future research in Sect. 5.
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2 Related Works

Pattern mining in temporal data is an active research area. In [4], user-given
calendar schemas are used to find a set of calendar-based patterns. In [2], an
algorithm to find periodic patterns of unknown periods in a time-series database
is proposed. [5] gives a linear distance based algorithm for discovering the poten-
tial periods regarding the symbols of a time-series. A similar algorithm has also
been proposed in [9] where some pruning techniques have been used. However
since both the algorithms consider the distance between adjacent intervals, they
miss some valid periods. In [8], an algorithm is proposed to extract synchronous
patterns having non-stationary offsets within each period. In [3], the problem of
mining multiple partial periodic patterns in a parallel computing environment
is addressed. The problem of mining frequently occurring periodic patterns with
a gap requirement from sequences has been studied in [10]. In [7], the works
in [1] and [6] are extended and a method for extracting calendar-based periodic
patterns in a market-basket dataset is proposed. The algorithm proposed in this
paper is more time-efficient than the one given in [7]. It easily extends to different
types of temporal datasets and to other time hierarchies also.

3 Work Done

The problem that has been taken up in this paper is to find periodicities of
patterns in different kinds of temporal data. The input consists of events (which
are referred to as patterns) and with each event, there is associated a list of
disjoint time intervals in which that event has occurred. The events could either
be natural events such as earthquakes, cyclones etc. or could be events that are
implicit in the dataset under consideration such as rise or downfall in interest rate
in stock market data, steep rise or dip in temperature in weather-related time-
stamped data etc. In the latter case, a preprocessing step is needed for identifying
and subsequently extracting the relevant time intervals (again assumed to be
disjoint) from the dataset under consideration.

If the timestamps associatedwith the temporal data are given as calendar dates,
for example in the format hour-day-month-year, yearly or monthly or daily peri-
odicities may be detected. Periodic patterns are detected starting from the highest
level of the time-hierarchy. While finding yearly patterns, the year component of
the time-hierarchy is removed from the dates. Similarly, appropriate components
are stripped when monthly or daily periodicities are being searched.

For a pattern under study, a certainty function is defined on the timestamps
stripped of the appropriate components. This is given by c(t) = nintv/np where
nintv is the number of intervals containing the stripped timestamp t and np is the
total number of years or months or days in the lifespan of the pattern (depending
on whether yearly or monthly or daily periodicities are being detected). If the
value of the certainty function becomes equal to 1 at any timestamp, it will imply
that the pattern appears at that timestamp in each of the periods and hence the
pattern is fully periodic at that timestamp. On the other hand, if the certainty
value is positive and less than 1 at any timestamp, then this will imply that the
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pattern appears at that timestamp in some of the periods only and hence the
pattern will be partially periodic at that timestamp.

3.1 Data Structure and Algorithm Proposed

A global variable np is maintained for the total number of periods in the lifespan
of the pattern. The information of each discontinuity of the certainty function
is captured in a structure discontinuity containing a timestamp tmp at which
the discontinuity of the certainty function is detected, an integer iv which is
the number of intervals to which timestamp tmp belongs and an integer div
which gives the change that occured in the value of iv at timestamp tmp. Ad-
ditionally v, the value of the certainty function at the timestamp tmp, which is
actually nothing but iv/np can be retained. Information of each local maximum
of the certainty function is kept in another structure lmaxnode which contains
the timestamps start, end, peakstart, peakend and also the values startvalue,
peakvalue and endvalue of the local maximum.

The processed information regarding the certainty function is kept in a struc-
ture containing an array d of discontinuity, an array lmax of lmaxnode and
integers m giving the number of input intervals, nd giving the number of dis-
continuities and nlmax giving the number of local maxima found. Since each
endpoint of the given intervals associated with the pattern potentially represents
a discontinuity of the certainty function, the algorithm starts by populating the
array of discontinuities d by the endpoints of the intervals given in the input.
For a left endpoint, tmp is set to the timestamp of the endpoint and div is set
to 1 (since a new interval starts at this timestamp). For a right endpoint, tmp is
set to one more than the timestamp of the endpoint and div is set to -1 (since
an interval ends just before the timestamp tmp). After this, the procedure re-
organize now processes the information in the array of discontinuities d. The
processing is based on the observation that the value of the certainty function
at any timestamp is given by v = (nl − nr)/np where nl, nr are the number
of left and right endpoints respectively coming before this timestamp. It is easy
to see that v is always non-negative. The reorganize procedure first sorts d in
ascending order of timestamps. It then scans the array d in this order, collaps-
ing all the potential discontinuities occurring at the same timestamp and then
computes the div, iv and v values for timestamp tmp at each discontinuity.

Next, a procedure locatemax gathers information of each local maximum of the
certainty function. If a single local maximum is found, it will imply piling up of
overlapping subintervals at a single place. This indicates that the pattern appears
once a year or month or day in that time-period, depending on whether yearly or
monthly or daily patterns are being searched. Similarly, when two local maxima
are detected, the time-intervals obviously overlap at two places indicating that the
pattern holds twice a year/month/day. For detecting the local maxima, the pro-
cedure locatemax goes through the array d of discontinuities. A boolean variable
nondecreasing is maintained which is initially set to false. For each discontinuity,
if nondecreasing is false and the value of iv is found to be increasing at that dis-
continuity i.e. if d[i].div > 0 then the end, endvalue of the last local maximum, the
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start, startvalue of a new local maximum are set appropriately and nondecreasing
is changed to true. If nondecreasing is true and the value of iv is decreasing at that
discontinuity i.e. if d[i].div < 0 then the peakstart, peakend and the peakvalue of
the peak of the current local maximum are set appropriately and nondecreasing is
changed to false. Finally, if this is the last discontinuity then the end and the end-
value of the last local maximum are set appropriately. Once the whole structure is
in place, the certainty of the pattern at any arbitrary point (i.e. date) can also be
queried easily by doing a binary search on the array d.

3.2 Algorithm Complexity

The operation of populating the discontinuity array d will take O(n) time in
the worst-case where n is the length of the input list of time-intervals. The
reorganization procedure involves sorting the array d (this takes O(n logn) time
in the worst-case) and then setting the values of certain fields/variables (this
takes O(n) time in the worst-case). Scanning for local maxima takes O(n) time
in the worst-case. Thus overall complexity in the worst case works out to be
O( n + n logn + n + n ) = O(n logn). Once all this is done, to compute the
certainty of the pattern at any arbitrary point (i.e. date) takes only O(logn)
time in the worst case. Hence there is a definite improvement in running time as
compared to the algorithm proposed in [7] which takes O(n3) in the worst-case
to detect seasonal periodicities of patterns in a market-basket database.

4 Experimental Results

The proposed algorithm is applied here to two temporal datasets, both contain-
ing real data. The first dataset is an event-related dataset. The second dataset
is a time-series.

Working with an event-related dataset : This dataset contains time-periods of oc-
currence of tropical storms in the eastern-pacific region from 1949 to 2008. The
source of this data is http://weather.unisys.com/hurricane/index.html. While
looking for yearly periodicities, several time-periods are found during which trop-
ical storms across the eastern-pacific region are likely to occur with a certainty
of at least 20%. Some of these time-periods are shown in Table 1 along with the
maximum certainty value reached across the given period.

Table 1. Periodicities for event-related data

Maximum

Timestamp(s) certainty value reached

across this span ( in % )

6th July to 8th July 25
16th July to 24th July 34
27th July to 30th July 30

21st August to 6th September 32
17th September to 4th October 32
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Working with time-series : The time-series used is a dataset containing aver-
age daily temperatures for Delhi (capital of India) from 1st January, 1995 to
31st December, 2008. It is available at www.engr.udayton.edu/weather/ . The
fields in the input dataset are : month, day, year, average daily temperature (F).

From the time-series, at first, the dynamic time-warping technique is used to
extract time-periods (spanning across five to twenty five days) in which a 10F
temperature rise is detected.

While looking for yearly periodicities, several timestamps are detected hav-
ing a 35% or more certainty of being involved in a 10F temperature rise in
Delhi. Some of these timestamps are shown in Table 2 along with the maximum
certainty value reached across different timespans.

Table 2. Periodicities for time-series data

Maximum

Timestamp(s) certainty value reached

across this span ( in % )

1st February to 7th February 50
12th February to 16th February 43

3rd March to 8th March 64
14th March to 17th March 57

1st April to 3rd April 50
7th June to 10th June 43

5 Conclusion and Future Work

An algorithm with a worst-case time complexity of O(n logn) was proposed and
tested to extract seasonal periodicities of patterns in different kinds of temporal
data. The proposed algorithm succeeds in improving on the worst-case time
of the algorithm given in [7]. The calendar-based hierarchical representation of
the timestamps allow the same algorithm to be used for finding both partial
and fully periodic patterns with equal efficiency. Though the algorithm uses the
time-hierarchy associated with calendar dates, it can be used with any other
time-hierarchy also. Future works can include formulation of formal measures to
quantify the interestingness of periodic patterns. Another natural extension of
this work is to cluster patterns having similar periodicity. Finding the clusters
could lead to interesting rules since patterns having similar periodicity might
also share some other features.
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Abstract. In this paper, we present a relation mining and visualization frame-
work to identify important semi-structured information components using se-
mantic and linguistic analysis of text documents. The novelty of the paper lies 
in identifying key snippet from text to validate the interaction between a pair of 
entities. The extracted information components are exploited to generate se-
mantic network which provides distinct user perspectives and allows navigation 
over documents with similar information components. The efficacy of the pro-
posed framework is established through experiments carried out on biomedical 
text documents extracted through PubMed search engine.  

Keywords: Relation mining, Text mining, Text visualization, Text summariza-
tion, Natural language processing. 

1   Introduction 

The rapidly growing repository of text information on any topic necessitates the de-
sign and implementation of strategies that enables fast and efficient access to relevant 
content. While search engines provide an efficient way of accessing relevant informa-
tion, the sheer volume of the information repository on the Web makes assimilation of 
this information a potential bottleneck in the way its consumption. Thus, in the age of 
increasing information availability, it is essential to provide users with a convenient 
way to understand information easily. To achieve this goal, many techniques, includ-
ing document classification and document summarization have been developed [7]. 
However, most of these methods only provide ways for users to easily access the 
information; they do not help users directly capture the key concepts and their rela-
tionships with the information. Understanding key concepts and their relationships is 
critical for capturing the conceptual structure of document corpora and avoiding in-
formation overload for users. Besides, development of intelligent techniques to collate 
the information extracted from various sources into a semantically related structure 
can aid the user for visualization of the content at multiple levels of complexity. Such 
a visualizer provides a semantically integrated view of the underlying text repository 
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in the form of a consolidated view of the concepts that are present in the collection, 
and their inter-relationships as derived from the collection along with their sources. 
The semantic net thus built can be presented to the user at arbitrary levels of depth as 
desired. 

In this paper, we propose a relation mining and visualization framework which 
uses linguistic and semantic analysis of text to identify key information components 
from text documents. The information components are centered on domain entities 
and their relationships, which are extracted using natural language processing tech-
niques and co-occurrence-based analysis. The novelty of the paper lies in identifying 
key snippet from text to validate the interaction between a pair of entities. For exam-
ple, consider the following sentence: “Diallyl Sulfite (DAS) prevents cancer in ani-
mals (PMID: 8636192)”. In this sentence, “prevents” is identified as relational verb 
relating the biological entities “Diallyl Sulfite (DAS)” and “cancer” while “animals” 
is identified as key snippet to validate the interaction prevents(Diallyl Sulfite (DAS), 
cancer). Our system also extracts the adverbs associated with relational verbs, which 
plays a very important role especially to identify the negation in sentences. We have 
also presented a scheme for semantic net generation which highlights the role of a 
single entity in various contexts and thus useful for a researcher as well as a layman. 
The efficacy of the proposed framework is established through experiment over 
documents from biomedical domain in which information overload also exists due to 
exponential growth of scientific publications and other forms of text-based data as a 
result of growing research activities. The remaining paper is structured as follows. 
Section 2 presents a brief introduction to related work. Section 3 presents the pro-
posed framework and details about functioning of different modules. Section 4 pre-
sents the evaluation result of the proposed framework. Finally, section 5 concludes 
the paper with future directions. 

2   Related Work on Relation Mining and Visualization 

Context of entities in a document can be inferred from analysis of the inter-entity 
relations present in the document. Sekimizu et al. [5] proposed a linguistic-based 
approach to mine relationship among gene and gene products. They have collected the 
most frequently occurring verbs in a collection of abstracts and developed partial and 
shallow parsing techniques to find the verb’s subject and object. Thomas et al. [6] 
modified a pre-existing parser based on cascaded finite state machines to fill tem-
plates with information on protein interactions for three verbs – interact with, associ-
ate with, bind to. The PASTA system [1] is a more comprehensive system that ex-
tracts relations between proteins, species and residues. Ono et al. [2] reports a method 
for extraction of protein-protein interactions based on a combination of syntactic 
patterns. Rinaldi et al. [4] have proposed an approach towards automatic extraction of 
a predefined set of seven relations in the domain of molecular biology, based on a 
complete syntactic analysis of an existing corpus.   

Visualization is a key element for effective consumption of information. Seman-
tic nets provide a consolidated view of domain concepts and can aid in this process.  
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In the information visualization literature, a number of exploratory visualization 
tools are described in [3]. Zheng et al. [7] have proposed an ontology-based visuali-
zation framework, GOClonto, for conceptualization of biomedical document  
collections.  

Although, some visualization methods extract key concepts from document cor-
pora, most of them do not explicitly exploit the semantic relationships between these 
concepts. The proposed method differs from all these approaches predominantly in its 
use of pure linguistic techniques rather than use of any pre-existing collection of enti-
ties and relations. Moreover, the knowledge visualizer module is integrated with the 
underlying corpus for comprehending the conceptual structure of biomedical  
document collections and avoiding information overload for users. On selecting a 
particular entity or relation in the graph the relevant documents are displayed with 
highlighting the snippet in which the target knowledge is embedded. 

3   Proposed Relation Mining and Visualization Framework  

Fig. 1 highlights the functional details of the proposed framework, which comprises 
of the following four main modules – Document Processor, Concept Extractor, In-
formation Component Extractor, and Knowledge Visualizer. The design and working 
principles of these modules are presented in the following sub-sections. 

3.1   Document Processor and Concept Extractor 

The document processor cleans text documents by filtering unwanted chunks for 
Parts-Of-Speech (POS) analysis which assigns POS tags to every word in a sentence. 
The POS tags help in identifying the syntactic category of individual words. For POS 
analysis we have used the Stanford parser to convert every sentence into a phrase 
structure tree which is further analyzed by the concept extractor module to extract 
noun phrases. In order to avoid long noun phrases, which generally contain conjunc-
tional words, we have considered only those noun words that appear at leaf- nodes in 
phrase structure tree. In case, more than one noun phrase appears at leaf node as sib-
lings, the string concatenation function is applied to club them into a single noun 
phrase. Thereafter, based on a standard list of 571 stopwords, the words that occur 
frequently but have no meaning are removed. A phrase is removed from the list if it 
contains a stopword either at beginning or at end position. After extracting all noun 
phrases from all text documents in the corpus their weights are calculated as a func-
tion of term frequency (tf) and inverse document frequency (idf) by using the equa-
tion )log()( nNtfp ×=ω , where )( pω  represents the weight of the noun phrase P, tf 
denotes the total number of times the phrase P occurs in the corpus, )log( nN  is the 
idf of P, N is the total number of documents in the corpus, and n is the number of 
documents that contain P. A partial list of noun phrases in descending order of their 
weights extracted from a corpus of 500 PubMed abstracts on “Breast Cancer” is: 
breast cancer, breast carcinoma, prostate cancer, zoledronic acid, tumor, estrogen, 
prognosis, tomoxifen, protein. 
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Fig. 1. Relation mining and visualization framework 

3.2   Information Components Extractor 

An information component can be defined formally as a 7-tuple of the form <Ei, A, 
V, Pv, Ej, Pc, Ek> where, Ei, Ej, and Ek are biological entities identified as noun 
phrases; Ei and Ej forms the subject and object respectively for V, A is adverb; V is 
relational verb, Pv is verbal-preposition associated with V; Pc is conjunctional-
preposition linking Ej and Ek. The information component extraction module trav-
erses the phrase structure tree and analyzes phrases and their linguistic dependen-
cies in order to trace relational verbs and other constituents. Since entities are 
marked as noun phrases in the phrase structure tree, this module exploits phrase 
boundary and proximitivity to identify relevant information components. Initially 
all tuples of the form <Ei, A, V, Pv, Ej, Pc, Ek> are retrieved from the documents. 
Thereafter, feasibility analysis is applied to filter out non-relevant verbs and thereby 
the corresponding information component. 

Rather than focusing only on root verbs, morphological variants of a relational 
verb and associated prepositions are also recognized by our system. Information com-
ponent extraction process is implemented as a rule-based system. Four sample infor-
mation components extracted from PubMed documents are presented in Table 1. 

Table 1. Four sample information components extracted from PubMed documents 

Left Entity Adv. Rel. Verb Verb Prep Right Entity Conj Prep Key Snippet 

AO enzymes --- associated with breast cancer and aging --- --- 
the levels of 
MDC1 and BRIT1

--- correlated with centrosome amplification, defective 
mitosis and cancer metastasis 

in human 
breast cancer 

oral glutamine 
(GLN) 

--- inhibited --- tumor growth through Stimulation 
of host 

BMP-4 not stimulate --- cell proliferation by itself 
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3.3   Biological Knowledge Visualizer 

The major idea of visualization using semantic net is to highlight the role of a concept 
in a text corpus by eliciting its relationship to other concepts. The nodes in a semantic 
net represent entities/concepts and links indicate relationships. The whole graph is 
centered around a selected entity by the user. For a relation triplet <Ei, R, Ej>, which is 
a subset of information component (IC), the entities Ei and Ej are used to define 
classes and R is used to define relationships between them. The other constituents of 
the IC can be used to handle biomedical queries which design is one of our future 
works. While displaying Ei and Ej, the biological entities are marked with ABNER – a 
biological entity recognizer. To define a relationship map, the user selects an entity, 
say ξ, around which the graph is to be created. The selected entity ξ is used to extract 
all those ICs which contain ξ either as a part of Ei, or Ej or both. A snapshot of the 
semantic net generated around the biological entity “breast cancer” is shown in Fig. 2. 
The semantic net is also designed to facilitate users to navigate through the pile of 
documents in an efficient way. While double-clicking on a node all the ICs containing 
the entity stored in that node are selected. Thereafter, the documents containing these 
ICs are displayed in which the relevant parts of the sentences are highlighted. Simi-
larly, on double-clicking an edge, all the ICs centered around the relation appearing as 
edge label are selected. Thereafter, the documents containing these ICs are displayed 
with properly highlighting the relevant snippet of text. The ICs are also displayed 
separately in the bottom pan of the same window.  

 

Fig. 2. Semantic net generated around “breast cancer” 

4   Evaluation of the Relation Extraction Process 

The performance of the whole system is analyzed by taking into account the perform-
ance of the relation extraction process. A relation is said to be “correctly identified” if 
its occurrence within a sentence along with its left and right entities is grammatically 
correct, and the system has been able to locate it in the right context. To judge the 
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performance of the system, it is not enough to judge the extracted relations only, but it 
is also required to analyze all the correct relations that were missed by the system. 
The system was evaluated for its recall and precision values for ten randomly selected 
relation triplets. The precision and recall value of the proposed system is found to be 
88.77% and 84.96% respectively. On analysis, it was found that most of the incorrect 
identifications and misses occur when the semantic structure of a sentence is wrongly 
interpreted by the parser.  

5   Conclusion and Future Work 

In this paper, we have proposed the design of a relation mining and visualization 
framework which uses linguistic and semantic analysis of text to identify feasible 
information components from unstructured text documents. We have also proposed a 
method for collating information extracted from multiple sources and present them in 
an integrated fashion with the help of semantic net. Presently, we are refining the 
rule-set to improve the precision and recall values of the system. Moreover, a query 
processing module is being developed to handle biomedical queries on underlying 
repository of extracted information components. 
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Abstract. In this paper, we present a novel approach for finding association 
rules from locally frequent itemsets using rough set and boolean reasoning. The 
rules mined so are termed as local association rules. The efficacy of the pro-
posed approach is established through experiment over retail dataset that con-
tains retail market basket data from an anonymous Belgian retail store.  

Keywords: Data mining, Temporal data mining, Local association rule mining, 
Rough set, Boolean reasoning. 

1   Introduction 

Mining association rules in transaction data is a well studied problem in the field of 
data mining. In this problem, given a set of items and a large collection of transac-
tions, the task is to find relationships among items satisfying a user given support and 
confidence threshold values. However, the transaction data are temporal in the sense 
that when a transaction happens the time of transaction is also recorded. Considering 
the time aspect, different methods [1] have been proposed to extract temporal associa-
tion rules, i.e., rules that hold throughout the life-time of the itemset rather than 
throughout the life-time of the dataset. The lifetime of an itemset is the time period 
between the first transaction containing the itemset and the last transaction containing 
the same itemset in the dataset and it may not be same as the lifetime of the dataset. 
Mahanta et al. have addressed the problem of temporal association rule extraction in 
[2]. They proposed an algorithm for finding frequent itemsets with respect to a small 
time-period not necessarily equal to the lifetime of the dataset or that of the itemset. 
They named such itemsets as locally frequent itemsets and corresponding rules as 
local association rules. In order to calculate the confidence value of a local associa-
tion rule, say A ⇒ X – A, in the interval [t, t′] where X is a frequent itemset in [t, t′] 
and XA ⊂ , it is required to know the supports of both X and A in the same interval 
                                                           
∗ To whom correspondence should be addressed.  
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[t, t′]. But, the way supports of itemsets are calculated in [2], the support of subsets of 
X may not be available for the same time interval rather, they may be frequent in an 
interval greater than [t, t′]. So, they have loosely defined association rules, as confi-
dence of the rule A ⇒ X – A cannot be calculated in interval [t, t′] directly. 

Rough sets theory, proposed by Pawlak [3], seems to be a solution to this problem. 
Nguyen et al. [4] have presented a method of extracting association rules, based on 
rough set and boolean reasoning. They have shown a relationship between association 
rule mining problem and reducts finding problem in rough set theory. But, their works 
were mainly focused on non-temporal datasets. 

In this paper, we present a novel approach for finding local association rules from 
locally frequent itemsets using rough set and boolean reasoning. For a given locally 
frequent itemset X in time interval [t, t′], all those transactions generated between t 
and t′ are considered and mapped to decision table in line with [4]. Thereafter, we 
find the reducts using rough set theory and boolean reasoning to generate association 
rules that would be local to the time interval [t, t′]. The rest of the paper is organized 
as follows. Section 2 presents the related works on temporal association rule mining. 
Basic concepts, definitions and notations are presented in section 3.  The proposed 
local association rule mining method is described in section 4. The experimental setup 
is presented in section 5. Finally, section 6 concludes the paper. 

2   Related Work 

Temporal Data Mining is an important extension of conventional data mining. By 
taking into account the time aspect, more interesting patterns that are time dependent 
can be extracted. Hence, the association rule discovery process is extended to incor-
porate temporal aspects. Each temporal association rule has associated with it a time 
interval in which the rule holds. In [1], an algorithm for discovery of temporal asso-
ciation rules is described. For each item (which is extended to item set) a lifetime or 
life-span is defined as the time gap between the first occurrence and the last occur-
rence of the item in transaction database. Supports of items are calculated only during 
its life-span. Thus each rule has associated with it a time frame corresponding to the 
lifetime of the items participating in the rule. In [2], the works done in [1] has been 
extended by considering time gap between two consecutive transactions containing an 
item set into account.  The frequent itemsets extracted by above method are termed as 
locally frequent itemsets. Although the methods proposed in [1] and [2] can extract 
more frequent itemsets than others; the methods did not address association rules 
extraction problem adequately. The relationship between the problem of association 
rules generation from transaction data and relative reducts finding from decision table 
using rough set theory is better presented in [4,5,6,7]. But, the temporal attribute 
which is naturally available in a transaction dataset is not taken into consideration. 

3   Basic Concepts, Definitions and Notations  

The local support of an itemset, say X, in a time interval [t1, t2] is defined as the ratio 
of the number of transactions in the time interval [t1, t2] containing the item set to the 
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total number of transactions in [t1, t2] for the whole dataset D and is denoted by 

)(sup ],[ 21
Xtt

. Given a threshold σ, an itemset X is said to be frequent in the time interval 

[t1, t2] if DXtt ×≥ )100/()(sup ],[ 21
σ where D denotes the total number of transac-

tions in D that are in the time interval [t1, t2].  The itemset X is termed as locally fre-
quent in [t1, t2].  An association rule X ⇒ Y, where X and Y are item sets said to hold 
in the time interval [t1, t2] if and only if for a given threshold τ, 

100/)(sup/)(sup ],[],[ 2121
τ≥∪ XYX tttt

and X∪Y is frequent in [t1, t2]. In this case we say 

that the confidence of the rule is τ. 
An information system is a pair S=(U, A), where U is a non-empty finite set called 

the universe and A is a non-empty finite set of attributes. Each a ∈ A corresponds to 
the function a:U→Va , where Va is called the value set of a. Elements of U are called 
situations, objects or rows, interpreted as, cases, states, patients, or observations. 

A decision table is a special type of information system and is denoted by S=(U, 
A∪{d}), where d∉A is a distinguishing attribute called the decision. The elements of 
A are called conditional attributes (conditions). In our case, each a ∈ A corresponds to 
the function a:U→Va = {0, 1}, because we are considering only presence or absence 
of items in the transactions. In addition, A contains another attribute called time-stamp 
i.e. A=A′ ∪ {t}, where t indicates a valid time at which a transaction occurs.  

4   Method of Generating Local Association Rules 

In this section, we discuss the method of temporal template mining and thereafter 
local association rule mining from them using rough set and boolean reasoning. 

4.1   Template as Patterns in Data 

By template we mean the conjunction of descriptors. A descriptor can be defined as a 
term of the form (a=v), where a∈A is an attribute and v∈Va is a value from the do-
main of a. For a given template T the object u∈U satisfies T iff all the attribute values 
of T are equal to the corresponding attribute values of u. In this way a template T 
describes the set of objects having common properties. The support of a template T is 
defined as: support(T)=|{u∈U: u satisfies T}|. A template T is called good template if 
the support(T) ≥ s for a given threshold value s. A template is called temporal tem-
plate if it is associated with a time interval [t, t′]. We denote a temporal template asso-
ciated with the time-interval [t, t′] as T[t, t′]. A temporal template may be “good” in a 
time-interval which may not be equal to the lifetime of the information table. The 
procedure of finding temporal template is discussed in [2]. From descriptive point of 
view, we prefer long templates with large support. 

4.2   From Template to Optimal Association Rules 

Let us assume that a temporal template T[t, t′]= D1∧D2∧…∧Dm with support s has 
been found using [2]. We denote the set of all descriptors occurring in template T by 
DESC(T[t, t′]) which is defined as: DESC(T[t, t′])={D1∧D2∧…∧Dm}. Any set 
P≤DESC(T[t, t′]) defines an association rule RP=def(∧Di∈P Di ⇒ ∧Dj∉P Dj). For a given 
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confidence threshold c∈(0, 1] and a given set of descriptors P≤ DESC(T[t, t′]), the 
temporal association rule RP is called c-representative if (i) confidence(RP)≥c, and (ii) 
for any proper subset P′ of P we have confidence(RP’)≤c. Instead of searching for all 
temporal association rules we search for c-representative temporal association rules 
because every c-representative temporal association rule covers a family of temporal 
association rules. Moreover the shorter is temporal association rule R, the bigger is 
the set of temporal association rules covered by R. 

4.3   Searching for Optimal (Shortest) Local Association Rules 

In order to find association rules from a locally frequent itemset, say X, in an interval 
[t, t′], all the transactions (say A) that happened between t and t′ are considered to 
construct a decision table. Thereafter, α-reducts for the decision table which corre-
sponds to the local association rules are found using rough set theory. The decision 
table A/X[t, t′] from the transactions falling between t and t′, X[t, t′], can be con-
structed as follows: 

A/X[t, t′]={
1Da , 

2Da , …..,
mDa } is a set of attributes corresponding to the descrip-

tors of template X[t, t′]. The values of 
iDa is determined using equation 1. The deci-

sion attribute d determines if a given transaction supports template X[t, t′] and its 
value is determined using equation 2. 

⎩
⎨
⎧ ∈

=
otherwise ,0

]'[  t  timeoccuranceon  transacti theif ,1
)(

t,t
t

iDa  (1)

⎩
⎨
⎧ ∈

=
otherwise ,0

X satisfies ][ tif ,1
)(

t,t'
td  (2)

4.3.1   The Approximate Algorithms 
In this section, we present two algorithms - the first, shown in table 1, finds almost 
shortest c-representative association rules. After the algorithm in table 1 stops we do 
not have any guarantee that the descriptor set P is c-representative. But one can 
achieve it by removing from P all unnecessary descriptors. The second algorithm, 
shown in table 2, finds k short c-representative association rules where k and c are 
parameters given by the user. 

Table 1. Short c-representative association rule algorithm 

Algorithm: Short c-Representative Association Rule 
Input:  Information table A, template T[t1, t2], minimal confidence c. 
Output: short c-representative temporal association rule. 
Steps: 

1. Set := ∅; UP: = U; min_support: = |U| -1/c.support(T[t1, t2]) 
2. Choose a descriptor D from DESC(T[t1, t2])\P which is satisfied by the smallest number of 

objects from UP 
3. Set P : = P∪{D} 
4. UP := satisfy(P); (i.e. set of objects satisfying all descriptors from P) 
5. If |UP| > min_support then go to Step 2 else stop 
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Table 2. k short c-representative association rules 

Algorithm: k Short c-Representative Association Rules 

Input: Information table A, template T[t1, t2], minimal confidence c ∈ (0, 1], number of repre-
sentative rules k ∈ N 

Output: k short c-representative temporal association rules RP1,… RPk 
Steps: 
1. For i : = 1 to k do 

2. Set Pi := ∅; 
ipU : = U 

3. End for 
4. Set min_support : = ⎜U⎜-1/c.support(T) 
5. Result_set : = ∅; Working_set := {P1,…,Pk} 
6. Candidate_set := ∅ 
7. for (Pi∈Working_set) do 
8. Chose k descriptors D1

i,….,Dk
i
  from DESC(T[t1, t2])\Pi which is satisfied by smallest number 

of objects from 
ipU  

9. insert Pi ∪{ D1i},….. Pi ∪{Dki} to the Candidate_set 
10. end for 
11. Select k descriptor sets P1’,…,Pk’ from the Candidate_set (if exist) which are satisfied by 

smallest number of objects from U 
12. Set Working_set := {P1’,…,Pk’} 
13. for (Pi∈Working_set) do 
14. Set UP := satisfy(Pi) 
15. if ⎜UPi⎜< min_support then 
16. Move Pi from Working_set to the Result_set 
17. End for 

18. if ⎟Result_set⎟ > k or Working_set is empty then STOP else GO TO Step 4 

5   Results 

For experimentation purpose we have used a retail datasets that contains retail market 
basket data from an anonymous Belgian retail store. The dataset contains 88162 
transactions and 17000 items. As the dataset in hand is non-temporal, a new attribute 
“time” was introduced. The domain of the time attribute was set to the calendar dates 
from 1-1-2000 to 31-3-2003. For the said purpose, a program was written using C++ 
which takes as input a starting date and two values for the minimum and maximum 
number of transactions per day. A number between these two limits are selected at 
random and that many consecutive transactions are marked with the same date so that 
many transactions have taken place on that day. This process starts from the first 
transaction to the end by marking the transactions with consecutive dates (assuming  
 

Table 3. A partial view of generated association rules from retail dataset 

Association Rules Corresponding intervals where the rules hold 

100%-representative Association Rules  
{38, 39}⇒{41} [2-1-2000, 25-5-2001] 
{38, 41}⇒{39} [2-1-2000, 25-5-2001], [31-8-2002, 22-3-2003] 
{41, 48}⇒{39} [2-1-2000, 29-5-2001], [31-8-2002, 22-3-2003] 

75%-representative Association Rules  
{39}⇒{41} [2-1-2000, 29-5-2001], [31-8-2002, 22-3-2003] 
{12935}⇒{39} [13-2-2002, 22-3-2003] 
{41, 48}⇒{39} [2-1-2000, 29-5-2001] 

50%-representative Association Rules  
{32}⇒{39} [2-1-2000, 22-3-2003] 
{32, 48}⇒{39} [2-1-2000, 22-3-2003] 
{41}⇒{39, 48} [2-1-2000, 29-5-2001], [31-8-2002, 22-3-2003] 

25%-representative Association Rules  
{41}⇒{32} [2-1-2000, 25-5-2003] 
{32}⇒{39, 48} [2-1-2000, 22-3-2003] 
{39, 41] ⇒{38} [2-1-2000, 25-5-2001], [31-8-2002, 22-3-2003] 
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that the market remains open on all week days). This means that the transactions in 
the dataset are happened in between the specified dates. A partial view of the gener-
ated association rules from retail dataset is shown in table 3. 

6   Conclusion 

In this paper, we have proposed a novel approach for finding local association rules 
from locally frequent itemsets using rough set and boolean reasoning. To generate 
association rules from a locally frequent itemset in the interval [t, t′], first all transac-
tions that occurs between t and t′ are considered to form an information system. Later, 
the information system is converted into decision table to find the reducts and α-
reducts.  
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Abstract. Multiple emotions are often evoked in readers in response to
text stimuli like news article. In this paper, we present a novel method for
classifying news sentences into multiple emotion categories using Multi-
Label K Nearest Neighbor classification technique. The emotion data
consists of 1305 news sentences and the emotion classes considered are
disgust, fear, happiness and sadness. Words and polarity of subject, verb
and object of the sentences and semantic frames have been used as fea-
tures. Experiments have been performed on feature comparison and fea-
ture selection.

1 Introduction

The Internet has been one of the primary media for information dissemination
shortly after the advent of Word Wide Web. Consequently, the amount of text
data available online is enormous. The advent of new technologies makes way of
new interaction possibilities and provides people with an array of social media
like blog, chat, social network, news etc. As compared to traditional keyword
based or topical access to the information, new social interactions require the
information to be analyzed in social dimensions like emotion, sentiment, atti-
tude, belief etc. Emotion analysis of text is one of such tasks that are gaining
importance in text mining community in recent times.

Two types of emotion evaluation may be possible: writer perspective and
reader perspective evaluation. In previous works [1], a few attempts towards
writer perspective analysis of emotion in text data have been made. In all these
studies, it has generally been assumed that the writer expresses only one emotion
for a text segment. However, evocation of a blend of emotions is common in
reader in response to a stimulus. For example, the following sentence may evoke
fear and sad emotion in readers mind.

Militant attack kills over 30 persons in Nigeria.

Classifying emotion from reader’s perspective is a challenging task and research
on this topic is relatively sparse as compared to writer perspective analysis.

Affective text analysis was the task set in SemEval-2007 Task 14 [2]. A corpus
of news headlines extracted from Google news and CNN was provided. Some
systems with different approaches have participated in solving the said task [2].

The work [3] provides the method for ranking reader’s emotions in Chinese
news articles from Yahoo! Kimo News. Eight emotional classes are considered

S. Chaudhury et al. (Eds.): PReMI 2009, LNCS 5909, pp. 261–266, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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in this work. Support Vector Machine (SVM) has been used as the classifier.
Chinese character bigram, Chinese words, news metadata, affix similarity and
word emotion have been used as features. The best reported system accuracy is
76.88%.

In this work, we perform reader perspective emotion analysis in text data
where one text segment may evoke more than one emotion in reader. News is a
media where certain facts in the articles are presented to the readers with the
expectation that the articles evoke some emotional responses in the readers. So,
this media is one potential data source for the computational study of reader
perspective emotion.

2 Emotion Classification Problem and MLKNN

The problem of multi-label emotion classification is defined as follows: Let S =
{s1, s2, . . . , sn} be the set of emotional sentences and E = {ei|i = 1, 2, . . . , |E|}
be the set of emotion classes (e.g., happy, sad etc.). The task is to find a function
h : S �→ 2E , where 2E is the powerset of E .

This problem can be mapped to a multi-label text classification problem. In
this work, we use Multi-Label K Nearest Neighbor classifier (MLKNN) [4] for clas-
sifying sentences into emotion classes. MLKNN, a multi-label adaptation of single
label K Nearest Neighbor algorithm, is one of the state of the art high perfor-
mance algorithm adaptation technique. In this technique, for each test instance
t, its K nearest neighbors in the training set are identified. Then according to
statistical information gained from the label sets of these neighboring instances
maximum a posteriori (MAP) principle is utilized to determine the label set for
the test instance. The entities that central to this classification technique are
the prior probabilities P (H l

b)(l ∈ E), b ∈ {0, 1}) and the posterior probabilities
P (N l

j |H l
b) (j ∈ {0, 1, . . . , K}). Here, H l

1 is the event that the test instance has
label l, while H l

0 denotes the event that t has not label and N l
j (j = 1, 2, . . . , K )

is denotes that among the K nearest neighbors of t, there are exactly j instances
which have label l. The probability values are estimated from training data set.
Laplace smoothing is used for handling data sparsity problem.

3 Emotion Data

The emotion text corpus consists of 1305 sentences extracted from Times of
India news paper archive1. The emotion label set consists of four emotions:
disgust, fear, happiness and sadness. A sentence may trigger multiple emotions
simultaneously. So, one annotator may classify a sentence into more than one
emotion categories.

The distribution of sentences across emotion categories is as follows: Disgust
= 307, Fear = 371, Happiness = 282 and Sadness = 735. The label density
(LD = 1

|S|
∑|S|

i=1
|Ei|
|E| , where Ei is the label set for Si) and label cardinality

1 http://timesofindia.indiatimes.com/archive.cms

http://timesofindia.indiatimes.com/archive.cms
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(LC = 1
|S|
∑|S|

i=1 |Ei|) are the measures of how multi-label the data is. The LC
and LD for this data set are computed to be 1.3 and 0.26 respectively.

4 Features for Emotion Classification

Three types of features have been considered in our work as given below:

– Word Feature (W): Words sometimes are indicative of the emotion class of
a text segment. For example, the word ‘bomb’ may be highly co-associated
with fear emotion. Thus words present in the sentences are considered as
features. Before creating the word feature vectors, stop words and named
entities are removed and the words are stemmed using Porter’s stemmer.

– Polarity Feature (P): Polarity of the subject, object and verb of a sentence
may be good indicators of the emotions evoked. The subject, object and
verb of a sentence is extracted from its parse tree and the polarity for each
phrase is extracted from manual word level polarity tagging with a set of
simple rules.

– Semantic Frame Feature (SF): The Berkeley FrameNet project2 is a well-
known resource of frame-semantic lexicon for English. Apart from storing
the predicate-argument structure, the frames group the lexical units. For
example, the terms ‘kill’, ‘assassin’ and ‘murder’ are grouped into a single
semantic frame ‘Killing’. In this work, we shall be exploring the effectiveness
of the semantic frames feature in emotion classification. The semantic frame
assignment was performed by SHALMANESER3.

5 Evaluation Measures

We evaluate our emotion classification task with respect to different sets of multi-
label evaluation measures:

– Example based measures: Hamming Loss (HL), Partial match accuracy (P-
Acc), Subset accuracy (S-Acc) and F1. These measures are explained in the
work [5].

– Ranking based measures: One Error (OE), Coverage (COV), Average Pre-
cision (AVP). The work [4] describes these measures in detail.

6 Experimental Results

In this section, we present results of experiments of emotion classification with
MLKNN. 5-fold cross-validation has been performed in all the experiments and
the number of neighbors considered is 10.

2 http://framenet.icsi.berkeley.edu/
3 http://www.coli.uni-saarland.de/projects/salsa/shal/

http://framenet.icsi.berkeley.edu/
http://www.coli.uni-saarland.de/projects/salsa/shal/
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6.1 Comparison of Features

The comparison of the features is performed with respect to a baseline which
considers only words as features. Table 1 summarizes the results of emotion
classification with different features and their combinations with best results
presented in bold face.

Table 1. Comparison of features (W = word feature, P = polarity feature, SF =
Semantic frame feature)

Measure Type Measure W P SF W+P P+SF W+SF W+P+SF

Example based measures

HL 0.175 0.223 0.117 0.156 0.118 0.131 0.126
P-Acc 0.598 0.532 0.756 0.664 0.764 0.703 0.722
F1 0.647 0.582 0.806 0.714 0.817 0.756 0.774
S-Acc 0.499 0.428 0.653 0.563 0.655 0.594 0.618

Ranking based measures

OE 0.231 0.325 0.143 0.210 0.129 0.145 0.133
COV 0.774 0.918 0.576 0.704 0.538 0.606 0.576
RL 0.157 0.207 0.091 0.138 0.079 0.101 0.090
AVP 0.853 0.801 0.911 0.871 0.921 0.906 0.915

General observations over the feature comparison experiment are as follows.

– The use of semantic frames (SF) as features improves the performance of
emotion classification significantly (�P-Acc = 15.8%, �S-Acc = 15.4% and
�F1 = 15.9%) over the baseline. This significant improvement may be at-
tributed to two different transformations over the word feature set.
• Dimensionality Reduction: There is a significant reduction in dimension

when (SF) feature is considered instead of (W) feature (SF feature di-
mension = 279 and W feature dimension = 2345).
• Feature Generalization: Semantic frame assignment to the terms in the

sentences is one of generalization technique where conceptually similar
terms are grouped into a semantic frame. In semantic frame feature set,
unification of these features are performed resulting in less skewedness
in feature distribution.

– The P+SF feature combination performs best.
– The polarity feature (P) is inefficient as compared to other combinations

but whenever coupled with other feature combinations (i.e., W vs. W+P,
SF vs. SF+P and W+SF vs. W+SF+P), the performance improves.

– Whenever W feature combines with SF, degradation in performance have
been observed (i.e., SF vs. W+SF, P+SF vs. W+P+SF).

6.2 Feature Selection

The plot word feature χ2 value vs. rank follows the Zipfian distribution (power
law fit with equation y = αx−β where α = 236.43, β = 0.8204;R2 = 0.89)
having a long tail which is strong indication of feature sparseness problem. To
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(a) Example based measures Vs.
Percentage of total word features

(b) Ranking based measures Vs.
Percentage of total word features

Fig. 1. Variation of multi-label measures with Percentage of total word features

alleviate this problem, we have performed χ2 feature selection [6] on the W and
SF feature sets.

We performed experiment on selecting optimal W feature set size based on
their χ2 values. We present the variations of the performance measures with W
feature set size in Fig. 1.

Top 10% of the total W feature set is found to be optimal feature set. The
relative performance after feature selection for W is shown in Fig. 2(a). In case
of SF feature, top 80% out of the total set was selected as optimal feature set
for SF feature. The relative performance with the selected SF feature set is
presented in Fig 2(b).

It is evident from Fig. 2 that the there is a slight improvement in performance
after adopting feature selection strategy for both the feature sets.

With P+SF feature combination being the close competitor, best perfor-
mance is achieved with P+80%SF(HL = 0.115, P-Acc = 0.773, F1 = 0.827
and S-Acc = 0.666). As the emotion analysis task is modeled in a multi-label
framework, comparison with other systems can only be made with micro-average

(a) Relative performance after χ2

word feature selection
(b) Relative performance after χ2

semantic frame feature selection

Fig. 2. Performance after χ2 feature selection
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Table 2. Comparison of the proposed system with others

Measure Accuracy Precision Recall F1

UPAR7 89.43 27.56 5.69 9.43
UA-ZBSA 85.72 17.83 11.27 13.81
SWAT 88.58 19.46 8.62 11.95
Li and Chen 76.88 – – –
Our System 88.2 84.42 79.93 82.1

measures like accuracy, precision, recall and F1. The comparison with other sys-
tems is presented in Table 2.

7 Conclusions

We have presented an extensive comparison of different features for multi-label
reader perspective emotion classification with MLKNN. Feature selection on
word and semantic frame features is found to be fruitful for better performance.
The classifier performs better with semantic frame (SF) features compared to
word features (W) as SF helps in dealing with feature sparseness problem. Im-
provements have been noticed when the polarity feature is combined with other
features.
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Abstract. Semantic relation is an important concept of information sci-
ence. Now a days it is widely used in semantic web. This paper aims to
present a measure to automatically determine semantic relation between
words using web as knowledge source. It explores whether two words
are related or not even if they are dissimilar in meaning. The proposed
formula is a function of frequency of occurrences of the words in each
document in the corpus. This relationship measure will be useful to ex-
tract semantic information from the web . Experimental evaluation on
ten manually selected word pairs using the WebKb data as information
source demonstrates the effectiveness of the proposed semantic relation.

Keywords: semantic relation, page count.

1 Introduction

Web mining[2] has introduced a new era in the field of information science.
It is the process of extracting knowledge such as patterns, relations from web
data. The world wide web is a huge, diverse and dynamic information source. As
the web contents grow, it becomes increasingly difficult to manage and classify
its information. One of the most important applications of web mining is the
web search engine. Semantic relation[1] is required to improve the query search
results of the web search engine. It has several applications in fields such as
natural language processing, text mining, semantic web [6][7].

Semantic relation between two terms means how much two terms are related
even if they are dissimilar in meaning. For example c programming is a very
frequent word pair in the web though they have no similarity in meaning. In
this word pair c is a letter and programming is a word in English language.
Thus meaning wise c and programming are very different. But, in the web they
occur frequently. We intend to find this semantic relation between two words.
The page count of c programming in Google1 is 2,090,0002 whereas the same
for u programming is 2,810, where page count[4] of a word is the number of
pages that contain the query words. This means that u and programming are
not semantically as much related as c and programming.
1 http://www.google.com
2 This Google page count is taken on June 2009.
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This measure is suggested to determine semantic relation between two words
using the web as information source. The frequency of the words in each docu-
ment are measured rather than page count and normalize it over all documents.
The other methods available in the literature are mainly based on page count of
a word, such as Normalized Google Distance[3]. But page count is not sufficient
to measure the semantic relation between two words. Page count provides the
number of pages in which a word (or words) occurs. It does not indicate the
number of times a word has occurred in each of this page. A word may appear
many times in a document and once in the other document, but page count will
ignore this.

This paper is described as follows. In section 2 we discuss our proposed seman-
tic relation and its properties . Section 3 describes related work and comparison
with the proposed measure whereas the last section describes the conclusions
and future works.

2 Proposed Measure of Semantic Relation

Various semantic similarity measures are available in the literature. Different
methods have been found to be useful in several applications. After extensively
investigating a number of methods this measure is proposed to determine the
semantic relation between two words which is applicable to any set of documents.

2.1 Formulation

Given two words x and y, we need to find the semantic relation between them
on the basis of a corpus(here web pages). The proposed semantic relation named
as Semantic Word Distance(SWD) is defined as

SWD(x,y) =

{−1 if fi(x) = fi(y) = 0 ∀ i ∈M

|wr(x,y) + wr(y,x)
2 − 1| otherwise

(1)

where M is the total number of pages from which we will find the relation between
the words e.g. the number of pages indexed by a web search engine and Word
Ratio(wr) is defined as,

wr(x,y) =
1
M

M∑
i=1

max(Ii(x), Ii(y))
fi(x) + 1
fi(y) + 1

Here fi(x) denotes the number of times the word x occurs in the ith page and

Ii(x) =
{

0 if fi(x) = 0
1 otherwise

That is we are neglecting the pages where none of the words occur. We are
measuring the semantic relation between two words depending on the score of
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SWD. Note that if fi(x) = fi(y) �= 0 ∀ i ∈M then SWD(x,y) = 0 i.e. we can say
the semantics of x and y are exactly same on a particular information source.
SWD(x,y) = 0 means the semantic relation between x and y is the strongest.
As the value of SWD approaches zero, the relationship between the word pair
becomes stronger. Essentially the above measure finds, for each page, the ratios
of the number of occurrences of the word pair and averages it over the corpus. If
the ratios are closer to one, the two words are more semantically related except
for fi(x) = fi(y) = 0 ∀ i. This idea will be appropriate for the word pair like c
programming which exists simultaneously on the web pages but has no similarity
in meaning.

2.2 Properties

Now we will discuss some properties of Semantic Word Distance.
• SWD is symmetric. For every pair of word x, y we have SWD(x,y) = SWD(y,x).

• The value of SWD must be greater than or equal to 0 except for the case
of fi(x) = fi(y) = 0 ∀ i and irrespective of the values of max(Ii(x), Ii(y)) ∀ i. As
we know that a+ 1

a ≥ 2 where a ∈ N , a set of positive integers. Then we can

state from equation (1) that SWD(x,y) = 1
2

[
wr(x,y) + 1

wr(x,y)

]
− 1 ≥ 0

• If SWD(x,y) = 0 then we have[
wr(x,y) + wr(y,x)

2

]
− 1 = 0

i,e
1
M

M∑
i=1

{(
fi(x) + 1
fi(y) + 1

+
fi(y) + 1
fi(x) + 1

)
max(Ii(x), Ii(y))

}
= 2

If max(Ii(x), Ii(y)) = 1 ∀ i then fi(x)+1 = fi(y)+1 ∀ i as we know that a+ 1
a = 2

only when a = 1. But it is not necessarily true that max(Ii(x), Ii(y)) = 1 ∀ i.
Therefore SWD(x,y) = 0 does not imply fi(x) = fi(y) ∀ i = 1, 2, ...,M .

•So SWD is not a metric. Also it need not satisfy the triangular inequality
i.e. SWD(x,y) + SWD(y,z) ≥ SWD(x,z) ∀x, y, z need not be true.

Choose fi(x)+1 = Xi , fi(y)+1 = Yi , fi(z)+1 = Zi and max(Ii(x), Ii(y)) =
1 ∀ i. Therefore the triangular inequality becomes

1
2M

M∑
i=1

(
Xi

Yi
+
Yi

Xi

)
− 1+

1
2M

M∑
i=1

(
Yi

Zi
+
Zi

Yi

)
− 1 ≥ 1

2M

M∑
i=1

(
Xi

Zi
+
Zi

Xi

)
− 1

i, e
M∑
i=1

(
Xi

Yi
+
Yi

Xi
+
Yi

Zi
+
Zi

Yi
− Xi

Zi
− Zi

Xi

)
− 2M ≥ 0 (2)

Let Xi ≤ Yi ≤ Zi ∀ i andYi = pXi and Zi = qXi where p ≥ 3 and q = 2p .
This violates the condition of inequality (2). Hence swd is not a metric.
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2.3 Similarity Measurement

The lower limit of SWD is -1 which indicates, this is beyond the scope of SWD
to determine the relation between the words on a particular corpus. This occurs
only when no two words appear in any of the documents of the corpus. In the
other cases SWD always provides non negative values. If the SWD value is 0
then it indicates that the semantic relation between the word pair is strongest.
It has no upper limit. The relationship between the words decreases as long as
the value grows from 0. For simplicity we assume 2 as the upper limit. If two
words appear in 1:11 ratio or more than that on an average, then SWD value of
two words is greater than 2 and we will just ignore it i.e. two words are dissimilar
when their SWD value is greater than 2.

3 Comparison with Other Measures

Semantic similarity measures have proved their worth in web related tasks. A
number of methods on semantic relation have been proposed in the last few years.
Some of them are subjective i.e. based on some specific corpus e.g. Wordnet3

[9] or Wikipedia[8]. No measure based on a specific corpus is considered here
for comparison. Some of the corpus independent measures are WebJaccard, We-
bOverlap, WebDice, WebPMI [4], Normalized Google Distance(NGD)[3]. Web-
Jaccard, WebOverlap, WebDice, WebPMI are the modifications of the popular
co-occurrence measures Jaccard, Overlap, Dice and PMI respectively. NGD is
also a popular measure and is not confined to a particular web search engine.
The range of WebJaccard, WebDice and WebOverlap are in between 0 and 1.
According to these three formulae two words are similar if the value is 1 and
the relationship decreases when the value decreases to 0. But these three mea-
sures do not incorporate the total number of pages of the corpus(for example
total number of pages indexed by the search engine) which is very important in
measuring the semantic relation. NGD normally takes the values between 0 and
1 though the value lies in between 0 and ∞ [3]. For NGD two words are similar
if the value is 0 and the relationship decreases as it grows to 1.

All these measures are mainly based on page count. Page count of a word
may not provide the full notion of the word e,g Google returns 12,700,0004 as
the page count for electronic AND calculator whereas 131,000,000 for electronic
AND food although electronic is strongly related to calculator than food. In
SWD the frequency of a word in a document is measured rather than page
count and normalize it over the corpus. Hence SWD has more proficiency in
finding the relation. For example if one word occurs for 45, 30, 22, 16, 53 times
in five documents and other word occurs for 2, 3, 4, 1 ,6 times in the same
five documents, SWD will produce a result different from zero i,e semantically
the words are not that much related. But page count based methods generally
produce a result which indicate that the words are close semantically. This is
3 http://wordnet.princeton.edu
4 This count is taken on May 2009.
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the main difference between the proposed definition and the page count based
definition.

The performance of the proposed Semantic Word Distance has been evaluated
and compared with the other methods mentioned earlier. In the next two section
we will discuss about the data sets used and the methods of evaluation.

3.1 The Data Source

Ten word pairs are selected manually to measure semantic relation between each
of them. For this the WebKb data set [5] is used. This data set contains WWW
pages collected from computer science departments of various universities in Jan-
uary 1997 by the World Wide Knowledge Base (WebKb) project of the CMU
text learning group. The 8,282 pages were manually classified into seven cate-
gories. For each category the data set contains pages from the four universities
Cornell (867), Texas (827), Washington (1205) and Wisconsin (1263).

3.2 Evaluation

Here WebKb data set is used as the information source. Basically it will be
determined, how much two words are related depending on this corpus. It may
again be mentioned here, that two words are more related if the SWD, NGD,
WebPMI values are close to zero and the WebJaccard, WebOverlap, WebDice
values are close to one.

It is observed from Table 1 that SWD is seemingly better than NGD and
WebPMI for almost all the ten word pairs. Research and paper are very related
words as WebKb is a university data set. SWD determines this word pair is
very related whereas the other measures fail to show this. They have shown
research and paper are related but not so much as it is shown by SWD. Again the
word pairs university-graduate, web-page, programming-assignment and course-
coordinator have the higher NGD and WebPMI values though they are very

Table 1. Performance of Semantic Relation Between the Selected Word Pairs

Selected Web Web Web Web NGD SWD
Word Pair Jaccard Overlap Dice PMI (Proposed)

research - paper 0.250 0.641 0.400 0.651 0.732 0.168
university - graduate 0.271 0.776 0.426 0.698 0.716 0.129

web - page 0.281 0.813 0.439 0.487 0.780 0.001
programming - assignment 0.202 0.625 0.336 0.716 0.747 0.030

course-coordinator 0.041 0.417 0.080 0.678 0.868 0.429
computer - science 0.760 0.975 0.864 0.598 0.379 0.076

home - page 0.676 0.899 0.806 0.632 0.415 0.171
sound - vehicle 0.021 0.064 0.041 1.694 0.748 0.955
book - culture 0.031 0.315 0.061 1.629 0.749 0.818

speaker - player 0.018 0.038 0.037 1.924 0.714 0.908
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related (which is determined by SWD with a lower value). This is because the
co-existence of these three word pairs in each document of the corpus is very
low. The word pairs sound-vehicle, book-culture and speaker-player are weakly
related which is shown by SWD like the other measures according to the general
understanding of the meaning of the words and their interrelations. It may be
noted that WebJaccard, WebDice and WebOverlap are not measuring the total
number of pages. Even then the proposed measure is giving better results except
for the word pairs computer-science and home-page. For these two word pairs
WebOverlap and WebDice are giving slightly better results than SWD because
the co-existence of these word pairs are very high and those measures do not
count the total number of pages.

4 Conclusion

A method is suggested to determine semantic relation between two words. This
is not based on the traditional page count method. The method counts the
number of occurrences of each word in each document and normalizes it over
the corpus. By this the entire knowledge of a word pair in a document can be
obtained without measuring the co-existence of the words. The co-existence of
two words is automatically measured in the formula. The main application of
SWD is to measure the semantic relation between words using the web search
engine for better query search results. In future we will apply SWD in web page
classification and to measure the similarity between web pages.
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Abstract. Keyphrases provide semantic metadata that summarizes the docu-
ments and enable the reader to quickly determine whether the given article is in 
the reader’s fields of interest. This paper presents an automatic keyphrase ex-
traction method based on the naive Bayesian learning that exploits a number of 
domain-specific features to boost up the keyphrase extraction performance in 
medical domain. The proposed method has been compared to a popular key-
phrase extraction algorithm, called Kea. 

Keywords: Domain specific keyphrase extraction, Medical documents, Text 
mining, Naïve Bayes. 

1   Introduction 

Medical Literature such as research articles, clinical trial reports, medical news avail-
able on the web are the important sources to help clinicians in patient care.   The per-
vasion of huge amount of medical information through WWW has created a growing 
need for the development of techniques for discovering, accessing, and sharing 
knowledge from medical literature. The keyphrases help readers rapidly understand, 
organize, access, and share information of a document. Document keyphrases provide 
a concise summary of the document content. Medical research articles published in 
the journals generally come with several author assigned keyphrases. But, medical 
articles such as medical news, case reports, medical commentaries etc. may not have 
author assigned keyphrases. Sometimes, the number of author-assigned keyphrases 
available with the articles is too limited to represent the topical content of the articles. 
So, an automatic keyphrase extraction process is highly desirable. 

A number of previous works has suggested that document keyphrases can be useful 
in a various applications such as retrieval engines [1], [2], [3], browsing interfaces [4], 
thesaurus construction [5], and document classification and clustering [6].  

Turney [7] treats the problem of keyphrase extraction as supervised learning task.  
Turney’s program is called Extractor. One form of this extractor is called GenEx, 
which is designed based on a set of parameterized heuristic rules that are fine-tuned 
using a genetic algorithm.  

A keyphrase extraction program called Kea, developed by Frank et al. [8], uses  
Bayesian learning for keyphrase extraction task. In both Kea and Extractor, the candidate 
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keyphrases are identified by splitting up the input text according to phrase boundaries 
(numbers, punctuation marks, dashes, and brackets etc.). Kea and Extractor both used 
supervised machine learning based approaches. Two important features such as distance 
of the phrase's first appearance into the document and TF*IDF (used in information re-
trieval setting), are considered during the development of Kea. Frank et al. [8] compares 
performance of the kea to Turney’s work and shows that performance of Kea is compa-
rable to GenEx proposed by Turney. Moreover, Frank et al. [8] claims that training Naïve 
Bayes learning technique is quicker than training GenEx that employs the special pur-
pose genetic algorithm for training.  

Compared to the previous works, our work differs in several ways: (1) we use POS 
tagger based noun phrase identification method,  (2) our approach exploits a number 
of new domain-specific features and statistical features for keyphrase extraction and 
(3) a glossary database has been incorporated to discriminate between more-domain-
specific and less-domain-specific phrases. 

The paper is organized as follows.  In section 2 we discuss how to build and use 
domain knowledge. In section 3, the proposed keyphrase extraction method has been 
discussed. We present the evaluation and the experimental results in section 4. 

2   Domain Knowledge Preparation 

One domain specific vocabulary is built up by using MeSH (Medical Subject Head-
ings), which is NLM’s (U.S. National Library of Medicine) controlled vocabulary the-
saurus. All the MeSH terms are treated as domain specific key phrases. We prepare one 
table for medical keyphrases (MeSH terms), which is treated as a glossary database. We 
use this glossary database in our wok to determine domain specificity of a phrase. 

In addition to this glossary database, we use another vocabulary of natural lan-
guage terms to identify novel medical term. To decide whether a term is novel, we 
used two vocabularies: glossary database (medical vocabulary) and natural language 
vocabulary because absence of a word in the medical vocabulary is not a sufficient 
condition to consider it as a novel term.  The vocabulary of natural language words 
has been constructed from a corpus of natural language texts (not related to the medi-
cal domain) downloaded from the site under the heading Yahoo news coverage. If a 
term is not available in these two vocabularies, we treat the term as novel term. 

3     Proposed Keyphrase Extraction Method 

The proposed keyphrase extraction method consists of three primary components: 
document preprocessing, noun phrase identification and keyphrase identification. The 
preprocessing task includes conversion from the pdf format to text format, formatting 
the document for removing non-textual content.  

3.1   Noun Phrase Identification 

We treat the noun phrases in the document as the candidate keyphrases [1]. To  
identify the noun phrases, documents should be tagged. We use GENIA1 tagger for 
                                                           
1 http://www-tsujii.is.s.u-tokyo.ac.jp/GENIA/tagger/ 
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tagging the input document. GENIA is part-of-speech tagger for biomedical text [9]. 
We use GENIA tagger 3.0.1. This version can assign tags to the terms in the medical 
text and separately mark terms which at the beginning and inside a noun phrase. By 
checking these markers of the noun phrases, we can easily identify noun phrases. 

3.2   Keyphrase Extraction Using Naïve Bayes 

To extract keyphrase from the medical documents, the Naïve Bayes classifier is 
trained on a set of medical documents and author assigned keyphrases available with 
those documents. Based on the features of the noun phrases discussed below, the 
classifier is trained to classify the candidate noun phrases as the keyphrases (positive 
examples) or not (negative example). Preparation of training and test instances, train-
ing procedure of the Naïve Bayes classifier are also discussed later in the subsequent 
subsections.   
 

Features. To characterize the noun phrases in the medical documents we have de-
signed and adopted a number of features discussed in full below:  

 

Phrase Frequency and Positional Information.  We adopt these two features used in  
[8] to our Keyphrase extraction task. Phrase frequency means number of times a 
phrase P occurs in a document. We also consider position of the first occurrence of 
the phrase in the document as a feature. 

Frequency of Component Words in the Phrase. If a phrase frequency is not very high, 
but frequency of the individual words of the phrase is very high, we consider this 
phrase as an important one. The log-normalized value of the sum of the frequency of 
the component words is considered as a feature value. 

Presence of the Phrase in the Glossary Database.  We apply the following formula to 
compute the value of this feature.  

   G  = 1     if the phrase is present in the glossary database 
          =1/n   if the phrase partially matches with MeSH terms, where n is the  
                              number of partial matches. 

If the number of partial matches increases, we assume that the phrase consists of more 
common words and the entire phrase is assumed to be less domain specific. 

Acronyms and Novel Terms. A phrase gets a score based on the number of novel 
terms and acronyms it contains. In medical articles, authors frequently use acronyms 
for important complex medical terms, perhaps it helps them memorize the things 
better.  Following two rules are used to detect novel term and acronym: 

If the length of the term is greater than a threshold (5 characters) and the term is 
not found in any of two vocabularies (discussed in section 2), we consider the term as 
novel term.   

If some letters (at least two letters) of a term are capital, we treat the term as an ac-
ronym (gene names, medical instruments etc.). For example, fMRI is a term, which is 
found in our test document, is recognized as an acronym by this rule.    

Average Word Length.   We also consider the average length of words in the phrase 
as a feature.  
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Keyphrase Identification. Training Naïve Bayesian learning algorithm for keyphrase 
extraction requires document noun phrases to be represented as feature vectors.  Au-
thor assigned keyphrases are removed from the original document and stored in the 
different files with document identification number. For each candidate noun phrase 
in the given document we extract the feature values from the source document using 
the measures discussed above. If the noun phrase under consideration is found in list 
of author assigned keyphrases corresponding to the document, we label the phrase as 
“Positive” example and if it is not found we label the phrase as “negative” example. 
Thus the feature vector for each noun phrase looks like {<a1 a2 a3 ….. an>, <label>} 
which becomes a training instance (example) for Naïve Bayesian learning algorithm 
where a1, a2 . . .an, indicate feature values for a noun phrase. After preparation of 
training data set, the Naïve Bayesian learning algorithm is trained on the training set 
to learn to classify candidate noun phrases as one of two categories: “Positive” (class 
1) or “Negative” (class 0).  

For our experiment, we use Weka (www.cs.waikato.ac.nz/ml/weka) machine learn-
ing tools. To build up the model based on Naïve Bayes learning algorithm, we used 
Weka’s Simple CLI utility, which provides a simple command-line interface that 
allows direct execution of WEKA commands.  Since all the features that we consider 
in this work are real numbers (feature values are continuous), we use Fayyad and 
Irani's [10] discretization scheme, which is based on the Minimum Description 
Length principle (MDL). The trained classifier is applied on the test document. Dur-
ing testing, we use –p option. With this option we can generate a probability estimate 
(posterior probability) for the class of each vector. This is required when the number 
of noun phrases classified as positive by the classifier is less than the desired number 
of the keyphrases. For a given document, if the user specifies that K keyphrases are 
desired, then we select the K vectors that have the highest estimated probability of 
being in class 1.  

4   Evaluation and Experimental Results 

There are two usual practices for evaluating the effectiveness of a keyphrase extrac-
tion system. One method is to use human judgment, asking human experts to give 
scores to the keyphrases generated by the system. Another method, less costly, is to 
measure how well the system-generated keyphrases match the author-assigned key-
phrases. We prefer the second approach [7][8] [11] to evaluate the proposed key-
phrase extraction system by computing its precision and recall using author-provided 
keyphrases for medical documents. In this experiment, precision is defined as the 
proportion of the extracted keyphrases that match the keyphrases assigned by a docu-
ment’s author(s). Recall is defined as the proportion of the keyphrases assigned by a 
document’s author(s) that are extracted by the keyphrase extraction system.  

To train and test our keyphrase extraction system, 75 journal articles have been 
downloaded from a number of online medical journals. The downloaded research 
articles are basically available as PDF files. All PDF files are converted to text files. 
Only the text content is considered, non-textual content is removed. Author assigned 
keywords are separated from the articles and stored in the different file with document 
identification number. Out of 75 medical research articles, 50 documents and the 
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associated author provided keyphrases are randomly selected for training and the rest 
25 documents are used for testing.  

Kea [8] is now a publicly available keyphrase extraction system based on Naïve 
Bayes learning algorithm. Kea uses a limited number of features such as positional 
information and TF*IDF feature for keyphrase extraction. We download version 5.0 
of Kea2 and install it on our machine. Then it is trained with the same set of medical 
documents, which are used to train our system. After training Kea, a model is built 
based on Naïve Bayes. This pre-built model is used to extract keyphrases from the test 
set consisting of 25 documents.  

We calculate the precision and recall for both systems when the number of ex-
tracted keyphrases is 5, 10 respectively. We also conduct the statistical significance 
test on the difference between precisions of the two systems, as well as their recalls, 
using a paired t test. From table 1, we can find that, in respect to precision and recall, 
the proposed system performs better than Kea. The results are significant at 95% 
confidence level. 

Table 1. Precision and Recall for the proposed keyphrase extraction system and Kea in medical 
domain. P-values in the middle column indicates sigificance test on precision difference and P-
values in the last column indicates sigificance test on recall difference. 

Number of 
keyphrases 

Average Precision ± SD p- 
value 

 Average Recall ± SD p-
value 

 Proposed 
System 

Kea  Proposed 
System 

Kea  

5 0.47± 0.20 0.28±0.21 <0.01 0.57±0.24 0.33±0.24 <0.01 
10 0.28±.0.11 0.23±0.11 <0.01 0.66±0.24 0.54±0.22 <0.01 

 
To interpret the results shown in table 1 we should mention some important points: 

some author-provided keyphrases may not occur in the document they are assigned to. 
According to Turney [7], about only 75% of author-provided keyphrases appear 
somewhere in the documents. This implies that the highest possible average recall for 
a system could only be 0.75, even when all the phrases are extracted from the docu-
ments. In our experiment, the average number of author-provided keyphrases for all 
the documents is only 4.33, so the precision would not be high even when the number 
of extracted keyphrases is large. For example, when the number of extracted key-
phrases for each document is 10, the highest possible average precision is around 
0.32475 (4.33 * 0.75/10  = 0.32475).   

5   Conclusion 

This paper discusses a keyphrase extraction method in medical domain. The proposed 
method uses Naïve Bayes learning algorithm that exploits a number of domain spe-
cific features and a number of statistical features for keyphrase extraction from medi-
cal documents. The experimental results also suggest that the proposed keyphrase 

                                                           
2 http://www.nzdl.org/Kea/ 
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extraction method is effective in medical domain and incorporation of domain spe-
cific features boosts up the system performance. 
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Abstract. Evaluation is a key part while proposing a new model. To
evaluate models of visual saliency, one needs to compare the model’s
output with salient locations in an image. This paper proposes an ap-
proach to find out the salient locations, i.e., groundtruth for experiments
with visual saliency models. It is found that the proposed human hand-
eye coordination based technique can be an alternative to costly human
pupil-tracking based systems. Moreover, an evaluation metric is also pro-
posed that suits the necessity of the saliency models.

Keywords: Evaluation, Visual saliency model, Groundtruth.

1 Introduction

Visual saliency models try to emulate human vision. Hence, the ideal way to
evaluate these models is to estimate how similar (or dissimilar) the results ob-
tained by these models are with the salient regions detected by human. Eye-
tracking based systems are used to produce groundtruth data for the evaluation
of saliency models.

The eye-tracking technology is costly and few research groups having access
to it. The lack of technology of recording salient regions from human observers
is evident as many of the works ([1], [2], [3]) have skipped the proper objec-
tive evaluation procedure. According to [4] the results obtained from the model
was shown to a group of volunteers and they were asked to assess the result
as either good, acceptable or failed. This evaluation is quite subjective. In [5],
the model’s performance is compared against randomly generated locations, not
against salient locations reported by humans.

Therefore, technological bottleneck for collecting groundtruth data is a hin-
drance to the correct evaluation of visual saliency models. As an alternative
to human eye-tracking based systems, in this paper, an approach to collect
groundtruth data is discussed where volunteers’ opinion will be recorded through
hand-eye coordination.

Evaluation metric is equally important as collecting groundtruth data. Some
of these metrics operate only if the groundtruth data is converted into a human
attention map. An attention map (from human fixation) is formed by summing
2D Gaussian patches around each fixation point or using some variation of it.

S. Chaudhury et al. (Eds.): PReMI 2009, LNCS 5909, pp. 279–284, 2009.
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Correlation coefficient between the human attention map and model predicted
saliency map [6], difference between model predicted saliency map and human
attention map [7], and area under ROC curve [8] are used as evaluation metrics.
Another class of metrics may be formulated if the groundtruth is specified as a
set of points. Average [9] and summation [10] of saliency values at these points
are two such metrics. Though all these estimates are shown to work fine as a
metric for saliency models, they are not tuned to the specific purpose of using
visual saliency. They are very general in nature and are also applied in other
fields of computer vision. In this paper, an alternative metric for evaluating
saliency models is proposed. The proposed metric is very much tuned to the fact
that real-time tasks process only a few salient locations. This metric discourages
any model that selects less salient locations.

The outline of the remaining paper is as follows: Section 2 discusses the collec-
tion and compilation of groundtruth data. An evaluation strategy is proposed in
section 3. Section 4 reports some experimental results to support the proposed
approach and finally, section 5 draws the conclusion.

2 Preparation of Groundtruth Data

Let N be the number of image for which groundtruth data, i.e., the salient lo-
cations to be recorded. Let V be the number of volunteers recording the salient
locations. Not to burden them with much load, each of them is shown n im-
ages. To ensure that opinions of a good number of volunteers are taken for each
image, the values of these variable are set to satisfy V × n >> N. The ratio
(V×n)/N indicates the strength of evaluation. Typical values of N, V and n,
for our experiments, are 50, 62 and 12, respectively.

2.1 A Session with an Individual

At first, the volunteer is shown a very prominent spot at a randomly chosen
location within a white background. The spot remains for τ1 (typically 100 ms
in our experiments) time in the screen. The volunteer is asked to click the mouse
to the location where the point appeared. The point disappears so quickly that
the volunteer has to mark on the white background after its disappearance. The
same process is repeated for m1 (typically 12 in our experiments) times. The
Euclidean distance between the actual position of appearance of the point and
the position where the volunteer clicked is recorded for the last m2 (typically
8 in our case) out of those m1 instances. Mean μ (denoted as mean offset) and
standard deviation σ (denoted as standard deviation of offset) of these recorded
distances are estimated. The record for first (m1 - m2) cases are ignored to give
the volunteer some time to get familiar with the procedure. One needs to be
very much attentive to have a good hand-eye coordination. This phase serves
two purposes. Firstly, it helps the volunteer to be attentive before the record-
ing of salient locations for test images commences. Secondly, an estimate of how
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far she clicks from the true position is found by taking the mean and standard
deviation for the last m2 instances.

As soon as the first phase completes, the second phase starts where the vol-
unteer’s opinion about the salient locations for n images are accumulated. Each
image is shown to her for a very short period τ2 (typically, 100 ms). Human
vision has two components. When confronted to a scene, of which it has no
prior clue, at first it will be guided to the visually salient locations in the scene.
This is called bottom-up component of vision. With time the familiarity of the
scene increases and the contents of the scene begin to be recognized/interpreted.
Then this gradually enhanced understanding of the scene guides our vision. This
is called top-down component of vision. As the objective here is to collect the
groundtruth data to evaluate visual saliency model, i.e., bottom-up attention
model, the time period τ2 for which the image is shown to the volunteer needs
to be very small. Smaller τ2 indicates, lesser influence of top-down component
of our vision and better capturing of salient locations. A white screen follows
each image. The volunteer is asked to mark at the centers of each location that
seems salient to her. Like the first phase, here too she marks on white screen
that follows the image. This process is repeated for n images.

2.2 Combining Individual’s Opinion to Form Salient Locations

Good hand-eye coordination is crucial for deriving groundtruth data. Therefore,
the mean and standard deviation of both μ and σ (obtained in section 2.1)
of all V volunteers are calculated. Let μμ and σμ be respectively mean and
standard deviation for the mean distances μ and μσ and σσ are respectively
mean and standard deviation for the standard deviations of distances σ of all
the volunteers. The opinions of the volunteers, whose mean offset μ and variance
of offsets σ are less than or equal to (μμ + σμ) and (μσ + σσ) respectively, are
taken into consideration for groundtruth data preparation. Others opinions are
discarded as their hand-eye coordination is poorer than the rest. Let SV and Sv

be the set of all volunteers and selected volunteers, respectively. Therefore,

Sv = {i| (μi ≤ (μμ + σμ)) ∧ (σi ≤ (μσ + σσ)) ∧ (i ∈ SV )} (1)

Now, for each image the following procedure is applied to prepare the
groundtruth data using the opinions of only the chosen set of volunteers Sv.
Let, Pv be the set of points marked by volunteer v for an image I. Set of points
P is found by taking together all the volunteers’ responses for the image I.

P =
⋃

∀v∈Sv

Pv (2)

Let, Nv be the number of points marked by volunteer v for the image I. A set
N is formed comprising of all Nv’s.

N = {Nv|∀v} (3)
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Next k-means clustering is performed on the set of points P. Number of clusters
k is set to be the mode (i.e., the value that occurs most number of times) of
the set N. The mean μC and standard deviation σC for each cluster C are also
computed. As each volunteer marks at the approximate center of each location
that seemed salient to her, a circular disk centering at μC of radius σC covers
some portion around the center of each cluster. Collection of these circular disks
(one or many for a particular image) constitute the groundtruth data for that
image. It may be noted that all these circular regions are non-overlapping, as
the clusters form a partitioning in the space. A binary image B (of same size as
I ) is constructed where all the pixels belonging to these disks (salient locations)
are set to 1 and the remaining pixels are set to 0.

3 Evaluation Metric

It is checked whether there exist other locations which are more salient than the
groundtruth indicated in B (obtained in previous section). Let S be the saliency
map obtained for image I. Moreover, let mi represent the maximum saliency
value for each salient region Ri (in the form of a circle as discussed in previous
section) in B.

mi = max(S(Ri)) (4)

where S (Ri) represent the collection of values in the saliency map S correspond-
ing to the region Ri.

It is checked whether there are other pixels that have saliency value greater
than mi and do not belong to any other salient region Rj in B. Let Γ is the set
of such pixels. If no such pixel exists, then Γ becomes a null set.

Γ = {x| (S(x) > mi) ∧ (x /∈ Rj) ∧ (∀Rj ∈ B)} (5)

If Γ is not the null set, the error measure Ei for Ri is the sum of normalized
distances for all pixels in Γ from Ri. Distances are normalized with respect to√

(L2 +M2), where image I is of size L-by-M.

Ei =
∑
y∈Γ

mindist(y,Ri)/
√

(L2 +M2) (6)

where mindist(a,A) is the minimum of all the Euclidean distances of a pixel a
from a group of pixels A.

Error estimate E for the saliency model is the summation of all error estimates
Ei for all values of i.

E =
∑

i

Ei (7)

In a nutshell, the summation of minimum distance of each pixel in the locations
that are more salient (according to the computational model) from salient regions
indicated in B is the proposed evaluation metric.
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4 Experimental Validation

In our experiments, 50 images are chosen from a larger set of databases taken
from iLab image database ([1], [11]), UCID([12]), Zurich natural image database
([13] and the Internet. A well-known saliency model [1] is used to validate the
procedures described in above two sections. Groundtruth data is prepared using
the procedure described in section 2. This data along with the input images is
given in http://www.facweb.iitkgp.ernet.in/~jay/VS/Groundtruth.html.
The groundtruth is represented in a binary image with regions filled with 1
belong to salient locations. Let for an image I, the set of salient locations obtained
by the proposed procedure is denoted by R.

On the other hand, for each of the input images, a set of circular regions
are chosen with randomly selected center positions. Let, for the image I the
set of randomly chosen circular regions is denoted by T. For each image, the
number of randomly selected circular regions, i.e., cardinality of T, is kept equal
to the number of salient regions obtained in the groundtruth (cardinality of
R, i.e., which is equal to k). Moreover, radius of each of the circular salient
locations in R are maintained in T. The purpose, here, is to show that scores at
locations obtained according to the proposed procedure (R) is higher than the
scores at randomly selected locations (T ). As in [9], average of saliency values
at these locations are used as evaluation metric. Scatter diagram in figure 1
shows that average saliency value at the volunteer specified locations (average
over 50 images is 140) is higher than average saliency value at randomly selected
locations (average over 50 images is 72.16). It strengthens the fact that locations
obtained by proposed procedure are salient.

Fig. 1. Scatter Diagram of average saliency values at locations obtained by proposed
procedure versus that of randomly chosen locations

http://www.facweb.iitkgp.ernet.in/~jay/VS/Groundtruth.html
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It is also experimentally observed, as expected, that the average saliency value
(measure of similarity) and the proposed metric (measure of dissimilarity) are
negatively correlated. Their correlation coefficient is measured to be -0.58. This
statistics justifies the proposed metric as a error measure.

5 Conclusion

In this paper, a hand-eye coordination based procedure is proposed to compile
groundtruth data. Experimental results show that this can be an alternative to
using eye-tracking systems. An evaluation metric is also proposed which is an
error measure by definition. The fact that it negatively correlates with another
evaluation metric (average saliency value) strengthens this proposed metric.
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Abstract. Image segmentation quality evaluation is a key element when
comparing segmentation algorithms. In computer vision, unsupervised
segmentation algorithms, although of great interest, often suffer from
lack of a well-defined measure to evaluate. This paper presents a novel
idea for evaluating such algorithms. A measure is proposed to evaluate
four well referred segmentation algorithms. The metric proposed in this
work is composed of both size and boundary of segments. When com-
pared with some of the existing techniques, it is found that the proposed
scheme can approximate the segmentation error in a better way.

Keywords: Segmentation Evaluation, Area Matching Index, Boundary
Matching Index, Combined Matching Index.

1 Introduction

Image segmentation is an important ingredient that is used in many image analy-
sis and computer vision applications. In spite of focusing extensively in designing
segmentation techniques, relatively less attention has been given in evaluating
those algorithms. Thus, development of a suitable evaluation technique that can
be used to compare efficacy of segmentation algorithms.

The existing evaluation methods can broadly be divided into two categories:
analytical and empirical methods [17]. A review of analytical based measures
can be found in [11] [15]. Empirical methods indirectly judge the segmentation
algorithms by comparing them with gold standard segmentation of the images
under consideration. Though, most of these evaluation methods are subjective or
tied to specific applications [16], a number of unsupervised objective evaluation
measures [1] [8] [9] [10] [12] [14] have received considerable attention. Features
like, region boundary, region size, region uniformity, region contrast etc. are
used in unsupervised objective evaluation. Furthermore, these techniques can be
classified into two groups, i.e. region boundary and size based techniques. The
former evaluates segmentation in terms of accuracy of region’s shape, while
the latter approach assesses the segmentation quality in terms of overlap size.

S. Chaudhury et al. (Eds.): PReMI 2009, LNCS 5909, pp. 285–290, 2009.
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The evaluation methodology developed by Martin et al. [9] is a classic example
of size based technique. Recently, a new size based measure using Normalized
Probabilistic Rand (NPR) index is proposed [14]. Alternatively, the boundary
based approach proposed by the authors of [10] has been used in many applica-
tions. Also, precision and recall based method proposed by the authors of [5] [6]
are popular. A drawback of precision / recall based scheme is that, given a cor-
respondence between two segmentations, it is possible to change the locations of
the unmatched boundary almost arbitrarily and retain the same precision and
recall score.

Thus, a measure that considers both size and boundary of regions can be
of great use in defining segmentation accuracy. We propose a technique that
combines a recently proposed region size based measure [1] with a new boundary
based measure. Rest of the paper is organized as follows. A detail description of
the proposed measure is described in section 2. Evaluation strategy and results
are reported in Section 3 while we conclude in Section 4 with some discussions.

2 Proposed Method of Evaluation

LCE-GCE method introduced by Martin et al. [9], NPR method proposed by
Unnikrishnan et al. [14] and Segmentation Covering (SC) [1] are size based
measures whereas methods proposed by the authors of [5] [6] [10] are bound-
ary based. We explain the limitations of these methods with the example shown
in Fig.1. Let, G = {G1, G2, .....Gm} and S = {S1, S2, .......Sn} be two sets of
segmentations where Gi and Sj are ith and jth segments of gold and machine
segmentations respectively. Fig. 1(d) shows that G2 has maximum intersection
with S2 (∀ j, Sj ∈ S) and it is a subset of S2. These measures do not con-
sider the common boundary information. NPR based method too does not incur

Fig. 1. (a) Computer Generated Segmentation Map of an Image. (b) It’s Ground
Truth Map. (c-f) Individual Intersection Map.
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additional penalty despite a high degree of dissimilarity between the boundaries.
Thus, a measure that takes into account both size and boundary based errors,
will be of great help in evaluating segmentation algorithms. To define the pro-
posed measure, two separate indices are used, i.e. Area Matching Index (AMI)
[1] and a new Boundary Matching Index (BMI). Out of the three size based mea-
sures discussed earlier, as SC [1] based approach is most recent and it performs
reasonably well for natural images, we have adopted it in our work.

AMIoverall = C(G→ S) =
1
N

∑
Sj∈S

|Sj |. max
Gi∈G

{O(Sj , Gi)} (1)

where S = {S1, S2, ......., Sn} and G = {G1, G2, ......., Gm} and N is total number
of pixels of the image and O(Sj , Gi) is called the overlap between two regions
Sj and Gi. It is estimated by:

O(Sj , Gi) =
|Sj ∩Gi|
|Sj ∪Gi| (2)

A new boundary based measure that considers neighborhood information is pro-
posed here. We call it as Boundary Matching Index (BMI). It is computed is as
follows. Let, the closed arc P ={p1, p2, p3} in Fig. 1(c) describes the boundary of
G1 ∩S1. Two situations may arise: (i) A point on the arc P, say p, is a common
boundary point of both G1 and S1 (e.g. x ∈ {p1, p2}) (ii) The point on P is either
on boundary of G1 or S1 (e.g. x ∈ {p1, p3} or x ∈ {p3, p2}). A score (BMIij)
based on boundary points (P) of the region G1 ∩ S1 is estimated by:

BMIij =

∑k
p=1 Cp

k
for i = 1 and j = 1

where k is the total number of points on P and Cp is defined by:

Cp =
{

1 , If |p−Boundary(Gi)| < d and |p− Boundary(Sj)| < d
Np

8 , Otherwise

where Np is the number of neighboring pixels of p that belong to Gi ∩ Sj using
8-connectivity rule and d is a strictness measure normally set to 3. A value of
d = 1 will over-penalize boundary points those are close but not coincident.
Taking the average BMIij of all machine generated segments, final score of the
index as: BMIoverall = BMIij

n for i ∈ m and j ∈ n is estimated. Finally, a
Combined Matching Index (CMI) is produced by:

CMI =
WAMIXAMIoverall +WBMIXBMIoverall

2
(3)

where WAMI and WBMI are weights for area and boundary index respectively
and satisfy the condition WAMI +WBMI = 1.
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3 Evaluation Strategy and Results

We choose four well referred segmentation techniques to evaluate the perfor-
mance of the proposed measure namely, Mean Shift (MS) [2] [3], Normalized
Cut (NC) [13], Efficient Graph Based Method (GB) [4] and Color Based Salient
Region Segmentation (SR) [7]. Berkeley Segmentation Dataset (BSDS) [9] that
contains 300 natural images including multiple manual segmentations, is used
for evaluation of the proposed measure. Fig. 2 depicts the segmentations of an
image taken from BSDS with five ground truth results. To represent the result
shown in Fig. 2 in a better way, we have plotted the values of five measures
including the proposed one using the graph shown in Fig. 3. It is understood
from the graph that the proposed measure (CMI) rates the SR based segmenta-
tion algorithm with a significantly low matching index when compared to other
measures. CMI performs equally well as compared to NPR for MS, NC and
GB algorithms while a better approximation of segmentation error is evident
particularly for SR algorithm.

We have applied four segmentation algorithms on the images of the BSDS
dataset and recorded the values of five evaluation measures and found that the
proposed measure does a better approximation of segmentation error. From Fig.
4, it is evident that the segmentation result produced by NC, GB and MS are
almost similar for most of the images and all measures including CMI agree in
most of cases. Segmentation produced by SR algorithm for the second image is
not satisfactory and CMI detects it with a high degree of confidence. Though all
five measures evaluate the segmentation of the rock image (Fig. 4, 3rd row) in
a consistent manner, CMI performs good approximation in case of bird image
(Fig. 4, 1st) and old man image (Fig. 4, 2nd).

Fig. 2. Output of MS, NC, GB, SR Schemes with Five Ground Truth Segmentations
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Fig. 3. Graphical Representation of Five Evaluation Measures for the Image of Fig. 2

Fig. 4. Results using MS, NC, GB, SR Schemes and Recorded Evaluation Measures
Applied on BSDS dataset

4 Conclusion and Future Work

Evaluation of segmentation schemes is an interesting problem in computer vision
and image processing area. In this work, a new objective evaluation measure is
proposed to compare segmentation algorithms. While most recent segmentation
quality evaluation methods only deal with either of area or boundary, the pro-
posed one uses both region size and boundary of the segmentation partition in a
clean and comprehensive way. As a low level measure, it produces valid results
under varying conditions where reference segmentation is available. This tech-
nique could also be used as a building block in more complex and application
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specific evaluation schemes. In conclusion, though efforts have been put on and
encouraging results have been obtained in the last few years, new ideas and pro-
cedures for the evaluation methodology and their practical implementation are
still required.
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Abstract. In this paper, we propose an unsupervised color image seg-
mentation scheme using homotopy continuation method and Compound
Markov Random Field (CMRF) model. The proposed scheme is recursive
in nature where model parameter estimation and the image label esti-
mation are alternated. Ohta (I1, I2, I3) model is used as the color model
for image segmentation and we propose a compound MRF model taking
care of intra-color and inter-color plane interactions. The CMRF model
parameters are estimated using Maximum Conditional Pseudo Likeli-
hood (MCPL) criterion and the MCPL estimates are obtained using
homotopy continuation method. The image label estimation is formu-
lated using Maximum a Posteriori criterion and the MAP estimates
are obtained using hybrid algorithm. In the context of misclassification
error, the proposed unsupervised scheme with CMRF model exhibited
improved segmentation accuracy as compared to MRF model and Kato’s
method.

Keywords: Color Image,Color Model,Segmentation,Simulated Anneal-
ing and MRF model.

1 Introduction

Image segmentation is a basic early vision problem which serves as precursor
to many high level vision problems. Color image segmentation provides more
information while solving high level vision problems such as, object recogni-
tion, shape analysis etc. Therefore, the problem of color image segmentation has
been addressed more vigorously for more than one decade. Different color mod-
els such as RGB,HSV, Y IQ,Ohta(I1, I2, I3), CIE(XY Z,Luv, Lab) are used to
represent different colors [1]. From the reported study, HSV and I1, I2, I3 have
been extensively used for color image segmentation. Ohta color space is a very
good approximation of the Karhunen-Loeve transformation of the RGB, and is
very suitable for many image processing applications [2].

Stochastic models, particularly MRF models, have been successfully used as
the image model for image restoration and segmentation [3],[4]. MRF model has
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also been successfully used as the image model while addressing the problem
of color image segmentation both in supervised and unsupervised framework.
The model parameters can be estimated in both supervised and unsupervised
framework [5]. Homotopy continuation methods are globally convergent methods
that have been used to trace the zeros of a function and hence determines the
solution of functions [6],[7].

In this work, a Compound MRF model based color image segmentation scheme
is proposed in unsupervised framework. We have used Ohta(I1, I2, I3) color space
to model the color images. In the proposed scheme, the compound MRF model
parameters and the image labels are estimated concurrently. Since the image
label estimates and the estimates of model parameters are dependent on each
other, obtaining global estimates of label as well as model parameters is very
hard. Hence, we have proposed a recursive scheme for estimation of image labels
and model parameters. The recursive scheme yields partial optimal solutions as
opposed to optimal solutions. The MRF model parameter estimation problem
is formulated in Maximum Conditional Pseudo Likelihood (MCPL) framework
and the MCPL estimates are obtained using homotopy continuation bases algo-
rithm. The image label estimation problem is formulated in Maximum a Poste-
riori (MAP) framework and the MAP estimates are obtained using the proposed
hybrid algorithm. The proposed unsupervised algorithm, has been successfully
tested on different images, however, for the sake of illustration we have presented
two results and a comparison is made with the Kato et al [5] method.

2 Compound MRF Model

MRF modeling for color is more complex than the gray image modeling in the
sense that it has to take care of the different color components of a color space. In
this work, we have employed (Ohta(I1, I2, I3)) color model. MRF model is used
to model images in both RGB and Ohta color space. The proposed compound
MRF model is based on the following notion: (i)Intra-color-plane (I1 or I2 or
I3) enities of each color plane are modeled as MRF model (ii)Inter-color-plane
interactions among color planes for e.g.(I1 and I2 and I3), are also modeled as
MRF. This process of interaction(intra-plane and inter-plane) is shown in Fig.
1(a) and Fig. 1(b).

We assume all images to be defined on discrete rectangular lattice M1 x M2.
Let Z denote the label process corresponding to the segmented image and z is
a realization of the label process i.e the segmented image. It is known that if
Z is assumed MRF, then the prior probability distribution P (Z = z) is Gibb’s
distributed that can be expressed as P (Z = z|θ) = 1

Z′ e
−U(z,θ), where Z ′ =∑

z e
−U(z,θ) is the partition function, θ denotes the clique parameter vector, the

exponential term U(z, θ) is called the energy function and is of the form U(z, θ) =
Σc∈CVc(z, θ), with Vc(z, θ) being referred as the clique potential function. Since
the inter-plane process is viewed to be MRF, we know that P (ZI2

i,j = zI2
i,j|ZI1

k,l =
zI1

k,l, (k, l) �= (i, j), ∀(k, l) ∈ I1, ) = P (ZI2
i,j = zI2

i,j |ZI1
k,l = zI1

k,l, (k, l) �= (i, j), (k, l) ∈
ηI1

i,j), Where I1 and I2 denotes I1 and I2 color planes respectively. In other words
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Fig. 1. (a) I1, I2, I3 Plane Interaction (b) Interaction of one pixel of I1-plane with
I2-plane

a pixel in one plane (say for e.g I1-plane) is assumed to have interaction with
pixels of I2 and I3 planes, the interaction process of each color plane is shown
in Fig 1(a). Thus the energy function, U(z, θ) =

∑
c∈Cin

Vc(z(1), z(2), z(3)) +∑
c∈Cir

Vc(n(1), n(2), n(3)), where Vc(z(1), z(2), z(3)) correspond to the intra-color-
plane pixels and Vc(n(1), n(2), n(3)) correspond to the inter-color-plane pixels.

3 Unsupervised Image Segmentation

In unsupervised segmentation scheme, the labels are the MAP estimates as-
suming the estimates of the associated model parameter θ̂ are available. In this
scheme, the MAP estimates of the labels and the estimates of the model param-
eters need to be carried out concurrently. Thus, an estimation strategy needs
to be developed, which using the observed image, X ,will yield an optimal pair
(Zopt, θopt). The following joint optimality criterion is considered,

(Zopt, θopt) = arg max
z,θ

P (Z = z|X = x, θ) (1)

The estimated pair (Zopt, θopt) satisfying (1) are the global optima of P (Z =
z/X = x, θ) with respect to Z and θ. Since both the entities Z and θ are
unknown and interdependent, the problem is a very hard problem. Therefore,
it is necessary to opt for strategies for suboptimal solution. In (1), z, θ could
be viewed as a set of parameter of the given function P (Z = z/X = x, θ). For
such kind of problems in deterministic framework, Wendell and Horter[8] have
proposed an alternate approach that would yield suboptimal solutions instead of
optimal solution. Their approach is based on splitting the variables followed by
recursively estimating the parameters. They have proved that, the final estimate
in this process is called as the partial optimal solution. In our case, in stochastic
framework, we in the same spirit, venture to split the original problem into
estimation of labels(z) and parameters θ to obtain the partial optimal solutions
The splitting of the variables can be expressed as follows

(Z∗) = arg max
z
P (Z = z|X = x, θ∗) (2)

(θ∗) = arg max
θ
P (Z = z∗|X = x, θ) (3)
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These partial optimal solutions Z∗ and θ∗ are not global maxima, rather they
are almost always local optimal solutions [8]. But with θ = θ∗, the estimate z∗

is global optimal satisfying equation (2) and analogously for z = z∗, θ∗ is global
optimal satisfying equation(3). Since neither θ∗ nor z∗ is known, evaluating Z∗

and θ∗ is also hard and hence, a recursive scheme is adopted where the model
parameter estimation and segmentation is alternated. Let at the kth iteration
θk = [αk, βk]T be the estimate of model parameters and zk be the estimate of
the labels of the observed image. We adopt the following recursion

(Zk+1) = arg max
z
P (Z = z|X = x, θk) (4)

(θk+1) = arg max
θ
P (Z = zk+1|X = x, θ) (5)

The first problem of equation (4) is solved using Bayesian approach [3]. The op-
timal value of θk is obtained by the proposed Homotopy Continuation method.
The MAP estimates are obtained by the proposed hybrid algorithm. One esti-
mate of zk and θk constitute one combined iteration. This recursion is continued
for finite number of steps to obtain z∗ and θ∗. Thus, the partial optimal solu-
tions are obtained. The model parameter θ has been estimated using Homotopy
Continuation method proposed by Panda et al [9]. In the following we briefly
explain the estimation of image label.

4 Image Label Estimation

The segmentation problem is cast as the pixel labelling problem. Each pixel can
assume a label from the set of labels {0− L}. In a given image of size L = M1
x M2, let Zi,j denote the random variable for (i, j)th pixel, ∀(i, j) ∈ L = M1 x
M2. Z denotes the label process and z denotes a realization of the process. The
label estimates ẑ is obtained by maximizing the posterior probability P (Z =
z|X = x, θ). Thus, the optimality criterion can be expressed as follows,

(ẑ) = arg max
z

P (Z = z|X = x, θ̂) (6)

where, θ̂ denotes the associated parameter vector of the Compound MRF model Z.
After carrying out simplification, the problem reduces to the following mini-

mization problem,

ẑ = arg min
z

{
3∑

i=1

(x(i) − z(i))2

2σ2 +

∑
c∈Cin

Vc(z(1), z(2), z(3)) +
∑

c∈Cir

Vc(n(1), n(2), n(3))} (7)

where Vc(z(1), z(2), z(3)) and Vc(n(1), n(2), n(3)) corresponds to the clique poten-
tial function of intra-color-plane pixels and inter-color-plane pixels respectively.
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In this work, we have considered Weak Membrane MRF model of Geman and
Geman with line field [3]. The MAP estimates of the image labels ẑ are obtained
using the Hybrid algorithm. The algorithm is a combination of Simulated An-
nealing (SA) and Iterated Conditional Mode (ICM) algorithm. SA is run till
the energy reaches a threshold and thereafter ICM is run to obtain the MAP
estimates of labels.

5 Simulation

One outdoor images and one indoor image are considered in simulation. The
first original image, an indoor image with three objects on a table, is shown
in Fig.2(a). In order to compute the percentage of misclassification error, the
Ground Truth image, as shown in Fig.2(b), is constructed manually. The esti-
mated MRF model parameters are, α = 0.1025, β = 2.28 and σ = 0.5. However
σ is chosen by trial and error and is fixed at 0.5. The results obtained by basic
MRF model is shown in Fig.2(c), where it is observed that some portions of
the stapler are not prominent. CMRF model based approach could prominently
preserve these portions. In Fig.2(d) it is observed that the edges and the shapes
could be recovered. Observing the result obtained by Kato’s method, as shown
in Fig.2(e), the edges are dithered and some portion of the stapler has been
misclassified. However, the percentage of misclassification error in case of MRF
model is 6.5% which is close to that of CMRF model i.e. 2.91%. The observa-
tions are different in case of real outdoor images. Fig.3(a) shows an image with

(a) (b) (c) (d) (e)

Fig. 2. (a)Stapler(Indoor) image(128 x 128) (b)Ground Truth (c)MRF optimized using
Hybrid (d)CMRF optimized using Hybrid (e)MRF KATO

(a) (b) (c) (d) (e)

Fig. 3. (a)Leaves-Water image(512 x 627) (b)Ground Truth (c)MRF optimized using
Hybrid (d)CMRF optimized using Hybrid (e)MRF KATO
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leaves and water body and the corresponding ground truth is shown in Fig.3(b).
The misclassification error for MRF model is 9.2% which is higher than that
of CMRF model which is 3.5%. The estimated MRF model parameters are α
= 0.003, β = 8.98 and σ = 0.35. Thus, the scheme with CMRF model yielded
satisfactory results for indoor as well as outdoor scenes.

6 Conclusion

An unsupervised color image segmentation scheme is proposed with homotopy
continuation method and CMRF model. Because of the globally convergent prop-
erty of the homotopy continuation method, the algorithm can start from a ar-
bitrary set of model parameters and converges to the partial optimal sets. In
order to speed up the MAP estimation process, hybrid algorithm is used. The
only limitation of the scheme is to choose a proper value of σ for the degrada-
tion process. However, estimation of σ together with the model parameters is
currently focused.
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Abstract. In this paper1, a new algorithm is proposed for restoring
first order statistics of the cover image after steganographic embedding
in spatial domain on gray scale images. The main motivation of this
paper is to prevent first order statistics based steganalytic attack in spa-
tial domain. We provide experimental results to show that the proposed
scheme gives better performance than existing restoration methods espe-
cially for non-Gaussian cover distribution. A few state of art steganalytic
attacks based on first order image statistics are considered and it is ex-
perimentally shown that proposed scheme has outperformed the existing
schemes against those attacks.

1 Introduction

Statistical undetectability is one of the main aspects of a steganographic al-
gorithm. In steganographic research several algorithms have been proposed for
preserving statistical features of the cover for achieving more security. Recently
Solanki et al. [1] have proposed a statistical restoration method where a portion
of cover coefficients is allocated for embedding and another portion is used to
restore the statistics. To ensure Minimum Mean Square Error (MMSE) criteria
while modifying the histogram, all the bins of the target histogram are compen-
sated in an increasing order by mapping the input data with values in increasing
order [2]. To the best of our understanding, histogram restoration in this fashion
limits the application of the algorithm to only Gaussian cover. Further the al-
gorithm shows some erratic behavior in low probability tail areas. The proposed
scheme tries to overcome this limitation of a Gaussian cover assumption and pro-
vides better restoration of image histogram for non-Gaussian cover distribution
as well. The rest of the paper is organized as follows: In section 2, we formalize
the important definitions used in the restoration scheme, the detailed algorithm
and experimental results are given in section 3, the application of the scheme
towards the steganographic algorithms as well as a new steganographic scheme
is proposed in section 4. The paper is concluded in section 5.
� Corresponding author.
1 The first author gratefully acknowledge the support received from Infosys Technolo-

gies Ltd., Bangalore, under the Infosys Fellowship Award.
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2 Mathematical Formulation of Proposed Scheme

The proposed restoration scheme is dependent on the embedding scheme. The
whole idea of embedding and restoring is that some of image pixels are used for
embedding and rest are used for restoration.

Let the cover image, stego image (i.e. embedded but not yet compensated)
and compensated stego image (stego image after compensation) be defined by
C, S and R respectively. Suppose Cij , Sij and Rij represent the (i, j)th pixel of
C, S and R images respectively (0 < i < m, 0 < j < n, m is number of rows and
n is number of columns of image matrices). Histogram (h(I)) of an image I can
be represented as h(I) = {h(0), h(1), h(2), . . . , h(L− 1)}
Definition 1 (Embed Matrix(Ψ)). It is a m × n characteristic matrix rep-
resenting whether a pixel has been used for embedding or not. Ψ(i, j) = 1 if
(i, j)th pixel is used for embedding and Ψ(i, j) = 0 if (i, j)th pixel is not used for
embedding.

Definition 2 (Compensation V ector(Ω)). It is a one dimensional vector with
length L where L is number of existing gray levels in the cover image (C). Ω(k)
= u means that u number of pixels with gray value k can be used for restoration.

Definition 3 (Changed Matrix(Γ )). It is a L×L matrix where L is number of
existing gray levels in the cover image (C). Γ (x, y) = λ means during embedding
λ number of pixels are changed from gray value x to gray value y.

Changed Matrix (Γ ) is computed as given below:

Γ (x, y) =
m∑

i=0

n∑
j=0

eq(Cij , x) × eq(Sij , y)× εij (1)

where eq(a, b) = 1 if a = b and eq(a, b) = 0 if a �= b.

Definition 4 (Compensation Matrix(ξ)). It is a L × L matrix where L is
number of existing gray levels in the cover image (C). ξ(x, y) = λ means during
embedding number of times x is changed to y minus number of times y changes
to x is λ.

Compensation Matrix (ξ) has been formed as following:

ξ = UT (Γ − Γ T ) (2)

where UT (M) means upper triangulation of matrix M .

3 Proposed Restoration Scheme

3.1 Algorithm

The detailed restoration algorithm is described below using the matrices and
vector defined in the previous section.
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Algorithm Restoration
begin
for each element ξ(i, j) of compensation matrix
do
{
Step1: k = ξ(i, j)

Step2: If k > 0, k number of pixels with gray value i from the set of pixels used
for compensation are changed to gray value j for full compensation. If k < 0,
reverse operation is done i.e. k number of pixels with gray value j from the set
of pixels used for compensation are changed to gray value i for full compensation.

Step3: Modify the Compensation V ector (Ω) to reflect the pixel changs un-
der taken in step 2 as in Eq.(3) below

Ω(i) =

⎧⎨⎩
Ω(i)− k if Ω(i) > k

0 if Ω(i) ≤ k
(3)

/* Here we assume that for Ω(i) < k, full compensation is not possible. Further
research can be possible to improve this situation.*/
}
End Algorithm Restoration

3.2 Restoration with Minimum Distortion

The additional noise added due to compensation is an important issue. The goal
is to design a restoration procedure in such a way that additional noise should be
kept minimum. In the proposed compensation procedure, the noise introduced
depends on the embedding algorithm used. The total noise (η) introduced at the
time of restoration can be estimated by

η =
L−1∑
i=0

abs[ĥ(i)−h(i)]∑
j=1

abs(i− kj) (4)

where ĥ(i) and h(i) is the histogram of the stego and cover images respectively.
L − 1 is the no. of bins in the histogram. kj (0 ≤ kj ≤ L − 1) is a bin that is
used to repair atleast one unit of data in ith bin.

Lemma 1. With any restoration scheme the minimum total noise
∑L−1

i=0 abs

[ĥ(i)− h(i)].
Proof. The total noise (η) introduced at the time of restoration is

η =
L−1∑
i=0

abs[ĥ(i)−h(i)]∑
j=1

abs(i− kj) (5)



300 A. Sur, P. Goel, and J. Mukherjee

where 1 ≤ abs(i − kj) ≤ L − 1. η is minimum when abs(i − kj) = 1. Putting
abs(i− kj) = 1 in Eq. 5 we get

η =
L−1∑
i=0

abs[ĥ(i)− h(i)] (6)

��
Lemma 2. With proposed restoration scheme the total noise (η) is minimum if
maximum noise per pixel due to embedding is 1.

Proof. Since the proposed restoration scheme is based on simple pixel swapping
strategy i.e. if a the gray level value α of a pixel is changed to β during stegano-
graphic embedding, at the time of restoration, a pixel with gray level value β is
changed to α.

During embedding with ±1 embedding, the gray level value of a pixel, x can
be changed into either x + 1 or x − 1. Hence during restoration the proposed
scheme restores bin x value is repaired from either bin x+ 1 or x− 1 according
to embedding. It is to be noted that maximum noise that can be added during
restoration for one member of a bin is atmost 1 since we are using only the
neighboring bins for compensation. Hence, with ±1 embedding scheme (or any
other steganographic scheme where noise added during embedding per pixel is
atmost 1), the proposed scheme increments or decrements gray value by 1 i.e.
abs(i− ki) = 1.

From Eq. (6), the total noise (η) introduced at the time of restoration is
η =
∑L−1

i=0
∑abs[ĥ(i)−h(i)]

j=1 abs(i− kj)
since in the proposed restoration scheme abs(i − ki) = 1, putting this value

in above equation, we get
η =
∑L−1

i=0
∑abs[ĥ(i)−h(i)]

j=1 (1)
=
∑L−1

i=0 abs[ĥ(i)− h(i)] ��
So from Lemma 1 and 2, we can conclude that with proposed restoration scheme
minimum amount of noise is added during restoration if maximum noise per pixel
due to embedding is atmost 1.

4 Experimental Results

4.1 Comparison with Existing Method(s)

In our experiments, LSB matching at embedding rate 0.125 bpp is used as the
steganographic embedding method on two standard images as Dinosaur and
Baboon. In Fig. 1 and 2, Histogram, Difference Histogram Before Compensation,
Difference Histogram After Compensation by Solanki’s Method and Difference
Histogram After Compensation by Proposed Method are given for Dinosaur and
Baboon images respectively. It may be seen from Figs. 1 and 2 that the proposed
scheme provides better restoration than Solanki. et. al’s scheme.
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Fig. 1. Histogram, Difference Histogram Before Compensation, Difference Histogram
After Compensation by Solanki’s Method and Difference Histogram After Compensa-
tion by Proposed Method respectively for Dianosaur Image

Fig. 2. Histogram, Difference Histogram Before Compensation, Difference Histogram
After Compensation by Solanki’s Method and Difference Histogram After Compensa-
tion by Proposed Method respectively for Baboon Image

4.2 Application towards Steganography

To analyze the applicability of the proposed scheme towards more secure stegano-
graphic algorithm, the LSB matching is used as steganographic embedding
scheme on images images from UCID dataset [5]. Some of the state of art tar-
geted attacks like Ker’s calibrated HCF [3], HCF of Adjacency Histogram based
attacks [3] and Jun Zhang et al ’s high frequency noise based attack [4] are con-
sidered for experimentation. To evaluate the steganographic security using our
proposed scheme, we have used Area under the Receiver Operating Character-
istic Curve (AROC) and the Detection accuracy (Pdetect) [6].

In Figs. 3 and 4, we have shown the Pdetect and (AROC) plots for comparing
the proposed restoration scheme with the restoration scheme proposed in [1]. It

Fig. 3. Comparison of Area under ROC against Jun Zhang et al ’s targeted attack,
HCF Calibration Attack and HCF Adjacency Attack
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Fig. 4. Comparison of Pdetect against Jun Zhang et al ’s targeted attack, HCF Cali-
bration Attack and HCF Adjacency Attack

can be observed from Fig. 3 and 4, our proposed method geartly outperforms
the competing scheme against mentioned targeted attacks.

5 Conclusion

In this paper we have proposed a new statistical restoration scheme which can
be used for preserving the histogram i.e. first order statistics of the cover image
after embedding and thus making the data hiding process robust against first
order statistic based steganalytic attack. Moreover the proposed scheme does not
assume any particular distribution for the cover image and hence gives better
performance than scheme given in [1] especially for non-Gaussian covers. It must
be mentioned that the additional noise added during restoration depends on the
embedding algorithm for proposed scheme and is a topic of future research.
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Abstract. Prediction of meteorological images from a given sequence
of satellite images is an important problem for weather now-casting re-
lated application. In this paper, we have concentrated on the dominant
object of a meteorological image, namely cloud, and predicted its topol-
ogy within a short span based on currently available sequence images. A
topology adaptive active membrane is used to model the intensity profile
of the cloud mass and based on a series of such membranes a future mem-
brane is extrapolated under linear regression method and affine shape
constraint. The proposed scheme is tested with ISRO satellite (Kalpana
1) images.

1 Introduction

For weather now-casting, meaningful, short-term atmospheric conditions need
to be predicted using extrapolated meteorological images. The extrapolation is
done based on a few already available sequence images. Recent studies in weather
now-casting have shown promising results [1][2]. In this paper we concentrate
on the most dominant object of a meteorological image, namely cloud and its
extrapolation scheme.

Assuming a square finite element grid over the entire cloud image surface,
minimizing energy function involving approximation of finite element grid to
the intensity of cloud and following derivation of [3] we get,

∇X
t−1
i,j = β

(
I
(
X

t−1
i,j , Y

t−1
i,j

))�PX ,∇Y
t−1

i,j = β
(
I
(
X

t−1
i,j , Y

t−1
i,j

))�PY ,

∇Z
t−1
i,j = β

(
I
(
X

t−1
i,j , Y

t−1
i,j

))�PZ ,
(1)

where, ∇ denotes Laplacian in discrete domain. The FEM vertices are indexed
using (i, j) and the corresponding image pixel value at time t is given by
I(Xt

i,j , Y
t
i,j). The external force components along different axes are defined as,

�PX = −∑η

∑q

k=0 N(k) |�Gx(I)| ,�PX = −∑η

∑q

k=0 N(k) |�Gy(I)| ,
�PZ = −ρ(1 + exp(|ρ|)). (2)

In (2), ρ is defined as ρ = (I(Xi,j , Yi,j) − Zi,j). |∇Gx(I)| and |∇Gy(I)| are
Gaussian convolved image gradients along x and y axes respectively. The external
energy at one vertex is calculated summing external energies of 4N vertices
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specified by domain η and N(k) is the weight of the external energy at the kth
point out of all the q number of discrete points in the inter-vertex distance.

In the first frame, the weight β(I) is taken as linear function, β(I(X,Y )) =
(1−γ)βhigh, where γ = I(x,y)

Dyn.Range(I) , whereDyn.Range(I) denotes the dynamic
range of gray level in Image I. βhigh is set experimentally. From (1), we ultimately
get the active membrane evolving equation for segmentation [3] as V t = V t−1 +
Δt(β.∗FV +AV t−1), where A is the stiffness matrix. V is position matrix. Fv is
force matrix. The operation ’·∗’ denotes element wise multiplication. We assume
that we have a priori estimation V t−1 at (t − 1)th iteration for the current
iteration t. I and �t denote identity matrix and time step respectively.

For each iteration we compare the inter-vertex Euclidean distance between a
pair of neighbouring vertices (i, j) and (k, l) with the Dk,l

i,j given as,

D
k,l

i,j = gD +
I(Xi,j , Yi,j) + I(Xk,l, Yk,l)

2 × Range(I)
× (Dhigh − gD), (3)

where, gD is the initial inter-vertex distance of the membrane and Dhigh are
application dependent preset constants. Each inter-vertex distance or link have
two neighbouring finite elements. While checking the connection between two
neighbouring vertices, we also check the status or existence of its two neigh-
bourhood elements. If inter-vertex distance exceeds preset limit or there exists
no neighbourhood element in either side of the link then connectivity or link
between the vertices is deleted. After this, we delete all the vertices having zero
connected neighbour. Simultaneously, we modify matrix A by deleting corre-
sponding row and column of matrix A and then start the next iteration. Hence,
the size of matrix A gets reduced compared to the previous iteration of evolution
of the membrane. We stop the evolution of membrane when for same number of
membrane vertices in previous and current iteration,

∥∥V t − V t−1
∥∥ < ε, where ε

is a very small preset number.
Once the membrane evolution stops, we get different membrane pieces repre-

senting the clouds in the first cloud image. In the second cloud image, membrane
is evolved using template evolution scheme in [4] to track the clouds. We describe
it next briefly.

2 Tracking of Cloud Mass

Assuming the square finite element grid over cloud resulting from segmentation
of clouds described in Section 1, minimizing energy function involving approx-
imation of finite element grid to the intensity of cloud and following derivation
of [4] we get,

∑
(k,l)

(
1 − (di,j

k,l)
0

(di,j

k,l)t−1

)
(V t

i,j − V
t

k,l) = δi,j�I(V t
i,j) + �δi,j�2

I(V t
i,j), (4)

where δi,j is equal to
(
I(V t

i,j)− Ip(Vi,j)
)
. In (4), (di,j

k,l)
0 is defined as the distance

between the vertices (i, j) and (k, l). We take (di,j
k,l)

0 equal to ‖Vi,j − Vk,l‖ in the
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starting of the evolution. We use superscript 0 in (4) for denoting initial membrane
parameters. IP (Vi,j) and ∇IP (Vi,j) are cloud intensity and gradient respectively
found in the first cloud image at membrane position Vi,j . From (4) we ultimately
get the active membrane evolving equation for tracking [4] as, (I+�t×A)V t =
(V t−1 + �t × FTv), where I and Δt denote identity matrix and time step re-
spectively. FTv are the force matrix at the membrane vertices. With the help of
evolving equation for tracking, we track the cloud in the consecutive cloud im-
ages. After that, extrapolating the cloud tracking result, we predict the cloud for
the next image. The prediction methodology is described in the next section.

3 Now-Casting scheme

Given I1, ..., Iτ−1, Iτ meteorological satellite images obtained at time instants
1, ..., τ respectively, being a sufficiently small finite integer (typically 30 minutes),
the objective of the extrapolation scheme is to predict the cloud mass at Iτ+1, ...,
Iτ+n for a positive integer n.

With the help of linear regression scheme, the shape and location of the cloud
in the image Iτ+n can be deduced as V τ+n = (τ + n)ξ(V τ ) + ζ(V τ ), where,
ξ(V τ ) = ΣκΣV κ−τΣV κκ

(Σκ)2−τΣκ2 and ζ(V τ ) = 1
τ (ΣV κ − ξ(V τ )Σκ), for κ = 1...τ . The

expressions of ξ(V τ ) and ζ(V τ ) are found out minimizing the sum of distances
from the membrane points V 1, ..., V τ with respect to linear regression straight
line. We can discuss it with the help of an example given in Fig.1. Suppose
membranes in Fig.1(a) and (b) represent V 1 and V 2 respectively, as τ equals
to 2. We denote the (i, j)th vertex in these two membrane are denoted by V 1

(i,j)

and V 2
(i,j). So following the linear regression scheme, we get the (i, j)th vertex of

V 3
(i,j) as V 3

(i,j) = ζ(V 2
(i,j)) + 3ξ(V 2

(i,j)).
The intensity in the image Iτ+1 at the membrane vertices are generated fol-

lowing the similar principle. For example the predicted intensity at the vertex
point V τ+1

(i,j) is define as,

Iτ+n(Xτ+n
(i,j) , Y

τ+n
(i,j) ) = (τ + n)ξ(Iτ (Xτ

(i,j), Y
τ
(i,j))) + ζ(Iτ (Xτ

(i,j), Y
τ
(i,j))). (5)

Fig. 1. (a): Membrane V 1, (b): Membrane V 2, (c): Membrane V 3
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Next we divide each finite element into two triangles. For example, the finite
element with grid indices (i, j), (i, j + 1), (i+ 1, j + 1) and (i + 1, j) is divided
into two triangles ABC and BCD with grid indices (i, j), (i, j+1), (i+1, j) and
(i, j + 1), (i+ 1, j + 1), (i+ 1, j) respectively as shown in Fig.1. P is the point
inside the triangle ABC. Here we assume that the change in shape of the triangle
ABC occurs maintaining the affine shape constraint in the time of cloud tracking
and extrapolation. Therefore, the point inside the triangle also moves following
the affine shape constraint. So, to find out the location of the point P in I2 we
first find out the affine shape constraint coefficients for the transformation of the
triangleABC from image I3 to I2. We know the three vertices of triangleABC in
both the images I2 and I3. Therefore, we can write with the help of affine shape
constraint as [X2

(k,l);Y
2
(k,l)] = [a, b; c, d][X3

(k,l);Y
3
(k,l)]+[e; f ], where a, b, c, d, e and

f are six unknown affine shape constraint coefficients and (k, l) ∈ {(i, j), (i, j +
1), (i + 1, j)}. Affine shape constraint equation gives six equations from where
six unknown affine transform coefficients are solved. Now, P is a common point
of the membrane inside the triangle ABC and we denote its coordinate in image
I3 as V 3. The corresponding point inside the triangle ABC in image I2 can be
define as [X2;Y 2] = [a, b; c, d][X3;Y 3] + [e; f ]. With above described procedure,
we can find out previous locations of all the points of extrapolated cloud in the
images I2 and I3. Therefore, using (5), we can generate all the point inside the
cloud I3. In the next section we show the experimental results of our method.

4 Results

We have implemented the proposed methodology to track and predict cloud base
on Infra-red images of Kalpana-1 satellite of the western part of India received
in interval of half an hour (between 5:30am to 9:00am) on 16th June 2009. Fig.
2(a) shows the segmentation of a cloud image at 5:30am with the help of the
procedure described in Section 1. Then, Figs. 2(b)-(d) show the final result of
tracking of cloud at 6:00am, 6:30 am and 7:00am respectively by the membrane
representing the segmented cloud in Figs. 2(a). Finally, based on the cloud we
get in Figs. 2 (a)-(d), we have generated cloud at 7:30am, 8:00am, 8:30am and
9:00am as shown in Figs. 2(e)-(h) respectively, using the extrapolation scheme
described in Section 3.

In all the above examples, we take Dhigh = 3gd, gd = 5 and βhigh = 0.015.
The entire approach was implemented in Matlab 6.5 in Pentium 4, 2.1 GHz PC.
In the next section we compare our method with the predicted cloud based on
pixel based linear extrapolation method.

4.1 Comparison

To show the efficacy of our proposed method we evaluate the root mean square
error of intensity difference between extrapolated clouds and actual cloud im-
ages shown in Figs. 2(m)-(p). Then we evaluate the root mean square errors of
intensity difference between extrapolated clouds based on the pixel based linear
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

(m) (n) (o) (p)

Fig. 2. (a): Segmentation of cloud at 5:30am, (b)-(d): Tracking of the cloud at 6:00am,
6:30am and 7:00am respectively. (e)-(h): Predicted cloud at 7:30am, 8:00am, 8:30am
and 9:00am respectively by proposed method. (i)-(l): Predicted cloud at 7:30am,
8:00am, 8:30am and 9:00am respectively by pixel based linear regression method. (m)-
(p): Actual cloud image at 7:30am, 8:00am, 8:30am and 9:00am respectively.

Table 1. RMS error of the proposed approach and pixel based linear regression method

RMS error with Figs. 2(m)-(p)
7:30am 8:00am 8:30am 9:00am

Proposed Mehtod Figs. 2(e)-(h) 16.9 27.3 35.52 40.9
Pixel based Method Figs. 2(i)-(l) 24.4 34.6 41.7 47.7
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regression model and the actual cloud images of Figs. 2(m)-(p). Table 1 shows
the proposed approach performs better than the pixel based linear regression
model.

5 Conclusions

We have developed an active membrane and affine transformation based cloud
prediction framework for weather now-casting. The initial membrane is inde-
pendent of any a priori knowledge of the cloud. The framework can track and
predict cloud efficiently.

Acknowledgments. The support of ISRO in sponsoring this work is gratefully
acknowledged.
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Abstract. Given an image, there is no unique measure to quantita-
tively judge the quality of an image enhancement operator. It is also not
clear which measure is to be used for the given image. The present work
expresses the problem as a multi-objective optimization problem and a
methodology has been proposed based on multi-objective genetic algo-
rithm (MOGA). The methodology exploits the effectiveness of MOGA
for searching global optimal solutions in selecting an appropriate image
enhancement operator.

Keyword: Image Enhancement, Multi Objective Genetic Algorithms,
Ambiguity Measures.

1 Introduction

There are many problems in the area of pattern recognition and image process-
ing [1], where we need to perform efficient search in complex spaces in order
to achieve an optimal solution. One such problem is contrast enhancement by
gray-level modification, where the purpose is to improve the picture quality,
more specifically, to improve the quality for visual judgment and/or machine
understanding. In this case two major tasks are involved.

1. Selection of an appropriate transformation/mapping function (operator) for
obtaining a desired output. Usually, a suitable nonlinear functional mapping
is used to perform this task.

2. Selection of an evaluation function to define a quantitative measure of an
enhanced image.

Not every kind of nonlinear function will produce a desired (meaningful) en-
hanced version [2]. Given an image, it is difficult to select a functional form
which will be best suited without prior knowledge of the image statistics. Even
if we are given the image statistics it is sometimes possible only to estimate
approximately the function required for enhancement [2,3]. The selection of the
exact functional form still needs human interaction in an iterative process. To
make process of evaluation of the quality of an image (picture) objective, it
is necessary to define an objective function which will provide a quantitative
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measure for enhancement quality. Various evaluation functions are available in
literature such as entropy, compactness, index of area coverage (IOAC), Diver-
gence etc. to measure automatically the quality of the enhanced image. It has
also been observed that all these measures are suitable for different kinds of
images.

The effectiveness of multi-objective genetic algorithm (MOGA) is exploited to
find a number of solutions in the Pareto-optimal front. Then depending on the
image characteristics, an optimal solution is used as enhancement operator. Iden-
tifying the Pareto front is useful because it can be used to make well-informed
decisions that balance trade-offs between the objectives. The problem here is
to select automatically an optimum set of parameter values of 4 basic enhance-
ment functions and their combining weightages that optimizes the fitness value
(evaluation measure). The algorithm uses both spatial and grayness ambigu-
ity measures to qualitatively evaluate the enhanced image. The methodology is
demonstrated on a wide variety of images and obtained satisfactory results. Due
to scarcity of space only a few have been presented in this paper. The problem of
selecting an image enhancement operator and objective functions are described
in section 2. Proposed methodology based on MOGA is explained in Section 3.
Section 4 presents the results.

2 Image Enhancement Operator and Objective Functions

In the problem of gray-level re-scaling, each pixel is directly quantized to a new
gray level in order to improve the contrast of an image. The simplest form of
the functional mapping may be expressed as

x′mn = xmax.f(xmn) (1)

where, xmn = gray value of the (m,n)th pixel of the input image (original),
x′mn = transformed value of the (m,n)th pixel (enhanced), xmax = maximum
value of the gray level dynamic range and f(x) is the prescribed transformation
function.

Most commonly used transformation functions [2,3,4] are shown in fig. 1. The
mapping function f1(.) depicted in Figure 1 (a) increases the contrast within
the darker area of the image, while the application of a function f3(.) as in
Figure 1 (c) will produce effects exactly opposite to that of function f1(). The
function f2(.) shown in Figure 1 (b) will result in stretching of the middle range
gray levels and the function f4(.), in Figure 1 (d), will drastically compress the
middle range values, and at the same time it will stretch the gray levels of the
upper and lower ends. The mathematical forms of the above mentioned mapping
functions are given below.

f1(x) = Ax2

1+Ax2 = x2

par1+x2 or
= par1 log(x)

(2)

where, par1 and A are positive constants.

f2(x) = [1 + (
xmax − xmin

par6
)par7 ]−1 (3)
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Fig. 1. Mapping functions commonly used for image enhancement

where, par6 and par7 are positive constants, and xmin and xmax are the minimum
and maximum gray levels in the image.

f3(x) = par2 [G(x)]2 + par3 x+ par4 where 0 < par2, par3, par4 < 1,
G(x) = x− par5 for x > par5

= 0 Otherwise
(4)

where, xmin < par5 < xmax. Finally, the function in Figure 2 (d) is given as:

f4(x) = 1
xmax

[xmax − par6{(xmax

x + par8)− 1}−par7 ] (5)

where, par6 and par7 are positive constants, and par8 is the value of f(x) for
x = 0.

Not all nonlinear functions will produce desired (meaningful) enhanced ver-
sions [2] of a particular image. Given an image, it is very difficult to decide a
nonlinear functional form that will be best suited for highlighting its object with-
out prior knowledge of image statistics. Even if the image statistics is known, it
is possible only to estimate approximately the function required for enhancement
and the selection of the exact functional form still needs human interaction in an
iterative process. Since we do not know the exact function which will be suited
for a given image, it seems appealing and convenient to use one general func-
tional form which will yield the four functions mentioned above as special cases
and possibly others. As an illustration one may consider a convex combination
of these four functions e.g.,

f(.) = par9f1(.) + par10f2(.) + par11f3(.) + par12f4(.) where
par9 + par10 + par11 + par12 = 1 (6)

Here, the multipliers (par9, par10, par11, par12) are to be chosen according to
the importance (suitability) of a function for a given image. On the other hand,
parameters (par1, par2, ..., par8) of the respective functions, are to be defined
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according to the quality of enhancement desired. It may be noted that this
combination will enable one to stretch/compress any region of an image one
may desire. Therefore, the selection of a transformation function boils down to
determining an optimum set of values of these 12 parameters in order to achieve
a desired enhancement.

Once the enhancement function is known, to quantify the enhancement qual-
ity of the image individual judgment is required that makes the optimal decision
subjective. Therefore, we need an evaluation function for quantifying the en-
hanced output, i.e., to objectively evaluate the subjective evaluation. One can
consider entropy (H), compactness, IOAC as they have been successfully used as
grayness and spatial ambiguity measures for image enhancement and segmenta-
tion problems [5,6,7,4]. Entropy of an image (X) considers the global information
and provides an average amount of fuzziness in grayness of X, i.e., the degree
of difficulty (ambiguity) in deciding whether a pixel would be treated as black
(dark) or white (bright). Compactness and IOAC on the other hand, take into
account the local information and reflect the amount of fuzziness in shape and
geometry (spatial domain) of an image. Therefore, the concept of minimization
of these ambiguity measures may be considered as the basis of a fitness (evalu-
ation) function. In [4], a composite measure (e.g., product of both grayness and
spatial ambiguity measures) is used as the evaluation function so that minimiza-
tion of this composite measure implies achieving minimum ambiguity (fuzziness)
of an image. However, the composite measure may not be an ideal choice as each
measure is given equal importance. For example, for an image consisting of a
compact object, compactness would be given higher importance than IOAC. On
the other hand, for an image consisting of an elongated object, IOAC would be
given more importance. Instead this can be viewed as a multi-objective opti-
mization problem. One can find the Pareto optimal solutions and finally, select
the best transformation function based on the image characteristics.

3 Proposed Methodology

In this work, the real coded genetic algorithm is adapted, where a string of
12 real numbers is considered as chromosome. The domains of the parameters
considered are shown in the following table.

Parameters Range
par1 − par4 and par8 − par12 [0, 1]
par5 and par6 [xmin, xmax]
par7 [1, 3].
The single point crossover operation is adapted here with crossover probabil-

ity 0.8 and mutation probability is varied from 0.3 to 0.01 with iteration. The
concept of minimization of Entropy, Compactness and index of area coverage is
considered as the basis of a fitness (evaluation) functions.

The non-dominated sorting algorithm NSGAII, proposed by Srinivas and Deb
[8,9], is adopted in implementing the proposed methodology. The population
size is assumed to be 100. Once the child population is generated using the
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parent population, both the populations are combined together. Among these
200 offspring and parent solutions, 100 are being selected for the selection, cross-
over and mutation operations and a child population of same size is created. The
non-dominated sorting is then used to classify the entire population. Once the
non-dominated sorting is over, the new population of size 100 is generated taking
solutions from the best non-dominated front and continues with second front and
so on. The algorithm ensures the diversity among the selected solution in the
parent population. However, during the later stages of the algorithm, it is likely
that most solutions in the population lie in the best non-dominated front.

4 Implementation and Results

The proposed methodology has been tested on several images, having bimodal
as well as multi-modal histograms. The images consist of compact as well as
elongated objects. The algorithm uses the standard S-function of Zadeh to cal-
culate the fuzziness of a pixel. Three measures entropy, compactness and IOAC
of the images are used as the evaluation functions. The algorithm is executed
for 500 iterations. The Pareto front obtained after 500 iterations contains 100
solutions. Then depending on the image characteristics, a solution set is taken
to transform the image. For the simulation, gray scale [0, 255] images of size
256× 256 pixels are used. In order to evaluate the performance of the proposed
methodology, results are compared with the methodology developed using sim-
ple genetic algorithm (SGA) with elitist model. In the implementation of SGA,
composite evaluation measure (product of entropy, compactness and IOAC) is
minimized to obtain the optimum solution. The algorithm is also executed 500
iterations with a population size 100.

Fig 2(a) illustrates a low contrasted image. 2(b) and 2(c) depict the output
obtained using SGA and MOGA based methodologies. Out of the several solu-
tions obtained in the Pareto front using MOGA, the solution producing medium
entropy, and low compactness and IOAC measures are found to produce better
results for enhancement. This may be due to the reason that entropy tends to
0 when there is least ambiguity that means all the pixels lie either in object or
background. Similar results are also found for the image provided in Fig 3(a).

(a) (b) (c)

Fig. 2. The House image (a), (b) and (c)
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(a) (b) (c)

Fig. 3. Leena image (a), (b) and (c)

Comparing the images of figs 2 and 3, one can observe the efficiency of the
proposed method in enhancing the images.

5 Conclusions

The effectiveness of MOGA in the automatic selection of an optimum image
enhancement operator is tested for various bimodal and multimodal images.
Although fuzziness measures have been used as fitness values, one may use other
measures depending on the problems. Moreover, one can use more measures as
objective functions. The algorithm determines number of optimum parameter
sets rather than a single set in selecting an appropriate enhancement function.
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Abstract. Many of the existing algorithms for object tracking that are based on 
spatial domain features, fail in the presence of illumination variation or change in 
appearance or pose or in the presence of noise. To overcome these problems, in 
this paper, we have proposed a new method of object tracking using structural 
similarity index in complex wavelet transform domain, which is approximately 
shift-invariant. The reference object in the initial frame is modeled by a feature 
vector in terms of the coefficients of Daubechies complex wavelet transform. A 
similarity measure based on structural similarity index is used to find the object in 
the current frame. The advantage of using structural similarity index in complex 
wavelet domain is that it allows small spatial translations, rotations and scaling 
changes, which are depicted in fig. 1. Experimental results illustrate that the pro-
posed algorithm has good performance in noisy video with significant variations 
in object’s pose and illumination. The search for the candidate subframe is made 
fast by using the motion prediction algorithm. 

1   Introduction 

Tracking an object in a complex environment is a challenging task. The problem 
becomes hard when applied to real life situations, such as, sport video analysis to 
extract highlights, surveillance system to know the suspicious activity, traffic moni-
toring, and human computer interface to assist visually challenged people [1]. Most of 
the existing algorithms are unable to track objects in the presence of variations in 
illumination, appearance and camera angle, as most of these algorithms working in 
spatial domain use features which are sensitive to these variations. The mean shift 
algorithm widely used for object tracking proposed by [2], is based on color features. 
They use Bhattacharyya coefficient as a measure of comparability and optimize the 
search using mean shift technique. One of the problems of using color or a similar 
quantity as feature is that it is sensitive to the illumination or appearance changes [3]. 
In recent years the wavelet feature based techniques have gained popularity in object 
tracking. One of the features of discrete wavelet transform (DWT) is that the spatial 
information is retained even after decomposition of an image into four different fre-
quency coefficients. However, one of the major problems with real wavelet transform 
is that it suffers from shift-sensitivity [4]. In [3] an undecimated wavelet packet trans-
form (UWPT) has been used to overcome the problem of shift sensitivity. However, 
the UWPT expansion is redundant and computationally intensive. A  Daubechies 
complex wavelet transform can be a better solution which is also approximately  
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shift-invariant. Not many researchers have explored the application of complex wave-
let transform (CxWT) for tracking problems. Recently [5] has shown the applicability 
of CxWT to denoising and deblurring. 

In this paper, we present a new object tracking algorithm using Daubechies com-
plex wavelet coefficients as features to represent the object. We have used a similarity 
measure based on structural similarity metrics in the complex wavelet domain. The 
advantage of using structural similarity metrics in complex wavelet domain is to al-
low imperceptible spatial translations, and also small rotations and scaling changes. 
By applying all computations in the complex wavelet domain, we can attain high 
immunity to noise and can work at higher levels to reduce the computations as per 
requirement of the application. 

The remaining part of the paper is organised as follows. Section 2 gives an over-
view of Daubechies complex wavelet transform. Section 3 presents the structural 
similarity metrics. Section 4 describes the proposed algorithm. Section 5 contains 
results over real world video sequences, and finally, Section 6 concludes and dis-
cusses the open issues for future research. 

2   Overview of Daubechies Complex Wavelet Transform 

In object tracking we require a feature which remains invariant by translation and 
rotation because the different video frames may contain a translated and rotated ver-
sion of the moving object. As Daubechies CxWT is approximately shift-invariant, it 
can be a good candidate for object tracking.  

Any function f (t) can be decomposed into complex scaling function )(tφ  and a 

mother wavelet )(tψ as: 
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Where )(tψ and )(tφ shares the same compact support [-N, N+1] and ans are coeffi-

cients. The an s can be real as well as complex valued and ∑ = 1na . 

The Daubechies wavelet bases )}({ , tkjψ  in one dimension are defined through the 

above scaling function and multiresolution analysis of L2(ℜ). During the formation of 
solution if we relax the Daubechies condition for an [5], it leads to complex valued 
scaling function. We have used this symmetric Daubechies complex wavelet trans-
form for tracking.  

3   Structural Similarity Metrics 

Most similarity measures are unable to capture the perceptual similarity of im-
ages/video frames under the conditions of varied luminance, contrast or noise. The 
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Structural Similarity Measure (SSIM) overcomes these problems [6], which is defined 
as the distance between two images or sub-images by jointly comparing the mean and 
variance characteristics. In [7] a complex wavelet domain image similarity measure 
has been proposed, which is simultaneously insensitive to small luminance change, 
contrast change and spatial translation.  

Due to the symmetric nature of Daubechies complex wavelet, in this paper we are 
measuring the similarity of the object feature vector using a structural similarity 
measure in Daubechies complex wavelet domain.  

Suppose in the complex wavelet transform domain, 

,{ | 1, ..., , 1, ..., }x x
i jc c i M j N= = = and ,{ | 1, ..., , 1, ..., }yy

i jc c i M j N= = = are two sets 

of wavelet coefficients corresponding to two images. Then structural similarity in 
CxWT domain (CW-SSIM) is given by 
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Where c* denotes the complex conjugate of c, and k is a small positive constant. 

4   The Proposed Algorithm 

In the proposed algorithm the object is localized in a bounding box around the bound-
ary of the object in the reference frame, either manually or by using an automated 
detector. The feature vector (the coefficients at level j) of the image inside the bound-
ing box is calculated in terms of the Daubechies complex wavelet coefficients. The 
position of the object in the next frame is predicted by motion prediction algorithm as 
proposed by the authors in [8]. Candidate subframes of the object are generated by 
shifting the predicted position by ±p points. Iteratively comparing the feature vectors 
using structural similarity, the subframe with maximal similarity is found.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 

It can be seen from fig. 1 that despite the images having different kind of variations and 
noise, a high value of similarity using CW-SSIM index (min. 0.975, max. 0.993) is ob-
tained compared to SSIM (min. 0.786, max. 0.946) and RMSE(min 20.40, max. 35.73). 
This demonstrates the effectiveness of CW-SSIM index as an image similarity measure.  

  

a b c d 

e Fig. 1. Comparison of image similarity measure triplets [CW-SSIM, 
SSIM, Root mean square error (RMSE)] for images with different 
types of variation a) The original image  b) addition of Gaussian noise 
[0.978, 0.862, 34.15]   c) addition of salt & pepper [0.980, 0.876, 
32.16] d) blurring [0.975, 0.786, 35.73] e) spatial translation of object 
within image [0.993, 0.946, 20.40]
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Table 1. The proposed algorithm 
 

 

 

 

 
 

 

 
 
 

5   Experimental Results and Discussion 

To evaluate the performance of the proposed object tracking method, we have used 
two videos, where we found significant variations in the object’s pose, illumination 
and background. The first video is recorded in our lab and the second video has been 
taken from the dataset S1 (camera 3) from IEEE PETS 2006 workshop.  

5.1   Qualitative Evaluation 

For a qualitative comparison of the results of the proposed complex wavelet method 
(CWT Tracker) with one of the popular algorithms in literature, the Mean Shift 
method (MS Tracker) [2], we present here some snapshots of the results of both 
methods on the video sequences (see fig. 2, 3). The results show that CWT Tracker 
provides good performance as compared to MS Tracker. Fig. 2 shows that the MS 
Tracker drifts from the actual location of object due to lighting variation in the back-
ground (fig 2(b,d)), due to camera motion and change in pose (fig 2(e,f)). MS Tracker 
has poor performance particularly in the second video, where it leaves the target after 
a few frames only as shown in fig. 3(c,d), due to same appearance of the background 
and the object. Our method drifts from the ground truth data as shown in fig. 3(e), 
only when there is drastic pose and illumination change. 

5.2   Quantitative Evaluation 

To evaluate the tracking accuracy quantitatively, we compare our results with the 
manually labeled “ground truth” data and compute the Euclidian distance between the 
centroid positions of the tracked object and the corresponding ground truth data. For  
 

Initialisation 
1. Select object of interest as reference object (Oref)  

wjliCxWTO jiref ...1,...1}{ , ===  

Prediction Step 
2. Predict the position of the object in next frame  

 
Target Localization 
3. Considering the predicted position, define a search 

space having size ±p points larger than Oref   
4. Compute the feature vector and similarity to get the 

target position as,  
,*

, , , ,arg max[ ( , )]a b p
a b a b ref a b a b pC S O C =+

=−=  

Where  
• Ca,b represents candidates in search space.   
• Sa,b represents the CW-SSIM in complex wavelet 

domain as defined in eq.(2).  
5. Extract the next frame and Go to step 2. 
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Fig. 2. A comparison of the proposed CWT tracker (indicated with magenta box) with MS 
tracker (represented by white box) on the video recorded in the lab 

 

 

 
 

 

Fig. 3. A comparison of the proposed CWT tracker (indicated with black box) with MS tracker 
(represented by white box) on PETS 2006 video dataset S1 (camera 3) 
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each frame of the first video, the error is plotted in fig. 4. For CWT Tracker the track-
ing position has very small deviation from the ground truth data, the average error in 
Euclidian distance is 1.52 pixels, while in the case of MS Tracker it is 8.44 pixels. 
From fig. 4 it is evident that the proposed method gives more accurate results even in 
the presence of noise (Gaussian Noise with mean=0, variance=.1). 

The position, velocity and acceleration information from previous three frames are 
used to predict the location of the object in the current frame, which gives fairly accu-
rate predictions even for complex motion. 

6   Conclusion 

Due to its approximate shift invariant nature Daubechies complex wavelet transform 
based method effectively tracks the object in varying real-life environment and even 
in the presence of noise. In this paper a new robust algorithm based on features and 
structural similarity is proposed for object tracking. The structural similarity in com-
plex wavelet domain is exploited as similarity measure to make the tracker robust 
towards small luminance and contrast change and spatial translation. The experiments 
show that the average localization error for CWT Tracker is 1.5 pixels only. We can 
extend this work for multiple objects by introducing occlusion handling scheme. 
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Abstract. This paper proposes an efficient region based image fusion
scheme using discrete wavelet transform. This paper also proposes two
new fusion rules namely mean, max and standard deviation (MMS) and
region consistency rule. The proposed algorithm identifies the given im-
ages are multisensor or multifocus automatically. It allows best suitable
algorithm for segmenting the input source images. Proposed method is
applied on large number of registered images of various categories of
multifocus and multimodality images and results are compared using
standard reference based and nonreference based image fusion parame-
ters. It is evident from simulation results of our proposed algorithm that
it preserves more information compared to earlier reported pixel based
and region based methods.

1 Introduction

In recent years, image fusion algorithms are used as effective tools in medical im-
age processing, remote sensing, industrial automation, surveillance and defense
applications. Due to these broad areas of applications, image fusion has emerged
as a promising and important research area in recent years. The information
coming from different sensors like optical cameras, millimeter wave cameras, In-
frared cameras, x-ray cameras and radar cameras are required to fuse to increase
amount of information in final fused image.

There are various techniques for image fusion at pixel level is available in lit-
erature [1] [2] [3]. In the recent literature [4], simulation results of region based
image fusion method show better performance than pixel based image fusion
method. The region based algorithm has many advantages over pixel base algo-
rithm like it is less sensitive to noise, better contrast, less affected by misregistra-
tion but at the cost of complexity [3]. Recently researchers also recognized that
it is more meaningful to combine objects or regions rather than pixels. Piella [3]
also proposed a multiresolution region based fusion scheme using link pyramid
approach. The proposed method provides automatic and powerful framework for
region based image fusion method which produces good quality fused image for
different categories of images.

S. Chaudhury et al. (Eds.): PReMI 2009, LNCS 5909, pp. 321–326, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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2 Proposed Algorithm

Most image fusion methods are static and semiautomatic as they do not change
and adapt different fusion rules automatically as kind of input source image
changes so it is difficult to generate good quality fused image using single algo-
rithm designed for one kind of images. The block diagram of proposed method
is shown in Fig. 1. Image identification (Id) block shown in block diagram are
used to identify the category of source images which may be multifocus and
multimodality source images.

Fig. 1. Block Diagram of Proposed Method

Multifocus images are taken from the same camera but with the different
focus points so it is expected that pixel intensity values between two source
images do not change significantly. While in multisensor images are taken from
the different sensor cameras so more difference in pixel intensity value will be
expected between two source images which leads to more difference in value of
MMS between two source images. The MMS value is significantly higher in case
of multisensor images compared to multifocus images. The image identification
(Id) is computed as described in equation (1).

Id = |Me1−Me2|+ |Std1− Std2|+ |MMS1−MMS2| (1)

Where Me1, Me2, Std1, Std2, MMS1 and MMS2 are mean, standard deviation
and mean max and standard deviation parameter of source image IA and IB
respectively. MMS parameter is described in detail later in this section and it is
computed using eq. (3). If Id ≥ threshold than input source image is considered
as multisensor source image. The details of threshold described in next section.

In the proposed algorithm DWT is used to decompose the input source im-
ages and inverse DWT is used to generate final fused image. The decomposed
images arise from separable applications of vertical and horizontal filter. The re-
sultant first level four image includes LL1 sub band image corresponds to coarse
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level approximation image and other three image includes (LH1, HL1, HH1) sub
band images corresponds to finest scale wavelet coefficient detail images. Most
image fusion method [1] based on DWT is applying max or average fusion rule
on DWT decomposed approximate and detailed images to generate final fused
image. This fusion rule based on DWT introduces undesired information in final
fusion image. To remove this undesired information region consistency rule is
used which described later in this section. The following the steps are used to
generate final fused image after image identification step.
Step 1. The DWT is applied on image IA which gives first level decomposed
image of one approximate image LL1A and three detail images (LH1A, HL1A,
HH1A).
Step 2. If Id ≤ th than normalized cut segmentation algorithm is applied on
image IA otherwise k-means algorithm is used as segmentation algorithm. Seg-
mented image is then down sampled to match the size of DWT decomposed
image.
Step 3. Then n numbers of segmented regions are extracted from approximate
component of image IA and IB using segmented image. We have used two dif-
ferent fusion rules to compare extracted regions from different kind of source
images. The SF is widely used in many literatures to measure the overall clarity
of an image or region. The spatial frequency of that region is calculated using
Row frequency (RF) and Column frequency (CF) as described in [4]. First fu-
sion rule is region based spatial frequency (SF) rule as described in [4] is used to
identify more informative region extracted from multifocus source images and
image Irla1 is generated. SF of nth region of Image IA and IB is defined as SFAn
and SFBn respectively.

Irla1 =

{
RAAn if SFAn ≥ SFBn

RABn if SFAn ≤ SFBn

(2)

Here n is a number of regions and it varies from 1 to i. where n = 1, 2, ..., i.
Regions extracted after applying normalized cut set segmentation algorithm on
approximate image (LL1A) are represented as RAAn and RABn respectively.
Irla1is resultant fused image after applying fusion rule 1 as described in (3).
This rule or any other existing fusion parameter is not enough to capture desired
region so new mean max and standard deviation (MMS) rule is proposed in our
algorithm. MMS is an effective fusion rule to capture desired information from
multimodality images. This proposed fusion rule exploits standard deviation,
max and mean value of images or regions. The MMS is described as

MMSAn = MEAn/SDAn ∗RAnmax (3)

Where ME, SD and Rmax are mean, standard deviation and maximum intensity
value of nth region of source image respectively. The MMS is computationally
efficient and effective. From our study, it is analyzed that with visual images, SD
is high and ME is low where in images captured using sensors like MMW and
IR have ME value high and SD is low so in our algorithm we have used both SD
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and ME with maximum intensity value to derive new parameter MMS. From
the experiments, it is observed that the low value of MMS is desired to capture
critical regions especially man in this multisensor images. The fusion rule 2 is
described as below

Iral1 =

{
RAAn if MMSAn ≤MMSBn

RABn if MMSAn ≥MMSBn

(4)

Intermediate fused image Iral1 is generated by fusion rule 2 which is applied
for multimodality images and first fusion rule is applied for multifocus images.
After taking approximate component by above method, region consistency rule
is applied to select detail component from both decomposed images, which is
described in (5). Region consistency rule states that analyze the results of fusion
rule 1 or 2 of approximate component and select corresponding nth region of
detail component as described below.

Irlv1 =

{
RDAn if Irla1 = RAAn

RDBn if Irla1 = RABn

(5)

Where Irlv1 is first region of vertical component of image HL1A. Similarly Irlh1
and Irld1 is computed from image LH1A and HH1A respectively. After applying
fusion rule 1, approximate component of nth region is selected from image IA
than corresponding detail component nth regions also selected from the same
image IA to generate final fused image.
Step 4. Then IDWT is performed to generate Irl1.
Step 5. Repeat the step 1 to 4 for image IB and generate intermediate fused
image Irl2.
Step 6. Both Irl1 and Irl2 are averaged to improve the resultant fused image
IFUSE.
These new frame work is an efficient way to improve the consistency in final fused
image and it avoids distortion due to unwanted information added without using
region consistency rule. In the next section image fusion evaluation criteria is
described in brief.

3 Simulation Results

Image fusion performance evaluation parameters are divided into two categories
reference based and non reference based which is described in [7].The proposed
algorithm has been implemented using Matlab 7. The proposed algorithm ap-
plied on large number of dataset images which contain broad range of multifocus
and multimodality images of various categories like multifocus with only object,
object plus text, only text images and multisensor IR (Infrared) images. The
simulation results are shown in Fig. 2 and 3. Threshold value of image identifi-
cation (Id) of source image is considered as 10. This value is used to differentiate
between category of multimodality or multisensor image. This value is decided
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(a) (b) (c) (d) (e)

Fig. 2. Fusion Results of Multifocus Book Image(a),(b) Source Images (c)Proposed
Method(d) Li’s Method [4] (e) DWT based method [1]

(a) (b) (c) (d) (e)

Fig. 3. Fusion Results of Multisensor Gun Image (a) Visual Image (b) IR image(c)
Proposed Method (d) Li’s Method [4] (e) DWT based method [1]

Table 1. Image Fusion Parameters for Multifocus Images

Image Fusion Methods Fusion Parameters
SF MIr RMSE SSIM

Text Image DWT Based [1] 8.1956 1.5819 6.3682 0.9259
Li’s Method [4] 10.405 1.4713 5.2671 0.97499

Proposed Method 10.736 1.9997 2.8313 0.9904
Book Image DWT Based [1] 12.865 3.809 7.599 0.927

Li’s Method [4] 16.416 3.637 5.084 0.978
Proposed Method 17.415 6.517 1.612 0.997

Table 2. Image Fusion Parameters for Multisensor Images

Image Fusion Methods Entropy MI
IR Image DWT Based [1] 6.654 1.329

Li’s Method [4] 6.740 4.782
Proposed Method 6.781 4.812

Book Image DWT Based [1] 7.412 4.569
Li’s Method [4] 7.372 7.152

Proposed Method 7.535 7.176
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after many experiments on different category of images. Proposed algorithm is
applied on various categories of images for different segmentation levels and after
analyzing those results, we have considered nine segmentation levels for all our
experiments which improve visual quality of final fused image. The performance
of proposed algorithm evaluated using standard reference based and nonrefer-
ence based image fusion evaluation parameters which are depicted in Table 1 and
Table 2. The visual quality of the resultant fused image of proposed algorithm
is better than the fused image obtained by other compared methods.

4 Conclusion

In this paper, new automatic DWT and region based image fusion method using
region consistency rule is implemented. The proposed algorithm identifies the
type of images that is a given set of images for fusion is multisensor or multifocus
images. The proposed algorithm is applied on large number of dataset of various
categories of multifocus and multisensor images. It has been observed that visual
quality of proposed algorithm is better compared to other earlier reported pixel
and region based image fusion method. The novel MMS fusion rule is introduced
to select desired regions from multimodality images. Proposed algorithm also
compared with standard reference based and nonreference based image fusion
parameters and from simulation and results, it is found that visual quality and
assessment parameters are better than other earlier reported methods.
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Abstract. Many applications like image compression requires sparse
representation of image. To represent the image by sparse coefficients
of transform is an old age technique. Still research is going on for bet-
ter sparse representation of an image. A very recent technique is based
on learning the basis for getting sparse coefficients. But learned basis
are not guaranteed to span l2 space, which is required for reconstruc-
tion. In this paper we are presenting a new technique to choose steerable
basis of wavelet pyramid which gives sparse coefficients and better recon-
struction. Here selection of steerable basis is based on clues from Hough
transform.

1 Introduction

A sparse signal has a large portion of its energy contained in a small number
of coefficients. One obvious reason why we desire to have sparse representa-
tions of signals is, more sparsely one can represent a signal, more efficiently
one can compress the signal. Moreover, sparse representations allow us to do
much more than just compression. For example, sparse representations allow
us to violate the Nyquist sampling theorem without loss of fidelity [1]. Sparse
representations leads to solutions to previously insolvable blind source separa-
tion problems [2]. It has applications including speech processing, biomedical
signal processing, financial time-series analysis, and communications [3]. Fourier
Transform,Discrete Cosine Transform,Wavelet Transform are a few examples of
choosing suitable basis for sparse transformation. This motivates researchers to
explore new technique for finding suitable basis that leads to maximum sparsity
as well as information.

Recently, machine learning based technique for finding suitable sparse basis
coefficients is gaining attention [4]. Here one takes Cauchy distribution of the
coefficients as a prior, then learn image basis using MAP with minimum residual
error as constraint. But learned basis through this mechanism do not guarantee
about spanning of l2 space. Note that, without spanning of l2 space, the original
input signal could not be reconstructed from the basis. Reconstruction drawback
of learned basis motives the current research. We are proposing new basis which
are tight frames and derived without any learning. In the proposal, steerable
pyramid wavelet transform is used. It is noted that energy distribution among
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the basis is depending on features present in the image. One of these features
is orientation of edges. Hough transform provides us inference about orientation
of edges. Using this inference we choose suitable steerable basis such that image
energy is mostly confined in one of the basis. This leads to coefficients of basis
close to zero. The major contribution of the present submission includes the
following,

1. A new set of steerable basis leads to sparse representation of the image.
2. The basis are constructed based on edge orientation present in the image

and hence it is adaptive in the sense of image requirement.
3. The reconstruction of input image is guaranteed.
4. The basis selection is cost effective as it requires no learning.

Note that for rest of the manuscript the steerable basis when implemented in
the images will be termed as steerable band pass filters.

The organization of the article is as follows. In Section 2, we have discussed
learning based method [4]. Section 3 deals with the current proposal followed by
implementation and results in Section 4.

2 Learning Based Method for Sparse Representation

The detail description of learning based sparse representation is available in
[4]. Only the salient features of the same is discussed here to make the readers
appreciate the current proposal which does not require any learning. With a
particular choice of basis coefficients a, one can express image I(x) with an
assumption that the noise present is Guassian,white and additive.

I (x) =
∑

i

aiφi (x) + v (x) (1)

Where x denotes a discrete spatial position, φi are basis functions, v is noise
or uncertainty. Hence for given set of ai’s, we need to find φi so that the noise
present is as less as possible. φi’s are learned from the model given the data.

Image I as presented in equation (1) can be represented canonically as,

I = Ga+ ν (2)

where vector a is coefficient for all scales, positions and levels,G is basis functions
for coefficient vector a. Probability of generating Image I, given coefficients a is
assumed to be Gaussian,

Under this set up, and assuming a Cauchy prior coefficients of a given image
are determined by MAP estimate, The learning time is often high and this leads
to a disadvantage of this mechanism . Another disadvantage may come from the
fact that these basis are statistically independent, however not guaranteed to
span l2 which is required for reconstruction.

All learned basis are directional band pass filters which lead to a new direction.
Taking clue from this, we propose a new approach to construct basis inferred
from Hough Transform. This approach removes learning part of the basis.
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3 Proposed Methodology Inferred from Hough Transform

Here we are proposing a new approach to get sparse distribution of coefficients
by suitably selecting basis. We have used pyramid wavelet transform with basis
as steerable functions. As discussed in [5], each steerable basis functions are
rotated copy of each other. We can design basis of any orientation direction by
interpolating these basis functions. Here we have used steerable filters or basis
and wavelet pyramid structure .

General equation for pyramid structure as described in [6] is,

X̂ (−→w ) =
{
H0 (−→w ) |2 + |L0 (−→w ) |2

(
|L1 (−→w ) |2 +

n∑
|Bk (−→w ) |2

)}
X (−→w )

+ aliasing terms (3)

Where X is input signal, X̂ is output of the same when treated with filters, H0
is first level high pass filter and L0 is first level low pass filter. After that, low
pass filter L1 and steerable band pass filters B′

is are repeated recursively on 2 by
2 decimation. The reconstruction is possible if the following constraints such as
unitary response, recursion relation and aliasing cancellation. There is one more
constraint that Bi’s need to satisfy is angular constraint.

The spectrum of wavelet pyramid structure which is divided into three types
output of High Pass,Low Pass and Band Pass filters. Note that the band pass
filters are directional oriented and are called basis. These filters are steerable.
The main emphasis of the current work to select proper band pass filter which
generate coefficients as sparse as possible. The direction orientations are cho-
sen from the Hough Space [7] generated out of Hough Transformation. Hough
transform is a mapping of image into Hough space. As described in [7], Hough
space is made up of two parameters, distance from origin (ρ) and and angle with
x-axis (θ) (positive in anticlockwise direction). Any point in image plane (x, y)
can be represented as following in the Hough Space ,

ρ = x cos(θ) + y sin(θ) (4)

Note that infinite numbers of lines can pass through a single point of image plane.
All lines passing through the point (x, y) should satisfy equation (4). Again for
each point (x, y) in the image plane, a sinusoidal is generated in Hough space by
varying ρ and θ. The lines passing through this point (x, y) in image plane increases
co-occurrence of sinusoidal waves in Hough space. So, each line generates peak in
hough space at a particular (ρ, θ). In other words each line in image can be rep-
resented as unique couple (ρ, θ) for θε [0, π] and ρεR in Hough space. Finally, we
conclude that hough transform is line to point conversion. Natural images have
structures of edges and lines. If band pass filters (steerable basis) are getting tuned
with lines, one can get sparse distribution for coefficients of band pass filters. We
propose to tune orientation of steerable basis taking clue from Hough transform.
Peaks in Hough space correspond to the lines or edges in image. Note that peaks
at 0 and±90 degrees are not considered as these angles do not bring any informa-
tion. First, find the highest peak in a particular angle in Hough space. This angle
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indicates orientation direction of the most of the edges or the lines in the image.
Hence this angle could be used to select the direction of steerable band pass fil-
ters. Finally, if required, from the Hough space some angles (few top peaks) that
indicates orientation direction of edges present in the image are selected and used
to choose the direction of steerable band pass filters.

In steerable pyramid structure, we choose first steerable basis in tune with the
highest peak angle. This implies first steerable basis which is direction derivative
function, has direction perpendicular to the orientation of highest peak angle in
Hough space. First basis(band pass filter), thus contains maximum energy. So,
other basis functions will have comparatively less energy leading toward sparse
distribution of coefficients.

4 Exprimetal Results

Experiments are conducted for a set of natural images taken from [8]. Note that
same set of images are used for learning the basis as presented in [4].

Figure 2 shows trained basis as described in Section 2, These are learned for
image shown in Figure 1. Starting with real random basis, tunning has been
carried out through training process (Section 2) for one and half hour in a
pentium-IV,1.7 GHz CPU machine. Note that tunning of basis may improve if

Fig. 1. Original Natural Image Fig. 2. Trained basis filters
starting from real random basis.
Training is carried out for one
and half hour.

Fig. 3. Hough transform of the image
shown in Figure 1. The circle indicates
the maxima at Hough space.

Fig. 4. Directional band pass fil-
ter whose orientation direction is
inferred from Hough transform
(Figure 3).
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Fig. 5. Histogram of one level coefficients: (a) tunned band pass filters, (b) trained
filters inferred from Hough transform

Table 1. Comparison of Filter Coefficients Distribution

Trained Filter Inferred Band Pass Filter
Mean 2.4835e-006 -1.3159e-018

Variance 0.2568 0.0147

Table 2. Comparison of quality measures for reconstruction with steerable basis (In-
ferred Band Pass Filter ) and trained basis (filter)

MSE SNR PSNR
Inferred Band Pass Filter 0.0546 2.5706 23.6916

Trained Filter 0.2895 -4.6715 16.4495

one extends the time of learning. However we felt that would be too costly as
far as time is concern. So, we stop after one and half hour of learning. Trained
basis (Figure2) are like directional derivatives where directions are perpendicular
to orientation corresponding to peak angles of hough space as shown in Figure
3. This justifies our claim that orientation direction of steerable basis could be
inferred from Hough Transform. At the same time these basis will generate sparse
distribution of coefficients. Proposed directional band pass filters obtain from
Hough are shown in Figure 4. The sparsity of proposed basis filters is compared
with that of trained basis filters. The histogram of one level coefficients of the
proposed band pass filter inferred from Hough transform is presented in Figure
5 (a) , where as same for trained basis is presented in Figure 5 (b) . The sparsity
of the former seems to be efficient for compression. The mean and variance
values of both histograms are presented in Table 1. Variance of coefficients of
the proposed filters is significantly less that of trained filters. In Table 2, we
have compared Quality Measures of reconstructed images with steerable basis
and learned basis. This shows steerable basis has good reconstruction capability
with sparse coefficients.



332 J.K. Bhavsar and S.K. Mitra

5 Conclusion

This article poses a new approach to make wavelet pyramid steerable basis coef-
ficients as sparse as possible. The orientation directions required to select steer-
able band pass filters have been identified from the Hough transform and thus
required no learning, yet it is appeared to be efficient for sparsity and recon-
struction. Unlike same basis applied to a set of images, the basis proposed here
seems to be tailor made for a given image. Though the current sparse basis that
is learned [4], yet it is worth mentioning that current work of finding orientation
direction for band pass filters has been assured by the learning based tech-
nique. Instead of learning the orientation directions, the same is inferred from
Hough space generated out of Hough transform. Reconstruction power that is
guaranteed by steerable pyramid structure, accuracy in sparsity and the cost
effectiveness are major contribution of the present work.
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Abstract. Depth Estimation poses various challenges and has wide
range applications. Techniques for depth prediction from static images
include binocular vision, focus-defocus, stereo vision and single monoc-
ular images unfortunately not much attention has been paid on depth
estimation from single image except [1]. We have proposed a method
for depth estimation from single monocular images which is based on
filters that are used to extract key image features. The filters used have
been applied at multiple scales to take into account local and global fea-
tures. Here an attempt is made to reduce the dimension of feature vector
as proposed in [1]. In this paper we have optimized the filters used for
texture gradient extraction. This paper also introduces a prediction al-
gorithm whose parameters are learned by repeated correction. The new
methodology proposed provides an equivalent quality of result as in [1].

1 Introduction

Emerging interest in self driven cars, boats and ships [7] has made it necessary
for continuous and fast real time depth perception algorithms. Depth Estima-
tion has very wide applications in robotics [3], scene understanding and 3-D
reconstruction [9].

Collaborative Ocular Melanoma Study (COMS) [8] has defined depth percep-
tion as the power to discern three-dimensional objects and their relative position
in space. Visual perception can be classified into Monocular Vision and Binoc-
ular Vision. Binocular Vision uses a pair of images from different angle of the
same object to generate depth maps implemented in [6]. This paper deals with
depth estimation in monocular vision, that uses a single image.

There are two methods for retrieving depths from monocular digital images.
The first method includes using a sequence of closely related stream of im-
ages with prior information of the scenes or video for depth estimation. Second
method is an algorithm for depth prediction from single independent monocular
images. A novel algorithm for depth estimation from images using focus and
defocus has been presented by Das and Ahuja [5].

Depth estimation from single monocular images can be implemented using
stereo features of images and monocular features of images. Stereo Vision has
also been used to generate depth maps from images [10]. It has shown excellent
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results on the Middlebury stereo evaluation test bed. Saxena et al. [1] presents a
discriminately trained MRF for depth estimation from single monocular images.
The algorithm presented hereby uses features extracted from single monocular
images correlated with depth map to train a machine for depth estimation. The
algorithm identifies the key steps involved in estimating depth from discreet and
uncorrelated images. Saxena et. al [1] implements a set of 17 filters for computing
the feature vector. The feature vector is defined on sub images which are called
patches. The feature vector is then used in the formation of a machine learning
model to predict depth. They have effectively reduced blocking effect by taking
into consideration neighboring patches.

In this paper we have introduced a new learning methodology, after optimizing
the feature selection criteria. Section 2 describes feature selection, extraction,
learning approach and benefits of new methodology used for depth estimation.
Section 3 depicts the comparison of new methodology and Saxena et al. [1].

2 Proposed Methodology

Here we are proposing a procedure for depth estimation of outdoor scenes. Note
that exactly similar procedure may not be applicable to indoor scenes. The
system of depth estimation from single monocular images consists of three basic
steps. Initially, a set of images and there corresponding depth maps are gathered.
Then a set of suitable features are extracted from the images. Based on the
features and the ground truth depth maps a prediction model is learnt. The
depth of new images are predicted from the learnt model.

It has been observed that the changes in depths along the row of any image
compared to the same along the column is comparatively less. Along the row the
depth of the scene observed by camera eye would depend on the angle of camera.
On other hand the depth along the column till infinity since the outdoor scene is
unbounded due to the presence of sky. Moreover, depths are estimated for small
patches within the image. Hence, the feature selection has been done for each
patch of the image. On the other hand learning of depth map has been done for
a row of patches instead of a single patch. Note that similar argument has been
used in [1]. Next, the feature selection and learning methodology are discussed.
A set of filters are designed to extract features. In particular these filters are
expected to extract texture energy, texture gradient and haze. These cues are
used because texture energy of objects varies according to distances from the
viewers, texture gradient captures the distribution of the direction of edges and
haze is used to detect atmospheric light scattering [1]. These three cues help to
indicate depths.

Figure 1 indicates a total of 16 such filters used by Saxena et al. [1]. The
filters used in [1] for texture gradient are mainly edge detection filters. The edge
detection filters are primarily directional oriented high pass filters. In this paper,
a single Omni- directional high pass filter, in place, of the six directional texture
gradient filters [1] is used to compute the texture gradient information. The use
of an Omni- directional high pass filter reduces the net size of the feature vector.
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Fig. 1. A set of 16 filters as implemented by Saxena et al.[1]. (The first low pass filter
is used twice on two different color channels results in a total of 17 features.)

Fig. 2. The set of new filter used for the current experiment. Filter 2 is the new omni-
directional high pass filter changed. (The first low pass filter is used twice on two
different color channels which gives a total of 12 features.)

The Omni-directional high pass filter has been shown in filter 2 of Figure 2.
Other filters used are same as in [1].

In the prior work of Saxena et al.[1] the prediction model assumed to be linear
with error distributed as Gaussian and Laplacian. However, no justification of
the same has been reasoned out. In our experimentation it has been observed
that the relation between the ground truth depth and its prediction could be
non linear and hence we are proposing a linear model for depth estimation with
non linear error. The model used is

d = d̂+ η (1)

d̂ = WT f (2)

where d̂ denotes the predicted depth, d is the ground truth depth, WT denotes
the weight estimated to compute the predicted depth and f denotes the feature
vector obtained. Here η is the error of the model. Our task is to learn the weight
vector W from the given data. The weight vector W is learned for all patches in
a row taking information about the depth of same patches of row coming from
different images. The weight vector W mentioned in the model is learned in an
iterative process such that the error converges to zero.(η → 0)

Let us assume that there are l patches in a row and there are n number of
images in the data base. So we are getting N = nl number of ground truth depth
maps for learning W . Using the data in the model we get :

d̂ = WT F, where d̂ =
(
d̂1 d̂2 d̂3 . . . d̂N

)T

and F =
(
f

1
f

2
f

3
. . . f

N

)
We start with an initial choice of WT as WT

0 = d F−1, Where d is the ground
truth depth vector form for all patches in a row and from all images. If F is not
a square matrix than we can use generalized inverse of F.
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Taking this initial choice of WT
0 and using features of each patch in a row

of each image we estimate the depth by equation(2). Let it be d̂i, i=1,2 . . . N.
These estimates of depth are then subjected to correction to reduce the error.
A non linear function, in particular, a pth degree polynomial, is fitted using the
least square technique on the estimated depth d̂i, i = 1, 2 . . .N to get corrected
estimate ˆ̂

di, i = 1, 2 . . .N . Hence, the new choice of WT is obtained as:

WT
new = ˆ̂

d F−1

where, ˆ̂
d =
( ˆ̂
d1

ˆ̂
d2

ˆ̂
d3 . . .

ˆ̂
dN

)T

and F is as defined earlier
This completes one iteration. In the next iteration, we will start with a choice

of WT as WT
new. We stop modification WT if there is no significant.

The same learning procedure is adapted for predicting the absolute depth as
well as the relative depth and hence the final depth is obtained. Here relative
depth is the predicted difference of depths from the neighbors for a given patch.

3 Implementation and Results

The above mentioned methodology has been implemented on a large data set
and the result obtained is comparable with the result presented in [1]. A large
data base of images along with their ground truth depth is available in [4]. For
our experiments we have used 100 images of size 2272X1704 of outdoor scenes
and there depth maps of size 51x78. 80 images from the above set were used
for training and the rest 20 images were used for testing. The three monocular
cues haze, texture edges and texture energy are extracted using the 17 Laws’
masks [1] applied at three scales (one, one-third and one-ninth of the image).
The feature vector for each patch is calculated for L1 and L2 norm using its 4
neighbors at 3 scales and the column feature vector for 4 patches. This results
in a feature vector of size 646 ((((5x3+4) x17=323) x2) =646).

The texture gradient filters used in Saxena et al. [1] are high pass filters
oriented at 0, 30, 60, 90, 120 and 150 degrees. In the new methodology, an Omni
directional high pass filter is used for extracting texture gradient. Resulting in
a reduction of the size of the image feature vector from 646 to 456((((5x3+4)
x12=238) x2) =456). The rest of the filters are same as used in Saxena et al. [1].

The resultant feature vector and the corresponding depth maps in the
database were used to find the parameters of the model and the nonlinear func-
tion as described in Section 2. For the current implementation a polynomial of
degree four is used which is obtained experimentally. So far we do not have any
mathematical justification for the same. Note that the four iteration, as described
in Section 2 appeared to be sufficient to estimate the model parameters.

The model of predicting relative depth is similar as of absolute depth. In
absolute learning part learning was done by absolute value of depths for the
patch and its neighboring patches. The difference of histograms of feature vectors
are used as parameters to predict the difference of depth with neighbors of a
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Fig. 3. A few test images along with their depth map predicted. Column 1 Depicts
actual images. Column 2 Depicts actual ground truth depth maps. Column 3 Depicts
absolute depth maps resulted from Saxena et al.[1]. Column 4 Depicts relative depth
maps resulted from Saxena et al.[1]. Column 5 Depicts absolute depth maps predicted
using new methodology. Column 6 Depicts relative depth maps predicted using new
methodology.

Fig. 4. Comparison of the absolute error in Saxena et al. [1] and after implementation
of the new methodology.

given patch. Depth predicted for some of the test images are shown in Figure
3. Column 1 and 2 in Figure 3 shows the actual image and the ground truth
depth maps respectively. The predicted depth maps generated by Saxena et al.
[1] (column 3& 4) and by the proposed methodology (column 5 & 6) are also
shown. Column 3 and 5 in Figure 3 corresponds to absolute depth maps and



338 A. Das et al.

Column 4 and 6 in Figure 3 shows the depth maps after taking into account
relative features.

The error comparison of the absolute depth prediction of Saxena et. al [1]
and the absolute depth prediction after the implementation of the final filter is
shown in the graph Figure 4. The change in edge detection filters reduces the
sharp peaks in the relative difference prediction.

4 Discussions and Conclusion

Omni Directional Filters proposed here appear to be a promising filters. The
result obtained is comparable with same presented in [1]. Moreover, the compu-
tational cost is reduced drastically by reducing the feature dimension. The 6 edge
detection filters in [1] are replaced by a single Omni-directional high pass filter
which reduce the size of feature vector, without significant change in the per-
formance output. The time complexity of the model is evaluated to be O(k.n),
where n is the number of features in the feature vector and k is the number of
iterations to adjust the parameters. The space complexity of the algorithm also
reduces as the number of features in the feature vector decrease. The space com-
plexity is evaluated to be O(k.n), where k is the number of iterations performed
to determine the parameters of the learning model and n the number of features
in the feature vector.
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Abstract. We propose a segmentation scheme for digital color images
using vectorial multiscale anisotropic diffusion. By integrating the edge
information, diffusion based schemes can remove noise effectively and
create fine to coarse set of images known as scale-space. Segmentation is
performed by effectively tracking edges in an inter-scale manner across
this scale space family of images. The regions are connected according to
color coherency, and scale relation along time axis of the family is taken
into account for the final segmentation result. Fast total variation diffu-
sion and anisotropic diffusion facilitate denoising and create homogenous
regions separated by strong edges. They provide a roadmap for further
segmentation with persistent edges and flat regions. The scheme is gen-
eral in the sense that other anisotropic diffusion schemes can be incorpo-
rated depending upon the requirement. Numerical simulations show the
advantage of the proposed scheme on noisy color images.

Keywords: Image Segmentation, Multiscale diffusion, Nonlinear scale
space, Color images.

1 Introduction

Digital image segmentation is the task of separating and identifying important
objects in a scene. Segmentation techniques can be broadly classified into two
categories, namely, edge based and region based approaches. Edge based seg-
mentation methods [5,12] make use of the probable edges found as a roadmap
in driving the segmenting contours. Variational minimization methods [9] and
partial differential equations (PDEs) [1] based segmentation schemes are very
popular in this regard. Digital images usually consists of objects of different
shapes and scales. Capturing the correct local scale is an important problem in
edge based image processing schemes. Thus if the objects are not differentiated
with respect to their corresponding scale then the segmentation can give false re-
sults. The random noise makes it difficult to calculate the exact scale of objects,
and this, in turn, gives over-segmentation or under-segmentation. In this paper
we propose to tackle these problems by considering the scale space approach
based on an edge preserving multiscale diffusion scheme.

Starting from the linear scale space studied in image denoising [7,8] nonlinear
diffusion PDEs [10,1,11] are widely used in early computer vision problems. By
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using such scale space generated by them and pruning it according to inter-scale
relations with region linking gives an effective segmentation of the image at the
coarse scale. The edges are preserved through the scale space due to the use of
multiscale diffusion and depending on the choice of scale, meaningful segmen-
tations can be obtained. The proposed scheme is a general one with possible
modifications can be made at the scale space generation step. The rest of the
paper is organized as follows. Section 2 introduces the PDE based segmentation
scheme. Section 3 presents numerical results which illustrate advantages of the
proposed scheme on noisy images. Finally, section 4 concludes the paper.

2 Diffusion Based Segmentation

2.1 Anisotropic Diffusion

To denoise a noisy image u0 Perona and Malik proposed the following anisotropic
diffusion scheme (ADS) [10]

∂u(x, t)
∂t

= div (g(|∇u(x, t)|)∇u(x, t)) with u(x, 0) = u0 (1)

where g is a decreasing function, for example g(s) = exp−(s2/K), K > 0 is
contrast parameter. The main idea here is to control the diffusion near edges
and smooth the flat regions, thereby integrating edge preserving nature into the
diffusion process. The ADS (1) creates the scale space of images {u(x, t)}Tt=0
with T as the final scale of choice, see Figure 1. Total variation (TV) function
g(s) = s−1 based diffusion PDE is proven to be more effective [2] than the
original formulation (1) and it preserves edges across multiple scales better. TV
based PDE is given by

∂u(x, t)
∂t

= div

( ∇u(x, t)
|∇u(x, t)|

)
with u(x, 0) = u0 (2)

As a first step in our segmentation algorithm we run TV scheme (2) to get rid of
of the noise present and create a family of images based on the scale parameter
t, see Figure 1(a).

2.2 Segmentation Scheme

Motivated by studies on scale space [10,7,8] and region extraction methods we
prune the scale space created from the nonlinear diffusion (1) using color dis-
tances and coherent linking of objects along the scale axis. Since CIE-La*b*
color space offers more perceptually uniform color distances with L2 distance
metric, ‖u− v‖2 := (uL− vL)2 +(ua∗− va∗)2 +(ub∗− vb∗)2, we make use of it in
our algorithm. Our segmentation scheme is based on a key observation: as one
traverse across the compact scale space {u(x, t)}Tt=0, the local and coarse scale
information is connected to a fine scale information progressively.
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(a) {u(x, t)}T
t=0

(b) {Cr
300}6

r=0 (c)

Fig. 1. (a) Scale space, T = 500 (b) Intra-scale splitting, shown at t = 300 (c) Inter-
scale linking, shown for Cr

300 → Ck
400

(1) Intra-scale splitting: We partition the image domain Dt of u(x, t) by con-
nected components {Cr

t }Pt

r=0 where Pt the total number of distinct regions at
scale t, in the following way:

Cr
t := {x ∈ Dt : u(x, t) = const} & Cr

t

⋂
Cl

t = ∅, Dt =
Pt⋃

r=0

Cr
t

Note that {Cr
t } are the level lines of the image u(x, t) (see Figure 2(a) and

(b)) and by [4] we know that the geometry of a color image is entirely
described by them. Hence this splitting respects image boundaries through
diffused images.

(2) Inter-scale linking step: Next we link two subsequent scale regions (say t
and t+ 1) using the minimum color distance and overlapping as follows:

L(Cr
t ) =

{
min
Cr

t+1

∥∥u(Ck
t+1, t+ 1)− u(Cr

t , t)
∥∥ : Ck

t+1

⋂
Cr

t �= ∅
}

and we denote it by Cr
t → Ck

t+1. This can be iterated among scales and in
general one can obtain Cr

t1 → Ck
t2 for t1 < t2 (see Figure 1(c)).

(3) Final merging step: All connected regions {Cr
0}P0

t=0 of the initial image
u(x, 0) that are linked to the same region at the end scale T are coming
from one object. Thus the final segmentation can be obtained at scale level
T as

Sk
T =

P0⋃
r=0

Cr
0 & Cr

0 → Ck
T
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where {Sk
T }PT

r=0 are the segmented objects and PT is the number of segmented
objects.

The above methodology effectively combines the edge preserving property of
nonlinear scale space based on multiscale anisotropic diffusion (1) with hierar-
chical segmentation and scale tracking.

3 Numerical Results

All the images in the computations are normalized to [0, 1] and MATLAB�7.4
is used for visualization purposes. To compute color distances in the inter-scale
linking step we convert the image from RGB to CIE-La*b* using the D65 white
point reference. Recently, Bresson and Chan [2] formulated a fast algorithm
for vectorial version of TV (2) using duality arguments. In our experiments we
make use of it for its computational efficiency and the edge preserving prop-
erty of TV diffusion. The scheme takes about 80 secs for an image of size
256 × 256 to run on a Pentium IV 2.40 GHz PC with 20 secs for diffusion
(100 iterations) and the remaining time for the segmentation scheme. An ad-
ditive Gaussian noise of σ = 20 is added to the original test images in all the
experiments. Figure 2 compares the TV based (2) and ADS scheme (1) based seg-
mentation results. As can be seen by comparing the corresponding contour maps

(a) (b)

(c) (d)

Fig. 2. (a) Level lines of the L channel for u100 using the TV flow (2) (b) Level lines of
the L channel for u100 using the ADS with (g(s) = exp−(s2/20))in (1) (c) Segmented
image based on TV flow and (d) Segmented image based on ADS
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(Figure 2(a) and (b)), TV scheme segmentation (Figure 2(c)) yields a better seg-
mentation in terms of the pupil and the eyebrow than ADS scheme segmentation
(Figure 2(d)).

3.1 Comparison Results

We compare our scale space based segmentation scheme with the following
schemes: linear scale space based scheme [7] (setting g ≡ 1 in (1)), geodesic
active contours [5], Level set based scheme [12] (based on Mumford-Shah func-
tional), Graph based scheme [6] (bottom-up clustering). Figure 3 shows the vi-
sual comparison results on a noisy Peppers color image. We use the same colors
for segments in all the images to show the effect. As can be seen our scheme
using TV scheme (2) (Figure 3(f)) results in a better segmentation of the middle
pepper without any artifacts.

We used the CIE-La*b* space and L2 metric for inter-scale linking step,
other choices are also possible, for example HSV and chrominance-brightness
space. Also adaptive selection of stopping time T [11] (also known as scale selec-
tion [3,8] in scale space literature) for the diffusion scheme (1) involved, deter-
mines the level of segmentation, and it remains to be explored. Comparing with
other region based segmentation approaches quantitatively and the use of other
anisotropic diffusion PDE based schemes [1] (for example, chromatic diffusion)
defines our future work in this direction.

(a) Input (b) Linear [7] (c) Active contours [5]

(d) Level set [12] (e) Graph [6] (f) TV-Pruning

Fig. 3. Comparison of segmentation results on Peppers image
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4 Conclusions

We used the nonlinear scale space concept to segment color images. The con-
tinuous family of images generated from nonlinear diffusion PDE are arranged
according to their increasing scale and pruned using a track and merge scheme.
Multiscale diffusion captures the edges without spurious oscillations and aides in
scale capturing at the final scale of choice. By utilizing the fine to coarse set of
images the segmentation is done iteratively. Preliminary numerical examples on
images and comparison with related schemes show that the proposed approach
gives better segmentation result on noisy and real images.
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Abstract. Estimating 3-D structure and camera motion from 2-D image
sequences is an important problem in computer vision. In this paper we present
an effective approach to tracking and recovery of ego-motion from an image se-
quence acquired by a single camera attached to a pedestrian. Our approach con-
sists of two stages. In the first phase, human gait analysis is performed and human
gait parameters are estimated by frame-by-frame analysis utilising a generalised
least squares technique. In the second phase, the gait model is employed within
a “predict-correct" framework using a maximum a posteriori expectation max-
imisation strategy to recover ego-motion and scene structure, while continuously
refining the gait model. Experiments on synthetic and real image sequences con-
firm that the use of the gait model allows for effective tracking while also reducing
the computational complexity.

1 Introduction

Estimating 3-D structure and camera motion from 2-D images is one of the fundamental
problems in computer vision. One strategy for recovering structure from passive image
data is structure from motion (SFM) which also allows recovery of the ego-motion of
the sensor with respect to a world co-ordinate system, performing 3-D scene recon-
struction and navigation [1]. The majority of existing methods for feature tracking use
frame-to-frame prediction models based for example on Kalman filters [2], particle fil-
tering [3], or optimisation based approaches [4].

Although working well in certain applications, these approaches do not take into ac-
count the long-term history of the camera’s motion. In contrast, in this paper we track
features and recover ego-motion from a temporal image sequence acquired by a single
camera mounted on a moving pedestrian. We show that the use of an explicit longer
term, non-linear human gait model is more efficient in this case since fewer features are
lost and the processing time per frame is reduced as either the search window or the
frame rate can be reduced. Our work is inspired by the study of Molton et al. [5] who
used a robotic system to measure the gait of a walking person, while a digital compass
and an inclinometer were used to record rotation. They employed an iterated and ex-
tended Kalman filter to initialise wavelet parameter estimates, then running across the
whole period of activity. In our work, motion is computed directly from video data, and
the emphasis is on the use of a longer term model to increase algorithmic efficiency.

S. Chaudhury et al. (Eds.): PReMI 2009, LNCS 5909, pp. 345–350, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



346 H. Zhou and G. Schaefer

2 Tracking and Ego-Motion Recovery

In the following, we use the term “ego-motion" to refer to both frame-to-frame and
longer-term periodic motion while “camera transformation" refers to the ego-motion of
the camera between any two frames, and “gait model" to the longer-term ego-motion of
the camera over many frames. Our proposed approach consists of two phases: initialisa-
tion and continuous tracking. We assume thatm frames are included in the initialisation
phase and n frames (n > m) in the whole sequence, and that the intrinsic camera pa-
rameters are known.

2.1 Phase 1: Initialisation

The purpose of the first phase is to acquire the long-term gait model of the pedes-
trian. The general workflow of the initialisation phase is outlined in Algorithm 1. Of
the well-tested feature tracking algorithms, reviewed by Lepetit and Fua [6], the Shi-
Tomase-Kanade (STK) tracker [7] is chosen because of its accuracy and reliability. The
STK tracker has two stages: feature selection and feature tracking. The feature selec-
tion process computes the eigenvalues of a gradient function for each pixel, comparing
the result with a fixed threshold. In the published algorithm, image features with higher
eigenvalues are considered as good features to track. However, in our approach we use
the SUSAN (Smallest Univalue Segment Assimilating Nucleus) [8] operator instead to
select an initial feature set in the first frame, due to its known robustness to noise. This
is not used subsequently, unless the number of tracked features falls below a pre-defined
threshold in which case we re-initialise with new features.

Algorithm 1. Pseudo-code of Phase 1 of the algorithm
Select C corner features in frame 1
for i = 1 to m-1 do

Match features across frames i and (i+1)
Estimate fundamental matrix
Refine list of matched features
Recover camera transformation and scene geometry

end for
Fit periodic gait model to camera transformation data from frames 1 to m

As we track features in successive frames, we minimise the residual error using an
affine transformation, as in the STK algorithm, assuming the displacement is small.
However, we use a generalised least squares (GLS) algorithm [9] to recover the frame-
to-frame camera transformation and scene geometry. The application of GLS provides
a more robust estimation technique that can derive good results also when the error
distribution is not normally distributed [10]. Typically, m is chosen large enough to
recover about two complete strides, e.g.m = 50 for a 25Hz sampling rate. The number
of features C is a user parameter, typically set to 150 in our experiments. This leads
to the recovery of a temporary motion model with 6 degrees of freedom, i.e. the 3
displacements and 3 Euler angles, which can be stored in a gait library using a truncated
Fourier series representation.



Effective and Efficient Tracking and Ego-Motion Recovery for Mobile Cameras 347

2.2 Phase 2: Continuous Tracking

In Phase 2, outlined in Algorithm 2, we use and update the gait model to improve the
prediction of the location of features in each new frame. Since this prediction is based
on a longer history, not every frame needs to be considered and we include a param-
eter k that describes the gap between frames. The coarse-to-fine matching parameters,
e.g. window size, are selected according to the variance of the Euclidean distance be-
tween the predicted and measured feature positions. A maximum a posteriori expec-
tation maximisation (MAP-EM) algorithm is used to find the best feature match and
determine the camera transformation parameters between two frames. The gait model
is examined and updated if necessary on a periodic basis using iteratively re-weighted
least squares (IRLS) [11]. To maintain its validity, the m most recent frames are used,
applying Spearman correlation to compare the recent gait parameters individually with
the stored values. If the correlation coefficients are lower than a pre-defined threshold
(typically 0.9), then the current gait model is updated. Accumulation of errors in the
motion tracking can deteriorate the performance of the proposed tracker. In order to
reduce this accumulated error we can re-estimate the overall parameters by collecting
very similar (or the same) images that were just used. For example, multiple estimates
of the position of a known 3-D point should be identical. This strategy works effectively
if the iteration runs several times.

Algorithm 2. Pseudo-code of Phase 2 of the algorithm
for i = m to n step k do

Predict the feature positions in the (i+k)-th frame using the gait model
Apply a coarse-to-fine strategy to match the features
Compute frame-to-frame transformation and scene geometry on every m-th frame
Update the periodic gait model using iteratively re-weighted least squares

end for

3 Experimental Results

To demonstrate improved performance, we compare the proposed gait-based ego-
motion tracking with the original STK algorithm which uses a short-term displacement
model. Experiments were obtained based on several synthetic and real image sequences,
however due to space limitation we present here only the results of one synthetic and
one real sequence.

The synthetic test data is obtained from a computer game simulation1 for com-
parison of the algorithms with known periodic gait parameters. We can compare the
recovered parameters against the ground truth as the gait parameters can be fully pro-
grammed using the game engine. Here we show the results of a demonstration video
(“rolling sequence") in which the player wanders in a castle in changing illumina-
tion, which together with the more complex 3-D environment can cause missed feature

1 The Quake Engine available at
http://www.codeproject.com/managedcpp/quake2.asp

http://www.codeproject.com/managedcpp/quake2.asp
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(a) Frame 1 (b) Frame 5 (c) Frame 10

Fig. 1. The “rolling sequence" with the feature points superimposed: (a) frame 1 (150 feature
points); (b) frame 5; (c) frame 10 (22 feature points)

correspondences. In the sequences, we defined a forward translation, and the roll angles
of the “observer" were altered according to the expression:

roll angles (deg) = −6× sin(2π × tf/30 + 1.1),

where tf is the image frame index.
In Phase 1, feature tracking shown in Fig. 1 leads to the history of the roll angles

shown in Fig. 2(a). This model is used for subsequent tracking with an interval of 3
frames. Fig. 2(b) shows the 25 frames immediately succeeding the learning phase, in
which our gait-based strategy clearly outperforms the STK scheme in terms of mea-
surement accuracy. The longer interval between the neighbouring frames leads to the
violation of the linearisation assumption in the STK scheme, resulting in large errors in
the estimated motion parameters.

In further experiments, we also employ real data from a camera mounted on a pedes-
trian. As we do not have independent extraction of gait in this case, we compare texture
mapped images using extracted parameters with the real image data, which gives a
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Fig. 2. Performance comparisons of the STK and the gait-based tracker: the line denotes the
ground truth, the circles the result of the STK tracker, and the crosses that of our gait-based
tracker
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(a) 1st frame (b) 20th frame (c) 50th frame

Fig. 3. Real walking sequence with feature points superimposed
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Fig. 4. Comparison between the STK-based and gait-based framework in tracking real walking
sequence (w = width of search window)

(a) (b) (c)

Fig. 5. Comparison of real frames and their texture-maps for real walking sequence: (a) The actual
frame 55. (b) The texture map of frame 55 created by rendering. (c) Subtraction of (a) and (b).
For better visibility, the brightness/contrast of (c) has been increased.

strong subjective comparison. Fig. 3 gives some example frames from an image se-
quence collected by the camera, where the detected and tracked feature points are su-
perimposed. After a learning period of 50 image frames, we obtain a motion pattern.
We then predict the motion parameters in successive frames, followed by immediate
correction using the gait-based scheme.
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Fig. 4 shows a comparison between the STK- and gait-based approaches in tracking
the sequence of Fig. 3 in terms of processing time (using a Pentium II-300 MMX PC),
and retention of features. Compared to the STK-based approach using a fixed number
of pyramid levels, our gait-based method localises the search better and hence reduces
the time taken to find a match. The gait-based scheme also loses fewer feature points
compared to the STK-based strategy.

In Fig. 5 we show the real and the texture mapped scenes for a frame using the
estimated motion parameters. The subtraction image between the two demonstrates the
accuracy of the approach.

4 Conclusions and Future Work

In this paper we have presented an approach for effective, efficient and robust ego-
motion tracking using a single mobile camera without using any other indicators of
position, speed or inclination. An initial gait model is extracted from a fixed training
period of two strides, using feature correspondences to estimate the ego-motion pa-
rameters, represented as a truncated Fourier series. Experiments on synthetic and real
data have shown that the proposed strategy has more accurate and efficient ego-motion
estimates and structural recovery than a comparable method that does not incorporate
long-term motion estimates.
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Abstract. In conventional face recognition techniques, any query im-
age is always classified to one of the face classes irrespective of whether
the query image is a face or not. Most of the recognition algorithms
are dissimilarity based, and one needs to put a proper threshold on the
dissimilarity value for the sake of classification. In this paper, we have
introduced a novel thresholding technique for classification, where the
query image is not necessarily classified to one of the classes in the train-
ing set. The theoretical formulation of the thresholding technique and its
utility are demonstrated on color face and non face datasets with RGB
color components as features in the subspace. The proposed threshold
selection is based on statistical method of set estimation and is guided by
minimal spanning tree. Experiment shows that the proposed class spe-
cific threshold based technique performs better than the non threshold
based systems using subspace algorithms.

Keywords: Feature extraction, Color components, Minimal spanning
tree, Intra-class threshold, Set estimation.

1 Introduction

Among the popular algorithms for face recognition, subspace methods [1, 2]are
generally based on dissimilarity, where the query image is put in the class for
which the dissimilarity is minimal. This is a classical approach of identification
and known as closed test identification where the test face always exists in the
gallery dataset. However, in a real life scenario the identification system may
face a situation where the query face image may not be present in the database,
i.e. often referred by the biometric researchers as the open test identification [3].
A way of achieving such a task is to put a threshold on the dissimilarity value
at the identification stage. On the basis of the decision threshold, a biometric
recognition system should be in a position to accept the query image as client
or reject it as imposter. The selection of proper threshold of a given class in a
dataset is an open question.
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As found in literature Mansfield [4]et. al proposed equal error rate (EER),the
point on ROC curve where FAR = FRR, to be selected as the operating thresh-
old. Martin [5] proposed the use of detection error trade-off (DET) curve which is
a non-linear transformation of ROC curve. In reality, the common practice is to
use the global threshold for a system rather than using user dependent versions
of ROC. In the current problem we are interested in finding the threshold values
using set estimation method for color face identification system. The set esti-
mation method in literature has been mainly used to find the pattern class and
its multi-valued boundary from its sample points in �2 and higher dimensional
spaces. Some investigations on estimation of α- shapes for point sets in �3 had
been proposed by Edelsbrunner [6]. Later Mandal et al. [7] developed and ex-
tended their method to �m and found it very useful in developing a multi-valued
recognition system. As one can get the shape or boundary of a given set then
that procedure of set estimation also generates the intuition for determination of
the class thresholds of the set. As a tool of set estimation, minimal spanning tree
(MST) is proposed to calculate threshold value. For the purpose of recognition,
we proposed two types of threshold values (i) global (ii) local (or user specific)
for each face classes. Here two types of decisions can be made by the system.
Local threshold of a class is used to conclude whether the given query image
belongs to the given class. Global threshold is a general threshold which can be
used to conclude whether the query image belongs to the given collection of face
classes. These two types of thresholds will satisfy a biometric system in both the
closed and open test identification cases.

In this paper we assume the frontal color views are available. Color information
is commonly used for detection of faces but its discriminating power is still in
question. Role of color in face verification needs to be explored since, generally,
it is considered to be a low level feature. This feature is surprisingly effective
in race classification. The common approach in most of the face recognition
systems is to convert the color images to monochromatic form using simple
transformations. There was also another approach where the RGB space has been
compared with the YUV and HSV color models by L. Torres [8] for PCA based
face recognition. Several studies have been made to evaluate color spaces. They
have concluded that RGB space should be suitable for any application on face
identification among the other color spaces. In this paper, we considered a few
linear combinations of R, G, and B for dimensionality reduction and consequently
for classification. To reduce the dimensionality, we need to extract features by
using any one of the sub space methods. Two types of feature extraction methods
of the images in the face database are explored. These are (i) principal component
analysis (PCA) [1,2, 3] (ii) kernel PCA [1,2, 3].

2 Mathematical Preliminaries for Threshold Selection

The system assumed to have n images corresponding to a particular expression of
a particular person P. If we represent an image of an expression of P by a vector
x0, then the set corresponding to the small variations in the same expression may
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be assumed to be a disc of radius ε > 0 around x0. The set corresponding to
an expression of the same person P may be taken as

⋃n
i=1 x ∈ �m : d(xi, x) ≤ ε

where x1,x2,xnare the n vectors corresponding to the given n images. The set
corresponding to the union of all possible expressions of a person may also be
taken as a connected set since for two different images of the same expression,
P must be able to provide the intermediary images of that expression (a path
connecting the two points is completely contained in the set.). The face class of a
person is nothing but the set of all possible expressions of that person. A general
formulation of the face class, probably, would have the radius value depending
on the center of the disc. The radius value is taken to be independent of the
the center of the disc.In the above formulation, as the number of face images of
the same person increases, we shall be obtaining more information regarding the
face class, and hence the radius value needs to be decreased. Thus the radius
value needs to be a function of the number of images.

Usually one may want to estimate a set on the basis of the given finitely
many points.Set estimation problem and its utility, methodology, conditions on
sets are well documented in the literature [6,9,10]. A formulation with only the
relevant part used for the class specific threshold selection is presented in this
regard. Let α ⊆ �m be the unknown path connected set in m dimensional space
and εn be a sequence of positive numbers such that {εn} →0 and nεmn → ∞ as
n→∞.

αn =
n⋃

i=1

{x ∈ �m : d(x,Xi) ≤ εn}

where d denotes the Euclidean distance. Then αn be a consistent estimate of α
and εn’s are chosen in different ways for different problem domain.

3 Threshold Incorporated Face Classification Using Set
Estimation Method

There are several ways in which we can make the estimated set connected. We
shall describe a generic way of making the estimated set connected, where only
finite union of disks is considered.

Method: (a) Find minimal spanning tree (MST) of S = {X1, X2, . . .Xn}
where the edge weight is taken to be the Euclidean distance between two points.

(b) Take εn as Maximum of the (n-1) edge weights of MST.
(c) Take the estimate αn as

αn =
⋃
x∈S

{y : d(x, y) ≤ εn}

Note that εn is the threshold for the set αn since no point outside the εn disks
is considered to be a member of the set. If we represent an image by a vector
x, then we are considering all possible such vectors corresponding to a human
being. Let us represent such a set by α . This set denotes the face class of that
human being. It can be noted that we don’t know α completely. Only a few
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points of α like the different expressions of a face are known to us. The proposed
set estimation method can be utilized in two ways in face identification problem
as described in the next subsection.

3.1 Local Threshold Based Recognition

We assume that we have M classes, each class denoting a human being. Each
class consists of N vectors of m dimensions. Here for each class we calculate MST
of the respective N vectors and find its maximal edge weight. Let us denote the
maximal edge weight of the MST of the ith class by ξi for any m dimensional
vector x in the following way. The total number of given vectors is MN. For each
class i, find the minimum distance of xwith all the N points in the class. Let the
minimal distance be ρi

(a) If there exists an i such that ρi < ξi then put x in the ith class.
(b) If there does not exist any i such thatρi < ξi then there the given image

does not fall in any one of the given face classes. If the given image does not fall
into any of the given face classes, it may still lie within the given face space. In
order to analyze this possibility, the global threshold is formulated.

3.2 Global Threshold Based Recognition

In this recognition system, the number of images is large. For determining the
global threshold, we have the following algorithm.

(a) Find MST of MN points and find half of its maximal edge weight. Let it
be ξ

(b) Find
ρ = Mini=1,2,...nρi (1)

(c) If ρ < ξ then the image is a face image and will form a new face class in the
face space. If ρ > ξ then the given vector x does not belong to the given face
space. Here the image is either a non face image or a face image not belonging
to the given face space. Note that ξi ≤ ξ, ∀i is true generally but not for any set
of MN points.

4 Experimental Design and Result Analysis on Color
Components

The proposed method of threshold based classification has been used for open
and closed test face identification and tested over the well known color AR face
database [11] and one object (i.e., non face) database namely, the COIL-100 [12].
For AR database we have taken the first 10 images from each of 68 classes and
the face portions are manually cropped to dimension 128X128. To form the
face space from the image space we have used two well known feature selection
methods (i) principal component analysis (PCA), (ii) Kernel PCA The selection
of color components on the color dataset have been done in several ways before
applying PCA and KPCA on the datasets.In the first procedure we applied the
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scheme proposed by L. Torres et al. [8] the PCA projection was computed on
color components separately and the global distance is measured between test
and training images. As procedures 2, 3, and 4, we have used the R, G and B
color channels are separately used. In procedure 5, PCA and kpca are applied on
(R+G+B)/3, where as in procedure 6, it is applied on (3R+4G+3B)/10. These
procedures are denoted by P1, P2,, P6 in the table. The number of color features
is 340 for each of R, G, B, and thus the total number of components in feature
vector is 340x3. For each of the other procedures, the number of features is 340.

4.1 Open and Closed Test Identification in Color Space

After formation of the face space,the proposed MST based method (discussed in
section 3.1) of class specific threshold selection is applied on the each training
class of color face points for each procedure. The number of training images for
each class of the AR dataset is taken to be 5 chosen randomly. Remaining images
for each class are considered for test set. Nearest neighbor (NN) classifier is used
to get the non threshold based identification rate.It is observed from Table 1
that for each color components proposed method performs better than the non
threshold based systems.

For Open test identification AR used as gallery face points and COIL-100
non face dataset containing 7200 color images of 100 non face objects of size
128X128 are used as probe set. The global threshold formulated in section 3.2
is applied in this case.It is apparent from table 1 that no object image in the
COIL-100 dataset is classified to none of the face classes of the training set.
Both the results satisfy the theoretical aspects of the proposed local and global
threshold selection method.

Table 1. Open and close test identification

Procedure closed test identification open test identification
number

NN classifier local non face points inside outside global
thresholds global threshold threshold

P1 96.5(PCA) 98.75 1 99
91(KPCA) 93.5 0 100

P2 96(PCA) 96.75 0 100
94(KPCA) 94.5 0 100

P3 96.5(PCA) 98 0 100
97(KPCA) 98 0 100

P4 92(PCA) 94 0 100
92(KPCA) 93 0 100

P5 95(PCA) 97 0 100
92(KPCA) 92 0 100

P6 96(PCA) 98 0 100
91(KPCA) 94 0 100
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5 Conclusions

A method is proposed for threshold selection for subspace based face identifi-
cation scheme. The method has been applied on the color components of RGB
space of the AR databases and it is found to give better results than those meth-
ods without threshold. We have also tested the utility of the method, where the
training and the test datasets are face and non face datasets using global thresh-
old. One has to take care of several inherent issues regarding the subspace based
methods. In all our experiments on the face datasets, we have considered only
five points for each class in the training set. We have probably taken the lowest
possible such value for the number of training points of each class. It is expected
that the results can improve if the size of the training set is larger.
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Abstract. This paper studies the technique of human action recogni-
tion using spatio-temporal features. We concentrate on the motion and
the shape patterns produced by different actions for action recognition.
The motion patterns generated by the actions are captured by the optical
flows. The Shape information is obtained by Viola-Jones features. Spatial
features comprises of motion and shape information from a single frame.
Spatio-temporal descriptor patterns are formed to improve the accuracy
over spatial features. Adaboost learns and classifies the descriptor pat-
terns. We report the accuracy of our system on a standard Weizmann
dataset.

1 Introduction

Human action recognition is becoming increasingly important for automation of
video analysis. With the growing need of surveillance related applications the
research in the field of action recognition has been fueled in past few years. A de-
tailed survey of action recognition techniques has been presented by Gavrila [1].
The researchers have used space-time features to identify the specific action [2,3].
Computer vision scientists have tried motion based techniques [4,5,6] as any ac-
tion is associated with some motion. Niu et. al. [4] have used both motion and
eigen shape features to carry out view invariant activity recognition. Bag of
words [5] is recently has been used for the task of action recognition.

We make use of both shape and motion patterns as well as space-time pattern
features. Adaboost learns and detects the patterns of different actions. Patterns
are spatio-temporal features made up of motion and shape information. The
paper is organized as follows: Section 2 explains about target localization. In
sections 3 and 4, we discuss the motion and shape descriptors respectively fol-
lowed by discussion on spatio-temporal features in section 5. The learning process
is explained in section 6 and we present our results and conclusions in section 7.

2 Target Localization

Target localization helps reducing the search space. Background subtraction is
used to generate a silhouette of the target as shown in Figure 1(b). We assume

S. Chaudhury et al. (Eds.): PReMI 2009, LNCS 5909, pp. 357–362, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



358 N. Sawant and K.K. Biswas

(a) (b) (c)
Fig. 1. Target localization. (a) shows a video frame, (b) is the extracted silhouette
where the background is stable, (c) is the original frame (a) with ROI marked with
the help of silhouette in (b).

that the action is being performed in front of a stable background. With the
help of silhouette information the region of Interest (ROI ) can be determined as
shown in Figure 1(c). Once the ROI is marked we can concentrate only on the
area inside ROI.

3 Motion Descriptor

It has been shown that different activities produce different motion patterns.
We make use of Lucas - Kanade method [7] to generate the optical flows in the
ROI to capture the motion patterns. The advantage of this method is that it
comparatively yields robust and dense optical flow fields.

Organizing optical flows using averaging. After computation of optical
flow our job is to arrange it in some fashion so that a descriptor can be formed.

(a)

(b)

(c)

Fig. 2. (a) shows a grid overlaid over the ROI, (b) Simple averaging: Oeij formed by
averaging of all the vectors within the box bij i.e O1 and O2, (c) Weighted average: O2

has more influence on Oeij compare to O1
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A fixed size grid is overlaid over the ROI as shown in Figure 2(a). This grid
divides the silhouette into boxes {bij , ....} with centres at {cij , ....} respectively.
An intuitive way is to average out the optical flow from each box to form the
effective optical flow Oeij which is formulated in Eq 1.

Oeij =

m′∑
k=1

Ok

m′∑
k=1

1

where (xi ≤ xOk
< xi+1) & (yj ≤ yOk

< yj+1) ∀k (1)

Here m′ is the set of optical flows within the box bij . Oeij is the effective optical
flow for box bij . xOk

and yOk
are the x and y co-ordinates of the kth optical flow

Ok respectively. In Figure 2(b), Oeij has equal contribution from all the optical
flows present within the box.

A possible drawback in the simple averaging method is that all the optical
flows have same weight irrespective of their distance from the centre of the box.
Thus the net optical flow may be swayed by an optical flow in different direction
sitting at the boundary of the box. Thus we present a new weighted method to
compute the net optical flow for each box.

Organizing optical flows using weighted average. As shown in the Fig-
ure 2(c) we sum up the contribution of various optical flow vectors at cij the
centre of each grid cell. We assume that only the flow vectors lying within dis-
tance Dmax from the grid center would be allowed to influence the computation
of the effective optical flow. The contribution of each flow is weighted inversely
by the distance from the center. The net flow is computed by the following
Eq 2.

Oeij =

m′′∑
k=1

((Dmax − dk)Ok)

m′′∑
k=1

(Dmax − dk)

where Dmax ≥ dk ∀k

and dk =
√

(xOk
− xcij )2 + (yOk

− ycij)2

(2)

Here m′′ is the set of optical flows within range of Dmax from the centre cij . xcij

and ycij is nothing but the x and y co-ordinates of the centre cij of the box bij
respectively.

Figure 3(c) shows optical flow after applying weighted average on each box
bij of the overlaid grid. In order to form the descriptor the effective optical flow
Oeij is split into Oexij and Oeyij in the respective direction. For a grid size of
(MxN), we have 2MN values representing the motion descriptor.
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(a) (b) (c)
Fig. 3. Organized optical flows. (a) original frame, (b) unorganized optical flows, (c)
organized optical flows.

4 Shape Descriptor

The shape of a silhouette is also a characteristic of the action being performed.
Shape information is helpful when motion information is noisy or not sufficient.
Niu et. al. [4] used shape information by adding the value of each and every pixel
to the descriptor, but this requires resizing the silhouette.

Differential shape information. We propose use of rectangular features in-
troduced by Viola-Jones [8] for face detection. These features are simple and
have already proven their usefulness. Figure 4(b)(c) show two − rectangle and
four − rectangle features used by us. Rectangular features are applied at box
level and not at pixel as done by Viola-Jones. We overlaid the grid over the ROI
as shown in Figure 4(a). Each box is assigned the percentage of foreground pixels
within.

(a)

(b)

(c)
Fig. 4. Shape Information. (a) silhouette with the grid overlaied within the ROI, (b)
two − rectangle features, (c) four − rectangle features.

5 Spatio-temporal Descriptors

The motion and the shape descriptor described in previous two sections can
be obtained from each individual frame of the video sequence. In order to im-
prove the accuracy of action recognition we make use of spatio-temporal features.
Spatio-temporal features not only carry information about current frame but also
about neighboring frames. We fix the number of frames for all the videos under
consideration, and call it TLEN . To reduce the computational overhead in con-
sidering all the frames, we select the frames with a fixed offset called TSPAN ,
for example if we choose TSPAN as 3, we pick up every third frame from the
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video clip and stack all these together to extract the spatio-temporal features.
TSPAN helps in reducing the descriptor length without much change in the
accuracy.

6 Learning with Adaboost

We use standard Adaboost learning algorithm [9]. Adaboost is the state of art
boosting algorithm. Linear decision stumps are used as the weak hypothesis.
We train our system for patterns of all the chosen actions. Once trained the
System can recognize the patterns produced by different actions. Our training
and testing data is mutually exclusive. Also we have used different subjects for
training and testing sequences.

7 Results and Conclusion

We conducted our initial experiments on a small dataset built by us, infront of
stable background. The dataset has 7 actions performed by 5 to 8 actors. Our
dataset contains around 10 videos of each action. Figure 5(a) shows the snapshot
of our dataset, various actions covered are walking, running, waving1, waving2,
bending, sit-down, stand-up (left to right, top to bottom). We also tested our
method for standard Weizmann dataset [3] . Snapshot of the Weizmann dataset
is shown in Figure 5(b), various actions covered are bend, jack, jump, pjump,
run, side, skip, walk, wave1, wave2 (left to right, top to bottom), each action has
9 videos performed by 9 separate actors. The fixed grid of 4 x 8 is overlaid on
the ROI. For spatio temporal features, we experimented with TLEN as 5 and
TSPAN as 5. Figure 6(a) shows the confusion matrix for our dataset. As we see
there is 0% error rate for walking, running, waving2, sit-down. Overall error rate
of recognition is 4:28%. For standard Weizmann dataset, results are shown in
Figure 6(b). There is slight error in run and wave1 actions, rest all the actions
are performed with 0% error. Our error is rate 2:17% which is better than 16:3%
reported recently by T. Goodhart [5].

(a) (b)
Fig. 5. Dataset used. (a) Our own dataset consisting of 7 actions, (b) standard Weiz-
mann Dataset containing 10 actions.
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(a) (b)
Fig. 6. Confusion matrix. (a) Results on our dataset, (b) Results on standard Weiz-
mann Dataset.

Conclusion. We propose a method for action recognition technique which uses
motion and shape features. Spatio-temporal patterns generated by different ac-
tions clearly highlight the differences between them. Results of our technique
are better than some of the recently reported results [5]. We have successfully
shown that spatio-temporal features consisting of motion and shape patterns
can be used for action recognition with stable background.
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Abstract. In this paper hybrid multispectral image fusion method us-
ing contourlet transform is proposed which provides novel tradeoff solu-
tion to preserve both spectral and spatial information simultaneously in
resultant fused image. Standard Pan-sharpening methods do not allow
control of the spatial and spectral quality of the fused image. The color
distortion is also most significant problem in standard pan-sharpening
methods. Proposed method is applied on number of priori geometrically
registered Panchromatic and Multispectral images and simulation re-
sults are compared with standard image fusion parameters. The pro-
posed method simulation results also compared six different standard
and recently proposed Pan sharpening methods. It has been observed
that simulation results of our proposed algorithm is consistent and pre-
serves more detailed spatial and spectral information and better visual
quality compared to earlier reported methods.

1 Introduction

In recent years image fusion algorithms are used as effective tools in medical,
remote sensing, industrial automation, surveillance, and defense applications.
According to Piella [1], fusion process is nothing but a combination of salient
information in order to synthesize an image with more information than individ-
ual image and synthesized image is more suitable for visual perception. In this
paper, we focus on multispectral image fusion application which is an important
research area in the field of remote sensing. The synthesis of multispectral (MS)
images to the higher spatial resolution of the Panchromatic (Pan) image is called
as Pan sharpening method. Various pan sharpening methods have been reported
earlier [1][2][3][4][5]; the comprehensive review of most published image fusion
techniques described by Pohl and Van Genderen [2]. The natural images con-
tain many intrinsic geometrical structures. In such images, if we apply wavelet
transform in 2D than it isolates edges in the images with discontinuities at edge
points and smoothness of the boundaries of object will loss. To overcome these
limitations, in this paper a novel hybrid multispectral image fusion algorithm
based on contourlet transform is proposed. The proposed method is combination
of new modified IHS method and Contourlet transform.
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2 Proposed Method

The proposed method is a novel framework which provides novel tradeoff solu-
tion to get better spectral and spatial quality Pan sharpened image. The block
diagram of proposed method is shown in Fig. 1(a) & (b). Both MS and Pan im-
age are considered as input source image. The IHS color space is used to apply
proposed algorithm because of it has less computational complexity and more
practical applications. In the proposed method, to increase spectral component
while preserving spatial details both input intensity images are considered as
source images. The block diagram to generate modified intensity image I new
is shown in Fig. 1. In the block diagram Histogram Equalization (HE), aver-
age (avg) and match measure operations are performed. The block diagram of
proposed method is shown in Fig. 2. In proposed method both pixel based and
region based hybrid image fusion rule is used so this method is called as hybrid
method in this paper. It is applied to preserve more details in final Pan sharped
image and also it carries advantages of both types of fusion methods. The Pan-
sharped image can be generated by following steps as described below.

Step 1. The contourlet transform (CT) [11] applied to the I new and Im images
which decomposes approximation and detail components from each source im-
ages which are represented as IACT,j and IDCT,j respectively. Where j represents
decomposion level of CT.

Step 2. Hybrid fusion rule is divided into three categories; pixel based, block
processing based and region based. The hybrid fusion rule is applied on CT based
decomposed detail image InDCT,j and ImDCT,j of both source image I new and
Im respectively. The four fusion rules are designed based on four important fea-
tures parameters contrast, energy, standard deviation and average gradient as
explained in [15]. Among these four fusion rules one fusion rule is pixel and re-
gion based each and other two fusion rules are block processing based. All the
four fusion rules are applied on InDCT,j and ImDCT,j .

The fusion rule 2 and 3 are energy and standard deviation feature extraction
parameter based respectively. One region based image fusion rule 4 with average

Fig. 1. Block Diagram of Proposed Modified IHS method
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Fig. 2. Block Diagram of Proposed method

gradient parameter is applied. All four fusion rules are described in (1)(2)(3)(4).
Fusion rule 1 is pixel based fusion rule based on contrast parameter. The contrast
gives information about differences of objects in the image and in this contrast
max fusion rule high directive contrast coefficients are preserved in final fused
image. First fusion rule is based on contrast parameter first which is defined as

Id
FC,j =

{
Id
DCT,j if Cd

n,j ≥ Cd
m,j

Id
DCT,j if Cd

n,j,k<C
d
m,j

(1)

The fusion rule 2 is block processing based energy max rule for window size (M
x N). It can also call as directive energy fusion rules. The block of pixels whose
directive energy is maximum are saved to be the pixels of the fused image.

Id
FE,j =

{
Id
nDCT,j if Ed

n,j ≥ Ed
m,j

Id
mDCT,j if Ed

n,j<E
d
m,j

(2)

The directive SD based image fusion rule 3 is defined as

Id
FS,j =

{
Id
nDCT,j if Sd

n,j ≥ Sd
m,j

Id
mDCT,j if Sd

n,j<S
d
m,j

(3)

The fusion rule 4 is region based image fusion rule based on average gradient
which is used to compare spatial resolution or clarity of information from the im-
ages or regions. The average mean gradient is computed as described in equation
(5). The fusion rule 4 is defined as
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Id
g,i,j =

{
Rni if Gd

n,i,j ≥ Gd
m,i,j

Rmi if Gd
n,i,j<G

d
m,i,j

(4)

Here i is a number of regions and it varies from 1 to n. where i = 1, 2, ..., n. Nor-
malized cut set segmentation algorithm is applied on I new. Segmented regions
extracted from image I new and Im are represented as Rni and Rmi respectively
which is extracted using segmentation results of I new. After applying fusion
rule 4 to all n regions; merge all the regions to generate resultant fused image
Id
g,i,j .

Step 3. Repeat first two steps for all the CT decomposed detail images.

Step 4. Four detail images produced after applying four fusion rules and for all
the four type of detail image; Id

nACT,j is considered as common approximation
image to apply inverse CT as shown in Fig. 2(a).

Step 5. After applying inverse CT resultant four fused images are averaged to
produce final fused intensity image called as Id

F,j .

Step 6. Finally, the H and S components of MS image is combined with the
Id
F,j intensity image to obtain the final fused RGB image.

All four important activity level measurement feature parameters are con-
sidered to compare the details from both source images. Hybrid fusion rule is
proposed in the paper to take an advantage of both pixel based and region based
image fusion rules. The next section describes evaluation criteria to compare re-
sults of different Pan sharpening methods in brief.

3 Simulation Results and Assessment

The test dataset images are downloaded from [9]. The IKONOS-2 images cov-
ering an area of the city of Sherbrooke, QC, Canada, also considered as input
source images as shown in Fig. 3 (a) and (b) are Pan and MS images respec-
tively [4]. The proposed algorithm has been implemented using Matlab 7. The
raw multispectral image taken from the site has been resampled to the same
size of the panchromatic image in order to perform registration. Our experiment
results show that CT decomposition level 3 provides better visual quality.

Nine segmentation regions are considered to apply region based image fusion
rule 4. This value is considered after analyzing different results of different seg-
mentation levels. The most widely used three standard Pan sharpening methods
IHS method [2], Brovey Method [7], PCA based method [12] in remote sensing
area described in [2] and two recently proposed multiresolution based wavelet
transform (WT) [8] and CT based [9] substitution methods are used to compare
proposed method.

Average value of each quality assessment parameters of all three band R,G
and B of source images are depicted in Table 1. for six comparison methods. All
the spectral based fusion parameters are better for proposed method. Spatial
quality parameters are better for PCA based method. The average correlation



A Novel Hybrid Pansharpening Method Using Contourlet Transform 367

Fig. 3. Fusion Results of IKONOS2 image (a) 1m Panchromatic image (b) 4m Mul-
tispectral image(c) IHS Method (d) Modified IHS Method (e) PCA method (f) WT
method (g) CT Method (h) Brovey Transform Method (i) Proposed Method

Table 1. Image Fusion Quality Assessment Parameters for Comp Images

Comp Spectral Spatial Common
SNR CC DE SAM SNR CC DE Avg.CC AG SD RCE MCE

I.H.S. [2] 52.807 0.297 40.196 0.547 56.668 0.926 33.204 0.611 56.374 45.783 0.137 0.102
MI-I.H.S.[7] 52.693 0.353 45.012 0.475 60.932 0.973 11.183 0.663 53.403 43.129 0.128 0.101
PCA [12] 53.716 0.358 48.907 0.460 65.319 0.990 5.359 0.674 61.143 42.999 0.189 0.175

Sub. WT [8] 56.735 0.889 15.355 0.218 54.911 0.519 45.026 0.704 59.357 47.545 0.200 0.197
CT [9] 57.624 0.928 11.986 0.177 54.710 0.452 47.037 0.690 52.335 47.890 0.219 0.202

Brovey [2] 53.151 0.447 41.343 0.434 60.876 0.964 9.695 0.705 50.289 39.822 0.147 0.113
Proposed 56.028 0.836 19.629 0.001 55.589 0.693 40.167 0.765 51.295 44.584 0.237 0.195

coefficient and average SNR are significantly better for proposed method which
shows that proposed method preserves both spatial and spectral parameters
better than other reported methods. Proposed method provides novel tradeoff
solution. Multiresolution based WT and CT based methods have less color dis-
tortion but spatial resolution is affected. The color distortion also very less in
proposed method while color distortion is highest in IHS and PCA based method.
Resultant Pan sharped image of all seven method are shown in Fig. 3 (c) to (i).

4 Conclusion

There are number of applications in remote sensing that require images with
both spatial resolution with less color distortion. The fusion of multispectral
and panchromatic images provides a solution by combining the clear geometric
features of the panchromatic image and color information of the multispectral
image. The proposed algorithm is novel method which uses contourlet transform
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and hybrid fusion rule framework. Due to this framework, the visual quality
and fusion quality assessment parameters of resultant image are significantly
better than earlier reported method. The SNR and average CC are remarkably
higher than other compared standard and recent methods. The algorithm can
be extended by applying artificial intelligent method for more robust fusion. The
computational time is only limitation of the algorithm.

References

[1] Piella, G.: A general framework for multiresolution image fusion: from pixels to
regions. Journal of Information Fusion 4(4), 259–280 (2003)

[2] Pohl, C., Van Genderen, J.: Multisensor image fusion in remote sensing: concepts,
methods, and applications. International Journal of Remote Sensing 19(5), 823–
854 (1998)

[3] Schowengerdt, R.A.: Remote Sensing: Models and Methods for Image Processing,
2nd edn. Academic, Orlando (1997)

[4] Wang, Z., Ziou, D., Armenakis, C., Li, D., Li, Q.Q.: A Comparative Analysis
of Image Fusion Methods. IEEE Trans. Geosci. Remote Sens. 43(6), 1391–1402
(2005)

[5] Zhang, Y.: Understanding Image Fusion. PCI Geomatics 24 (2008)
[6] Zhou, J., Civco, D.L., Silander, J.A.: A wavelet transform method to merge Land-

sat TM and SPOT panchromatic data. International Journal of Remote Sens-
ing 19(4), 743–757 (1998)

[7] Tu, T., Su, S., Shyn, H., Huang, P.: A new look at IHS like image fusion methods.
Information Fusion 2, 177–186 (2001)

[8] Lez-Audi, G., Cana, M., Saleta, J.L., Catala, N.R.G., Garcia, R.: Fusion of multi-
spectral and panchromatic images using improved IHS and PCA mergers based on
wavelet decomposition. IEEE Transactions on Geoscience and Remote Sensing 42,
1291–1299 (2004)

[9] Aboubaker, M., Jaily, A.L.E., Ibrahim, A., El Rube Mohab, A., Mangoud: Fusion
of Remote Sensing Images Using Contourlet Transform. In: Proceeding Innova-
tions and Advanced Techniques in Systems, Computing Sciences and Software
Engineering, pp. 213–218. Springer, Heidelberg (2008)

[10] Behnia, P.: Comparison Between Four Methods for Data Fusion of ETM+ Mul-
tispectral and Pan Images. Journal of Geo-spatial Information 8(2) (2005)

[11] Miao, Q., Wang, B.: A novel image fusion method using contourlet transform. In:
International Conference on Communications, Circuits and Systems Proceedings,
vol. 1, pp. 548–552 (2006)

[12] Tania, S.: Image Fusion: Algorithms and Applications, 1st edn. Elsevier, Amster-
dam (2008)

[13] Gonzales, R., Richard, W.: Digital Image Processing, 2nd edn. Pearson Education
(2006)

[14] Shutao, L., Bin, Y.: Multifocus image fusion using region segmentation and spatial
frequency. Image and Vision Computing 26, 971–979 (2008)

[15] Zaveri, T., Zaveri, M., Makwana, I.: A Novel Hybrid Multispectral Image Fusion
Method using Contourlet Transform. In: IEEE International conference TENCON
2009, Singapore, November 23-26 (2009)

[16] http://studio.gge.unb.ca/UNB/zoomview/examples.html

http://studio.gge.unb.ca/UNB/zoomview/examples.html


 

S. Chaudhury et al. (Eds.): PReMI 2009, LNCS 5909, pp. 369–374, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Text Line Segmentation for Unconstrained Handwritten 
Document Images Using Neighborhood Connected 

Component Analysis 

Abhishek Khandelwal1, Pritha Choudhury1, Ram Sarkar2, Subhadip Basu2, 
Mita Nasipuri2, and Nibaran Das2 

1 CSE Department, Sikkim Manipal Institute of Technology, Sikkim, India 
2 CSE Department, Jadavpur University, Kolkata, India 

Abstract. Text line extraction is the first and one of the most critical steps in 
optical character recognition (OCR) of unconstrained handwritten documents. 
The present work reports a new methodology based on comparison of 
neighborhood connected components to determine whether they belong to the 
same text line. Components which are very small or very large compared to the 
average component height are ignored in the preprocessing step. During post-
processing, such components are reconsidered and allocated to the lines to 
which they most suitably belong. The performance of the developed technique 
is evaluated on the benchmark training dataset for the ICDAR 2009 handwriting 
segmentation contest. The dataset consists of English, French, German and 
Greek handwritten texts. The overall text line identification accuracy on the 
mentioned dataset is observed to be around 93.35%. 

Keywords: Text line identification, handwritten script, neighborhood con-
nected component analysis. 

1   Introduction 

Identification of text lines is the first and most important step in the process of opti-
cal character recognition (OCR) of handwritten document images. If line identifica-
tion is not accurate, (for example, if two or more lines are merged) then none of the 
words and consequently none of the characters in the constituent lines can be identi-
fied correctly. The same problem occurs if a line is erroneously split into two or 
more parts. Such scenarios are unacceptable for large-scale recognition of handwrit-
ten documents. 

Previous techniques using Hough transform consider a set of points of initial image 
as input while the lines that fit best to these points are calculated. These methods vary 
in the set of points considered for voting procedure, viz. gravity centers [1] or minima 
points [2] of the connected components. A recent block based Hough Transform 
method [3] takes into account gravity centers of parts of CCs. 

Smearing methods include the Fuzzy RLSA [4], in which the value of each pixel is 
the sum of all pixels in the original image within a specified horizontal distance. 
Adaptive RLSA [5] evolves from Classical RLSA [6] and uses additional smoothing 



370 A. Khandelwal et al. 

 

constraints in regard to the geometrical properties of neighboring CCs. Another  
technique that uses morphological operations and RLSA to segment text lines from 
unconstrained handwritten document images is described in [7]. 

An MST based clustering technique [8] with distance metric learning has been 
suggested for text line identification in Chinese handwritten documents. A technique 
described in [9] makes use of Mumford-Shah (MS) model; line segmentation in this 
technique is achieved by minimization of MS energy. A technique described in [10] 
uses density estimation and level set methods for text line extraction. A novel tech-
nique using hypothetical water flows at specific angles from both sides of the docu-
ment image for text line extraction is described in [11]. 

In this paper, we present an effective alternative technique for identifying text lines 
in handwritten documents. As a first step, we have implemented an eight-way con-
nected-component-labeling (CCL) algorithm to identify the most basic elements in 
the text document as unique objects. During preprocessing, we ignore components 
identified as noise. Some very large components might be formed as a result of over-
lap of two or more elements belonging to adjacent lines. Such components are split. 
Thus, a final set of components is derived for text line identification. Post-processing 
steps include reconsidering the components previously ignored as noise. Some of 
these might have been actually been small handwritten parts of text and such compo-
nents are allocated to suitable lines. 

2   The Present Work 

The scanned handwritten document image is first binarized, with each foreground 
data pixel is represented by label ‘1’ and each background pixel is represented by 
label ‘0’. All the following steps are then implemented on these binarized data file. 

2.1   Preprocessing of Scanned Document Images 

Preprocessing of the text document in order to phase out noise and outlier data is very 
important for identification of text lines correctly. During scanning of handwritten 
documents, many small dot-like noisy elements may appear on the scanned image. It 
has been observed that these elements are usually of a size much smaller than the 
smallest components in the handwritten documents. So, two threshold values, T1 
subjective to the height of the document image, and T2 subjective to the width of the 
document image have been set. A component with a height less than T1 and width less 
than T2 is ignored, while creating the set of uniquely labeled components to be con-
sidered for text line identification. In this process, some very small components be-
longing to the actual handwritten text might also get ignored erroneously, but they 
shall be reconsidered and merged into suitable text lines during refinement of the 
identified text lines at a later stage of the algorithm. 

Another type of noise that may appear on the document image while scanning, is 
long lines at the edges of the documents. These lines shall interfere in the implemen-
tation of the current work severely, and hence must be removed while preprocessing  
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the document image. Components having a height greater than 1/4th the page height or 
width greater than 1/3rd the page width are identified as such noise elements and are 
ignored for subsequent processing. 

2.2   Analysis of Identified Components 

An eight-way Connected Component Labeling (CCL) algorithm is implemented to 
uniquely label and build the set of components to be considered for text line identifi-
cation. For analysis of identified components, first the average component height 
HCavg and average component width WCavg is computed as follows: 

Let N be the total number of components, then the component height takes values 
from the finite data set x1, x2, …, xN. Let the arithmetic mean of the heights of the 
components be µ. Then, 

 

Only components with height ranging from µ-σ to µ+σ are considered for calculating 
the final average component height HCavg, which is the arithmetic mean of all such 
values. The average component width WCavg is computed in a similar fashion. 

It has been observed in some cases of handwritten text that a character belonging to 
a particular line may touch another character belonging to an upper or lower line. 
These two characters are identified as a single component by CCL algorithm, and 
have a height much larger than the average height HCavg which is computed using the 
above mentioned method. Hence it becomes necessary that this component be split 
into its constituent characters so that two or more lines are not merged in the step of 
line identification. In the present work, components having a height greater than 
δ*HCavg have been split horizontally into two equal halves; where δ is a heuristically 
chosen tuning parameter. Here it has been assumed that not more than two consecu-
tive text lines touch each other. Thus a final set {S} of components is constructed for 
formation of lines from the scanned document image. 

2.3   Neighborhood Formation and Text Line Identification 

For each component Ci, a general neighborhood NCi is defined, and a component 
under consideration looks for candidate components in its neighborhood to deter-
mine whether any such component belongs to the same line as the current compo-
nent. The neighborhood NCi is defined with respect to the average component width 
WCavg and average component height HCavg computed previously. It is a rectangular 
area of width α*WCavg and height β*HCavg with the dimensional center of the com-
ponent Ci as the centre of the rectangle; where α and β are experimentally chosen 
tuning parameters. 

Each component Ci within the set {S} is considered in sequence. Let {CiN} be the 
set of components in the neighborhood NCi of Ci. The component Ci looks for 
neighborhood components which satisfy at least one of the following conditions: 
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i) Ci spans at least a fraction η1 of the height of Cij; j є N, height wise or vice versa. 
ii) The height-wise midpoints of Ci and Cij; j єN, have a vertical distance less than 

a threshold η2 of the height of Ci or Cij. 
Here η1 and η2 are experimentally chosen tuning parameters. A component Cij, found 
to satisfy either or both of these conditions, is allocated to the line to which Ci be-
longs. The bounds of the line to which Ci belongs, are initialized with the correspond-
ing bounds of Ci and the area of the line keeps increasing as more components are 
allocated to the same line. A component Cij, which has already been allocated to a 
line, shall not be considered for future comparisons with any other component for 
identification of text lines. 

While forming the set {S} of components for text line identification we have ig-
nored some small components which were considered to be noisy data. Such compo-
nents may be ascendants/descendants or very small characters belonging to text lines 
thus identified. We thus consider all such components one by one and try to allocate 
them to the lines to which they most suitably belong. 

For a particular text line, we consider all such components which lie partially or 
completely within its bounding box. We then label these components with the same 
label as that of the text line. This step fairly allocates small components into the text 
lines of which they should be a part. 

3   Experimental Results 

We have adopted a means of performance evaluation which has already been used in 
ICDAR 2003, 2005 and 2007 page segmentation contests, and ICDAR 2007 and 2009 
handwriting segmentation contests [3, 5].  

In this method, the segmentation result is compared to an already annotated ground 
truth. It is based on counting the number of matches between the generated segmenta-
tion results and the existing ground truth. The performance of our present work was 
evaluated on the training set of handwritten documents used in ICDAR handwriting 
segmentation contest 2009. The test set consisted of 100 pages of handwritten texts in 
English, French, German, and Greek. These documents were either historical docu-
ments or modern texts written by different individuals, not containing any images, 
logos, etc. The text in most historical documents was highly fragmented. Most of 
these handwritten documents had skewed/curvy text lines. For all these document 
images, we had the ground truth data files for comparison with our segmentation 
results. The documents were scanned at 300dpi and had a typical resolution of 
2500x2000 pixels. 

The experimental values for the tuning parameters, mentioned in our technique, 
were set to: δ = 2.7, α = 7, β = 5, η1 = 0.6, η2 = 0.6. It is worth noting that our pro-
posed method gives a Detection Rate (DR) of 94.0%, Recognition Accuracy (RA) of 
92.7%, and hence F-Measure (FM) of 93.35% which outperforms most of the ortho-
dox approaches for text line identification in handwritten documents. 

Figs. 1-2 show results of the developed technique on sample test pages, along with 
the ground truth data. The bounding boxes of the text lines have been highlighted for 
ease of identification of the same. 
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(a) Ground truth data   (b) Generated output 

Fig. 1. Identification results of the developed technique on a page with very close text lines 

 
(a) Ground truth data   (b) Generated output 

Fig. 2. Identification results of the developed technique on a page with skew and extraneous 
ascendants/descendants 

4   Conclusion 

In this paper, we have developed an effective technique for identification of text lines 
in handwritten documents. The method uses a novel approach of height-specific di-
mensional comparison of neighborhood components to classify them into text lines. A 
post-processing step based on a Euclidean distance metric efficiently classifies small 
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components into text lines to which they most suitably belong. Although the perform-
ance of the developed methodology was evaluated on English, French, Greek and 
German, it can also be applied to various other scripts. 

Future work may involve segmentation of text lines into constituent words. It also 
concerns improvement of the technique used for splitting components into constituent 
words/characters belonging to different lines. Inclusion of a skew-correction step just 
before the actual identification of text lines would improve the performance of the key 
modules by a significant amount. Small components ignored during preprocessing can 
be allocated to suitable lines using an improved technique. In a nutshell, the work 
presented here outlines the technicalities of an effective method for identification of 
text lines from unconstrained handwritten document pages. 
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Abstract. We present a model-guided segmentation and document lay-
out extraction scheme based on hierarchical Conditional Random Fields
(CRFs, hereafter). Common methods to classify a pixel of a document
image into classes - text, background and image - are often noisy, and
error-prone, often requiring post-processing through heuristic methods.
The input to the system is a pixel-wise classification based on the output
of a Fisher classifier based on the output of a set of Globally Matched
Wavelet (GMW) Filters. The system extracts features which encode con-
textual information and spatial configurations of a given document im-
age, and learns relations between these layout entities using hierarchical
CRFs. The hierarchical CRF enables learning at various levels - 1. local
features for text, background and image areas; 2. contextual features for
further classifying region blocks - title, author block, heading, paragraph,
etc.; and 3. probabilistic layout model for encoding global relations be-
tween the above blocks for a particular class of documents. Although the
work has been motivated for an automated layout analyser and machine
translator for technical papers, it can also be used for other applications
such as search, indexing and information retrieval.

1 Introduction

Automatic segmentation and layout analysis of documents can be used for in-
terpretation and machine translation of technical documents, search and infor-
mation retrieval, in general. Common approaches have often been heuristic in
nature, for instance [1]. A learning-based approach is more general than us-
ing assumptions about document layouts. Further, this can make it tunable for
a particular class of documents. An earlier work [2] presents a learning-based
scheme for extraction of text, image and background pixels using a learning-
based approach - globally matched wavelets (GMWs, hereafter), and a Markov
Random Field (MRF, hereafter) model for smoothing the results. This works at
a pixel level, and does not consider the problem of layout analysis. Knowledge of
the layout itself can remove page segmentation errors. Shafait et al. [3] present
a statistical learning-based mechanism for layout analysis. They overcome the
exponential computational cost of optimal geometric parsing of methods relying
on probabilistic grammars [4], [5], [6]. They model a page as a mixture of layout
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structures, and use a probabilistic matching algorithm for find the most probable
layout. Our work here uses a much more general structure - conditional random
fields (CRFs, hereafter), which avoid the limitations of generative models such
as MRFs [7]. MRF-based layout modelling [8] and generative zone models [9]
typically need large amounts of labelled training data [10].

Xuming He et al. [7] propose the use of multi-scale CRFs for image labelling.
CRFs have been used for document segmentation and labelling e.g., Shetty et
al. [11]. The authors use a CRF with simple features such as height of a patch,
component width, density, etc. In contrast, our work uses a unified CRF learning-
based approach to document layout segmentation at three different levels:

1. A CRF framework for filtering a Fisher classifier output on GMW filters
applied on document images.

2. Contextual features for classifying text blocks, and
3. A CRF-based probabilistic method for encoding global relations between the

above blocks, for different document classes.

Fig. 1(a) gives a graphical overview of the ideas in this paper. To the best of
our knowledge, no other work encompasses a general learning-based procedure
at all levels of a segmentation and layout understanding task. Sec. 2 gives an
overview of the GMW-based pixel-wise classification of the image. In the next
section, we enumerate the first level of application of CRFs - to the output of
the Fisher classifier of Sec. 2, for smoothing/rectification. Secs. 3 and 4 work
on the idea of CRFs for regional and global features. We then show represen-
tative results of extensive experimentation, and list some of our planned future
extensions.

(a) (b)

Fig. 1. (a) An overview of our multi-level CRF learning-based document segmentation
and layout analysis method, and (b) GMW-based pixel-level Fisher classification of a
document page, and its CRF-filtered output: Sec. 2.1

2 Pixel Classification Using Globally Matched Wavelets

We use the outputs of globally matched wavelet (GMW) filters which learn pa-
rameters to classify a pixel as being from a text, background or image region - at
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different scales (See our earlier work [2] for details.) The GMW filter responses
are features, which we pass through three Fisher classifier, optimised for a two-
class problem (Text-Image, Image-Background, and Text-Background classifica-
tion). Each classifier gives a confidence value. We combine the outputs of all
above classifiers to make the final decision. Independently at each pixel, the
Fisher classifier produces a distribution over different class variable given filter
outputs which is often noisy due to the overlap between neighboring classes. The
next section describes a novel CRF based learning procedure for removing this
noise.

2.1 CRF-Based Rectification of Fisher Classified GMW Responses

The input to this module is the output of the Fisher classifier of the previous sec-
tion (Sec 2). We divide an image into a series of overlapping regions. We define
features of size 3 × 3 which encode these error conditions and contextual infor-
mation. The local content of the image at each pixel is encoded by representing
binary values of gray level, the average gray level of neighbouring pixels, the
gradient in horizontal and vertical direction and the output of the Fisher classi-
fier. These extracted features are given to CRF for learning. Fig. 1(b) shows a
representative example of a document page with pixel-level classification (text
in blue, image in red, and background in green), and its corresponding CRF-
filtered version. The CRF formulation for this stage is similar to formulation of
CRF model based on local and regional image features. (The next section, Sec. 3
discusses this in detail.) It is important to note that the present CRF-based ap-
proach scores over our original MRF-based approach [2] - in encoding contextual
information better than a generative model such as an MRF, which typically en-
codes continuity information. Further, an MRF typically needs a large amount
of training labelled data [10].

3 Hierarchical CRFs for Regional and Global Document
Features: Regional Features

We use a hierarchical CRF model to capture both regional and global features [7].
Two image patches can be indistinguishable at a local scale, but layout relation-
ship can provide the context for correct labelling. We represent images as rect-
angular grids of patches by overlaying a grid of fixed size and then associate
a hidden class label with each patch. (Fig. 2(a) illustrates the above idea, on a
typical 480×640 image, with 8×8 patches. The size of a patch is often a compro-
mise between processing complexity reduction, and labelling quality.) The CRF
sequentially combines predictions or probability distributions corresponding to
each image patch. (Fig. 2(b) shows templates for some regional features.) The
local image content of each patch is encoded using the labels produced by lo-
cal classifier fl and position descriptors fp. The Regional image content of each
patch is encoded using regional feature fr that encode certain patterns within a
Image. We use the cell index of the location of a patch, as its position feature.
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Fig. 2. (a) An example of regional and global features for a typical document, and
(b) Templates for some regional features. B: background, T: Medium Text density, I:
Image, LT: Low Text density, HT: High Text density, X: Don’t care.

These regional feature patterns are matched at each patch in the image. If par-
ticular pattern of feature is matched at patch in a image, then value of feature
at that patch is taken as 1, otherwise 0.

Each patch is thus coded by these binary vectors along with position descrip-
tor and labels produced by the feature classifier. We define CRF observation
functions as linear functions of these binary vectors. These modalities are mod-
elled as being independent given the patch label. Now, we provide a formula-
tion for conditional model for patch labels that incorporates both local patch
level features and regional features aggregated over neighbourhood patches. Let
xi ∈ {1, ..., L} denote the label of patch i, yi denote the D− dimensional con-
catenated binary indicator vector of its local patch content, position descriptor
and regional features. D = (fl, fr, fp) . The conditional probability of the label
xi is then modelled as

p(xi = l|yi) ∝ exp
(
−

D∑
d=1

αdlyid

)

where αdl is a D × L matrix of coefficients which need to be learnt using CRF
training. Thus at each patch we get a distribution over the label variables. The
output of this stage classifies and segments out the logical regions of document
image but it is somewhat noisy and thus needs some post-processing. The fol-
lowing section describes our global features based CRF learning for the same.

4 CRF Based on Global Document Features

This stage takes the classification output of the previous stage and focus on
removing the errors by using global features and probabilistic layout model. For
our experiments, we define a hierarchical CRF model with seven output labels,
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and the parameters are learned on fully labelled images. The output labels are
title block, author blocks, headings, background, paragraph, column-separator
and figure. Our models take the global image context into account by including
feature functions based on probabilistic layout model of documents.This global
CRF aims to remove the ambiguities that arise when patches are classified using
local and contextual image features only. For the domain of technical papers, one
needs to learn the probabilistic layout of the region labels using a CRF. These
global feature represent the relationship between different output labels e.g., an
author block cannot come above the title block. In this way, we tried to remove
the ambiguities that could arise. The Image is again considered to be divided
into overlapping patches. These global feature are learnt using CRF learning.
The posterior distribution over the label variables given the hidden variables,
can be written as for regional features. The conditional probability of the label
xi using probabilistic layout model k is modelled as:

p(xi = l|k) ∝ exp
(
−

D∑
d=1

βdlkd

)

where βdl is D × L matrix of coefficients which we need to learn.

5 Experimental Results and Discussion

We have experimented with a large number of document images of technical
papers, of different layouts. We show some representative results in this section.
In Fig. 3, we show the three important outputs of our layout analysis procedure:
the original image, the image prior to the use of the global CRF, and that after
the application of the global CRF. The colour coding is as follows: Blue - Title
block, Sky Blue - Author block, Green - Figure block, Red - Background, Pink
- Heading, White - Paragraph, and Yellow - Column Separator. For numerous
experiments with the system, the layout segmentation is almost always correct,
with very few exceptions. We measure the performance of the labelling system

(a) (b) (c) (d) (e)

Fig. 3. (a) A document page (b) the corresponding labelled regions before, and (c)
after the global probabilistic layout model application. (d) Another document page,
and (e) the final segmentation output.
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by considering manual ground truth (manually labelled images), and examin-
ing ROC parameters - the precision and recall rates. In most case, both these
parameters are above 95%.

6 Discussion and Conclusions

This paper presents a novel integrated scheme for a general CRF-based learning
framework for document image segmentation and layout analysis at many differ-
ent logical levels. This starts from filtering and smoothing of the output of Fisher
classified GMW outputs, and goes up to learning regional and global features,
and their inter-relationships, which further aid in top-down layout analysis and
document image segmentation. An interesting extension of our work will be to
examine the use of Markov field aspect models [12] and CRFs [13] for a first-level
pixel labelling which may be incorrect, or incomplete.
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Abstract. The objective of the current work is to recognize postal codes written 
in Roman, Devanagari, Bangla and Arabic scripts. In the first stage 25 unique 
digit patterns are identified from the handwritten numeral patterns of the said 
four scripts. A script independent unified pattern classifier is then designed to 
classify any digit pattern of these scripts into one of the 25 classes. In the next 
stage a rule-based script inference engine infers about the script of the numeric 
string, that invokes one of the four script specific classifiers. The average script-
inference accuracy over a six digit numeric string is observed as 95.1% and the 
best recognition rates for the four script specific digit classifiers are obtained as 
96.10%, 94.40%, 96.45 % and 95.60% respectively. 

Keywords: OCR, script-identification, classification, postal automation. 

1   Introduction 

Postal documents are primarily sorted on the basis of a numeric string, popularly 
known as PIN (Postal Identification Number) code or ZIP (Zone Improvement Plan) 
code. For development of an automated mail sorting system, a key challenge is to 
interpret the handwritten/printed postal code written in different scripts. In a multilin-
gual country like India with 22 official languages, the postal code is often written in 
different regional scripts along with the Roman script. In the present work, we have 
attempted to address the problem related to the interpretation of handwritten pin codes 
of aforementioned four scripts, viz., Roman, Devanagari, Bangla and Arabic (RDBA). 
We first identify the specific script in which the numeric postal code is written and 
then focus on recognition of that postal code. 

Among the related works in this domain, Sinha et al. [1] and Roy et al. [2] devel-
oped similar techniques for word-wise identification of Roman, Devanagari and 
Bangla scripts in handwritten textual postal addresses using topological and structural 
features. However, they have not shown any result on identification of the scripts for 
the numeric postal codes. In another work, Zhou et al. [3] developed a connected 
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component profile analysis technique for separation of Roman and Bangla script 
based postal documents. Other works, reported in the literature, related to postal 
automations [4, 5] do not explicitly address the issue of multiple script identification. 

Despite these research contributions, the true issue of multi-script address block in-
terpretation still remains an unsolved problem. This is so because in all these works 
[2-5], the authors had either assumed that the address blocks, including the numeric 
postal codes, are written using the same script of the textual address block, or re-
mained silent on the script of the postal codes. 

Research contributions on recognition of handwritten numerals [4-10] mostly focus 
on feature based recognition of isolated handwritten digit samples of a given script 
using standard classifiers. In one of our earlier works [6], a two-pass feature based 
approach was designed for recognition of handwritten numerals of Bangla script. In 
another work [7], a classifier combination scheme was proposed to infer over the 
decisions taken by two different classifiers on each digit pattern. In one of the recent 
works, Pal et al. [8], used contour based directional features to recognize handwritten 
numerals of six popular Indian scripts, viz., Devanagari, Bangla, Telegu, Oriya, Kan-
nada and Tamil. They used six different quadratic classifiers, each for the six different 
scripts, and obtained good recognition accuracy. In another recent work Wen et al. 
[9], developed a handwritten Bangla numeral recognition system for automatic sort-
ing of mails for the Bangladesh Post. Using the principles of Principal Component 
Analysis and Support Vector Machine, they achieved high reliability in recognition of 
handwritten numerals of Bangla script, but remained silent over the script identifica-
tion technique for the said pattern classes. 

However, in any postal document the script of the numeric postal codes may vary 
from the script of the textual address part. More specifically, people often write postal 
address in two scripts, i.e., the textual parts in regional scripts like Devanagari, 
Bangla or Arabic and the numeric part including the postal code in the Roman script. 
Therefore, inferring the script of the postal code on the address block may often mis-
lead the script recognition process. This has been one of our key motivations behind 
the current work, discussed in this paper. 

2   The Present Work 

It is evident from the earlier discussions that limited research contributions have been 
reported so far on interpretation of multi-script postal documents. To address these 
issues we have developed a multi-stage approach for recognition of multi-script postal 
codes written in Roman, Devanagari, Bangla and Arabic scripts (as shown in Fig. 1). 
In the first stage, 25 unique digit patterns, as shown in Fig. 2, are identified from the 
handwritten numeral patterns of the said four scripts. A script independent unified 
pattern classifier is then designed to classify any digit pattern of the RDBA scripts into 
one of the 25 classes. In the next stage, a rule-based script inference engine is de-
signed to infer about the script of the numeric string, based on the recognition deci-
sions obtained in the first stage. This decision on the script of the postal code invokes 
one of the four script specific classifiers from the multi-script numeral recognition 
engine. Finally, the chosen pattern classifier is used to recognize normalized, binary 
digit patterns of the corresponding script.  
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Fig. 1. (a). The decimal digit sets of Roman script. (b-
d),The respective digit sets of Devanagri, Bangla and 
Arabic scripts with corresponding labels in Roman script. 

Fig. 2. 25 unique digit patterns 
are identified from the four 
RDBA scripts 

2.1   Design of the Feature Descriptor  

For extraction of the features for both the unified pattern classifier and the multi-script 
numeral recognition engine, quad-tree based longest-run features are used in the cur-
rent work. Within a rectangular image region, longest run features are computed in 
four directions, viz row wise, column wise and along the directions of two major 
diagonals. The row wise longest run feature [11] is computed by considering the sum 
of the lengths of the longest bars that fit consecutive black pixels along each of all the 
rows of the region. 

In the current work, we have used a novel modified version of quad tree structure 
to partition any digit pattern into multiple sub-images. Here, partitioning a digit pat-
tern (or a subpart of it) into 4 regions is done by drawing a horizontal and a vertical 
line through the Centre of Gravity (CG) of black pixels in that region. In the current 
work, we have considered the depth of the quad-tree structure as 2. This generates 42, 
i.e., 16 sub-images at the leaf node positions, thereby resulting in 64 (16 x 4) longest-
run features for any digit pattern. 

2.2   Design of a Multi-script Pattern Classification Framework 

As already mentioned, handwritten digit patterns of the RDBA scripts (as shown in 
Fig. 1) often bear significant similarities in shapes among themselves and we can 
identify 25 unique pattern shapes, as shown in Fig. 2, from the 40 digit patterns of 
four different scripts. A multi-layer perceptron based classifier is designed, with the 
aforementioned features, as a unified pattern classifier for recognizing these 25 differ-
ent pattern classes.  
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These unique shapes may represent either a single numeral of any given script, or 
different numerals of different scripts. Considering these possibilities, 25 unique pat-
tern classes are further classified into 11 groups. Each such group may be viewed as a 
triplet, {Group_ID, (Set of unique pattern IDs constituting the group), (Set of identity 
of scripts the unique patterns represent)}. Descriptions of the observed 11 groups of 
patterns are given below which are also illustrated in Fig. 3. 
 

 

Fig. 3. Compositions of the pattern groups designed for 
the rule-based inference engine 

  

Fig. 4. An ambiguous string of 
numeric postal code is shown. Is it 
900082 in Roman or 100042 in 
Devanagari or 700042 in Bangla ? 

 
To make a final inference on the script of a numeric postal code, the developed rule 

based inference engine works in two phases. Firstly, inference about the script is 
made for each numeral, and secondly, cumulative inference about the script is done 
on a string of numerals (as required in a numeric postal code). It is apparent from the 
above discussion that it is impossible to predict the script of a single numeral, unless 
the pattern belongs to any of the aforementioned four groups i.e., 0, 1, 2 and 3.  

In case the script of the digit pattern cannot be determined directly, multiple digit 
patterns are required to infer on the script of the string of numerals. For example, it 
may be observed from above that either Group_ID#4 or 8 alone is incapable to decide 
on the script of a single pattern. In the case of numeric pattern of Group_ID#4, there 
may be ambiguity among the Roman/Arabic scripts and for the Group_ID#8, the 
ambiguity may be among the Roman/Devanagari/Bangla scripts. But if two numeric 
patterns belonging to these two groups appear simultaneously in a numeric string, the 
script inference engine decides that the script of the numeric string is Roman. The 
justification behind this may also be observed from the set intersection of the afore-
said groups, i.e. (R, A) ∩ (R, D, B) ⇒ (R). 

It may however be noted that due to inherent ambiguities of handwritten numerals 
the script inference engine may lead to indecision on the script of the numerals in 
postal codes (illustrated in Fig. 4). In all other cases the script inference engine identi-
fies the true script for any numeral string. This in turn invokes the numeral recogni-
tion engine for the corresponding script. Details of the training and test datasets,  
prepared for each such classifier, are discussed in the following section. Similar to 
unified pattern classifiers, 64 longest-run features are extracted from each of the pat-
tern classes of any given script using a quad-tree structure. A multi-layer perceptron 
with back-propagation learning algorithm is again used for each script. 
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3   Experimental Results 

To evaluate the performance of the present technique, isolated handwritten numeral 
datasets of RDBA scripts are prepared at the CMATER laboratory of Jadavpur Uni-
versity, Kolkata, India. One of these datasets is formed for the unified pattern classi-
fier consisting of 25 unique shaped numerals of the RDBA scripts and one each for the 
numeral recognition engines of the Roman, Devanagri, Bangla and Arabic scripts. 
Details of the script specific digit datasets are given in www.cmaterju.org.  

The dataset for these 25 unique shaped numerals is formed from 6000 randomly 
selected handwritten samples of RDBA scripts, with 1500 samples taken from the 
dataset of each of the four scripts. If any unique pattern appears in multiple scripts, 
the same pattern is considered multiple times from multiple scripts with the same 
label in the overall dataset. This is so because there may be minor variations of any 
unique shape across different scripts. Therefore, this dataset contains an unbalanced 
proportion of samples for each pattern.  

For the present work an MLP [12] with one hidden layer is chosen. Back Propaga-
tion (BP) learning algorithm with learning rate (η) = 0.8 and momentum term (α) = 
0.7 is used here for training of the MLP based classifier for different numbers of neu-
rons in its hidden layer. As observed from Table 1, the best recognition rate achieved 
for the Unified Pattern Classifier with different numbers of neurons in the hidden 
layer is 88.8%. The decision on the label of the unique digit pattern, as obtained from 
the unified pattern classifier, is fed to the script inference engine, which subsequently 
re-groups the patterns into 11 categories.  

To evaluate the performance of the script recognition engine on a string of numer-
als of any of the RDBA scripts, random strings of variable lengths are populated from 
the aforementioned numeral datasets. The average script-inference accuracy over a six 
digit numeric string is observed as 95.1%. Similar to the unified pattern classifier, for 
classification of the 10 digit patterns for each of the RDBA scripts, the 64 element 
feature set is again used. As observed from these experiments, the best recognition 
rates of the four classifiers for Roman, Devanagari, Bangla and Arabic scripts are 
obtained as 96.10%, 96.40%, 96.45 % and 95.60% respectively.  

Table 1. Recognition performances of different MLP classifiers on the respective test samples 
with different numbers of neurons in the hidden layer of each 

No of 
Hidden 
neurons 

Unified 
pattern 

classifier 

Roman 
digit 

classifier 

Devanagari 
digit  

classifier 

Bangla 
digit 

classifier 

Arabic 
digit 

classifier 
40 86.4 95.7 95.8 95.85 95.20 
45 87.35 95.85 95.4 96.4 94.90 
50 87.45 95.7 96.1 96.35 95.40 
55 88.05 95.85 96.1 96.45 95.20 
60 87.6 95.8 95.5 96.4 95.40 
65 87.65 95.6 96 96.35 95.40 
70 87.65 95.95 95.9 96.15 95.60 
75 87.45 96.1 96.4 96.3 95.30 
80 88.15 95.8 95.6 96.25 95.20 
85 88.8 95.8 95.3 96.45 95.30 
90 87.45 95.85 96.2 96.45 95.20 
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4   Conclusion 

A novel multi-stage framework has been introduced here for automatic sorting of 
multi-script postal documents. The designed framework is novel in the sense that it 
addresses the need of a practical mail sorting system in a multi-script environment 
based on the analysis of numeric postal codes alone. The technique is also having 
potential applications in numeral based script identification schemes from multi-script 
document images. The designed framework may be extended to incorporate rest of 
the regional Indian scripts for potential applications in the Nation-wide postal automa-
tion system. One of the limitations of the designed system is its bottleneck in resolv-
ing inherent ambiguities in script identification in a string of handwritten numerals. In 
a random numeric string, if the rule-based inference engine fails to converge on a 
specific script, the numeric string remains ambiguous even through manual interven-
tion. In such cases, scripts of the numeric string may be inferred from the script of the 
textual address parts, as far as practicable. 
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Abstract. Quite often it is observed that text information in documents
is printed on colorful complex background. Smooth reading of text con-
tent in such documents is difficult due to background patterns and mix
up of foreground text color with background color. Further the character
recognition rate when such documents are OCRed, is low. In this paper
we are presenting a novel approach for extraction of text information
in complex color document images. The proposed approach is a three
stage process. In the first stage the edge map is obtained utilizing the
Canny edge operator. The edge map is split into blocks of uniform size
and image blocks are classified as text or non-text. In each text block the
possible text regions are identified and enclosed in tight bounding boxes
using x-y cut on edge pixels. Further the text regions that are immediate
adjacent to each other in vertical direction in which the character(s) are
split horizontally are merged so as to enclose the character(s) fully in
one text region. In the second stage certain amount of false text regions
are eliminated based on a property of printed text. In the last stage the
foreground text in each text region is extracted by unsupervised thresh-
olding using the data of refined text regions. We conducted exhaustive
experiments on documents having variety of background complexities
with printed foreground text in any color, font and tilt. The experimen-
tal evaluations show that on an average 98.03% of text is identified. The
processed document images showed better performance when OCRed
compared with the corresponding unprocessed source document images.

Keywords: Color document image, Complex background, Foreground
Text extraction, Text region detection, Unsupervised thresholding, OCR.

1 Introduction

Often we find many documents that are designed deliberately with colorful and
complex background for instance news paper articles, advertisements, magazine
pages. Background patterns, high level variation of background color(s), combi-
nation of foreground text color and background color cause non smooth read-
ability of the document contents. Further, automatic OCRing of such documents
result in low recognition accuracy. In past many efforts were reported on sepa-
ration of foreground from background of document images [1]-[5]. Thresholding
is a simple and effective method of isolation of foreground from background of a

S. Chaudhury et al. (Eds.): PReMI 2009, LNCS 5909, pp. 387–392, 2009.
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document [1]. In [3] the performance of five popular local thresholding methods
on four types of ’difficult’ document images is evaluated and it is reported that
no single algorithm works well for all types of images. Most of the thresholding
methods are based on the apriori knowledge on foreground and background in-
tensity. Practically it is not possible to know the polarities of foreground and
background intensities which call for a specialized binarization technique. In [5],
a specialized binarization method is proposed to extract the characters in color
document images. Text-regions in a document image can be detected either by
connected component analysis [2] or by texture analysis method [6].The con-
nected component based methods detect text at faster rate but are not very
robust for text localization. Also they result in false text regions for images with
complex background. On the other hand texture based methods [6]are robust
in detecting the text regions but they are very expensive.Most of the works dis-
cussed earlier on separation of foreground in color/gray document images show
some serious shortcomings and impossible to apply on documents with complex
color background with foreground text in any color and tilt. To overcome the
above drawbacks, in this work we propose a three stage novel approach to extract
the foreground text in complex color document images. The rest of the paper is
organized as follows. Section 2 introduces the proposed approach. Experimental
results are provided in section 3.Conclusions drawn from the current study are
summarized in section 4.

2 Proposed Method

In this paper we propose a novel approach for extraction of printed foreground
text in complex color documents which are of low resolution and scanner based.
Fig.1 shows the block diagram of the proposed method. The proposed method
is based on a property of printed characters that they form the edges against
the background due to high intensity gradient.

Detection of 
candidate text 

regions

Refinin
candid

text reg

Color 
document 

image

ng of 
date 
ions

Thresholding 
of text regions Extracted 

foreground 
text

Fig. 1. Block diagram of proposed method

2.1 Detection of Candidate Text Regions

As Canny edge detector has low probability of missing an edge, we propose
Canny edge operator for detection of text edge pixels. We have set the threshold
values 0.3 and 0.4 for the hysteresis thresholding step of Canny edge detection.
To avoid loss of text edges, edge detection is carried out in each color chan-
nel of RGB color model using Canny edge operator [4]. The final edge map is
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formed by assimilating the results of edge detection in all the three color com-
ponents [4]. Suppose ER, EG and EB are the edge images of red, green and
blue components the final edge map ’E’ is given by, E=ER ∨ EG ∨ EB , where
’∨’represents logical ’OR’ operator. As the resolution of the image is very low
the broken edges are connected using ’imclose’ operation with a structuring el-
ement in vertical direction. We conducted experiments to set the size of the
structuring element. Structuring element size = 4 pixels result into maximum
reduction of false text regions without loss of true text regions in stage-2 of
the proposed method. With structuring element size < 4 pixels result in high
reduction of false text regions but certain percent of true text regions are lost.
Hence structuring element size is empirically set to 4 pixels. The modified edge
map is split into blocks of uniform size. The blocks in the edge map that do
not contain even a single edge pixel are classified as non-text blocks and these
non-text blocks are ignored as they compose only the background pixels. The
blocks that contain at least one edge pixel is considered as candidate text block.
In each candidate text block the text regions are enclosed in tight bounding
boxes by performing x-y cut on edge pixels. We identify the text regions which
are originally placed in adjacent text blocks in vertical direction and merge those
adjacent text regions in which the horizontal split of character strings appear.
Fig 2. shows the output of sub processes of stage-1 in sequence for an initial
block of size 25× 25.

Fig. 2. Output of sub processes in stage-1

2.2 Refining of Candidate Text Regions

Due to high intensity of some background objects the edges of background ob-
jects might be detected by Canny edge operator. The candidate text regions that
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contain only the edges of background objects (false text region) are identified
and eliminated in stage-2. To develop a criterion to identify the false text region
the following feature of text is observed [6]. The fact we observed is that the
number of text edge pixels is more in true text region compared to false text
region. Suppose ’W’ and ’H’ are the width and height of the text region. If the
text edge pixel count in a text region is greater than maximum(2 * W, 2 * H) we
classified it as true text region else as false text region. The false text regions are
removed in this stage and true text regions are considered for further processing
which is described in the subsection that follows.

2.3 Thresholding of Text Regions

The true text regions which are obtained from stage-2 are thresholded locally to
extract the foreground pixels and deposited in proper position on a uniform white
background. We considered the gray scale equivalent of the corresponding text
region for thresholding the text region. A specialized unsupervised thresholding
is designed based on foreground pixel intensity and background pixel intensity
and deposited foreground characters in black on uniform white background. The
approximate background intensity is computed by averaging the intensity values
of non edge pixels in the updated edge map. For each text region the approxi-
mate foreground intensity is computed by averaging the intensity values of edge
pixels of updated edge map. Threshold value ’Th’ for each text region is com-
puted as follows:

If (abs(average foreground pixel intensity - average background pixel intensity) > 40)
Th=average foreground intensity
Else
Th= 0.5 * (average foreground pixel intensity + average background pixel intensity).

Fig. 3. shows the output images obtained from stage-2 and stage-3.

( a )                                                                  ( b ) 

Fig. 3. ( a ) Output image from stage-2 ( b ) output image from stage-3

3 Experimental Results

Since no standard corpus of images is available for this work we created our
own corpus of printed color document images by scanning the documents from



Foreground Text Extraction in Color Document Images 391

various sources viz. magazines, story books, postal envelopes and newspapers.
In addition we created another corpus of synthesized images. All the images in
both the corpus are of low resolution. Irrespective of the foreground font color
the output image is created by depositing black characters on white background.
The performance of amount of text detection is evaluated in terms of Recall
((correct detects / (correct detects + missed detects)) and Precision (correct
detects / (correct detects + false alarms)). Table 1. shows the average value of
Precision and Recall in percentage for document images in the corpus.

Table 1. Performance evaluation of text detection

No. of samples Total number of characters Recall(%) Precision(%)
160 31633 98.03 97.80

Table 2. OCR results

Initial Block size OCR Recognition rate OCR Recognition rate
(before processing) (after processing)

25 × 25 56.25 66.84
50 × 50 56.25 62.97
75 × 75 56.25 58.29

( a )        (  b ) 

Fig. 4. Result of sample a document image with foreground text in different font,
color and tilt : ( a ) Input , ( b ) Output

Reading of the extracted text is evaluated on Readiris 10.04 pro OCR. Readiris
10.04 pro OCR handles color /gray document images. In this work readability
of the extracted foreground text is evaluated in terms of character recognition
rate. Table 2. shows the average character recognition rate by OCR before and
after applying the proposed approach. Although the average performance after
processing appears to be around 66% it should be noted that in some specific
difficult cases the recognition rate drastically improved to nearly 100% (after
processing) from recognition rate of 0% (before processing).It is also observed
that the better performance is with initial block of size 25× 25 which is evident
from table 2. Fig. 4. shows result of a sample document image with foreground
text in different color, font and tilt.
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4 Conclusion

In this paper a novel approach is presented for extraction of foreground text from
complex background in color document images which are of low resolution and
scanner based. The candidate text blocks are identified based on a characteris-
tic property of the printed characters. Identified text regions in each block are
enclosed in tight bounding boxes. By designing a criterion based on text pixel
count in a text region the false text regions are filtered out. An unsupervised
thresholding is devised to extract the foreground text in the refined text regions.
The proposed approach detects 98.03% of text content in the source document.
We achieved 66.84% of OCR character recognition accuracy. The proposed ap-
proach fails to extract the characters that are too thick. Devising an effective
criterion for elimination of false text regions so as to improve the recall rate
and designing a thresholding technique to extract the foreground characters to
improve the character recognition accuracy by OCR are considered as future
works of the current study.
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Abstract. A novel approach to generate skeletons of binary patterns that has a 
wide variety of applications including multi-font OCR is proposed in this paper. 
The proposed algorithm ensures connectedness of the pattern and minimizes 
loss of information while capturing the essential shape characteristics. Compu-
tational tests on printed Telugu characters show that the algorithm is useful in 
getting a generalized form of the character symbols on the common multiple 
dissimilar fonts. 
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1   Introduction 

Skeletonization plays an important role for the analysis and recognition of binary im-
ages e.g. in single and multi-font Optical Character Recognition (OCR). Although, 
machine printed characters are uniform in size, position and pitch for any given font and 
are “OCR friendly”, multi-font OCR has always been proven to be a difficult problem 
because of the wide variety in which the characters are written in different fonts [1-4].  

But then how do human beings manage to recognize the different fonts and even 
different people’s handwritings? This is because they somehow eliminate the redun-
dant information that the different ornate fonts and handwritings have and recognize 
the basic structure of the character. Humans do not rely on pixel level features. They 
somehow capture the “overall” shape of the character. The same ability is necessary 
for a multi-font OCR engine to succeed in recognizing a variety of shapes. Figure 1 
shows the skeleton of a character for two different fonts. It is evident from the figure 
that the skeleton looks the same in spite of the wide difference in fonts. Once this 
skeleton is captured it would be easier to build a recognizer that recognizes that the 
characters are same. An algorithm is proposed in this paper to compute the skeleton of 
a character.  

A good skeletonization algorithm should possess the following properties: (1) pre-
serving connectivity of skeleton, (2) converging to skeleton of unit width, (3) closely 
approximating the medial axis; (4) possessing insensitivity to boundary noise; (5)  
 

 

 
 

Fig. 1. Skeletons of a telugu character  
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achieving high data reduction efficiency. Thinning is the most frequently used method 
to achieve the skeletonization goal. In the past several decades, many thinning algo-
rithms have been developed and a comprehensive survey is presented in [5].  

Some classical algorithms provide good results but still have some deficiencies. 
For example, some of them cannot preserve the connectedness of an image. In addi-
tion, some of these algorithms result in loss of information of the pattern. Huang et al. 
[6] overcome this information loss by integrating contour and skeleton of pattern. 
Another method based on connected component approach is proposed by Vijaya 
Kumar et al. [7]. A simple sequential thinning algorithm for peeling off pixels along 
contours is described by Govindan and Shivaprasad [8]. One more problem with thin-
ning algorithms is deformation at crossing points. To solve this problem, a knowl-
edge-based thinning algorithm (KBTA), was proposed by Li and Suen [9]. Block 
Adjacency Graph(BAG) structure is proposed by Suryaprakash[12] . 

In this paper, a new skeletonization algorithm using modified Block Adjacency 
Graph (BAG) structure is proposed which can be used for getting a generalized form of 
character symbol for multiple fonts. The algorithm presented is not an iterative deletion 
of pixels. It ensures the connectedness of the image and also minimizes information 
loss. Although the approach can be used for any character image in general, computa-
tional performance on several popular fonts of an Indian script, Telugu, is presented.  

The rest of the paper is organized as follows. The proposed approach for skeletoni-
zation is described in section 2. Quantitative evaluation is done is section 3.  Results 
on various fonts and sizes are in section 4. Conclusions are derived in section 5. 

2   The Proposed Approach  

It is very difficult to balance the twin requirements of removal of as many pixels as 
possible and maintaining connectivity. Thus, the proposed approach relies on finding 
shape by approximating it as a sequence of carefully constructed segments. BAG can 
be created by classifying runs as merging, splitting, or continuing runs. The relevant 
concepts and definitions are as follows.   

Horizontal and Vertical Runs-Run Length encoding keeps track of horizontal 
runs (Hruns) and vertical runs (Vruns) of black pixels, storing the coordinate of the 
first black pixel and the run length in the corresponding row or column. 

Splitting, Merging and Continuous Runs-Hruns are classified by the number of 
Hruns above and number of Hruns below. If the number of runs above=0 and the 
number of runs below >1 then the runs are split. If the number of runs below=0 and 
above >1 then the runs are merged. The remaining Hruns are considered continuous. 

Area of block: Number of black pixels in the block. 
The proposed method  with the help of pseudo-code is given below. 
Step1:  Isolate the character image say I from the document. 
Step 2: Convert I to binary image I’ using Otsu’s method [10]. 
Step 3: Create horizontal and vertical runs of the image I’ as shown in Figure 2(c).  
Step 4: Mark runs as splitting, merging and continuous as defined above (Figure 2 (d)). 
Step 5: Construct blocks as shown in Figure 2 (e): 

(a) Merge all adjacent continuous runs to form a block till a split or merge 
run is encountered. 
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(b) Merge this split/merge run into the block if it is directly above or below 
the block so formed else start a new block. 

Step 6: Compute centroids of each of the blocks as shown in Figure 2(f). 
Step 7: To remove the spurious blocks/pixels which may result in skeletal legs, a 

block is removed if both the following conditions are true. 
(a) Area of block is less than average size where average size is computed as 

n

bArea

SizeAvg

n

i

i∑
== 1

)(

.
  ,where bi denotes block i and n is the total number of 

blocks.  
(b) The block is adjacent to only one block and number of black pixels on the 

path connecting the two centroids is less than k. Value of k depends on average 
size of character image. 

Step 8: Connect the centroid points preserving the path as observed from the origi-
nal character image as follows.  

(c)  If two adjacent centroid points, if they lie in same column or row, and  path be-
tween them corresponds with original image, all pixels connecting them in that 
row or column are made black. 

(d) If two adjacent centroid points do not lie in same row or column the connec-
tions as shown in Figure 3 can occur. So the path is computed using these two 
centroid points and the actual path present in the original image between them. 

 

The identification of splitting, merging and continuous runs (step 4), conditions for 
noise removal (step 7) and  connecting the centroids (step 8)  are different.  

3   Quantitative Evaluation and Experimental Results 

In this section, a set of measures is defined to evaluate the performance of the pro-
posed algorithm. Connectivity was first examined. Then,  measures are computed to 
evaluate i) how closely the resulting skeleton approximates the true medial axis of the 
object, ii) how well the pattern converges to the desired one pixel-wide skeleton, and 
iii) how sensitive the resulting skeleton is to boundary noise. Finally, the data reduc-
tion efficiency is measured to evaluate the efficiency of the algorithm. 

Fig. 3. Connecting paths 

Fig. 2. Steps in proposed algorithm (a) Isolated character (b) After Otsu’s thresholding (c) 
Horizontal runs and vertical runs images (d) runs marked as splitting, merging and continuing 
(e) Creation of blocks (f) computation of centroids (g) connecting centroid points 
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3.1   Connectivity 

A connectivity algorithm is used to check that skeleton contains only one connected 
component [11]. In the proposed algorithm, since the connection of centroids of  
adjacent blocks is established following the possible paths; the skeleton is always 
connected.   

3.2   Measure of Convergence to Unit Width 

If the converged skeleton SM does not contain any one of the patterns Qk as shown in 
Figure 4, then SM is one pixel wide. To measure the width of the resulting skeleton, mt is  

defined as 1 41
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where Area is the operation that counts the number 

of black pixels. This measure has a nonnegative value less than or equal to 1, with mt 
= 1 if SM is a perfect unit-width skeleton. 

 

 

Fig. 4. Templates Qk used to examine the width of the convergent skeleton 

3.3   Measure of Medial Axis Representation 

To evaluate the amount of variations between the skeleton and its ideal medial axis, a 
measure is defined as a function of the input image S and its resulting skeleton SM. At 
each point p ∈ SM, the maximum digital disk included in S and centered at p is de-
noted as DD(p,rp), where rp represents the radius of a continuous disk whose digital 
image of the disk is DD centered at p. Note that DD(p, 0) = {p}by convention. Then, 

we have S' =
),(U

MSp
prpDD

∈ , where SS ⊆' . Hence, the measure mm, can be defined 

as
[ ]
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This measure has a nonnegative value less than or equal to 1 with equality if and 
only if the resulting skeleton contains the discrete medial axis.  

3.4   Measure of Boundary Noise Sensitivity 

Let S be the given noise-free binary image and S" be its noisy version generated by 
randomly adding and subtracting k unit-size points along the boundary of S. We de-
fine the signal-to-boundary noise ratio as 

   
[ ]

[ ] [ ]'''' SSAreaSSArea

SArea
SBNRk +

∂= ,where S∂  denotes the bound-

ary of S. The terms S"/S and S/ S" are the set differences between the ideal image and 
noisy image, respectively. Thus, the error introduced by boundary noise at a particular 
SBNRk can be measured by the normalized quantity 
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+= ),where SM and S"M are the resulting skele-

tons of S and S", respectively. The measure is normalized between 0 and 1; a highly 
noise-sensitive algorithm will yield an me close to 1. 

3.5   Measure of Computational Cost   

A measure to evaluate both the data reduction efficiency and the computational cost is 

defined as [ ] [ ]
[ ] ⎥
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m M

d ,1min . This measure has a value between 0 and 1; a 

large value indicates high efficiency. The quantitative measures described above were 
used to evaluate the proposed algorithm and compared with parallel thining algo-
rithm[13] on sample skeleton shown in figure 5.  

 

         (a)                            (b)  

Fig. 5. Skeletons obtained by pro-
posed algorithm 

Table 1. Comparison of parallel thinging algorithm 
and proposed algorithm 

Quanti
tative 
evalu-
ation  

Parallel
thining
Algorith
m of fig. 
5(a)

Proposed 
algorithm 

of fig. 
5(a) 

Parallel 
thining 
Algorithm 
of fig.5 (b)

Prop-
osed 
algor- 
ithm of 
fig. 5(b) 

mt 0.99 0.99 0.99 0.99 

mm 1.00 0.99 0.99 1.00 

md 0.77 0.80 0.82 0.84  

0

0.05

0.1

0.15

0.2

0.25

0.3

5 10 20 30 40 50

Signal to Boundary Ratio

T
h
e 
N
o
rm

al
is
ed

 E
rr
o
r

Matlab thinning

Algorithm

Proposed Algorithm

 
 

Fig. 6. Effect of boundary noise 
Fig. 7. (a) Telugu character Ta (b) Skeleton of Ta (c) 
Telugu character lu  (d) Skeleton of lu 

In another experiment, a random boundary noise was generated at various (signal 
boundary ratio) SBNRk levels. The experiment is summarized by plotting SBNRk 
against me in Figure 6.  

4   Results on Different Telugu Fonts and Sizes 

Telugu character samples are prepared using 3 fonts- Godavari, HarshaPriya and Hem-
lata and three font sizes: 25, 30, and 35. Figure 7 shows two confusingly similar charac-
ters ‘Ta’ and ‘lu’ in Godavari 25 and their skeletons. An experiment is performed using 
density features on 3x3 grids with Euclidean distance measure for computing the dis-
tance. Figure 7(a) is the base character for comparison in columns 3 and 4 while Figure 
7(b) is for columns 6 and 7 of Table2. Comparing columns 5 and 8 depicting ratio’s, we 
see that the distinction between confusingly similar characters is more prominent with 
skeletonized characters and as a result is less prone to errors in recognition. 



398 C. Vasantha Lakshmi et al. 

Table 2. Distance of skeletonized and unskeletonized character ‘Ta’ (font Godavari and size 
25) with character ‘lu’ of different fonts and sizes and with same character of different fonts 
and sizes 

Distance of 7(a) with  
unskeletonized 

Distance of fig.7 (b) 
with skeletons of 

Fonts Sizes 

‘Ta’ (1)  ‘lu’(2) 

Ratio 
(2)/(1) 

‘Ta’(3) ‘lu’(4) 

Ratio 
(4)/(3) 

25 0 0.504 - 0 0.116 - 
30 0.208 0.39 1.87 0.033 0.1396 4.23 

 
Godavari 

35 0.1519 0.429 2.82 0.0484 0.1269 2.62 
25 0.2394 0.456 1.90 0.056 0.1023 1.82 
30 0.2912 0.4857 1.66 0.047 0.095 2.02 

 
HarshaPriya 

35 0.3433 0.542 1.57 0.032 0.1104 3.45 
25 0.2617 0.4616 1.76 0.0273 0.1212 4.43 
30 0.3042 0.4151 1.36 0.0509 0.1318 2.58 

 
Hemlata 

35 0.27 0.454 1.68 0.043 0.1296 3.01 

5   Conclusion 

Multi-font OCR has proven to be a tough problem, especially for Indian scripts be-
cause of the complicated scripts and the large variety of ways in which the characters 
are written in different fonts. One of the approaches to tackle this is to reduce the 
characters to their basic structural forms.  In this paper, a method is proposed to do 
this utilizing a modified BAG data structure.  Examples are provided to show that the 
method indeed amplifies the dissimilarity between different characters and the simi-
larity between same characters in different fonts. This is conducive to better down-
stream operations for OCR like feature detection and recognition. Efforts are on to 
develop a complete OCR engine for multi-font Telugu OCR based on this simplifica-
tion approach.  
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Abstract. Addition or alteration to documents that have profound im-
plication is very common. The technique that Forensic Document Exam-
iners (FDEs) use for the examination of such documents is basically a
physical examination. In this paper we consider the alteration detection
as a two-class pattern recognition problem. Image processing techniques
are used for feature extraction and a neural network based feature anal-
ysis technique is used for finding a set of discriminatory features. The
results using a nearest neighbor classifier are very encouraging. The re-
sults also demonstrate the effectiveness of feature analysis.

Keywords: Alteration, ball pen, feature analysis, image processing.

1 Introduction

Although world is moving from the paper age to paperless age, billions of ball
point pens are sold every year and people are frequently using these pens for
writing and signing on various documents. Hence, number of forgeries involving
these materials is also high. A little alteration by similar color ink in the amount
written on a cheque can do havoc. Everyday at some part of the world people
are victimized by such a white collar crime.

The techniques that FDEs are using in routine cases is basically a physical
examination through different light sources ranging from ultraviolet to infrared
and some kind of conventional optical filters. Osborne [1], the father of foren-
sic document examination, himself suggested the physical examination of altered
documents in various lighting conditions and also the use of some chemical exam-
ination. The work on alteration detection using ink analysis is being done in two
major pathways. First is non-destructive kind of examination using techniques
like Fourier-Transform Infrared (FTIR) microscopy, IR luminescence and laser
examination. The second approach is based on destructive techniques ranging
from basic and modern chromatographic techniques to Neutron activation analy-
sis [2]. Application of image processing and pattern recognition for this problem
is still limited to the extent of using some image enhancement techniques as an
aid to the FDEs.

In this paper we have taken the alteration detection as a two-class problem. A
machine learning technique is used for feature analysis and the nearest neighbor
classifier is used for detection.

S. Chaudhury et al. (Eds.): PReMI 2009, LNCS 5909, pp. 400–405, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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2 Proposed Methodology

The main type of cases that the FDEs get is insertion of some strokes on pre-
existing strokes. To simulate this problem 10 different ball point pens of different
brands are used. As quality of paper also has some influence on writing stroke
and we are interested in detecting whether pens are same or different, the same
brand of paper is used.Using combinations of these 10 pens we have prepared
10C2 = 45 combinations of two intersecting strokes on the paper [see Fig.1(a)].
To eliminate bias on the order of strokes, the order of strokes is interchanged
to create another 45 combinations. Two copies of each of these 90 combinations
are then created. The pictures of intersecting strokes are enlarged 80 times and
corresponding images are captured using VSC 5000.

The background area due to paper is removed by simple graylevel thresholding
method. Each intersecting stroke in the image is then divided into two non-
overlapping segments which are used for feature extraction.

(a) (b)

Fig. 1. A typical sample image data (a): Image of intersecting strokes (b): segmented
strokes used for feature extraction

2.1 Feature Extraction

Our aim is to extract some features that are close to what can be perceived
by human and can be used to distinguish between different pens. Keeping this
in mind we have chosen YCbCr and opponent chromaticity space (rg, yb) to
compute various features. The selection of two color spaces simultaneously can
be justified through opponent process theory of color vision. According to that
theory, the trichomatic theory of color vision does not explain all aspects of color
vision. The reason for not seeing combinations like reddish-green or yellowish-
blue, though that can be formed in YCbCr space, is that the opponent responses
are controlled by the opponent neurons. So, considering both the spaces one can
get complete color description of an object. A survey of trichomatic color spaces
can be found in [3,4], while opponent chromaticity space is described in [4,5].

We compute various moments of joint distribution of various color channels
as color features and various moments of graylevel co-occurence matrix (glcm)
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as texture features. In particular, we calculate Legendre and geometric moments
[6,7] up to third order for each of rg-yb and Cb-Cr spaces. Thus 18 moment
features from each of the two spaces in addition to mean and standard deviation
for each channel are the color features of each channel. We also compute three
sets of texture features namely contrast, homogeneity and energy from glcms [8]
defined for four distances (10, 20, 30 and 40) and involving all eight directions.
Thus a total of 106 features are extracted for each stroke segment.

2.2 Detection of Alteration

We are considering alteration detection as a two-class problem: class-I, when
the same pen is used to create two intersecting strokes, and class-II, when two
different pens are used for the creation of the two strokes. Each image in the
data set is having two intersecting strokes and each stoke is segmented into two
segments. Thus, 4C2= 6 feature vectors are created from each image combining
the features of 2 stroke segments at a time. By toggling the feature vectors of
each stroke segment, another 6 feature vectors are obtained from the same image.
Thus a total of 12 feature vectors each with 212 features are generated from each
image. These 12 feature vectors are included into class-I (same pen stroke) or
class-II (different pen stroke) according to their combination.

The nearest neighbor classifier is used for the detection of alteration due to
its simplicity and robustness. One particular pen Pk is kept out and the data
for remaining 9 pens are used as the training data. The process is repeated for
each pen Pk; k = 1, · · · , 10. By doing so, one can avoid bias towards any pen.

2.3 Feature Analysis

We shall see later that the detection results with the nearest neighbor classifier
using all features exhibit some undesirable behavior when a particular pen is left
out for testing. This could be because of presence of some poor feature(s) that
may be affecting the performance noticeably when a particular pen is left out.
Moreover, use of all 212 features may not be needed for this problem. For an easy
identification of the decision making system as well as for better generalization
it is desirable to use just an adequate set of features, possibly with limited
redundancy. Hence, with a view to improve the overall classification performance
and with a hope to realize a more uniform performance when different pens are
left out, we do some feature analysis.

There are many feature selection techniques available in the literature [9].
Here we use a Multilayered Perceptron (MLP) based feature selection method,
that we call FSMLP, in short [10]. In this method we associate an adaptive gate
to each input node (hence each feature) of the network. The gate is modeled
by a monotonic differentiable function g() whose range is [0,1]. Each gate has a
tunable parameter. The degree to which a gate is opened determines the goodness
of the feature. Unlike conventional MLP, here each input node modulates the
input feature value by computing the product of the input feature and the gate
function value. This modulated input is then passed into the next layer of the
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network. The FSMLP begins its training assuming that all features are bad
features. In other words, at the beginning, each modulated feature takes a value
of nearly zero and that is passed into the higher layers of the network. We want
to emphasize on the word almost zero. If the value is equal to zero then the
learning cannot proceed. The learning process uses gradient descent to minimize
the classification error. Therefore, the features which can reduce the error faster
are likely to get their associated gates opened faster; while the gates associated
with bad features (that cannot reduce the error) are likely to get closed more
tightly. In all our experiments, we train the FSMLP only for 1000 iterations.
There is no need to train FSMLP till error becomes very low. We can stop when
the training error is just satisfactory as our objective is only to pick up the good
features.

An important advantage of this method over many others is that it can ac-
count for the non-linear interaction between the features as well as that between
features and the tool (here neural network). For details, please see [10]. Use of
MLP type networks raises many issues like choice of network size etc. Here we
have made a few experiments and found that a choice of 8 or 9 hidden nodes is
good enough. Hence, in all our experiments, we have used 8 hidden nodes. Since
such a network uses gradient search, depending on the initial conditions, differ-
ent runs can result in different sets of features, each of which may be equally
good. This can particularly happen when there are many correlated features.
Hence, we proceed as follows. A pen, Pk, is kept out for testing. The remaining
nine pens are then used for feature selection and classifier design. Using these
nine pens, the FSMLP is run 10 times. Each run R generates a gate opening
value for each feature, f as gR

f ;R = 1, · · · , 10; f = 1, · · · , 212. Now we compute
gf =

∑10
R=1 g

R
f as the composite importance for feature f and use these impor-

tance value to select a set of features for any experiment with pen Pk left out.
Using these selected features we compute the performance of a nearest neighbor
classifier. This process is repeated for each of the 10 pens, Pk; k = 1, · · · , 10.

3 Results and Discussion

The second column of Table 1 shows the performance of a nearest neighbor
classifier using all 212 features. Training is performed by keeping a particular
pen Pk out and testing on pen Pk. One can see that when the pen P1 is kept out
the performance decreased to 69.41% while overall performance is around 78%.
The declined performance of the pen P1 with all 212 features motivated us to
do feature analysis.

Figure. 2 shows the overall performance of the nearest neighbor classifier using
different sets of features selected by FSMLP, the detailed performance is included
in Table 1. Figure. 2 reveals that the performance of the classifier decreases in
either side of 60 features. Thus only 60 ranked features are sufficient and good
to discriminate strokes using the same pen or different pens. In the set of top
60 features, contrast in each of the five channels except in Cb, Homogeneity in
Cb, mean of intensity in rg and Y, energy in rg and yb, third order geometric
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Fig. 2. A sketch of performance of a NN classifier with different number of features

Table 1. Performance(%) of a nearest neighbor classifier

No.of features 212 80 70 65 60 55 50 40
P1 69.41 69.71 70.59 72.06 72.65 72.06 72.65 71.76
P2 85.71 81.71 81.71 80.57 82.57 81.71 80.86 78.29
P3 73.89 75.00 75.83 77.22 79.17 78.33 78.89 76.11
P4 74.55 76.06 76.97 78.48 77.27 77.58 76.67 74.85
P5 93.13 95.94 96.56 96.56 96.25 96.25 97.19 96.88
P6 82.35 81.18 79.71 79.41 78.24 78.53 77.94 77.06
P7 79.44 88.89 89.72 92.50 92.50 91.94 92.78 94.72
P8 74.44 74.72 75.00 75.00 75.83 77.50 74.42 75.00
P9 74.84 74.52 74.52 75.48 75.16 76.45 77.10 77.42
P10 72.00 71.14 73.43 73.71 73.14 70.57 72.29 70.86

Total accuracy 77.98 78.89 79.40 80.10 80.28 80.09 80.11 79.29

Table 2. False Negative and False Positive rates(%) of a NN classifier

No.of features 212 80 70 65 60 55 50 40
False Negative 26.22 24.87 24.23 23.48 23.28 23.49 23.17 25.29
False Positive 05.22 06.08 06.06 05.59 05.48 05.59 06.78 06.29

and Legendre moments in rg-yb and one particular geometric moment in Cb-Cr

appeared as the most consistent candidates for all pens.
One can easily compare the performance before and after the feature analysis

as shown in Table 1. As expected, not only the overall performance increased to
80.28% but also the performance of the first pen has improved to 72.65%. Beside
this we can see the uniformity in performance over all the pens.
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Moreover, the best part of the classification is its low false positive rate (Table
2), that is very important for making legal decisions, where the motto is, no
innocent person should be convicted. From Table 2, the impact of feature analysis
can also be seen on false positive and false negative rates. We find that with 60
selected features the false negative rate goes down and the false positive rate is
comparable to that of the case with all features.

4 Conclusion and Future Work

In this study we have attempted to solve an important forensic problem using
image processing and pattern recognition techniques and achieved an accuracy
of more than 80%. Moreover, we have obtained a low false positive rate of 5.48.
which is good for making legal decisions. Our approach is quite novel and reliable
as far as forensic document examination is concerned. The proposed algorithm
can be an aid to FDEs for the alteration detection in combination with other
conventional methods.

We shall continue our investigation to improve the performance as well as to
extract and select robust features. Further, we are planning to assign a confidence
value to each decision so that in case of low confidence additional information
can be sought. Such a system would be of great help to forensic community.
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Resolving Ambiguities in Confused Online Tamil 
Characters with Post Processing Algorithms 
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Abstract. This paper addresses the problem of resolving ambiguities in  
frequently confused online Tamil character pairs by employing script specific 
algorithms as a post classification step. Robust structural cues and temporal in-
formation of the preprocessed character are extensively utilized in the design 
of these algorithms. The methods are quite robust in automatically extracting 
the discriminative sub-strokes of confused characters for further analysis. Ex-
perimental validation on the IWFHR Database indicates error rates of less than 
3 % for the confused characters. Thus, these post processing steps have a good 
potential to improve the performance of online Tamil handwritten character 
recognition. 

Keywords: Confusion Pairs,  Sub stroke Extraction and analysis, Fourier De-
scriptors, Online handwritten character recognition. 

1   Introduction 

Tamil is a popular classical language spoken by a significant population in South East 
Asian countries. There are 156 distinct symbols in Tamil [1].  As far as earlier work 
on recognition of online Tamil characters is concerned, Deepu et al. [2] generate class 
specific subspaces using principal component analysis, while Niranjan et al. [1] have 
employed dynamic time warping for matching unequal length feature sequences. 
Hidden Markov models for recognition have also been reported in [3] [4]. In a recent 
work, we have studied the performance of the 2DPCA Algorithm [5], which was 
originally proposed for face recognition. 

Each of the above schemes is found to give nearly similar generalization perform-
ances on a given test data. Most of the misclassifications of the given data, in general, 
are attributed to the fact that Tamil has many symbols that look visually similar. Any 
classifier that works on features at a global level fails to capture finer nuances that 
make these symbols distinct. One way to circumvent this drawback would be to in-
corporate a post processing step that employs local features to reduce the degree of 
confusion between frequently confused characters, and thereby improves the overall 
performance of the recognition.  Specifically, this paper proposes algorithms for dis-
ambiguating frequently confused symbols. The approaches are developed, taking into 
account, the popular writing / lexemic styles of modern Tamil script. They can be 
applied irrespective of the nature of the classifier used for the recognition. 



 Resolving Ambiguities in Confused Online Tamil Characters 407 

 

In a system that deals with recognition at the word level one could use language 
models. However, when recognizing isolated characters, one is devoid of any such 
additional information that can be used to correct errors. Thus, we resort to the use of 
robust structural features for post recognition disambiguation. 

2   Confusion Pair Analysis 

A careful analysis of the confusion matrices, obtained with different classifier frame-
works, suggests that the frequently confused Tamil characters can be manually 
grouped into two categories A and B [5]. Accordingly, we propose appropriate post-
processing techniques to each group of the confusion pairs. The confusions in Group 
A appear between pairs of Tamil consonant-vowel combinations sharing the same 
base consonant but different vowel modifiers. The confused strokes contributing to 

errors are ◌ி  and  ◌ீ . These correspond to the modifiers of the vowels இ and ஈ   
respectively. 

Apart from Group A pairs, there exist other pairs that differ predominantly in the 

end such as (ஐ ஜ) and (க ச). The structure to be analyzed for these pairs is 

strikingly different from those belonging to Group A.  Consequently, these pairs are 
placed in Group B.  Also, there exist certain character pairs that differ only at the start 

and middle of the trace such as (ஏ  ர) (ன  ள) and (�  �). These are also incorpo-
rated in Group B.  As stated before, the spatial and temporal information provided by 
the online data is extensively utilized for the design of the algorithms. Prior to design-
ing the appropriate post processing technique, the raw Tamil character is subject to 
pre processing modules [2] such as smoothing, size normalization and resampling.  

3   Disambiguation of Group A  Confusion Pairs 

In this section, we outline the post processing algorithm for disambiguating the vowel 

modifiers  ◌ி   and   ◌ீ   for a given base consonant.  Popular writing styles of modern 

Tamil script suggest that the vowel modifiers ◌ி and   ◌ீ   always form the last stroke 
in any multistroke consonant-vowel combination character. However, for CV combi-
nations written as a single stroke (where the vowel modifiers are written as a con-
tinuation of the  base consonant), a subset of sample points, carefully chosen before 
the final PEN UP  signal, is taken  to be the vowel modifier. It is worth re-
emphasizing that the confused pairs in Group A correspond to CV combinations shar-

ing the same base consonant (BC). Let 1ω  and 2ω  denote the class labels of  BC+  ◌ி  

and BC+  ◌ீ  combinations, respectively. We outline below the algorithm proposed for 

distinguishing  1ω  and 2ω . Note that as soon as any ‘If’ condition in the algorithm is 

satisfied, the corresponding class label is assigned to the CV combination and we 
terminate. 
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For the preprocessed CV combination resampled to N  points, let 
N

biii yxS == )},{(   denote the pen coordinates of the extracted vowel modifier.  

Here (xb, yb) denotes the starting sample point of the vowel modifier. A point 

( , )i ix y   in S is said to be an ‘interest point’ if the following two conditions are 

satisfied. 
 

(i)    1i iy y −<  and   1i iy y +<  .       

(ii)    1i ix x+ <  .                                                                                                       (1) 

Using  the aforementioned condition, compute the number of interest points  I. 

Find the sample point ( , )s sx y  satisfying   the relation max
i bs iy y>==  . 

If  )( ss yx  corresponds to the last sample point of the modifier, 

Accept  class  2ω  if  I >0   and  1ω  if   I =0.   

End 
If I > 0  

    Assign  character to class  2ω   (Fig. 1(a)). 

End 

Locate the sample point  m m( , )x y   satisfying the relation m max i s ix x>= .  

Define the quantity          Nm xxr −=                                                                      (2) 

If   r ≥ε   and bN yy >    

   Assign the character to class 2ω   (Fig. 1(b));  

else 

   Assign it to class 1ω  (Fig.1(c)). 

End 
 

Here ε  is a threshold, empirically set to 0.07. 
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Fig. 1. Disambiguation of  (Group A) confused pairs by structural features 
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(a)   This sample is assigned to class கீ   (by Step 2).   Here I = 1.   (b)  This sample is as-

signed to கீ (by Step 3).  Here  r  > ε , bN yy >   and   I = 0  (c) This sample is assigned to 

கி (by Step 3).  Here  r >ε  , bN yy <   and   I = 0. 

4   Disambiguation of Group B Confusion Pairs 

The discriminative substrokes of confused pairs in Group B may fall in the middle of 
the trace. Hence, the post processing algorithms for this group must be able enough to 
automatically extract and analyze parts of strokes that differ. Unlike in Group A, 
where a single algorithm is used for disambiguation, separate post processing algo-
rithms are generated for each confusion pair in Group B. The need for using dedicated 
post processing scheme to disambiguate a specific confusion pair arises mainly due to 
the structural characteristics of the pair under consideration.  For example, the post 

processing scheme for extracting the discriminative sub stroke of the (ன ள) pair will 

be different from that used for extracting the sub stroke in (� �) pair. Note that, 
however, in both these pairs, the finer nuance that makes the confused characters 
distinct is at the middle of the online trace. In conclusion, for a given pair, the pro-
posed algorithms for Group B take into consideration the temporal information, writ-
ing styles and structural cues of the confused characters. The illustrations that follow 
will throw light on the effectiveness of the methods in both sub stroke extraction and 
analysis.   

 

A)  Consider the characters ஐ and ஜ. Instead of feeding the (x,y) coordinates of these 
characters as a whole to the post- processing module, we focus on the shape of 
sub strokes forming the tails of these characters and extract Fourier descriptors 
from them. In order to extract the shape of interest, we compute the length of the 
character and divide it to 4 equal parts (segments). Sample points that lie in the 
last segment form the tail of the character and are resampled to 30 points before 
deriving the features. The number of Fourier coefficients chosen is set empiri-
cally to 10. A nearest neighbor classifier is used to obtain the final recognition 
label of a test character.  

 

B)    Consider the characters ன and ள. Since the subtle difference in these characters 
is observed in the middle of the trace, Fourier descriptors do not form a robust 
feature for discrimination. Our post processing algorithm first automatically ex-

tracts the substroke of interest as follows. Let N
iii yx 1)},{( =   be the sample 

points of preprocessed character (ன or  ள). Locate the first minimum (xc ,yc)   
that satisfies the condition  y c < yc-1  and  yc < yc+1.  Starting from (xc, yc), move 
along the trace and locate the point (xb, yb) whose x coordinate just exceeds xc.  A 
substroke is extracted with (xb, yb) as the starting point.  The extracted substroke 
can thus be described as 
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                                N
biii yxS == )},{( .                                                      (3) 

Having extracted the substroke S, we shift our focus to analyzing the same. Let (xint, 
yint) be the first encountered minimum in S   for which 

 

                                   y int-1 < yint  < yint+1.                                                      (4) 
 

Fig.  2  provides a pictorial illustration of the aforementioned explanation. 
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Fig. 2. Illustration of how (xint, yint )  is located in the character ன  

The following conditions are applied to the point (xint, yint) for finalizing our decision 
and thereby resolving the confusion.   
 

1)   If   x int-1 < xint+1,   assign symbol to ள.  (Fig. 3 (a)) 
 

2) If the angle between successive pen directions defined  at   (xint, yint )  is greater 
than 150 deg,  assign 

       symbol to   ள. (Fig. 3 (b)) 
       Angle between successive pen directions at (xint, yint)   refers to the angle 

formed by the vectors  
     

int int 1 int int 1( )x x y y− −− −   and  
int 1 int int 1 int( )x x y y+ +− − . 

 

3) If points in the neighborhood of   (xint, yint ) are sufficiently close to each other 

(less than a threshold), the character is assigned to ள. (Fig. 3 (b)) 
The ‘closeness’ condition can be interpreted as follows:  Let 

int 3
int 3{( , )}i i iW x y +

= −=   be a window size of 7 samples centered at (xint, yint).  Us-

ing this window, compute three   distances    D1, D2 and D3 as defined below 
 

                       Dj = dist ((x int-j   y int-j) (xint+j   yint+j))         j= 1, 2, 3                (5) 
         
        Our final decision for deciding the label of the character can be formulated as 

follows: Assign character to ள   if   2 2 2
1 2 3 0.1D D D+ + < .                                (6) 

 

4) If neither condition hold good, character is assigned to ள. (Fig. 3 (c)). 
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Fig.  3.   (a) (b) indicate samples of  ள that satisfy  at least one of the conditions (1) (2)  (3). 
Fig. 3 (c) depicts the sample   ன   that violates the above conditions.  

C)   We describe the strategy proposed to reduce the confusion between the sym-

bols (�, �).  The intelligence for   segmenting out the substroke of interest, S 
is described as follows. Locate the first sample point (xb, yb) for which the fol-
lowing 2 conditions are simultaneously satisfied. 

 

(i)  y b+1 < yb and  yb-1 < yb . 
(ii) x b+1 < xb < xb-1 .                                                                               (7) 
 

(xb, yb) serves as the starting point for our substroke. The minimum y coordi-
nate of the symbol    ymin is considered to be the end point.  Stated in another 

way, min{( , )}i i i bS x y ==  .   Fig. 4 (a) (b) shows snapshots of � and � with the 

extracted sub strokes. 
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Fig. 4. (a) (b). Samples of  � and  � with the desired sub strokes respectively.  

We now proceed with analyzing the substroke S as follows.  Calculate the num-
ber of sample points,  f  in  S  for which yi+1 > yi.  If f >0, the character is assigned 

to �. Otherwise � is selected. Using this condition, we see that the character in 

Fig. 4 (a) is assigned to � since f=0 for this sample. Fig. 4(b) provides a sample 

for which  f=1. Hence, by our logic, it is assigned to �. 
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5    Experimental Results 

The aforementioned techniques are tested on the IWFHR Competition dataset [6]. 
Table 2 depicts the recognition accuracies obtained by incorporating the post process-
ing scheme for disambiguating confused characters. It can be noted that the ambiguity 
amongst the symbols have been resolved significantly, as indicated by the substan-
tially high classification rates. The algorithms can also be extended to disambiguate 

confusion quadruples like (னி ளி னீ ளீ). Here, we first invoke the appropriate post 

processing algorithms to distinguish the vowel modifiers   ◌ி  and   ◌ீ (Group A pair 

disambiguation) and then discriminate the base consonants ன and ள (Group B pair 
disambiguation). Employing the scheme to the quadruple gives a recognition rate of  
96.2 %.   However, it is important mentioning here that the accuracies quoted in Table 
2 are applicable only to the confused characters in the pair under consideration. Over-
all, we have observed an improvement of 1% in the accuracy of the recognition sys-
tem. Needless to say, the post processing methods can be applied irrespective of the 
classifier used for the recognition, though the nature of the confusion matrix may 
slightly vary. 

Table 2. Recognition accuracies after invoking appropriate post processing algorithms to con-
fusion pairs                      

                       GROUP A                                           GROUP B  
 

 

(ஙி  	) 
 

 
99.2% 

 

(ஐ ஜ) 
 

98.9% 

 

(ணி ணீ) 
 

98.5% 
 

(ன ள) 
 

 
98.2% 

 

( ளி  ளீ) 
 

 
98.1% 

 

(னி  ளி) 
 

98.3% 

 

( னி னீ) 
 

 
97.6% 

 

(னீ ளீ ) 
 

97.2% 
 

 

( கி   கீ) 
 

 
99.1% 

 

(�  � ) 
 

 
97.5% 

 

 
In this work, we have designed post processing algorithms to reduce the ambiguity 

between frequently confused Tamil characters. Structural cues are utilized in the de-
sign of these methods, which can be applied independent of the classifier used for the 
recognition. Future areas of research would involve the utilization of language models 
as a post processing module in place of structural cues. 
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Abstract. This paper investigates the scope of application of channel
coding on compressed host data for watermarking using dither modu-
lation (DM) based quantization index modulation (QIM). Lifting based
wavelet is used to decompose the encoded compressed data in integer
coefficients. The relative gain on imperceptibility and robustness perfor-
mance are reported for direct watermark embedding on entropy decoded
host, using repetition code, convolution code, and finally the combined
use of channel codes and lifting. Simulation results show that 6.24 dB
(9.50 dB) improvement in document- to-watermark ratio (DWR) for wa-
termark power at 12. 73 dB (16.81 dB) and 15 dB gain in noise power
for watermark decoding at bit error rate (BER) of 10−2 are achieved,
respectively over direct watermarking on entropy decoded data.

1 Introduction

Nowadays watermarking on compressed host data becomes highly demanding
as it is rare to encounter any kind of multimedia signal in a raw, uncompressed
format. However, watermarking and compression are antagonistic in characteris-
tics and many watermarking methods developed for the uncompressed host data
may not be suitable for the compressed data [1]. Least significant bits (LSB) of
variable-length codes (VLC) in MPEG stream [2], JPEG data [3], entropy coded
stream [4], and inter-block correlation of the selected DCT coefficients for JPEG
compressed data [5], [6] are used for watermarking. Wu et al [7] maximizes ro-
bustness in the context of joint watermarking and compression (JWC).

This work applies channel coding on compressed host data for watermarking.
Channel coded compressed host data is decomposed by discrete wavelet trans-
form (DWT) using lifting to generate lossless integer coefficients. Watermark
information is casted using dither modulation (DM) based quantization index
modulation (QIM) for ease of implementation. The relative gain on impercepti-
bility and robustness performance are reported for direct watermark embedding
on entropy decoded host, using repetition code, convolution code, and finally the
combined use of convolution code and lifting.

The rest of the paper is organized as follows: Section 2 describes the proposed
watermarking method on compressed data. Section 3 presents performance eval-
uation and discussion. Finally, the paper is concluded in Section 4 along with
the scope of future work.
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2 Proposed Watermarking Method on Compressed Data

Fig. 1(a) and Fig. 1(b) show the basic principle and the block diagram represen-
tation of the proposed watermarking scheme, respectively.

Fig. 1. (a) Basic principle and (b) block diagram representation of the proposed wa-
termarking scheme on compressed data

The lossy compressed host signal is entropy decoded. The non-zero quantized
discrete cosine transform (DCT) coefficients are then mapped to the binary
data. The binary data so obtained is then encoded using convolution coding to
map ‘k’ bits into ‘n’ bits (n ≥ k) in order to create a redundancy space in the
compressed data and can be made use for watermarking. The convolution code
is chosen as it operates on serial data and also uses memory system which in
the present case helps to create correlation among the sample coefficients. The
channel coded binary data is then converted to integer coefficients through a
simple, easily implementable and reversible non-linear mapping like binary-to-
decimal conversion. The integer coefficients thus obtained undergo lifting based
discrete wavelet transform using 5-tap/3-tap filter coefficients [8], however, other
lifting based DWT filters can also be used. Lifting-based filtering offers a benefit
of very simple filtering operations for which alternately odd sample values of the
signal are updated with a weighted sum of even sample values and even samples
values are updated with a weighted sum of odd sample values [8] as below.

y(2n+ 1) = xest(2n+ 1)− ⌊xest(2n) + xest(2n+ 2)
2

⌋
(1)

y(2n) = xest(2n)− ⌊y(2n− 1) + y(2n+ 1) + 2
2

⌋
(2)

where xest is the extended input, y is the output signal and
⌊
a
⌋
, indicate the

largest integer not extending ‘a’. Lifting on coded DCT coefficients makes wa-
termarking compatible to both JPEG and JPEG 2000 compression operations.
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A binary message ‘W’ is used as watermark and two dither sequences, with
length L, are generated pseudo randomly with step size (Δ) as follows:

dq(0) = {�(key) � Δ} −Δ/2, 0 ≤ q ≤ L− 1 (3)

dq(1) =
{
dq(0) +Δ/2 if dq(0) < 0
dq(0)−Δ/2 if dq(0) ≥ 0 (4)

where �(key) is a random number generator. The q − th watermarked DWT
coefficients Sq is obtained as follows:

Sq =
{
Q{Xq − dq(0), Δ} + dq(0) if W (i, j) = 0
Q{Xq + dq(1), Δ} − dq(1) if W (i, j) = 1 (5)

where Xq is the original channel coded q-th DWT coefficients, Q is a uniform
quantizer (and dequantizer) with step Δ, and W (i, j) is the (i, j)-th pixel of the
watermark. Inverse lifting based DWT (IDWT) is then applied on the water-
marked coefficients. Inverse non-linear operation maps each integer signal into
binary data. The Viterbi decoding is then applied on the binary data to map each
‘n’-bits into ‘k’ bits. This operation is done for the inverse operation of chan-
nel coding i.e. for redundancy removal and not for watermark decoding. The
Viterbi decoding is used due to its highly satisfactory bit error performance,
high speed of operation, ease of implementation, low cost and fixed decoding
time. We call this watermarking as “hidden QIM” as the information embed-
ding process shown in Fig. 1(a) and Fig. 1(b) consist of (i) preprocessing of the
compressed host data (using channel coding), (2) QIM embedding, and (3) post
processing using channel decoding to form the composite signal [9].

The watermark information can be extracted from the compressed data using
the following rule.

A =
L−1∑
q=0

(| Q(Yq − dq(0), Δ) + dq(0)− Yq |)

B =
L−1∑
q=0

(| Q(Yq + dq(0), Δ)− dq(0)− Yq |) (6)

where Yq is the q-th DWT coefficient (possibly noisy due to transmission channel)
of the received signal. A watermark bit Ŵ (i, j) is decoded using the rule:

Ŵ (i, j) =
{

0 if A < B
1 otherwise (7)

3 Performance Evaluation and Discussion

Fig. 2(a) shows (256 × 256), 8-bits/pixel gray scale watermarked Lena image
when binary watermark image of size (32 × 32) (shown in Fig. 2(b)) is
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Fig. 2. (a),(c),(d) and (d) Watermarked images after embedding on entropy decoded
coefficients, using lifting and convolution codes at rate 1/2, 1/4 and 1/6, respectively,
(b) binary watermark image,and (f) DWR vs watermark power

embedded on entropy decoded DCT coefficients. Although experiment is carried
out over large number of images, imperceptibility-robustness performance is re-
ported here only for Lena image due to space limitation. Figs. 2(c)-2(e) show the
watermarked images after embedding binary watermark using both lifting and
convolution codes at rate r=1/2, 1/4 and 1/6, respectively and at quality factor
60. The numerical values of DWR for the Figs. 2(a), 2(c)-2(e) are 36.89 dB,
41.23 dB, 42.67 dB and 43.12 dB, respectively while the corresponding MSSIM
(Mean Structural SIMilarity) index values are 0.9388, 0.9751, 0.9815 and 0.9856,
respectively at watermark power 12.73 dB.

Fig. 2(f) and Fig. 3(a) show the graphical representation for DWR with change
in watermark power at different code rates. It is quite clear from both the graphs
that significant improvement in DWR is achieved due to the use of channel cod-
ing compared to the direct embedding of watermark information on the entropy
decoded coefficients. The improvement is found to be higher in case of convo-
lution codes compared to the repetition codes. The use of lifting in both cases
shows relative improvement in DWR of the order of ∼ 0.5 dB but benefits in
other way. A careful inspection on Fig. 2(f) and Fig. 3(a) show that the use of
lifting with channel coding, particularly for convolution coding, maintains high
DWR values even with large increase in watermark power leading to a signifi-
cant improvement in BER performance against AWGN attack. The overall high
DWR is achieved due to channel coding which is further augmented through the
correlations among the sample coefficients due to the use of lifting and can be
well explained by Eq. (1) and Eq.(2).

Fig. 3(b) shows BER performance and can be explained mathematically. The
bit error rate (Pe) in watermark detection, for more general case of M-PAM
signaling [10], is expressed as
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Fig. 3. (a) DWR vs watermark power for direct embedding on entropy decoded data
and using both channel coding and lifting, (b)BER performance at different watermark-
to-noise (WNR) power in dB

Pe =
2(M − 1)

M
Υ (

√
Nd2

0

4σ2
x

) (8)

where M corresponds to M-PAM (for the present case M=2), N is the gain in
code rate in terms of the number of cover signal points over which each wa-
termark bit is embedded, d2

0 indicates the watermark power, Υ (.) indicates the
complementary error function and σ2

x is the variance of the embedding coeffi-
cients. BER performance for watermarking on entropy coded data is poor as in
such case N=1 and σ2

x is high. On the other hand, low (Pe) value for the decoded
watermark is achieved due to two-fold advantages, namely large N-values due

Fig. 4. (a), (c): Watermarked images after mean and median filtering, respectively,
(b)and(d): Extracted watermarks from (a), and (c), respectively, (e) Robustness per-
formance comparison against JPEG compression
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to code rates and low σ2
x value compared to normal DWT coefficients as integer

channel coded data is converted to integer coefficients due to the use of lifting.
Fig. 4(a) and Fig. 4(c) show the watermarked images with DWR 21.41 dB and

24.03 dB, respectively obtained after mean and median filtering operations using
window sizes (11× 11), while the extracted watermark images are shown in Fig.
4(b) and 4(d), respectively with BER values 0.0016 and 0.0011, respectively.
Fig. 4(e) shows significantly improved robustness performance for our scheme
compared to Choi [5] and Wu [7] method against JPEG compression operation.
Simulation results also show similar robustness against JPEG 2000 compressions.

4 Conclusions and Scope of Future Works

A novel QIM watermarking is proposed using channel coding and lifting. Channel
coding offers improvement both for imperceptibility as well as BER performance
while lifting contributes much on BER performance. Present work is going on
to implement the proposed algorithm for the compressed audio watermarking
application. Future work may be carried out to design capacity optimized hid-
den watermarking scheme on the compressed data and real-time implementation
through VLSI design using FPGA or ASIC.
Acknowledgement.The authors would like to thanks the French National Re-
search program via the ANR project MEDIEVALS for Funding.
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Abstract. A new steganalysis algorithm is described based on the MRF
model of image LSB plane. In this framework the limitation of the
Cachin’s definition of the steganography capacity is quantified and a
new measure is proposed.

Keywords: Steganography, Cover object, Stego object, Ising model,
partition function, ε-security.

1 Introduction

The classical definition of steganography is statistical and not perceptual [1]. De-
termining steganography capacity is an important research topic. As per Cachin’s
[2] definition a steganography scheme is said to be ε-secure if the Kullback-
Leibler(K-L) divergence between the stego and the cover object is at most ε.
However, in this model the statistical properties of the cover image has not been
considered as a parameter. In the present work an attempt has been made to
quantify the limitations of the Cachin’s formula experimentally and a new mea-
sure of steganography capacity which is more relevant to the real life data is
proposed.

We have developed a new steganalysis algorithm in which the LSB plane
is modeled as a 2D Ising lattice, and Gibbs Markov statistical distribution is
considered to be the a-priory distribution over the lattice. Using this model we
have described the limitation of Cachin’s ε-security in case of natural images. In
the framework of Ising model the local randomness in the LSB plane is studied
and its influence on the steganography capacity is computed. Based on these a
new measure of steganography capacity is then derived. It is also shown that
our theoretical model is coherent and in perfect agreement with the real life
situations.

2 Statistical Structure of the LSB Plane

The statistical structure of the LSB plane is apparently very random, possessing
no correlations, even among the neighbors. The heterogeneity or the disorder-
liness present in the LSB plane makes the process of detecting tampered bits
more and more complex.

S. Chaudhury et al. (Eds.): PReMI 2009, LNCS 5909, pp. 420–425, 2009.
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In Table-1 we represent some natural images, distribution of 1 and 0 in their
LSB plane (white and black dots correspond to LSB value 1 and 0 respectively)
and coefficient of kurtosis(α4) of the distribution. It is clearly observed that,
in some images, namely the first two, the coefficient of kurtosis is less than 3
and their LSB plane are highly random. In the other cases, the coefficient of
kurtosis are more than 3 and long sequences of homogeneous LSBs are present.
The images for which α4 < 3, detection of tampered bit is complicated. In the
other set of images where α4 > 3, the detection is easier. The sharpness of the
distribution in the latter case helps us in detecting the outliers easily. In order
to develop a coherent steganalysis algorithm based on this statistical property
of the LSB plane, we describe it as a 2D ising lattice having Gibbs-Markov
probability distribution.

Table 1. Coefficient of kurtosis of the distribution of ’1’ and ’0’ in the LSB plane for
different images

3 Ising Model of the LSB Plane

In our model, the LSB plane is represented as a 2D Ising lattice having the
pixel values ±1. LSB based steganographic techniques either change the pixel
values by ±1 or leave them unchanged. In this Ising lattice, let us introduce
the notation ηij representing the neighborhood of the (i, j)th pixel. If ηij is
perfectly homogeneous and isotropic, the entire lattice will be perfectly self-
similar with respect to a basic building block, otherwise the heterogeneity or
disorderliness sets in. We will show in the later part of the present paper that
the fluctuation in the configuration of ηij plays a significant role in determining
the steganography capacity of the cover image. In order to introduce further
geometrical notion into the model let us define �ij as the set of cliques associated
with the neighborhood ηij . The examples of neighborhood system and their
associated cliques are discussed in many books and technical papers [3]. Let,
(ξ, τ, ρ) define a Markov Random Field (MRF) over this Ising lattice, where ξ
defines the set of all possible configurations, called the sample space, τ is the
collection of subsets of ξ and ρ is the Gibbs distribution on this lattice, defined
as:

ρ(x) =
1
Z
e−u(x) (1)
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where u(x)=
∑

∀(i,j) uC(xC). Here u(x) is the potential function, uC(xC) is the
energy associated with the cliques C∈ �ij , and Z=

∑
∀x e

−u(x) is the normalizing
constant, popularly known as the partition function. In our present work we have
utilized a particular class of MRF with pair-wise interaction to model the LSB
plane. This class of model has been extensively used for restoration of degraded
binary images [4]. These applications have a close resemblance to our present
problem. The joint density function (Eq. 1), in our model considers the first order
neighborhood system where in each pixel interacts with its immediate neighbors
as shown in the Fig. 1. We further assume that, the clique interaction energy
follows the Hebbian rule [3]. Let, βh and βv be the coupling intensities in the
horizontal and vertical direction respectively and (i, j), (i′, j′) is a clique. The
generalized expression of the interaction potential is:

u(xij) = βh

∑
xijxi′j′ + βv

∑
xijxi′j′ (2)

We describe in the next section the algorithm to estimate the values of βh and
βv for any image.

Fig. 1. Horizontal and vertical cliques

4 Estimation of the MRF Parameters and Detection of
Tampered Bits

The problem of parameter estimation is an aspect of the research related to the
modeling of any image using MRF. The principal cause of criticality lies in the
computation of the partition function Z. In the present work EM(Expectation
Maximization) based algorithm proposed by Besag et. al [5], is used to estimate
the MRF parameters. Once βh and βv is estimated, the probability of occurrence
ρ(x) of each pixel is calculated using Eq. 1. If ρ(x) is found to be significantly
small, the corresponding pixel is considered as an outlier with respect to its
neighborhood and declared as a tampered bit. In a complete image if the number
of tampered bits crosses a threshold, then the image is declared as a stego image.
In the following it will be shown that, the local randomness of the bit pattern
around a pixel of the LSB plane is an important parameter in determining the
accuracy of computation of ρ(x). If for some random bit pattern gross inaccuracy
occurs in the computation of ρ(x) then its detection as stego/non-stego will be
grossly inaccurate. We can say that such bit pattern offers more security to
be considered as a secured cover image and the steganography capacity can be
considered as a function of the % error of detecting tampered and untampered
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bits. In the next section we describe the influence of local randomness in the LSB
plane on the estimation of tampered/ un-tampered bits. Based on this result a
new measure of steganography capacity is also proposed.

5 Run Statistics of the LSB Plane and a New Measure of
Steganography Capacity

The new steganalysis algorithm as described above, is tested over a large number
of natural images. For space restriction a few results are presented here. In
Fig. 2 the % of erroneously detected tampered and un-tampered bits is plotted
as a function of the co-efficient of kurtosis (α4), of the LSB plane. It is observed
that for the images with high co-efficient of kurtosis α4, detection of tampered/
un-tampered bits is less erroneous. It is also to be noted that, for small values of
α4, the detection accuracy is very poor and nearly the same for both the stego
and non-stego images. As α4 increases, the discernibility between the stego and
non-stego images increases. To bring further clarity into this explanation we use
the run statistics of images. We assume that any image can be considered as
a set of rows (or columns). In each row, let there be N partition points (rank)
which separate the sequences of homogeneous pixels (Fig. 3a. If in a row, there
are NA number of +1 pixels and NB number of -1 pixels, the z-score of the
Run-statistics is defined as [6]:

z =
N − μv

σ2
v

(3)

where,

μv =
2NANB

NA +NB
+ 1 and σv =

2NANB(2NANB −NA −NB)
(NA +NB)2(NA +NB − 1)

(4)

Let, the null hypothesisH0 be that ’the row is random’ andH1 be the alternative
hypothesis that ’the row is homogeneous’. For a two tailed test at the significance
level 0.05, a row will be considered as random when −1.96 ≤ z ≤ 1.96 otherwise
it will be considered that the row has long run length. In Fig. 3b the percentage

Fig. 2. Change in reconstruction error with coefficient of kurtosis
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(a) (b)

Fig. 3. (a) Partition points(rank) separating the sequences of homogeneous pixels, and
(b) Change in reconstruction error(%) with Z-score

error(e) in reconstruction is plotted as a function of the z-score. The curve is
estimated numerically and a polynomial is obtained which fits into the curve
closely.

e = k(−15.386|Z|3 + 145.275|Z|2 − 359.339|Z|+ 125.5252) (5)

where k is a parameter which takes different positive non-zero values for different
set of images. We now define the modified measure of steganography capacity
as βℵ where

D(PS‖PC) +
1

k(−15.386|Z|3 + 145.275|Z|2 − 359.3393|Z|+ 125.525)
< βℵ (6)

D(PS‖PC) represents the K-L divergence between the cover and stego image as
taken into consideration by Cachin in his definition of ε-security.

6 Experimental Results

We compute the K-L divergence between a pair of stego and non-stego images
using the formulae:

D(PC‖PS) = log
ZS

ZC
− EC [uC − uS] (7)

where ZS and ZC are the partition functions of the stego and cover image re-
spectively and uS and uC are the clique potentials in the stego and cover image.
EC [] represents the expectation of any random variable with respect to the dis-
tribution of the non-stego images. The K-L divergence for a number of natural
images are computed. The images are chosen cautiously such that for each of
them the K-L divergence remain nearly the same for particular amount of pack-
ing density. Following Cachin’s definition, it is expected that, the % of error in
bit reconstruction will remain same for all these images. In the Fig. 4 we see
that the experimental curve is significantly deviated from the theoretical curve
following Cachin’s formulae. While the curve obtained using our formula is in
close agreement with the experimental curve.
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Fig. 4. Variation of the reconstruction error in different images. Experimental curve,
curve obtained using Cachin’s formula and the proposed measure of steganography
capacity.
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Abstract. Recently, Multimedia security paradigm has shifted towards
encryption techniques combined with compression systems to meet the
constraints of wireless networks. Several techniques of encryption with
compression have been proposed to reduce processing time, but either
they are insecure or computationally intensive. An efficient partial en-
cryption technique based on SPIHT compressed bitstream is thus pro-
posed to provide an efficient encryption for digital images. A satisfactory
level of security is achieved with encryption of less than 0.5% of data for
image encoded at 0.8 bpp by encrypting the bits as well as their loca-
tions. The proposed technique has large key space and can withstand
approximation and brute force attacks.

1 Introduction

The past decade has witnessed an intensified growth in the development of joint
compression and encryption techniques. Traditionally, multimedia data is com-
pressed using a suitable compression algorithm followed by encryption of com-
pressed output with an independent encryption algorithm. Selective encryption
is mostly used to provide faster encryption by encrypting only a small portion
of multimedia data, either from the final results or from the intermediate steps
of compression system. This process must then be reversed by the decoder.

Methods have been proposed to combine partial encryption and compression
to reduce the processing time, but either they are insecure or computationally
intensive. Thus, a SPIHT based partial encryption technique is proposed that
provides adequate security and consumes less computational resources. The pro-
posed algorithm encrypts only the bit values, however, the encrypted bit loca-
tions can also be encrypted, providing a two tier security. Analysis has shown
that the proposed algorithm gives a good perceptual degradation, low PSNR
(Peak Signal to Noise ratio) value, a large key space, and can withstand brute
force and approximation attacks. Subsequent section discusses the existing Set
partitioning in Hierarchical Tree (SPIHT) based encryption techniques, proposed
algorithm and its security analysis.
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2 Existing SPIHT Based Encryption Techniques

Most of the compression algorithms generally decompose their input into impor-
tant and unimportant parts to facilitate efficient encoding. Efficient encryption
of only important part makes it difficult for a cryptanalyst to retrieve the correct
image from the unencrypted data alone.

Cheng et al. [1] perceived that wrong initial information of two highest pyra-
mid levels will disturb the entire tree structure formed and proposed to encrypt
threshold level n and significant information of two highest pyramid levels in the
SPIHT [2] encoded bitstream. Said [3] has argued that increased dependency
does not necessarily mean high security. Said proved that an acceptable quality
of image can be retrieved if the encrypted image and its respective watermarked
thumbnail image is available.

Another partial encryption approach based on Color-SPIHT compression
technique is proposed by Martin et al. [4]. The author proposed to encrypt all
the LIP and LIS significant bits encountered during first K sorting passes. The
confidentiality vs. processing overhead can be controlled by choosing K during
encoding. Although, encryption time can be reduced by selecting only a part of
the LIS bitstream.

Norcen and Uhl [5] proposed random permutation of wavelet coefficients in
all the subbands before compression by SPIHT or JPEG2000 encoding. How-
ever, compression ratio reduces by 27% even when the permutation keys are not
embedded in the encoded bitstream. Encryption of 3D-SPIHT coded video is
proposed by Lian et al. [6] using sign bit encryption and two stages of wavelet
coefficient confusion. But, coefficient confusion before encoding adversely affects
the compression ratio.

To alleviate the problems incurred in above discussed techniques, a partial en-
cryption technique based on SPIHT compression is proposed that gives high com-
putational efficiency without adversely affecting the compression performance.

3 Proposed Scheme for Image Encryption

SPIHT generates an encoded bitstream which gives information regarding sign
bits, refinement bits, significance of pixels, and significance of sets. The SPIHT
encoded bitstream can be divided into three small bitstreams, denoting the bits
belonging to LIP, LIS and LSP. The LIP bits denotes the ordered set of bits
obtained during the first phase of sorting pass, where coefficients in LIP are
tested for significance, LIS denotes the ordered set of bits obtained during the
second phase of sorting pass where entire trees are tested for significance, and
LSP denotes the ordered set of bits obtained during the refinement pass.

The decoder should consider every bit correctly to faithfully retrieve the im-
age. A slight change in this encoded bitstream disrupt the tree structure, giving a
wrongly decoded image. It is observed that encryption of sign bits and refinement
bits do not contribute much to the security of images. Whereas, encryption of all
the significant information consumes a lot of computational resources or time.
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Thus, encryption of few significant bits representing the vertical descendants
of LIS coefficients is proposed. This leads to only minor modifications in the
tree structure, but degrades the image completely. The main advantage of the
proposed scheme is that the number of bits to be encrypted can be controlled
by the user to make an efficient trade off between computational resources and
security. Secondly, the location of encrypted bits is not fixed and comes out to
be different for different images. To provide sufficient security level, encryption
is performed using a block cipher instead of stream cipher.

To identify the encrypted bits, a binary vector V is created during encoding,
where Vj = 1 simply depicts that jth bit in the encoded bitstream represents

SPIHT encoded bitstream

Vector V

Vertical descendant bits

= 0x 50918C70…

= 0x 0CF50C3E…

AES encrypted vertical descendant bits

Fig. 1. Systematic diagram for encryption

Fig. 2. Results for test images (left to right: lena, pirate, mix, barbara), first row:
original image, second row: their encrypted counterparts
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a vertical descendant bit. From the encoded bitstream, x number of bits for
which Vj = 1 are grouped together, where x denotes the number of bits to be
encrypted and controlled during encoding. These selected bits are then encrypted
using AES, and placed back at their original positions in the encoded bitstream.
The reconstructed image by decoding of this encrypted bitstream is completely
incomprehensible. A systematic diagram depicting the encryption procedure is
shown in fig. 1 and the results obtained by encryption are shown in fig. 2.

Other than the key used during AES, the vector V also becomes a key for
the decryption process and transmitted along with the encrypted bitstream.
Vector V is a variable length vector, different for different images, and also
varies for different decomposition levels or threshold value in case of same im-
age. This vector V can be encoded using (run, EOP) symbols which can fur-
ther be protected by any public key encryption process. For decryption, the
encrypted bits are selected from the encoded bitstream by comparison with the
received vector V . Reverse process is carried out to reconstruct the original
image.

4 Results and Discussions

An ideal encryption scheme should (a) ensure no information leakage from the
cipher image (b) exhibit high key sensitivity, and (c) be able to withstand various
cryptanalytic attacks. To analyze the security of the proposed technique, certain
experiments on various grayscale images are perfromed. Fig. 2 shows the cipher
images obtained after AES encryption of first 128 vertical descendants bits (less
than 0.5% of the compressed bitstream).

The amount of degradation produced by the employed encryption technique
is measured using Peak Signal to Noise Ratio (PSNR). The proposed encryp-
tion technique gives a PSNR value between 7dB-15dB, which is well within the
satisfactory limits. The PSNR value obtained for various grayscale images are
shown in table 1.

Table 1. PSNR values obtained

cameraman lena pirate barbara woman peppers huts wheel mix montage butterfly

9.89 12.29 13.09 12.52 14.19 8.75 10.80 12.44 9.96 7.84 13.76

During analysis, it is observed that in order to get first 128 vertical descendant
bits, average length of vector V comes out to be 1500. In order to break the
cipher, an intruder needs to know these encrypted bit locations which require
1500C128 i.e. 1372! attempts. Even after knowing the bit locations, an opponent
requires AES key to correctly decrypt the image. Collectively, a large key space
is generated in the proposed cryptosystem, which is sufficient enough to resist
brute force attacks.
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Fig. 3. Results for decrypted images (left to right: lena, pirate, mix, barbara), first row:
wrong AES key (only single bit change in encryption and decryption key), second row:
wrong vector V (only 5 bit locations are wrongly received), last row: approximation
attack on the image (few encrypted values are replaced by 0 or 1, then decrypted and
decoded)

The key sensitive nature of the proposed algorithm is tested by slightly varying
the key used during encryption. In the first case, single bit change in the AES key
at the LSB position is introduced. And, in the second case, the vector V used
during decryption is changed. Randomly five bit locations are made different
from the actual vector V . Fig. 3 shows the obtained result in both the cases and
it can be seen that decryption using wrong key gives totally incomprehensible
image.

The strength of encryption technique is also verified by launching approxima-
tion attack [7] in which all encrypted bit positions are replaced by a constant
value i.e. 0’s or 1’s. The retrieved degraded images after approximation attack
(fig. 3(last row)) do not reveal any information about the original image, thus,
verifying the strength of proposed technique.

Use of AES encryption makes the proposed technique scalable in nature with
first n bits forming the base layer, protected by a strong cipher. The rest of the
bitstream constitute the enhancement layer providing bit level scalability. This
enhancement layer can also be encrypted using a lightweight encryption scheme
like XOR function.
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4.1 Comparison with Existing Techniques

The proposed scheme is different from the scheme in [1,4] in three important
ways: (a) computational overhead is reduced by encrypting only vertical descen-
dant depicting bits of LIS coefficients, (b) the level of confidentiality achieved vs.
computational overhead can be controlled by controlling the number of bits to be
encrypted, and (c) encryption of vector V provides an additional security level.
Further, the schemes in [5,6] are implemented before encoding, which adversely
affects the compression ratio whereas the proposed technique is implemented on
compressed bitstream without affecting the compression efficiency.

5 Conclusion

This paper proposes a partial encryption approach that encrypts selected data
from the SPIHT compressed bitstream. Security is achieved by not only en-
crypting selected part of compressed bitstream, but can also be increased by
encrypting the bit locations of encrypted bits. A good trade-off between se-
curity and computational resources is achieved without adversely affecting the
compression ratio. The proposed technique provides a large key space, sufficient
level of perceptual degradation, can withstand approximation attacks and brute
force attacks.
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Abstract. Steganalysis has attracted researchers attention overwhelmingly in
last few years which discriminate stego images from non-stego images. The per-
formance of a Steganalysis depends not only on the choice of classifier but also on
features that are used to represent the image. Features extracted from images may
contain irrelevant and redundant features which makes them inefficient for ma-
chine learning. Relevant features not only decrease the processing time to train a
classifier but also provide better generalization. In this paper, kullback divergence
measure, chernoff distance measure and linear regression are used for relevant
feature selection. The performance of steganalysis using different measures used
for feature selection is compared and evaluated in terms of classification error and
computation time of training classifier. Experimental results show that Linear re-
gression measure used for feature selection outperforms other measures used for
feature selection in terms of both classification error and compilation time.

Keywords: Steganalysis, Feature Selection, Linear Regression, Kullback Diver-
gence, Chernoff Distance Measure.

1 Introduction

Information hiding techniques have gained enormous popularity among researchers due
to increasing threats for security, especially after 9/11 incident. Research community is
involved in study of methods of secure communication as well as methods of detection
of the covert communication between the two parties. Steganography is commonly used
technique for data hiding in carrier signals. The carrier signal undergoes modification
once the data to be sent is embedded using some technique. Images are often used as
a carrier because of their extensive availability with high resolution of pixels. In recent
years, detecting the presence of hidden messages has posed significant challenges to
research community [2, 3, 4, 6, 10, 17]. Steganalysis is art of discriminating such suspi-
cious signals from a large number of inoffensive signals over a communication channel.
Several techniques for steganalysis were proposed in literature [4,11,18]. Since the data
hiding may involve different image formats, different embedding algorithms, and var-
ious steganographic keys, steganalysis turns out to be more difficult and challenging
task. Recently, Farid [2, 3] used wavelet-like decomposition to build higher-order sta-
tistical models of natural images in terms of mean, variance, skewness, and kurtosis of
coefficients of wavelet subbands as features and employed classifier to discriminate be-
tween stego and non-stego images. However, the resultant features may contain noisy,
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irrelevant or redundant features which makes them inefficient for machine learning. In
fact, the presence of irrelevant and redundant features may deteriorate the performance
of the classifier and requires high computation time and other resources for training and
testing the data. Hence, in order to enhance the performance of stegoanalysis in terms of
accuracy and time required to detect, there is need to identify a set of relevant features.

Feature selection is used to remove such noisy, irrelevant, and redundant features.
There are two major approaches to feature selection: filter and wrapper approach [5,
7, 8]. Most filter methods employ statistical characteristics of data for feature selection
which requires less computation. It independently measures the importance of features
without involving any classifier. Since, the filter approach does not take into account
the learning bias introduced by the final learning algorithm, it may not be able to select
the most relevant set of features for the learning algorithm. On the other hand, wrapper
methods tend to find features better suited to the predetermined learning algorithm re-
sulting in better performance. But, it tends to be computationally more expensive since
the classifier must be trained for each candidate subset.

Feature ranking approaches have been widely investigated for feature selection [12,
14, 15] in literature. Since in most of feature ranking approaches features are evalu-
ated using statistical characteristics of the data, different feature ranking methods mea-
sure different characteristics of data. Therefore, the informative features selected by
different ranking methods may be different. Another disadvantage associated with fea-
ture ranking methods is that they ignore the correlation among the features because of
their univariate approach. Hence the selected features subset may have low discrim-
inatory capacity and increased redundancy. In literature to remove redundancy a for-
ward/backward feature selection method or its combinations are used with a measure
that selects relevant and non redundant features. Among the most widely used filter
methods [6] for feature selection, there are techniques based on statistical separability
measures which allow one to select a suitable subset of features by assigning the degree
of interclass separability associated with each subset considered. In particular, Kullback
Divergence, Chernoff distance measures and linear regression are commonly employed
by research community. In this paper, we compare and evaluate these measures to de-
termine relevant features for steganlaysis.

Our work is organized as follows: Feature extraction using higher order statistical
model is included in section 2. A brief introduction of separability measures employed
for features selection techniques are discussed in section 3. Experimental results on a
database of natural images are shown in section 4 and section 5 contains conclusions.

2 Feature Extraction Using Higher Order Image Statistics

Although the presence of embedded message is most often not detectable to the human
eye, but it may nevertheless changes the statistics of an image. The distortions in the
resulting stegoimages can be analyzed by comparing the statistical properties of both
cover and stegoimages [18,19] . In literature, techniques [19,20] are available to detect
such changes based on first order statistical distributions of intensity or transform co-
efficients. The disadvantage of this analysis is that simple counter-measures that match
first order statistics are likely to thwart detection. Farid [2] has pointed out that ste-
ganalysis based on higher-order statistical models may detect stegoimages. It has been
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observed across a large number of natural images that there exist strong higher-order
statistical regularities within a wavelet-like decomposition. The embedding of a mes-
sage may significantly change the statistics of image and thus becomes detectable.

The decomposition of image is possible by using separable quadrature mirror fil-
ters (QMFs). Thus, the frequency space is divided into multiple scales and orientations.
This can be accomplished by applying separable lowpass and highpass filters along the
image axes generating a vertical, horizontal, diagonal, and lowpass subband. The diago-
nal, horizontal, and vertical subband at scale i = 1, 2, ..., n are represented as Di(x, y),
Hi(x, y), and Vi(x, y) respectively. Subsequent scales are obtained by recursively fil-
tering the lowpass subband. Farid [2,3] pointed out that using above decomposition the
statistical model containing the mean, variance, skewness and kurtosis of the subband
coefficients for each orientation and scales can be obtained for i = 1 to n. This char-
acterizes the basic coefficient distributions statistically. The second set of statistics is
based on the errors in an optimal linear predictor of coefficient magnitude. It is pointed
out [2, 3] that the subband coefficients of the image are correlated to their spatial, ori-
entation and scale neighbors. Taking this into account,Vi(x, y), a vertical band at scale
i , can be represented in terms of neighboring pixels in spatial domain as:

Vi(x, y) = w1Vi(x − 1, y) + w2Vi(x+ 1, y) + w3Vi(x, y − 1) + w4Vi(x, y + 1)
+w5Vi+1(x/2, y/2) + w6Di(x, y) + w7Di+1(x/2, y/2)

(1)

Where wk denotes scalar weighting values. In more compact form, it can be expressed
as

V = Qw, (2)

Where w = (w1, w2, ........., w7)T , the vector V contains the coefficient magnitudes
of Vi(x, y) strung into a column vector and the columns of the matrix Q contain the
neighboring coefficient magnitudes as specified in (1) also strung out in column vectors.
To determine coefficients of quadratic error function is defined [2, 3] as

E(w) = [V −Qw]2 (3)

This error function E(w) can be minimized by differentiating equation (3) and substi-
tuting it equal to zero yields:

w = (QTQ)−1QT V (4)

From the above, order statistics such as the mean, variance, skewness, and kurtosis
can be evaluated. Similarly, the above procedure can be repeated to get the subbands
Hi(x, y), Di(x, y). Since, there are four statistics and linear predictor for three subband
are computed for (n− 1) levels , we have total 12(n− 1) error statistics and 12(n− 1)
coefficient statistics. Thus, these 24(n−1) statistics altogether will form a feature vector
of the image.
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3 Forward Feature Selection Techniques

Feature ranking is commonly used to determine a subset of relevant features. However,
the disadvantage of feature ranking method is that they ignore the correlations between
features. Hence the features selected may contain redundant information. Some of the
methods suggested in literature for removing redundancy are Chernoff distance mea-
sure, Kullback divergence measure [14] and linear regression [16].

In order to obtain a quantitative measure of how separable are two classes, a distance
measure can be easily extracted from some parameters of the data. A very important
aspect of probabilistic distance measures is that a number of these criteria can be an-
alytically simplified in the case when the class conditional p.d.f.s p(Xi | Ci) follows
multivariate normal distribution. In literature, for multivariate normal distribution for
two classes, KD and CD measures are given as follows [14]:
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where μi
k is a mean vector and Σi

k is a covariance matrix of k-dimensional data for
class Ci, i = 1, 2 . The regression analysis considers the relations between the selected
features which minimizes redundancy. While using regression analysis for data a mul-
tiple regression model is considered because there can be many features which could
affect the presence or absence of stegoimage. A multiple regression model with a target
variable y and multiple variablesX is given by [16]:

y = β0 + β1X1i + β2X2i + · · ·+ βnXni + ξi, i = 1, 2, ..., n (7)

Where β0, β1, ...., βn are constants estimated by observed values of X and class label
y and is estimated by normal distribution having mean zero and a variance σ2.

The error sum of squares SSE which is sum of the squared residuals is given by

SSE =
n∑

n=0

(yi − predictedyi) (8)

A large value of SSE means that the regression is predicted poorly. The total sum of
squares is given by

SSTO =
n∑

n=0

(yi − ȳ) (9)

Where ȳ is the average of yi. In a regression model the choice of features which best
explains the class label depends on the value ofR2 given by

R2 = 1− SSE

SSTO
(10)
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4 Experimental Setup and Results

We prepared a database of 1500 natural images taken from different sources i.e
www.1000pictures.com, www.1000wallpapers.com All the images were in JPEG
format. The image resolutions were ranging from 800× 600 to 1600× 1200. We first
resized each one of these images to 640 × 480 pixels images and embedded message
images of six different resolutions 256× 256, 128× 128, 64 × 64, 32 × 32, 16 × 16,
and 8× 8 into cover image using OUTGUESS [19].

We have created 1000 non-stego images and 1000 stego images. Features are ex-
tracted from each one of the grey images using Haar wavelet. Each image is represented
in terms of 72 statistics for four level wavelet decomposition. To remove redundancy
from the selected pool of features three methods are compared: kullback divergence
measure, chernoff distance measure and linear regression. For chernoff distance fea-
tures are selected using 3 different values ranging from 0.1 to 0.9 with an increment of
0.4. We have used the following classifiers to evaluate the performance of the feature
selection methods: naive Bayes Classifier (naivebc), Logistics linear classifier (loglc),
Fisher linear classifier (fisherc), Nearest mean classifier (nmc), Normal Density based
classifier-Independent features (udc), Normal Density based linear classifier (ldc), Nor-
mal Density based quadratic classifier (qdc). Classification error is computed using ten
cross-validation. All the simulations are done using matlab. Tables 1-3 show the min-
imum classification error achieved with different classifiers along with the number of
features for different measures. For chernoff distance measure the minimum classifica-
tion error achieved for optimal value of β is shown in Tables 1-3. The best results in
each category are indicated in bold. We observe the following from Tables 1-3:

1. The minimum classification error is achieved with linear regression for all classi-
fiers and for different size of embedding.

2. The number of features required to obtain minimum classification error is signif-
icantly smaller using linear regression in comparison to baseline, kullback diver-
gence measure and chernoff distance measure using all classifiers and different
size of embedding.

3. The performances of ldc, fisherc and loglc are comparable and better than other
classifiers in terms of classification error for all sizes of embedding used in
experiments.

Table 1. Comparative results of classification error and minimum number of features for Size
8 × 8 and 16 × 16

Size=8 × 8 Size=16 × 16
Baseline JD JC Linear Baseline JD JC Linear
ErrAll fea ErrJD beta ErrJC fea ErrLin ErrAll fea ErrJD beta ErrJC fea ErrLin

Ldc 0.3170 67 0.3045 38,.9 0.2985 23 0.2905 0.3210 39 0.3040 38,.5 0.2985 24 0.2680
Fisherc 0.3240 67 0.3045 46,.9 0.3000 24 0.2905 0.3160 34 0.3045 38,.5 0.2955 20 0.2910
Naivebc 0.5605 64 0.4705 16,.9 0.4430 2 0.4360 0.5390 27 0.4660 21,.9 0.4350 4 0.3860
Udc 0.4900 65 0.4860 22,.5 0.4875 9 0.4260 0.5025 55 0.4945 37,.9 0.4930 9 0.3855
Qdc 0.5000 37 0.4735 35,.5 0.4670 7 0.3445 0.5090 31 0.4760 24,.5 0.4675 7 0.3085
Nmc 0.4990 47 0.4970 52,.1 0.4950 4 0.4165 0.5020 3 0.4975 1,.1 0.4975 1 0.4090
Loglc 0.3090 63 0.3005 44,.1 0.2960 24 0.2935 0.3065 34 0.2995 44,.1 0.2985 18 0.2670
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Table 2. Comparative results of classification error and minimum number of features for sizes
32 × 32 and 64 × 64

Size=32 × 32 Size=64 × 64
Baseline JD JC Linear Baseline JD JC Linear
ErrAll fea ErrJD beta ErrJC fea ErrLin ErrAll fea ErrJD beta ErrJC fea ErrLin

Ldc 0.3155 54 0.3075 44,.1 0.3005 23 0.2920 0.3095 60 0.3090 43,.1 0.2990 37 0.2925
Fisherc 0.3210 51 0.3085 36,.9 0.3015 21 0.2930 0.3260 25 0.3130 37,.1 0.3020 19 0.2925
Naivebc 0.5385 19 0.4675 13,.9 0.4375 2 0.4275 0.5325 6 0.4725 15,.5 0.4420 2 0.4330
Udc 0.4985 38 0.4865 29,.5 0.4850 9 0.4230 0.5035 43 0.4925 47,.9 0.4895 11 0.4225
Qdc 0.5035 23 0.4650 22,.1 0.4595 2 0.3400 0.5025 26 0.4705 17,.5 0.4620 11 0.3405
Nmc 0.5030 72 0.4910 5,.5 0.4925 4 0.4260 0.5015 46 0.4960 2,.1 0.4940 4 0.4135
Loglc 0.3025 60 0.2965 66,.5 0.2975 17 0.2925 0.3135 66 0.3010 39,.9 0.2965 25 0.2920

Table 3. Comparative results of classification error and minimum number of features for Size
128 × 128 and 256 × 256

Size=128 × 128 Size=256 × 256
Baseline JD JC Linear Baseline JD JC Linear
ErrAll fea ErrJD beta ErrJC fea ErrLin ErrAll fea ErrJD beta ErrJC fea ErrLin

Ldc 0.3195 64 0.3170 42,.1 0.3015 27 0.2925 0.2900 67 0.2820 55,.9 0.2675 24 0.2680
Fisherc 0.3355 69 0.3130 45,.5 0.3075 22 0.2960 0.3360 67 0.2770 46,.9 0.2730 20 0.2965
Naivebc 0.5085 25 0.4900 29,.5 0.4430 2 0.4360 0.4360 64 0.4330 22,.5 0.4125 4 0.3860
Udc 0.4955 69 0.4915 35,.5 0.4910 11 0.4170 0.4780 65 0.4765 71,.5 0.4710 9 0.3855
Qdc 0.5015 56 0.4875 34,.1 0.4730 12 0.3415 0.4745 37 0.4605 25,.5 0.4555 7 0.3085
Nmc 0.4985 22 0.4945 25,.5 0.4950 2 0.3930 0.4970 47 0.4865 45,.5 0.4930 1 0.4090
Loglc 0.3190 70 0.3190 41,.1 0.3020 22 0.2905 0.2835 63 0.2795 43,.5 0.2695 18 0.2670

Fig. 1. Variation of Computation time (a) 8 × 8 (b) 128 × 128

The training time of different classifiers using features selected to achieve minimum
classification error using linear regression measure and using baseline (all features) for
two (8×8 and 128×128) sizes of embedding are shown in Figure 1. It can be observed
from Figure 1 that the training time required using features selected by linear regression
measure is very small in comparison to training time of classifier using baseline (all
features) for all sizes of embedding used in experiments. The time difference observed
is more in case of logc classifier.

5 Conclusions

The performance of a classifier depends on the choice of features and classifier for any
pattern recognition system. Features based on higher order statistics are extracted from
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stego and non-stego images using wavelet decompositions. Feature extracted from im-
age may contain irrelevant and redundant features which makes them inefficient for
machine learning. Hence, relevant features which provide minimum classification error
are selected using kullback divergence measure, chernoff distance measure and linear
regression. The performance of steganalysis using different measures used for feature
selection is compared and evaluated in terms of classification error and computation
time of training classifier. Experimental results show that classification error with fea-
tures selected using linear regression is less in comparison to other measures used for
feature selection. Also the relevant features selected using linear regression is much
smaller in size in comparison to other measures with all classifiers. Hence linear regres-
sion measure used for feature selection outperforms other measures in terms of training
computation time of a classifier. To improve the performance of the Steganalysis, future
work could include the following: (i) identifying the type of Steganography algorithm
used for embedding the secret message, (ii) To locate, retrieve and analyze the embed-
ded message to infer the information hidden in image.
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Abstract. Linear Discriminant Analysis is optimal under the assumption that 
the covariance matrices of the conditional densities are normal and all identical. 
However, this doesn’t hold for many real world applications, such as Facial 
Image Recognition, in which data are typically under-sampled and non-
Gaussian. To address this deficiency the Non-Parametric Discriminant method 
has been developed, but it requires model selection to be carried out for 
selecting the free control parameters, making it not easy for use in practice. We 
proposed a method, Mutual Neighborhood based Discriminant Projection, to 
overcome this problem. MNDP identifies the samples that contribute most to the 
Baysesian errors and highlights them for optimization. It is more convenient for 
use than NDA and avoids the singularity problem of LDA. On facial image 
datasets MNDP is shown to outperform Eigenfaces and Fisherfaces under 
various experimental conditions. 
 

Keywords: k-nearest neighbors, mutual neighborhood, discriminant projection, 
face recognition. 

1   Introduction 

Linear Discriminant Analysis [1] is optimal for feature extraction assuming that the 
conditional densities are normal and all identical. However, for face recognition problems, 
datasets are often under-sampled and non-Gaussian. The Fisher-Raleigh criterion that 
defines LDA may lose its effectiveness for feature extraction and classification. 

To address this problem, Fukunaga has developed the Nonparametric Discriminant 
Analysis method (NDA) [2] based on the idea of k-nearest neighborhood construction 
[3],[4]. Samples are assigned weights for training to increase the discriminant power of 
the extracted features. However, the weight function of NDA contains free parameters 
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that have to be configured through model selections. They affect the weight function 
exponentially and range from 0 to the infinity. Users have to be careful in choosing them 
for maximal performance, making it not easy for use as LDA in practice. 

We proposed an alternative approach, Mutual Neighborhood based Discriminant 
Projection (MNDP) to address this problem. The idea is that a majority of the Bayesian 
errors in classification arise from the samples that stay very close but belong to different 
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classes. To improve classification, we should find out and highlight them for discriminant 
feature extraction. This can be achieved by incorporating the idea of mutual k nearest 
neighborhoods. That is, if 2 samples in the data space are within the k nearest 
neighborhood of each other then we pair up and pick out them for optimization to reduce 
the recognition errors. Differing from NDA, MNDA doesn’t require the extra costs for 
choosing the weight parameters in model selection. Also, we can learn more projection 
vectors in NDA than in LDA to improve the recognition rate. It doesn’t have the 
singularity problem of LDA. We have done experiments to evaluate MNDP on the AR 
databases. Our results indicate that MNDP outperforms Eigenfaces and Fisherfaces 
significantly and consistently for face recognition. 

2   Related Works 

For 2 class problem, NDA is formulated by Eq. (1) 
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In Eq. 2, 1
kNNx  and 2

kNNx  are the k-th nearest neighbor of ux  in class 1 and class 2, 

),(d ⋅⋅  is a distance measure, )x,x(d 1
kNNu  and )x,x(d 2

kNNu  are the radii of the kNN 

neighborhoods, α  is a free control parameter that ranges from zero to the infinity. The 
function has the property that near the classification boundary the weight takes large 
values and drops off to zero as going faraway. The parameters, α , determine how fast 

uw  falls to zero. They range from 0 to the infinity and affect the weight function 
exponentially. Users have to be careful in choosing these parameters for performance, 
making it not easy for use as LDA in practice. 
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3   Concept of MNDP 

Let X  denote the space of observations, nRX ⊆ . 1X , 2X X⊂ , φ=∩ 21 XX  are 2 
classes of training samples. The between-class mutual k-nearest neighborhood is defined 
as the set of the sample pairs with mutual neighbor relations,  
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1
ix  and 2

jx  is the i-th and the j-th sample in classes 1X  and 2X , respectively. 

)x(kNN 1
i  is the set of the k-nearest neighbors of 1

ix  in 2X . )x(kNN 2
j  is the set of the 

k-nearest neighbors of 2
jx  in 1X . By building the mutual k-nearest neighborhoods, we 

can readily identify the pairs of samples who are the mutual neighbors, as shown in Fig. 1. 

 
Fig. 1  Mutual neighbors identified for 2 data classes ( represented as circles and 
diamonds).  

.

4   Formulation of MNDP 

The objective function of MNDP is defined by, 
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is the within-class kFN scatter matrix, ( )( )∑
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projections, optW , are obtained by solving the eigenvectors for the matrix N
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We demonstrated the effectiveness of MNDP over LDA using simulated data, as shown in 
Fig. 2. LDA and MNDP both work well for normal distributions (Left). But LDA fails to 
learn the optimal projection when the densities are not typically Gaussian (Right). 
However, MNDP can work well under both conditions. 

5   Experimental Results 

We evaluated MNDP for Face Recognition and compared it with Eigenfaces and 
Fisherfaces. The results on AR databases [5] indicate that MNDP achieves better 
recognition rate under various experiment conditions than others. We found that 
intriguingly it is most effective when the Cosine distance measure was utilized for 
classification on AR database. The accuracy rate was improved about 10 percent.  

5.1   AR Database 

We selected the sample images from 126 individuals, manually cropped and normalized 
them to 4050×  pixels. The neighborhood size was set to 3. For each person 7 samples 
out of the 14, as shown in Fig. 3, are chosen randomly for training, the remainders for 
testing. The 1L , 2L  norms and the Cosine distances are utilized for 1-NN classification. 
We repeated the experiment 20 times. The recognition rates, their standard deviations, and 
the number of components employed for classification are shown in Table 1. 
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(a) (b) (c) (d) (e) (f) (g) 

       
(n) (o) (p) (q) (r) (s) (t) 

Distance measures  
Method L1 L2 Cosine 

Eigenfaces 92.08 ± 1.23(80) 80.92 ± 1.23(80) 85.48 ± 1.23(80) 
Fisherfaces 84.61 ± 1.32(79) 82.74 ± 1.21(80) 87.59 ± 1.28(55) 

MNDP 95.14 ± 1.12(40) 90.81 ± 0.81(41) 95.57 ± 0.81(40) 

Table 1. Top average recognition rate (%)  on AR database 

6   Conclusion 

Linear Discriminant Analysis is optimal under the assumption that the covariances of the 
conditional densities are normal and all identical. This however doesn’t hold for many 
real world applications, such as Face Recognition, in which data are typically under-
sampled and non-Gaussian. Fukunaga has developed the Non-Parametric Discriminant 
method to address this deficiency but it was not quite easy for use as model selections 
have to be carried out to choose the optimal weight parameters. We proposed an 
alternative approach, Mutual Neighborhood based Discriminant Projection, to overcome 
this problem. MNDP highlights the mutually neighboring samples, which are considered 
to contribute most to the Baysesian errors for discriminant feature analysis. This was 
achieved by utilizing the idea of mutual k nearest neighborhood. MNDP is easier for use 
than NDA and avoids the singularity problem one of the limitations of LDA. On facial 
image datasets, MNDP achieved better recognition result than Eigenfaces and Fisherfaces 
under various experiment conditions. 
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Abstract. Compact spatio temporal representation of human gait in
form of gait enery image (GEI) has attracted lot of attention in recent
years for biometric gait recognition. Researchers have reported very high
recognition rates for normal walk sequences. However, the rates come
down when the subjects are wearing a jacket or coat, or are carrying a
bag. This paper shows that the performance for the variant situations
can be improved upon considerably by constructing the GEI with sway
alignment instead of upper body alignment, and selecting just the re-
quired number of rows from the bottom of the silhouette as inputs for an
unsupervised feature selection approach. The improvement in recognition
rates are established by comparing performances with existing results on
a large gait database.

1 Introduction

Biometric gait recognition refers to identifying a person from his normal walking
style (gait). This is a marker less unobtrusive biometric which can be done at a
distance and does not need user interaction or cooperation. [1][2][3][4][5]

Recently there has been a lot of interest in using gait energy as a feature for
gait based recognition[6][7][8]. The silhouettes of a person are extracted from
each frame of a walking cycle and superimposed on the first frame after aligning
the upper body of the person. This single image is referred to as Gait Energy
Image (GEI). This represents the walking dynamics of the person in a compact
manner. It has been shown that this representation is less sensitive to noise and
recognition rates are very promising for normal walk sequences[6][7][8]. However
the performance of the recognition system goes down if the person is wearing a
coat or is carrying a shoulder bag. This paper shows that by aligning the silhou-
ettes in a slightly different manner and with a proper selection of energy points
from the GEI, the gait recognition performance can be improved for clothing
and carrying bag variants of walking. The performance has been measured with
the same data set as used in Bashir[8].

2 Generating the GEI

We assume that the silhouettes of a person have already been extracted from the
walk sequence video clips. Many data bases which are available online, provide
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such silhouettes. We have chosen the CASIA database[9] for our study. We define
a walk cycle to consist of frames between two identical key frames consisting of
legs together stances of a person. Using the white pixel coverage of lower portion
of the body one can determine these key frames. We then normalize the silhouette
height to a window of height 100 pixels.

The conventional way of projecting the silhouettes is to align the head and
upper torso of the subject in each frame with the corresponding torso of the first
frame. In this approach apart from dynamic hand motion information the upper
body part appears static in the final GEI. However, as a person walks, his whole
body sways forward and backward periodically and this information is lost in
the simple alignment technique. This alignment also influences the shape of the
the dynamic area of the lower body part as well, which is critical in defining a
persons gait characteristics.

We propose a method of alignment that takes into consideration the whole body
motion. For each frame we use the maximum and minimum horizontalpoints of the
silhouette to compute the horizontal centroid and use this to align the silhouettes.
These points do not necessarily belong to upper body part and hence depicts true
horizontal centroid . We refer to this as “sway alignment” in our work.

3 Selection of Feature Points

To reduce the dimensionality of feature points , PCA is employedboth for unsuper-
vised or supervised selection approaches[7][8]. Supervised feature selection is tried
on the bottom half of the GEI in[8]. It is obvious that more useful gait information
is contained in the lower part of the body, particularly the legs. Also it should be
noted that this part is usually unaffected, if the person wears a coat or a jacket or
is carrying a bag on his shoulders. Thus we concentrate on the dynamic lower part
by selecting a suitable area from the bottom of the silhouette, The motivation be-
hind this is to use the pure gait information without the influence of shape. Also,
it drastically reduces the number of feature points needed for training.

To get an approximate position of the knee, we first locate the lowest posi-
tion of the palm using the golden ratio (1.618) of the human body[10]. As the
silhouette height is 100 pixels in our case, we get palm position at row 62 from
the top of the head. The knee would thus be located within 38 rows from the
bottom of the silhouette. Our desired dynamic area now consists of silhouette
rows between the ground level and a chosen limiting row. We name the limiting
row as Rlim (which is less than 38). By carrying out exhaustive experimentation
we found that Rlim can be set comfortably between 25 and 30. We keep the Rlim

fixed for all the gallery and probe sequences of all the persons.

4 Similarity Analysis

4.1 Dataset

We are using the CASIA dataset created by the center for biometric and security
research[9]. This database involves 124 subjects and was created with uniform
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background and controlled lighting condition and with different viewing angles.
The Database consists of three variants which are carrying bag, different clothing
and view angle. For first two variants 2 walk per person are available while 11
cameras at different angles are used for each walk. The starting stance of the
walks is not fixed.

Our approach is aimed for single camera based systems and applicable in
scenarios where restrictive entry is allowed. In GEI based approaches good results
are reported when view angle is 900. We have used the silhouettes of 900 view
angle from the dataset. The data is partitioned in three sets.
set A: Six normal walks for the same person
set B: Two walks by the same person but now carrying a bag
set C: Two walks by the same person with clothing change
To do the similarity analysis the whole data is divided into probe and gallery.
The gallery set(Ag) is made of first four normal walks for each person. We chose
this data set to compare our results with existing methods where the same very
walks are used as the gallery set[8]. As our interest is to show that recognition
can be carried out even when a person is carrying a bag, the Probe data (for
recognizing a person) consists of 3 sets(Ap,B,C). Ap happens to be the last two
walks of 6 normal walk data of set A. For both the probe and gallery sequence,
we have generated two GEIs per walk, belonging to alternate gait cycles.

4.2 Analysis

As mentioned earlier, we are only using the feature points from dynamic area of
GEI,bounded by Rlim. Similarity between probe and gallery walks is estimated
by calculating the normalized sum of absolute differences between the Gray
values of two GEI as shown in equation 1. Nearest neighbor classifier is then used
for recognition. Figure 1 depicts the process of similarity analysis between the
gallery sequence of subjecti and the kth probe sequence subjectj. As mentioned
earlier for each subject four walk sequence of gallery and two walk sequence of
probe are used where each walk sequence consists of two GEIs.

Diffi = Abs(gi(p)− gi(g))
Diff = Σn

i Diffi/n
(1)

gi(p): Gray value at location i for probe p
gi(g): Gray value at location i for gallery g
Diff : Normalized difference between probe(p) and gallery(g)
n : Number of points used, depends on Rlim

For each of the two probe sequences we calculate average difference with the
gallery as shown in equation 2

AvgDiff(prk) = MIN1 +MIN2/2 (2)

k : 1,2 denote two probe sequence
MIN1, MIN2: Least 2 values among Min(a1,b1), Min(a2,b2), Min(a3,b3) and
Min(a4,b4)
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Fig. 1. Similarity analysis

Final similarity between Gallery Subi and Probe Subj is estimated by calcu-
lating the minimum average difference among the two probe sequences as show
in equation 3.

sim(Subi, Subj) = min(AvgDiff(prk)) (3)

5 Performance Evaluation

We have evaluated the performances of performed the gait analysis using up-
per body alignment and using our “sway alignment”. For the CASIA dataset
database we have calculated recognition rates for various rank values. Rank N
recognition indicates that the person in the probe set is present among the top
N similarity scores from the gallery.

We have performed the gait analysis using both the upper body alignment as
well as sway alignment. We have calculated rank 1, rank 2 and rank 5 identifi-
cation rates for each of the variant. Table 1 presents the results for Rlim =30
and table 2 shows the results for Rlim = 25. It is observed that in each case the
sway alignment performs better in case of normal walk(set Ap) and clothing(set
C) variant but upper body alignment performs better in case of carrying bag(set
B) condition.

Comparison with existing results. We have compared the results of our ex-
periments with CAS(Chinese Academy of Sciences): GEI shape match approach
[6], ], UCR(Univ. of California Riverside): PCA and MDA base feature learn-
ing method[7] and (Queen Marys, Univ of London): Feature selection based
approach[8]. We have used the result of sway alignment for normal walk and
clothing variant while upper body alignment based results have been presented
for carrying bag variant. We have used Rlim as 30 for our results.

Both the CAS and UCR methods use the whole of the GEI for analysis. UCR
employs PCA and MDA for feature learning. Table 3 presents the comparison
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Table 1. Results: Static feature selection(Rlim = 30)

Method Identification rate Set Ap Set B Set C
Upper body alignment Rank 1 88.52 74.59 58.19

Rank 2 92.80 79.50 69.66
Rank 5 96.72 82.79 73.77

Sway alignment Rank 1 93.44 47.54 77.04
Rank 2 95.9 59.83 86.06
Rank 5 96.72 68.85 87.70

Table 2. Results: Static feature selection(Rlim = 25)

Method Identification rate Set Ap Set B Set C
Upper body alignment Rank 1 85.25 77.05 54.92

Rank 2 90.16 81.15 67.21
Rank 5 94.26 89.34 78.69

Sway alignment Rank 1 90.16 50.81 76.23
Rank 2 94.26 59.83 82.79
Rank 5 95.9 70.49 86.88

Table 3. Comparison with existing GEI based approaches

Existing Method Proposed Method
CAS UCR QMUL(unsup)

Set Ap 97.6 99.4 99.4 93.44

Set B 32.7 60.2 79.9 74.58

Set C 52.0 22.0 31.3 77.04

with these techniques. In case of normal walk(set Ap) our results are compara-
ble to these approaches. When we analyze the difficult cases of carrying bag(set
B) and clothing(set C) variant our approach shows significant improvement.
This comparison supports our contention that features from lower leg part are
sufficient for recognition and are less sensitive to variations from normal walk
sequences. We have also shown the comparison with QMUL:Feature selection
based approach of Bashir et al.[8]. Table 3 shows that while the performance
of our approach is comparable to the performance of their unsupervised ap-
proach for the normal walk and carrying bags, there is a significant improvement
for the variants of clothing. Our unsupervised approach also takes less time in
comparison.

6 Conclusion

In this paper we have shown that the dynamic area of GEI near the foot can be
effectively used to improve the recognition rate. This area is comparatively less
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sensitive to clothing and other changes. We have proposed construction of the
GEI using our proposed “sway alignment” instead of the conventional “upper
body alignment”, and shown that selection of the area near the foot considerably
improves the results. We have shown considerable improvement in recognition
rates for variants over other existing GEI based approaches for a large gait
dataset.
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Abstract. This paper presents a multimodal biometric fusion algorithm
that supports biometric image quality and case-based context switching
approach for selecting appropriate constituent unimodal traits and fu-
sion algorithms. Depending on the quality of input samples, the pro-
posed algorithm intelligently selects appropriate fusion algorithm for
optimal performance. Experiments and correlation analysis on a mul-
timodal database of 320 subjects show that the context switching algo-
rithm improves the verification performance both in terms of accuracy
and time.

1 Introduction

A biometric system operates by acquiring biometric data from an individual,
extracting a feature set from the acquired data, and comparing this feature set
against known templates stored in the database. Further, the use of multiple
biometric samples or evidences to verify the identity of an individual is often re-
ferred to as multibiometrics. Multimodal systems have several advantages over
unimodal biometric systems such as resiliency to noise and malfunction, univer-
sality, and improved accuracy. Researchers have also shown that fusion of multi-
ple biometric evidences, in general, enhances the recognition performance. Over
the years, several fusion algorithms have been proposed and a comprehensive re-
view of existing algorithms are presented in [1]. Currently, many law enforcement
agencies use face, fingerprint and iris to authenticate the identity of an individ-
ual. Existing commercial systems such as HIIDE, capture these modalities and
process them individually. However, the system does not fuse individual match
scores or decisions to further obtain reliable and improved performance. Very
limited research exists in making a paradigm shift toward an approach that can
dynamically perform selective fusion and intelligently use image quality metric
in the fusion framework.

This paper focuses on the need to enhance the capability to recognize individ-
uals operating in uncontrolled environment that is common in many real world
situations. In this research we develop an adaptive biometric fusion algorithm to
efficiently match individuals using multiple modalities even when the biometric
samples are non-optimal. Specifically, we design a context switching tool that

S. Chaudhury et al. (Eds.): PReMI 2009, LNCS 5909, pp. 452–457, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



Context Switching Algorithm for Selective Multibiometric Fusion 453

can dynamically select the most appropriate constituent unimodal classifier or
the most appropriate fusion algorithm for the given set of probe images using
image quality scores. The concept of context switching can be stated as follows:

“When dealing with gallery-probe pairs of good quality, any efficient unimodal
classifier can verify the identity without the need for fusion. When the quality of
image falls in the range of good to average, biometric classifiers yield some con-
flicting results. For such cases, simple fusion rules such as sum rule with min-max
normalization [1] can successfully fuse the match scores and yield correct results
with very less time complexity. When dealing with non-optimal gallery probe
samples due to poor image quality or availability of partial images, complex
fusion rules using support vector machines are required to perform fusion. The
proposed context switching tool reconciles constituent biometric classifiers (e.g.
face, fingerprint, and iris recognition algorithms) with a set of fusion algorithms
that contains both simple and complex schemes to optimize both verification
accuracy and computational time.”

On the multimodal biometric database of 320 subjects, the proposed context
switching fusion algorithm improves the verification accuracy and reduces the
computational cost of the system compare to existing fusion algorithms.

2 Proposed Context Switching Algorithm

Fig. 1 illustrates the steps involved in the proposed dynamic context switching
algorithm. For a biometric system with two classes (genuine, impostor) and three
modalities, the algorithm uses image quality scores and three classifiers (e.g.
decision tree or support vector machine (SVM)) for context switching. Classifier-
1 is used to choose between the unimodal and multimodal approach based on the
input evidences. If the quality of probe image is above a non-linear threshold,
then unimodal approach is selected otherwise multimodal approach is selected.
Next, if the unimodal approach is selected, then Classifier-2 is used to select one
of the three unimodal options: (1) only face, (2) only fingerprint, and (3) only
iris. If Classifier-1 selects the multimodal approach, then Classifier-3 is used
to select the optimal fusion rule for a given probe case. Classifier-3 selects a
complex fusion algorithm only when there is uncertainty or imperfection in the
image quality scores otherwise it selects a simple fusion algorithm for combining
information obtained from multimodal biometric images.

2.1 Design of Algorithm

In the context switching algorithm, three SVMs are used as the three classifiers
to reconcile unimodal algorithms and fusion algorithms. Input to the first SVM,
denoted as SVM1, is used to select unimodal algorithms (face, fingerprint, and
iris) or fusion rules. If unimodal algorithms are selected then the second SVM,
denoted as SVM2, is used to choose among face, fingerprint, and iris. If the
option pertaining to fusion rules is selected then the third SVM, denoted as
SVM3, is used to select the optimal fusion algorithm among a collection of
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Fig. 1. Illustrating the concept of the proposed context switching algorithm

fusion rules. The context switching algorithm is divided into two stages: training
SVMs for reconciliation and dynamic selection for every query instance.

Training SVMs for Reconciliation: Three SVMs are independently trained using
the labeled training database. The training procedure is explained below.

1. SVM1 is two-class classifier that is trained using the labeled training data
{x1i, y1i}. Here, x1i is the quality vector belonging to the ith training gallery-
probe pair. y1i ∈ (+1,−1) is the respective label such that +1 is assigned
when the gallery-probe pair is of high quality and can be correctly matched
using unimodal algorithm and -1 is assigned to the data that requires fusion.

2. SVM2 is a multiclass classifier that is trained using the labeled training
data {x2i, y2i} where, x2i is the quality vector belonging to the ith training
gallery-probe pair and y2i is the multiclass soft label. In the soft labeling,
range of [-1, - 0.66] belongs to gallery-probe pair that can be matched using
face recognition, range of [- 0.66, 0.33] belongs to gallery-probe pair that can
be fused using fingerprint recognition, and [0.33, 1] is assigned to the data
that requires matching with iris recognition.

3. SVM3 is also a multiclass classifier that is trained using the labeled training
data {x3i, y3i}. Here, x3i is the ith training data vector that contains quality
scores, match scores and verification accuracy priors pertaining to the three
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unimodal recognition algorithms, and y3i is the soft label such that SVM3
classifies the constituent collection of fusion rules.

Dynamic Context Switching at Probe level : For probe verification, the trained
SVMs are used to dynamically select the most appropriate algorithm depending
on the quality scores.

1. The quality scores pertaining to both the gallery-probe images are provided
as input to the trained SVMs. SVM1 classifier selects between unimodal
algorithms and fusion rules.

2. To improve the performance, the classification result of SVM1, SVM2 or
SVM3 are used to select one of the four options: (1) only face, (2) only
fingerprint, (3) only iris, and (4) optimal fusion rule of the given probe
images. The selected algorithm is then used for final decision-making.

2.2 Details of Implementation

In implementing the algorithm, we use existing algorithms for computing quality
scores for face, fingerprint and iris images, and for extracting biometric features.
Specifically, for computing face image quality score we use quality assessment
algorithm describe in [2], RDWT based algorithm [3] is used for computing
fingerprint quality score and Dempster Shafer theory based algorithm [4] for
iris image quality assessment. Further, neural network architecture based Gabor
transformation [5] is used to extract facial features, state-of-the-art commercial
fingerprint and iris feature extraction and matching tools are used for fingerprint
and iris recognition [6]. Furthermore, we use sum rule with min-max normaliza-
tion [1] and likelihood ration based SVM fusion (referred as LR-SVM) [7] as two
constituent fusion rules. Note that, in this paper, we use two score level fusion
rules, however it can include other levels of fusion such as image or feature fusion.
Finally, to train SVMs, we use radial basis kernel with kernel parameter of 4 (it
our experiments we observe that it yields the best accuracy) and to compute
soft labels, we use standard density estimation approach [8].

3 Experimental Evaluation and Discussion

Evaluation is performed on West Virginia University (WVU) multimodal
database. This database contains face, fingerprint, and iris images from 320
subjects. The database is divided into two partitions: train and test. Training
database is composed of face, fingerprint, and iris images pertaining to 128 sub-
jects (40% of total population) and rest of the images pertaining to 192 subjects
are used as test (gallery-probe) data. We also perform 20 times cross validation
and receiver operating characteristics (ROC) curves are generated across these
trials. Verification accuracies are reported at 0.01% false accept rate (FAR). Fig.
2 shows the ROC curves along with verification performance (accuracy and time)
of the proposed algorithm and comparison with constituent unimodal and match
score fusion algorithms. The key analysis of the results are delineated as:
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Fig. 2. Performance of the proposed context switching algorithm and comparison with
unimodal and existing match score fusion algorithms

– We evaluate the correlation among biometric sources by estimating the Pear-
sons correlation coefficient and Spearmans rank correlation measure to model
dependencies in match scores. We observe that fusing negatively correlated
information sources results in pronounced improvement in matching perfor-
mance which is in accordance to results of other researchers [9].

– The results show that among the unimodal traits, iris is among the best and
fingerprint provides an accuracy of 76.1%. Lower performance of fingerprint
is due to large variation in image quality and sensor noise.

– Both the fusion rules improve the verification accuracy by 2.4-5.1%. More
importantly, correlation analysis between two fusion rules suggests that there
are cases when sum rule yields better accuracy compare to LR-SVM fusion
and vice-versa.

– The correlation analysis of unimodal and multimodal scores also supports
the underlying concept of context switching. Experimental results show that
the proposed context switching algorithm not only improves the verification
accuracy, though slightly on WVU-multimodal database, but also decreases
the average verification time. On 2.4 Duo Core processor with 2GB RAM un-
der Matlab environment, the proposed algorithm require 3.3 seconds whereas
existing fusion rules require 4.1-5.4 seconds.

– By design, another important aspect of the proposed context switching algo-
rithm is that it can be easily modified to include other biometric modalities
and fusion rules.

4 Conclusion

The paradigm of information fusion entails in processing evidence presented
by multiple sources to enhance the recognition performance of biometric sys-
tems. Although extensive research has been done, there is a need to enhance the
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recognition capability when operating in uncontrolled environment. This paper
presents a context switching algorithm that can fill the gap in the current state-
of-art. The proposed algorithm analyzes the input biometric samples obtained
from diverse, disparate sensors and characterizes the samples based on the qual-
ity and amount of information present. It further performs context switching
by adaptively assessing if a unimodal biometric classifier can reliably identify
an individual with high accuracy or it is required to choose the most appropri-
ate multimodal biometric fusion algorithm based on the degree of uncertainty,
incompleteness, and distortion present in the biometric samples. The proposed
algorithm optimizes the underlying algorithmic and computational challenges
in the decision making process such that the performance with respect to both
accuracy and response time guarantees the success in real world operational
scenario.
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Abstract. This paper proposes a method of generating pseudorandom number 
sequences based on biometric templates of iris image. These sequences are 
found to be unique in nature. Such sequences can be stored in a database for 
distinct identification of the extracted keys and they can act as secret keys for 
audio watermarking with a stamp of ownership unlike arbitrary pseudorandom 
number sequences and chaotic sequences. Correlation scores achieved under 
signal processing attacks is more than 0.9 that is significant for identification. 

Keywords: Audio watermarking, Biometric based keys, Perceptual transpar-
ency, Digital rights management. 

1   Introduction 

In Digital audio watermarking, embedding of watermark in audio signals is to be made 
in such a way that it does not degrade the audibility of the signal. Applications of wa-
termarking involve copyright protection to resolve piracy disputes, proof of ownership, 
broadcast monitoring and secret communication. Several schemes of audio watermark-
ing are proposed in different domains. [1], [2]. A popular method of audio watermark-
ing employs spread spectrum techniques. In a number of the developed algorithms [3], 
[4] the watermark embedding and extraction is carried out using spread-spectrum tech-
nique. Pseudorandom sequences are used in spread spectrum audio watermarking tech-
niques to spread the watermark data across the entire audible spectrum. These pseudo-
random sequences are generally generated using methods like random number generator 
and chaotic maps. Sometime a logo or a symbol is used as a seed to generate the water-
mark. However if there is a piracy dispute on the ownership the symbol or the logo may 
not be considered as an adequate proof of ownership. In addition to that a malicious 
attacker may embed a watermark of a rival counterpart in an audio signal in pirated 
media files to mislead. As a general perspective a normal random number sequence or a 
pseudorandom sequence cannot be claimed for ownership until that sequence can be 
uniquely mapped to an entity that is logically or physically owned by the claimant. 
These limitations of existing watermarking systems have been a cause of concern and 
there is a need for more secure and unique authentication methods.  
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One way to overcome the above-mentioned limitations is to explore the possibility of 
mapping a digital watermark to an entity that can be physically or logically owned. 
Keeping these issues in mind this paper proposes to incorporate biometric data as the 
seed of the watermark. Biometric features are used for the generation of the water-
mark key (bio-key) for efficient use for identification and authentication. If biometric 
features are used as a key in a watermarking system then the authentication and own-
ership issues can automatically be addressed, as the biometric features are unique for 
any individual and can be mapped in a database.  

In order to establish the proposed method of generating bio-key that can be incor-
porated in the audio signal, iris images are considered. From the iris images iris fea-
tures are extracted and stored in a database. The method of iris feature extraction has 
been discussed in Section 2. The correlation between these feature vectors are dis-
cussed in section 3. The method of bio-key generation has been discussed in Section 
4. The method proposed in [8] has been used to embed and recover the bio key from 
the audio signal is discussed in Section 5 along with robustness test results.  Next 
section discusses the identification of the extracted bio-keys. Finally concluding re-
marks are given in the last section.  

2   Iris Feature Extraction 

Haar wavelet technique is used to extract features from the iris image. The inner iris 
boundary is localized on the iris image using circular Hough transformation [5], [6]. 
Once the inner iris boundary (which is also the boundary of the pupil) is obtained, 
outer iris is determined using intensity variation approach [7]. The annular portion of 
iris after localization is transformed into rectangular block to take into consideration 
the possibility of pupil dilation. This transformed block is used for feature extraction 
using Discrete Haar Wavelet Transform (DHWT). Haar wavelet operates on data by 
calculating the sums and differences of adjacent values. It operates first on adjacent 
horizontal values and then on adjacent vertical values. The decomposition is applied 
up to four levels on transformed rectangular iris block as shown in Fig. 1. A d-
dimensional real feature vector A1 is obtained from the fourth level decomposition and 
is given as                                       A1 =  [ i1, i2 , ..id]                          (1) 

Plot of a feature vector and its power spectral density (PSD) is shown in Fig 1 and 
Fig. 2 respectively. The PSD of the feature vector reveals that the power of the signal 
is approximately equally distributed in the entire frequency spectrum.  

         

       Fig. 1. Plot of an Iris Feature Vector              Fig. 2. PSD of the Sample Iris Feature Vector 
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It is clearly seen from the PSD curve that the power is approximately distributed 
over the entire frequency range. This property is attractive for spread spectrum tech-
niques [3], [4] where the watermark is needed to be spread across the entire spectrum.  

3   Correlation of Feature Vectors  

Fig 3 shows the normalized correlation (NC) of the 100th sample feature vector with 
all other feature vectors in a database of 150 samples. The high spike indicates the 
autocorrelation of the feature vector. Subsequent to the highest spike in the figure the 
next highest spike is 0.79 that is the best correlation with some other feature vector in 
the database. The lowest correlation is found to be 0.61. 

 

Fig. 3. NC of the 100th Feature Vector with All Others 

4   Bio-key Generation From Iris Data 

This section presents a novel approach to generate a bio-key from the feature vector of 
the iris data. The gray scale iris image is resized with 450 × 350 pixel resolution. Using 
the method described in Section 2 a feature vector A is generated from the iris image. 
The feature vector is then normalized taking the absolute value of the elements. The 
median element of the vector A is used to define a vector B such that the element B(i) 
is +1 if A(i) is larger or equal to the median element; otherwise it is set to –1. This bio-
key that is generated form the feature vector becomes unique. The mean of these bio-
keys are approximately equal to zero. Fig. 4 shows the power spectral density (PSD) of 
a bio-key generated by the method described above. It is clearly evident from the PSD 
of the bio-key that the power is evenly distributed throughout the spectrum.  

 

Fig. 4. PSD of a sample Bio-key 
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The NC between the 100th bio-key with all other samples is shown in Fig 5. The 
highest spike in the figure is the autocorrelation of the sample that is equal to one. It 
can be seen from the figure that the maximum correlation coefficient of the bio-key of 
the 100th sample with rest of the bio-keys is 0.35 while the minimum correlation is 
0.1. This correlation is much lesser than the correlation of the same feature vector 
with other feature vectors.  This reduction in the correlation allows having optimal 
values of threshold for unique detection of the watermark. Fig 6 shows the correlation 
of the 50th Feature vector with all the other feature vectors of the database (plot A , 
dotted line) and the correlation of the bio-key generated from the 50th feature vector 
with all other bio-keys in the database (plot B, solid line). It can be seen that the  
correlation of the bio-key is comparatively much lesser than the corresponding corre-
lation of the feature vector. These bio-keys with less correlation allow deciding a 
judicious value of threshold for detection of watermark. 

    

Fig. 5. The NC of the 100th Bio-key with            Fig. 6. NC of the 50th Bio-key and 50th Feature  
all others                                                               Vector 

5   Watermark Embedding and Detection 

Following the method proposed in [8] an attempt has been made to embed and to 
recover the bio-keys from the given audio signal. The method selects embedding 
regions on the original audio waveform based on a threshold in the time domain. The 
length of the bio-key used in the experiments is 276. A database of 150 bio-keys used 
for experiments to embed and then recover them from audio signals under signal 
processing attacks. The robustness test for survival of the bio-keys is shown in Table 1.  

6   Identification  

Bio keys were picked from a database of 150 samples for embedding in audio signals. 
These audio signals were then subjected to signal processing attacks and then the bio-
key was detected and recovered from the audio signal. For the mapping of the ex-
tracted bio- key normalized correlation (NC) is used. The NC of the extracted bio-key 
is determined with all the keys available in the database. If there is a large difference 
between the highest NC coefficient and the next highest NC coefficient then we can 
conclude that the bio key is uniquely mapped in the database. 
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Fig. 7. NC of the extracted bio-key with a database of 150 for two samples (under attack free 
condition)  

           
Fig. 8. NC of the extracted bio-key with a database of 150 for two samples. (under TSM attack 
of + 10%). 

Table 1. Robustness Tests against Signal Processing Attacks 

Audio File Type of attack NC BER 
%

Type of attack NC BER 
%

Sample 1 
Tabla 

(Indian musical 
instrument) 
18 Sec, 44.1 

KHz Sampling, 
16 bits/ sample 

Attack free 
Low pass (4 KHz) 
Low pass (8 KHz) 

Re-sampling(22 KHz) 
Re-sampling (11. 5KHz) 
Add Gaussian Noise 

1
0.988 
0.991 
0.962 
0.956 

1

0
0
0
0
8
0

TSM (+5%) 
TSM (+10%)
TSM (-5%) 
TSM(-10%) 
MP3 (32(kbps) 
Cropping 

0.922 
0.911 
0.927 
0.914 
0.997 

1

13 
16 
21 
17 
1
0

Sample2 
Multiple musical 

Instruments 
18 Sec, 44.1 

KHz Sampling, 
16 bits/ sample 

Attack free 
Low pass (4 KHz) 
Low pass (8 KHz) 

Re-sampling(22 KHz) 
Re-sampling (11. 5KHz) 

Add Gaussian Noise

1
0.981 
0.992 
0.967 
0.942 

1

0
0
0
0
11 
0

TSM (+5%) 
TSM (+10%)
TSM (-5%) 
TSM(-10%) 
MP3 (32(kbps) 
Cropping

0.922 
0.901 
0.921 
0.904 
0.990 

1

14 
21 
16 
21 
2
0

Sample 3 

Classical1
18 Sec, 44.1 

KHz Sampling, 
16 bits/ sample 

Attack free 
Low pass (4 KHz) 
Low pass (8 KHz) 

Re-sampling(22 KHz) 
Re-sampling (11. 5KHz) 
Add Gaussian Noise 

1
0.978 
0.989 
0.987 
0.949 

1

0
0
0
2
10 
0

TSM (+5%) 
TSM (+10%)
TSM (-5%) 
TSM(-10%) 
MP3 (32(kbps) 
Cropping

0.922 
0.90 

0.923 
0.901 
0.98 

1

13 
24 
13 
24 
4
0

Sample 4 

Piano
18 Sec, 44.1 

KHz Sampling, 
16 bits/ sample 

Attack free 
Low pass (4 KHz) 
Low pass (8 KHz) 

Re-sampling(22 KHz) 
Re-sampling (11. 5KHz) 

Add Gaussian Noise

1
0.976 
0.932 
0.983 
0.961 

1

0
0
0
2
9
0

TSM (+5%) 
TSM (+10%)
TSM (-5%) 
TSM (-10%) 
MP3 (32(kbps) 
Cropping

0.932 
0.913 
0.931 
0.914 
0.991 

1

16 
19 
16 
19 
1
0

Sample 5 

Country 
18 Sec, 44.1 

KHz Sampling, 
16 bits/ sample 

Attack free 
Low pass (4 KHz) 
Low pass (8 KHz) 

Re-sampling(22 KHz) 
Re-sampling (11. 5KHz) 

Add Gaussian Noise

1
0.943 
0.912 
0.978 
0.954 

1

0
0
0
6
0
0

TSM (+5%) 
TSM (+10%)
TSM (-5%) 
TSM (-10%) 
MP3 (32(kbps) 
Cropping

0.95 
0.901 
0.962 
0.909 
0.990 

1

6
21 
8
20 
2
0
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Results of two such experiments are presented in Fig 7. The high spike with NC of 
1 suggests that the key is mapped to one of the sample. The next highest correlation is 
below 0.35. Hence the mapping of the extracted bio-key is very distinct for identifica-
tion purpose.  In Table 1 it is mentioned that the most serious signal processing attack 
is Time scale modification (TSM). To test the identification of the bio-keys under this 
attack the watermarked signal was subjected to a TSM attack of 10%. Then the NC of 
the extracted bio-key was done with all samples in the database as shown in Fig 8. It 
can be seen that in the TSM attack of 10% the extracted watermark has a correlation 
of 0.9 with a sample in the database and the next best correlation is less than 0.5 
which is good enough for identification.  

7   Conclusion  

This paper has proposed a method to generate the watermark (bio-key) from biomet-
ric data for audio signals. The proposed method addresses an important limitation in 
ownership of digital watermarks for identification and authentication. The bio-keys 
generated have a correlation less than 0.3 among themselves and could survive signal-
processing attacks. The extracted bio-keys from watermarked audio signals were 
subjected to identification from the database from which it was picked. Under no-
attack condition the correlation score of 1 was achieved which clearly maps the ex-
tracted key to the database. Under serious synchronization attacks like time scale 
modification (10%) the bio-key a correlation score of 0.9 was achieved which is good 
enough for identification purpose. The results indicate distinct identification of an 
extracted bio-key from a database. If the owner is not an individual but a legal entity 
then such keys has to be generated by a combination of biometric data from multiple 
subjects. This is left for future work in this area. 
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Abstract. This paper proposes an iris recognition system which can
handle efficiently the problem of rotation, scaling, change in gaze of in-
dividual and partial occlusions that are inherent to non-restrictive iris
imaging system. In addition to this, traditional iris normalisation ap-
proach deforms texture features linearly due to change in camera to eye
distance or non-uniform illumination. To overcome the effect of aliasing
features are extracted directly from annular region of iris using Speeded
Up Robust Features (SURF). These features are invariant to transfor-
mations and occlusion. The system is tested on BATH, CASIA and IITK
databases and is showing an accuracy of more than 97%. From the re-
sults it is inferred that local features from annular iris gives much better
accuracy for poor quality images in comparison to normalised iris.

Keywords: Annular Iris Region, SURF, Local Features, Occlusion,
Transformation.

1 Introduction

Iris is gaining added attention since last few decades due to accuracy, reliabil-
ity and speed. Iris image acquisition is a highly restrictive process that requires
cooperative and well trained audience. Acquired image is localised using pupil
and iris boundary. Further, segmented iris region is normalised to form a rect-
angular image for matching. However there are several issues to be taken into
consideration prior to feature extraction and matching. Some of these issues are
worth to mention. During image acquisition, there may be some tilt in head or
change in gaze of an individual. Thus the features are transformed circularly in
Cartesian plane. Again iris image may be occluded by lower and upper eyelids
that makes images inappropriate for matching. Another issue is that texture
pattern in iris undergoes linear deformation due to expansion and contraction of
pupil under non-uniform illumination. Further mapping from Cartesian to polar
plane creates the effect of aliasing that loses significant texture details that are
relevant from recognition point of view.

There exists several global feature extraction techniques in iris. In [1] Gaus-
sian filter at multiple scales is used to extract features. Iris coding method based
on differences of Discrete Cosine Transform (DCT) coefficients of overlapped an-
gular patches from normalised iris images is presented in [2]. In [3] wavelet trans-
form is applied on circular bands of iris and zero crossing representation is used

S. Chaudhury et al. (Eds.): PReMI 2009, LNCS 5909, pp. 464–469, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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for coding. These approaches extract global features and works on normalised
iris image. Global feature extraction techniques generally fail under change in
illumination, rotation and occlusion. To make a robust iris recognition system,
local features can be extracted around the keypoints detected from annular iris
image. These features are based on object representation using interest points
and possess invariance to rotation, scaling, illumination and performs with cer-
tain degree of occlusions as well. There has been considerable amount of work
done for object localisation and biometrics recognition using keypoint descrip-
tors [4][5]. These local descriptors have been applied on iris recognition as well.
A novel corner point descriptor is developed for iris that uses Harris corner
detector to extract keypoints and entropy information of window around the
corner as descriptor [6]. However, Harris corners are not scale invariant and
fails to achieve property of repeatability when iris deforms due to illumination.
Further, region based Scale Invariant Feature Transform (SIFT) has been ap-
plied on annular portion of iris. The system is designed for non-cooperative iris
database [7].

This paper proposes an iris recognition system which makes an attempt to
handle the above mentioned issues. To avoid loss of information due to mapping,
segmented iris image (annular region) is considered directly for feature extraction
without normalisation as given in Section 2. Further local features are extracted
from segmented annular region to overcome the effect of occlusion, rotation and
illumination. In this paper, Speeded Up Robust Features (SURF) [8] are used
for feature extraction as given in Section 3. SURF uses same matching approach
as SIFT but with few variations. Firstly, SURF uses sign of Laplacian to have
sharp distinction between background and foreground features. Secondly, SURF
uses only 64 dimensions compared to SIFT using 128 dimensional vector. This
reduces feature computation time and allows quick matching with increased
robustness simultaneously. After feature extraction, two iris images are paired
using matching strategy given in Section 4. The results of the proposed system
has been analysed in Section 5. Conclusion is given in the last section.

2 Iris Preprocessing

The acquired iris image contains some irrelevant information that has to be
removed prior to feature extraction. Preprocessing involves detection of inner
and outer iris boundary using Circular Hough Transform (CHT) [9] as shown
in Fig. 1(a). Light spots on pupil region adds noise and impediments the local-
ization process. These spots are detected and filled using morphological region
filling algorithm [10]. Due to variation in illumination and change in camera to
eye distance the annular region lying between pupil and iris boundary is highly
variable. In order to overcome these variations traditional iris recognition ap-
proaches transforms annular region into polar coordinate. However, Hugo et.
al in [11] have studied the problem of aliasing that occurs during polar trans-
formation. The authors have studied the relationship between size of captured
iris image and recognition accuracy. It has been inferred that due to change in
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area the recognition accuracy reduces considerably. In the proposed paper the
problem of aliasing is removed by considering the annular region of iris with-
out normalisation. After localisation of inner and outer iris boundary iris ring is
segmented from the rest of the image as shown in Fig. 1(b).

3 Feature Extraction Using SURF

Global feature extraction techniques fail to work directly on annular iris images.
The performance of feature extractor lies in its ability find the same image
despite of change in scale, rotation and illumination. Local features are extracted
by finding the keypoints in an image and forming descriptor vector around each
detected keypoint. These features renders small changes in the descriptor with
significant change in relative position of keypoints. Hence descriptors are paired
even with affine distortions and occlusions of keypoints. SURF is a descriptor
that extracts distinctive and stable features with relatively less computational
requirements [8]. Steps involved to extract features using SURF are

3.1 Keypoint Detector

For fast detection of keypoints Gaussian second order derivative is used with box
filters, in contrast to SIFT that approximates Laplacian of Gaussian (LOG) with
Difference of Gaussian (DOG). For each pixel p in an image, Hessian matrix for
p at scale σ is obtained. The determinant of Hessian matrix is used for selecting
location and scale. The local maxima found of the approximated Hessian matrix
determinant are interpolated in scale and image space. The detected keypoints
on iris is shown in Fig. 1(c).

3.2 SURF Descriptor

A circular window is constructed around every detected keypoint and orienta-
tion is estimated using Haar Wavelet responses to have invariance to rotation.
Further, SURF descriptors are obtained by taking a rectangular window around
every detected keypoint in the direction of orientation. The windows are split
into 4×4 sub regions. For each sub region Haar wavelet responses are extracted
for equally spaced sample points [12]. Finally the wavelet response in horizon-
tal (dx) and vertical (dy) direction are summed up for each sub region. The
absolute values of wavelet responses (|dx| and |dy|) are summed up to find the
polarity of image intensity changes. Hence feature vector for each sub region is
given by

fv = (
∑

dx,
∑

dy,
∑
|dx|,
∑
|dy|) (1)

Thus summing up the descriptor vectors from all 4×4 sub-regions results in
feature descriptor of length 64. The descriptor vector of length 64 for each interest
point forms the feature vector.
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(a) (b) (c)

Fig. 1. Steps involved in proposed iris recognition system (a) Iris localisation using
Hough transform (b) Annular segmentation of iris (c) Detection of keypoints on annular
region

4 Iris Pairing

After detection of keypoints in gallery image (A) and probe image (B), match-
ing is done using interest point pairing approach. The best candidate match
for each keypoint in A is found by identifying the closest pair from the set of
keypoints in B. The nearest neighbor is defined as the keypoint with minimum
Euclidean distance for the invariant descriptor vector. Let L = {l1, l2, l3.....lm}
and E = {e1, e2, e3.....en} be vector arrays of keypoints of A and B respectively.
The descriptor array li of keypoint i in L and descriptor array ej of keypoint j in
E are paired if the Euclidean distance ||li−ej|| between them is less than a spec-
ified threshold τ . Threshold based pairing results in several number of matching
points. To avoid multiple matches, the keypoints with minimum descriptor dis-
tance and less than threshold are paired. This results in a single matching pair,
and is called as nearest neighbourhood matching method. The paired points (li,
ej) are removed from L and E respectively. The matching process is continued
until there are no more keypoints in L. The number of paired points between
sample images A and B is shown in Fig. 2.

Fig. 2. Pairing between gallary and probe iris images

5 Experimental Results

The proposed system has used BATH [13], CASIA [14] and Indian Institute
of Technology Kanpur (IITK) [15] databases to determine its performance.
Database available from BATH University comprises of 20 images from both
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Table 1. Results generated using SURF for normalized and annular iris image (values
in %)

Databases → BATH CASIAV3 IITK

Testcases ↓ FAR FRR Accuracy FAR FRR Accuracy FAR FRR Accuracy
Normalized Iris 10.35 21.11 84.26 3.31 5.13 95.77 0.86 5.52 96.80
Annular Iris 2.37 1.97 97.84 1.44 4.07 97.23 4.65 1.41 97.15

the eyes for 50 subjects (50× 20). CASIA-IrisV3 database comprises of 249 sub-
jects with total of 2655 images from both the eyes. The database collected at
IITK consists of over 1800 iris images taken from 600 subjects (600 × 3) only
from left eye. To measure the performance of the proposed system, genuine and
imposter scores are generated using three databases. Distribution of genuine and
imposter scores for BATH is given in Fig. 3(a). Similar curves are obtained for
CASIA and IITK databases. To measure the robustness of the system, ROC
curves are obtained for all the three databases as shown in Fig. 3(b). Table 1
provides comparative performance of SURF using two different testcases i.e., (a)
normalized and (b) annular iris images. From the results it is evident that the
system performs well in both the testcases for IITK database where the acquired
image is of sufficiently large size and covers most part of the eye. Thus the prob-
lem of aliasing does not arise and hence traditional normalisation technique gives
equally good results. However for BATH database the images are distant from
the camera with less iris details. Traditional normalisation in case of BATH
creates aliasing effect and shows poor performance with very low accuracy of
84.26%. However, using annular iris image the accuracy increases significantly
to 97.84%. Similarly, the accuracy of CASIA database increases by 2%.
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Fig. 3. Performance results of annular iris recognition: (a) Distribution of genuine and
imposter scores for BATH database (b) ROC curves for BATH, CASIA and IITK
databases
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6 Conclusion

This paper has proposed an iris recognition system that works under uncon-
strained imagining conditions. In this approach the problem of aliasing that
occurs using traditional normalisation approach has been addressed by extract-
ing features directly from annular iris image. Feature extraction using iris circle
is a challenging task. Thus, SURF is used to extract local features having in-
variance to basic transformations. The system has been tested against standard
available databases with and without normalisation. It has been found that the
system performs better for all kinds of iris imagery with robustness to rotation
and linear deformations that are inherent to iris.
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Abstract. The success rate of a face recognition system heavily depends on two 
issues, mainly, i) feature extraction method and ii) choosing/designing of a clas-
sifier to classify a new face image based on the extracted features. In this paper, 
we have addressed both the above issues by proposing a new feature extraction 
technique and a posterior distance model based radial basis function neural net-
works (RBFNN). First, the dimension of the face images is reduced by a new 
direct kernel principal component analysis (DKPCA) method. Then, the result-
ing face vectors are further reduced by the Fisher’s discriminant analysis (FDA) 
technique to acquire lower dimensional discriminant features. During classifica-
tion, when the RBFNN is not so confident to classify a test image, we have  
introduced a statistical method called the posterior distance model (PDM) to  
resolve the conflict. The PDM is an approach, which takes a decision by inte-
grating the outputs of the RBFNN and a distance measure. We call the new 
classifier the posterior distance model based radial basis function neural net-
works (PDM-RBFNN). The proposed method has been evaluated on the AT&T 
database. The simulation results in terms of recognition rates are found to better 
than some of the existing related approaches. 

Keywords: Face recognition, Radial basis function neural networks, Direct 
kernel principal component analysis, Fisher’s discriminant analysis. 

1   Introduction 

Since the last decade, human face recognition is an active research area in the field of 
pattern recognition and computer vision due to its wide range of applications, such as 
identity authentication, access control, surveillance systems, security, etc. As a result, 
a number of methods have been proposed in the past and surveys in this area can be 
found in [1]-[4]. To achieve higher performance in face recognition, two issues are 
needed to be addressed: i) feature extraction process from a face image and ii) choos-
ing or designing of a classifier to classify a new face image based on the extracted 
features. Till now, most of the efforts have been made to address the first issue by 
proposing various feature extraction methods [3]-[7]. Very few efforts have been 
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made to address both the above issues [8]-[10]. The present study addresses both the 
above issues to improve the performance of a face recognition system. 

In this paper, we have addressed the feature extraction process and designing of a 
classifier to achieve higher success rate. A new kernel PCA, referred to as the direct 
kernel PCA (DKPCA) [11], is used for dimension reduction of the image data. The 
DKPCA explicitly maps an input image nonlinearly into a feature space spanned by 
the number of training samples and then computes the principal components directly 
in the mapped space. This method considers the structural information of the input 
images in the feature space for computation of principal components, leading to have 
higher discriminating power. It has been found that the DKPCA has higher discrimi-
nating power than the KPCA for face recognition [11]. After reducing the dimension 
of image data, the reduced feature vectors are further reduced using the Fisher’s dis-
criminant analysis (FDA) technique to acquire lower-dimension discriminant features. 
Since the DKPCA algorithm reduces the dimension of the image data considerably, 
the so-called ‘small-sample-size’ (SSS) problem does not arises while performing the 
FDA in the mapped space. We call the above feature extraction process using the 
DKPCA and FDA algorithms as the Direct Kernel Fisher Discriminant Analysis 
(DKFDA). 

We have also designed a new classifier based on RBF neural networks (RBFNN) 
and a posterior distance model for face recognition. When the RBFNN is not so con-
fident to recognize a test image, we have introduced a new statistical method called 
the posterior distance model (PDM) to resolve the conflict. The PDM is an approach, 
which takes a decision by integrating the top three outputs of the RBFNN and the 
distance measures between the test image and centres of the classes associated with 
the top three outputs of the RBFNN. The PDM improves the success rate for face 
recognition by reducing the numbers of false positives and false negatives. We call 
the new classifier the posterior distance model based radial basis function neural net-
works (PDM-RBFNN). 

2   Feature Extraction 

The face image features are extracted using a new direct kernel Fisher’s discriminant 
analysis (DKFDA) algorithm. The DKFDA algorithm is implemented in two stages. 
In the first stage, high dimensional image data are reduced using direct kernel PCA 
method (DKPCA) [11]. The DKPCA method explicitly maps an input image nonline-
arly into a feature space spanned by the rank of the training samples and then  
computes the principal components directly in the mapped space. Since the DKPCA 
considers the nonlinear structures of the input samples in the mapped feature space, 
the computed principal components have higher discriminating power. In the second 
stage, reduced image data are further reduced using Fisher’s discriminant analysis 
(FDA) method. The FDA searches for those vectors in the underlying space that best 
discriminate among classes (rather than those that best describe the data). It finds an 
optimal subspace for classification that maximizes the ratio of the between-class scat-
ter matrix and the within-class scatter matrix. We call the above technique, which 
uses the DKPCA and FDA, the direct kernel Fisher’s discriminant analysis (DKFDA) 
for feature extraction. 
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3   Posterior Distance Model (PDM) 

The schematic diagram of the PDM-RBFNN is shown in Fig. 1. Let the output vector 
of the RBFNN for a test pattern Zi = (zi1, zi2, …, zim) is Ci = (ci1, ci2, …, ciC), where C 
is the total number of individuals in the database. Let top three outputs are oi1, oi2 and 
oi3, respectively. Let the classes associated with the top three outputs are l1, l2 and l3, 
respectively. We define a confidence factor (CF) for classifying a test pattern as the 
standard deviation (SD) of the top three outputs of the RBFNN. If the CF is higher 
than a predefined threshold ε, the class of the test pattern is determined as the index of 
the output neuron, which produces maximum value. Otherwise, the PDM model de-
termines its class by integrating the top three outputs of the RBFNN and distance 
measures as follows: 

{ } 3,2,1,)1(),(minarg)(
321 ,,

=−∗= kotZdZclass ikkii
lll

i  (1)

where d(Zi,tik) is a distance measure between the test pattern Zi and the mean training 
pattern tik of the class associated with the top kth output of the RBFNN. In our experi-
ments, we have used the Euclidean and Manhattan distance as the distance measure. 
The Manhattan distance is found to be better than the Euclidean distance. The above 
model, called the posterior distance model (PDM), is used to resolve the conflict 
arises when the RBFNN fails to recognize a test pattern confidently. The PDM im-
proves the success rate by reducing the numbers of false positives and false negatives. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Schematic diagram of the PDM-RBFNN 
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4   Experimental Results 

The performance of the proposed method has been evaluated on the AT&T Laborato-
ries Cambridge database (formerly ORL database) [12]. Several experiments have 
been carried out using three different methodologies; namely, i) randomly partitioning 
the database, ii) N-fold cross validation test and iii) leave-one-out strategy. 

4.1    Randomly Partitioning the Database 

In these experiments, we have selected randomly s images per person from  
the database to form the training set. Remaining images form the corresponding 
test set. It should be noted that there is no overlap between the training and test 
images. In this way 10 different training and test sets have been generated for each 
value of s.  

We have conducted several experiments by varying DKFDA features. Table 1 
shows the best performances of the proposed method for s = 4, 5, and 6. The best 
average recognition rates of 92.29%, 95.05% and 95.38% are achieved for s = 4, 5 
and 6, respectively using Manhattan distance as the distance measure.  

Table 1. Average recognition rates of the proposed methods by randomly partitioning the 
database 

# samples/person, s 4 5 6 

# training samples 160 200 240 

# test samples 240 200 160 

# hidden layer neurons 120 120 160 

# DKFDA features 50 55 55 

Average Recog. (%) 92.29 95.05 95.38 

Standard Deviation 1.84 1.59 1.07 

4.2    N-Fold Cross Validation Test 

In this study, the AT&T database is randomly divided into ten-folds, taking one 
image of a person into a fold. Therefore, each fold consists of 40 images, each one 
corresponding to a different person. For ten-fold cross validation test, in each ex-
perimental run, nine folds are used for training and remaining one fold is used for 
testing. Therefore, training and test sets consist of 360 and 40 images, respectively 
in a particular experimental run. Several experiments are conducted by varying 
DKFDA features from 10-50. The best average recognition rate using the Manhat-
tan distance as the distance measure is achieved using 20, 30, 40 and 50 DKFDA 
features. Table 2 shows the performances of the proposed method and the RBFNN 
without PDM model. The average recognition rate is found to be 97.75%. It may be 
noted that performance of the proposed method is better than the RBFNN without 
the PDM model. 
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Table 2. Recognition rates using N-fold cross validation test on the ORL database 

Method Proposed method RBFNN  
without PDM 

# training samples 360 360 

# hidden layer neurons 200 200 

Average Recog. (%) 97.75 97.50 

Standard Deviation 2.19 2.36 

4.3    Leave-One-Out Strategy 

In this study, the experiments are carried out using the “leave-one-out” strategy. To 
classify a test image of a subject, the image is removed from the database of N images 
and placed into a test set. Remaining N-1 images are used in the corresponding train-
ing set. In this way, experiments are performed N times, removing one image from the 
database at a time. For the AT&T database, we have performed 400 experimental runs 
for the database of 400 images. Table 3 shows the average recognition rate of the 
proposed system using 20 DKDFA features and 200 hidden layer neurons. We have 
achieved 97.50% average recognition rate.  

Table 3. Experimental results using leave-one-out strategy 

# of hidden layer 
neurons 

# of DKFDA 
features 

Average recog. 
(%) 

200 20 97.50 

5   Conclusion 

Success rate of a face recognition system is heavily depends on the feature extraction 
process and the choosing or designing of a suitable classifier. In this paper, we have 
described a direct kernel Fisher’s discriminant analysis (DKFDA) technique and pro-
posed a posterior distance model-based radial basis function neural networks (PDM-
RBFNN), to address the above two issues, respectively. The new system has been 
evaluated on the AT&T face database. Experiments are carried out in three different 
strategies; namely, i) randomly partitioning the database, ii) N-fold cross validation 
test and iii) leave-one-out strategy. The experimental results have demonstrated im-
proved performance for the new system. The best average recognition rates of 
92.29%, 95.05% and 95.38% have been achieved for s = 4, 5 and 6, respectively using 
Manhattan distance as the distance measure. In N-fold cross validation test we have 
achieved 97.75% average recognition rate. Whereas in leave-one-out strategy, we 
have achieved 97.50% average recognition rate.  
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Abstract. In iris recognition system, accurate iris segmentation and localisation 
from eye image is the foremost important step. In this paper a robust and effi-
cient method of iris segmentation is proposed. In the proposed method, the 
outer boundary of iris is calculated by tracing objects of various shape and 
structure. Based on the pupil size variation, the inner boundary of iris is de-
tected. The variation in pupil size is also used for aliveness detection of iris. 
Thus, this approach is a very promising technique in making iris recognition 
systems more robust against fake-iris-based spoofing attempts. The algorithm is 
tested on UPOL database of 384 images both eyes of 64 subjects. The success 
rate of accurate iris localisation from eye image is 99.48%  with minimal loss of 
iris texture features in spatial domain as compared to all existing techniques. 
The processing time required is also comparable with existing techniques. 

Keywords: Iris Segmentation, Fake Iris Detection, Pupil Dynamics, Dynamic 
Iris Localisation. 

1   Introduction 

Identification of people is getting more and more importance in the increasing net-
work society. Biometrics is the branch of science in which human beings are identi-
fied with their behavioral or physical characteristics. Among all biometrics, iris  rec-
ognition is the gaining more attention because iris of every person is unique and it 
never changes during a person’s lifetime [1-8].  

The acquired image of eye does not contain only iris but it also contains pupil and 
data derived from the surrounding eye region like sclera, eyelid and eyelashes. There-
fore,  it is extremely  important to segment and  localize the iris from the acquired eye 
image, prior to feature extraction. Thus, the overall performance of iris recognition 
system is decided by the fact that how accurate iris is segmented and localized from  
an  eye image[1]. 

This paper explains the novel approach of dynamic iris localisation based on com-
parison of two images of different intensities for complete and accurate localisation of 
iris without any loss of iris features.  
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The reminder of this paper presents  Related work, Proposed system, Outer bound-
ary detection, Inner boundary detection, Experimental results and Conclusions in 
Sections 2, 3, 4, 5, 6 and 7 respectively. 

2   Related Work 

A generalised iris recognition consists of image acquisition, iris segmentation and 
localization (preprocessing), feature extraction and feature comparison (matching). 
Biometric based personal identification using iris requires accurate iris localization 
from an eye image [2]. Several researchers have implemented various methods for 
segmentation and localising the iris. John Daugman [3] has proposed one of the most 
practical and robust methodologies, constituting the basis of many functioning sys-
tems. He used  integro-differential operator to find both the iris inner and outer 
boundaries for iris segmentation. Wildes [2] proposed a gradient-based binary edge 
map construction followed by circular Hough transform for iris segmentation. Several 
researchers have  proposed several variants of these methods  with minor variations  
in the research paperes [5-8]. 

Almost all methods stated are based on the assumption that centre of iris (Outer 
Boundary) and Pupil (Inner boundary) is same and iris is perfectly circular in shape 
which are seldom true. Therefore, the iris segmentation and localization from an ac-
quired image leads to loss of texture data  near to pupil and/or outer boundary.  

3   Proposed System of Iris Localisation 

Iris possess high degree of randomness with high variation in eye colour contrast and 
texture, to obtain maximum information and efficiency for recognition, high contrast 
images are required. Fig.1 shows sample images   with low, medium and high contrast  
from CASIA, UBIRIS and UPOL iris databases respectively[9-11].  

Fig. 2 shows the flow chart of proposed method of iris localisation using two  
iris images at different light levels (Intensities). It mainly consist of three steps,  
viz., Outer (Iris) Boundary Detection, Inner (Pupil) Boundary Detection and  
Normalisation. 

 

Fig. 1. Low, Medium and High contrast eye images  
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Fig. 2. Flow chart of a proposed system 
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4    Outer Boundary  Detection 

Since the high contrast images provides prominent  texture information of iris as well 
as other components of eye, these other components creates problem in iris localiza-
tion while calculating the threshold value, which is used for converting image into 
binary images. So to overcome this problem it is required to trace irregular objects 
with of different shapes and structure. Empirical study of various shows that iris is 
located generally on central area of image. Tracing can be started from any one corner 
of image. 

Boundary is being traced of all points with binary value as ‘1’ in all direction start-
ing from selected point that is the first point that has value as ‘0’ coming from top to 
bottom in any one quarter of image. Thus complete boundary is traced for a complete 
iris without any intersection. For images with intersection with upper or lower eye-
lids, as shown in Fig 3(b) may not result into a complete one object, for such cases 
point of intersection is calculated and all points above point of intersection in case of 
intersection with upper eyelid and points below in case of intersection with lower 
eyelids are removed. The traced boundary of iris is shown in Fig 3(a) with green col-
our and a virtual circle is drawn using all these traced  points with blue colour. In case 
of complete iris or complete circle is being traced then area under the green colour 
boundary is trace else in case of intersection objects within virtual circle with blue 
colour boundary is selected. This selected area is segmented from rest of the image. 

           
(a)                                                                        (b) 

Fig. 3. Outer Boundary detection in case of (a) complete circle and (b) incomplete circle 

5   Inner Boundary (Pupil) Detection 

Selection of inner boundary of iris is one of the most complicated part of iris localisa-
tion. Thus in this report a novel approach is used, in which, two images of iris are 
taken at different light intensities and the variation in intensity of light will produce 
variation in size of pupil[3-4] thus taking images of iris at these two light intensities 
will give similar images but with variation in size of pupil.    

Now comparing or subtracting these two images. As iris part of two images is 
same, result of subtraction  will give 0 value and only place where non zero values are 
obtained is the region of pupil due to variation in size of pupil. The resultant image 
will also have number of visible spots as noise which are required to be remove to 
calculate exact size of pupil. 

Size of pupil is larger than the size of obtained noise, converting this image into 
binary image gives complete iris of smaller pupil along with noise, on removing all 
the objects of smaller size than the predefined value results into exact inner boundary 
of pupil as shown in Fig 4. 
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Fig. 4. Detection of Inner (Pupil) Boundary 

Tracing this inner boundary and selecting region outside inner boundary and below 
outer boundary will give exact iris with minimum losses as shown in Fig 5(a). Finally, 
completely detected iris is converted to rectangular image using normalization Equa-
tion (1) and (2) as shown in Fig 5(b).  

 

x1 = x + r * cos (Φ)                                                   (1) 
y1 = y + r * sin (Φ)                                                   (2) 

 

where, (x, y) are the coordinates of center of the ring,(x1, y1) are the coordinates of 
pixel of rectangular image, r is a radius of iris ring that varies form inner to outer 
boundary of iris image and Φ is an angle of that varies from 0 to 360 degree. 

 

Fig. 5. (a) Segmented Iris (b)  Normalised rectangular Iris 

6  Results 

The database contains 3 x 128  iris images (i.e. 3 x 64 left and 3 x 64 right). The im-
ages are: 24 bit - RGB, 576 x 768 pixels, file format: PNG. The irises were scanned 
by TOPCON TRC50IA optical device connected with SONY DXC-950P 3CCD cam-
era[17]. The proposed algorithm is implemented in MATLAB7.0, on PIV-3Ghz, Intel 
processor with 512MB RAM and tested on  UPOL database[11].  

 

 

Fig. 6. Iris localisation output for a few eye images of the database 

Fig 6 shows the output of various stages of algorithm for sample images of data-
base. The segmentation accuracy and timing analysis   of the algorithm and its com-
parison with existing algorithms is given in Table 1. 
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Table 1. Result of segmentation accuracy and timing analysis 

Methodology Accuracy Time in Seconds 
Proposed 99.48 % 1.43 

Daugman[3] 67.23% 1.03 
Wildes[2] 88.49% 1.3 
Masek[7] 83.97% 7.8 
Narote[8] 91.33% 1.21 

 
The experimental  results have shown that the proposed algorithm gives better re-

sults. The algorithm accurately extracted irises  of 382  images out  of  384 images of 
64 subjects giving a success rate of 99.48 % that very minimal loss of iris texture 
features as compared to existing methods, specially for high contract iris images. 

7   Conclusions 

The proposed method showed the very high accuracy rate of iris segmentation and at 
comparable timing cost.  

The strength of the method is that it does ont assume the centre of pupil and centre 
of iris as same as against other method and hence it is more practical one.  

Moreover, the method is based on the comparison of two iris images at different 
light levels to detect the change in the sixe of pupil.  Thus, this is a very promising 
technique for making iris recognition systems more robust against fake-iris-based 
spoofing attempts as well. This makes this method more useful than any other  
methods. 

We are extending the use of this method for fake iris detection / aliveness detec-
tion of iris for full-proof iris recognition system with inherent anti-spoofing  
mechanism[4].   
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Abstract. A chaotic image encryption algorithm based on circular shift
functions proposed for high security is analysed in this paper for re-
trieving encrypted images. Proposed retrieval scheme is key independent
and based on divide and conquer attack where neighbourhood similar-
ity characteristic of images is applied. The simulation results show that
retrieved images have very good visual perception quality and are as sim-
ilar as original images. The analysis indicates that above algorithm in
present form is insecure and encrypted images can be retrieved efficiently.

Keywords: Image Secrecy, Chaotic Image Encryption, Circular Shift
Function, Image Decryption, Divide and Conquer Attack, Neighbour-
hood Similarity.

1 Introduction

Security is an important issue in communication and storage of digital images
because of rapid use of such media in the digital world nowadays and encryption
is one of the ways to achieve security. Encryption is the process which tranforms
the information with the help of encryption key into encrypted form which is
unintelligible and looks like a random mesh. Image encryption has wide appli-
cations in strategic communication, telemedicine, medical imaging, multimedia
systems, etc. Images are different from text and it is not a wise idea to use tradi-
tional encryption schemes to encrypt them because of much encryption time of
large image size. Moreover, retrieved text must be same as original text but this
is not necessary for images because of visual characteristics of human percep-
tion which tolerate small errors in retrieved images,i.e., small errors in retrieved
images are acceptable. Decryption is the process by which original information
is retrieved from encrypted infromation with the help of decryption key.

In order to achieve security, a variety of encryption schemes have been pro-
posed which can be classified in three types: position permutation [1]-[5], value
transformation [6]-[9] and visual transformation [5]. The present paper is con-
cerned with position permutation where circular shift functions are used [1-2,8]
to encrypt images. An image encryption algorithm given in [1] is based on bit
circulation and called as Bit Recirculation Image Encryption (BRIE) and an
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algorithm proposed in [2] is based on pixel circulation and called as Chaotic Im-
age Encryption (CIE). Both the algorithms are also known as two dimentional
circulation encryption algorithms (TDCEA) which consist of two dimentional
circular shift functions.

The analysis of such methods for retrieval of information from encrypted
images becomes important and necessary in some applications and is useful also
in evaluation of such schemes for security. There are following attacks which can
be applied in analysis of encryption techniques depending on various situations:
(1) Known cipher image attack (2) Chosen cipher image attack (3) Known plain
image attack and (4) Chosen plain image attack. The analysis of above methods
is carried out for security [10-12] by applying known or chosen plain image and
known cipher image attacks to obtain encryption key.

In this paper, a CIE algorithm based on pixel circulation using shift func-
tions [1-2] is analyzed and an efficient retrieval scheme is proposed for retrieving
chaotic encrypted images in which rows and columns shifts are applied. The re-
trieval scheme is independent of key and is applicable in a situation when only an
encrypted image is known. The retrieval scheme is based on divide and conquer
attack where neighbourhood similarity is considered as the correlation between
adjacent columns and adjacent rows to correct the effect of circulation of pixels.

The paper is organized as follows. We firstly give a brief introduction of CIE in
Section 2. Proposed image retrieval scheme is presented in Section 3. Simulation
results and discussions on security issues of CIE are presented in Section 4.
Finally, the paper is concluded in Section 5 followed by references.

2 CIE Algorithm

Idea of CIE is the pixel circulation of images which is controlled by chaotic
pseudo random sequence. The algorithm has following four steps:

Step-1 determines a chaotic system and its initial point x(0), rowsize M and
columnsize N of an image, iteration number n0, and constants α, β, and γ used
to determine the rotation number.
Step-2 generates the chaotic sequence from the chaotic system.
Step-3 geterates the binary sequence.
Step-4 includes special functions to rearrange image pixels.

Let f be an image of size M ×N pixels, f(x, y), 0 ≤ x ≤M − 1, 0 ≤ y ≤ N − 1,
be the pixel value of pixel in f at position (x, y), the transformation image f ′

for given image f is obtained by following circular shift functions:

(i) ROLRi,p
l : f → f ′ is defined to rotate each pixel in the ith row in f ,

0 ≤ i ≤M − 1, in the left direction p pixels if l equals 0 or in the right direction
p pixels if l equals 1.
(ii) ROUDj,p

l : f → f ′ is defined to rotate each pixel in the jth column in f ,
0 ≤ j ≤ N − 1, in the up direction p pixels if l equals 0 or in the down direction
p pixels if l equals 1.



Key Independent Retrieval of Chaotic Encrypted Images 485

(iii) ROURk,p
l : f → f ′ is defined to rotate each pixel at position (x, y) in the

image such that x + y = k, 0 ≤ k ≤ M +N − 2, in the upper right direction p
pixels if l equals 1 or in the lower left direction p pixels if l equals 0.
(iv) ROULk,p

l : f → f ′ is defined to rotate each pixel at position (x, y) in the
image such that x− y = k, −(N − 1) ≤ k ≤M − 1, in the upper left direction p
pixels if l equals 0 or in the lower right direction p pixels if l equals 1.

BRIE consists of first two functions and CIE consists of all four functions. The
solution to CIE is obtained for first two circular shift functions which are used
in two dimentional circulation of pixels to get an encrypted image.

3 Image Retrieval Scheme

We see in the images that the value of pixels is normally varying smoothly in
the neighbourhood regions which can help us in retrieval process. Divide and
conquer attack can make the solution efficient to given complex problem by
decomposing it into simple problems. We use these concepts in developing pro-
posed image retrieval scheme. For retrieval of an encrypted image, we normally
require decryption key but our proposed scheme is independent of keys and we
do not require any information of such keys. As per divide and conquer attack
we divide given image into columns and rows which make the retrieval of an
encrypted image easy and efficient. The neighbourhood similarity is considered
here as the correlation which is measured as the correlation between two adja-
cent rows (columns). These correlation values are used to get correct shift for
each row and column and rearrange the pixels accordingly in obtaining retrieved
image. The scheme is described as follows:

3.1 Removal of Columnwise Circulation Effect

It is achieved by computing correlation between all adjacent columns of given
encrypted image f ′. The correlation between two adjacent columns, j and j+1,
with shift t is computed as

corrt(j, j + 1) = f ′(i, j)× f ′((i+ t)modM, j + 1), 0 ≤ i ≤M − 1

This correlation is computed for all possible shifts, 0 ≤ t ≤ M − 1 and the
correct shift t for column j + 1 is obtained for which the value of correlation is
maximum. In this manner the correct shift tj is obtained for all the columns,
1 ≤ j ≤ N − 1.

3.2 Removal of Rowwise Circulation Effect

It is achieved by computing correlation between all adjacent rows of given en-
crypted image f ′. The correlation between two adjacent rows, i and i+ 1, with
shift t is computed as
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corrt(i, i+ 1) = f ′(i, j)× f ′((i+ 1, (j + t)modN), 0 ≤ j ≤ N − 1

This correlation is computed for all possible shifts, 0 ≤ t ≤ N−1 and the correct
shift t for row i+ 1 is obtained for which the value of correlation is maximum.
In this manner the correct shift ti is obtained for all the rows, 1 ≤ i ≤M − 1.

As per above procedures, the effect of columnwise and rowwise circulation of
pixels is removed by rearranging pixels in columns and rows of f ′. As the shifts
for first column and first row are not taken into consideration while rearranging
pixels in columns and rows, these leave shifting effects in the retrieved image.

For correcting the effects due to first column and first row, we compute cor-
relation between adjacent columns, corr(j, (j + 1)modN), 0 ≤ j ≤ N − 1 and
correlation between adjacent rows, corr(i, (i + 1)modM), 0 ≤ i ≤ M − 1. The
shifts tc for column and tr for row are obtained as j + 1 and i+ 1 respectively
for which correlation value is minimum. All the columns and rows of f’ are re-
arranged according to tc and tr. Finally, the retrieved image f” is obtained.

4 Results and Discussions

CIE algorithm and image retrieval scheme given in this paper have been im-
plemented on MATLAB Platform using MATLAB programming. The visual
perception quality of retrieved images obtained with our scheme is very good
and is same as that of original images. The error in retrieved images is measured
as mean square error (MSE) which is computed as

MSR = 1
M×N [f(i, j)− f”(i, j)]2, 0 ≤ i ≤M − 1 and 0 ≤ j ≤ N − 1.

The error in retrieved image f” is tolerable because it does not leave objec-
tionable distortion in retrieved images. Simulation results for image encryption
and image retrieval are respectively shown in figure 1 and figure 2.

In figure 1, (a) and (e) are original images; (b) and (f) are encrypted images
obtained by applying only rowwise circulations; (c) and (g) are encrypted images
obtained by applying only columnwise circulations, and (d) and (h) are final en-
crypted images obtained by applying both rowwise and columnwise circulations.
In figure 2, (a) and (b) are given encrypted images which have MSE as 7717
and 13312 and (c) and (d) are retrieved images which have MSE as 80 and 630.
We see in figure 1 and figure 2 that retrieved images have very good visual
perception quality with unnoticeable distortion and are as similar as original
images.

The security of CIE is mentioned as 2(3M+3N−2)×n(0) and claimed it as very
high [2]. In exhaustive approach there are (M ×N)! trials for normal pixels
permutation and (MN ×NM) trials for circular shifts (ROLR and ROUD) used
in encryption. In proposed retrieval scheme we require only (M + N) trials to
retrieve an image encrypted with above two circular shift functions. This shows
that the CIE algorithm is insecure in present form and encrypted images of CIE
can be retrieved efficiently. The CIE can be made secure against above attacks
by incorporating masking or substitutions [6,13] in addition to circular shifts.
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Fig. 1. Original and Encrypted Images

Fig. 2. Encrypted and Retrieved Images

Above retrieval scheme is developed for gray level images but can also be
considered for binary images to retrieve chaotic encrypted images. For binary
images, the correlation between two adjacent columns (rows) with shift t re-
quired in image retrieval is to be computed as given below:

corrt(j, j+1) = 1
N [ no. of matches (f ′(i, j) = f ′((i+t)modM, (j+1)modN))−

no. of mismatches (f ′(i, j) �= f ′((i+ t)modM, j + 1)), 0 ≤ i ≤M − 1].

The pixels in f ′ are rearranged as per above retrieval scheme to retrieve binary
encrypted images.

5 Conclusion

An image retrieval scheme has been presented in this paper for retrieving en-
crypted images of chaotic image encryption algorithm in which circular shift
functions are applied for columnwise as well as rowwise circulation of pixels.
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Image retrieval is automatic, efficient and independent of keys. Image retrieval
scheme is based on divide and conquer attack in which neighbourhood similarity
characteristic between adjacent columns and rows is used in image retrieval. It
has been shown in simulation results that the chaotic image encryption algo-
rithm which consists of circular shift functions is insecure and the encrypted
images can be retrieved with very good visual perception quality as similar to
original images.
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Abstract. Content based image retrieval (CBIR) has been well studied
in the computer vision and multimedia community. Content free image
retrieval (CFIR) methods, and their complementary characteristics to
CBIR has not received enough attention in the literature. Performance
of CBIR is constrained by the semantic gap between the feature rep-
resentations and user expectations, while CFIR suffers with sparse logs
and cold starts. We fuse both of them in a Bayesian framework to de-
sign a hybrid image retrieval system by overcoming their shortcomings.
We validate our ideas and report experimental results, both qualitatively
and quantitatively. We use our indexing scheme to efficiently represent
both features and logs, thereby enabling scalability to millions of images.

1 Introduction

Retrieval of similar images and videos from large databases, has received signif-
icant attention in recent years [1]. There are two prominent approaches to solve
this problem: (i) Content-based image retrieval (CBIR), popular in the computer
vision community (ii) Content-free image retrieval (CFIR), which has received
some amount of attention in the database community. A CBIR method typi-
cally converts an image into a feature vector representation, and matches with
the images in the database to find out the most similar images. On contrary,
CFIR methods exploit the co-occurrence information (for example in a collab-
orative filtering framework) in the logs of image-access to model the similarity
across images [3,5]. If a user accesses/accepts two images together, then these
images are treated as semantically related. There are also attempts which tried
to combine both these approaches [6,8,10].

We are interested in designing a practical image retrieval system which (i) nat-
urally scales to large number of images (ii) allows the simultaneous use of ideas
from visual similarities as well as user behavior patterns (iii) allows overcoming
the limitations (Section 3) of CBIR and CFIR by exploiting their complementary
nature. We meet these objectives by reasoning in a Bayesian framework, where
the a priori information comes from the logs, and visual similarity acts as the
evidence. We conduct extensive experiments and report results to validate the
superiority of the hybrid solution both qualitatively and quantitatively. We also
demonstrate the scalability and efficiency of the solution. We can successfully
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Fig. 1. Architecture of our scalable Bayesian Image Retrieval system

retrieve from millions of images in interactive (sub-second) time as demonstrated
in Section 4.

2 A Scalable Indexing Scheme

Our indexing scheme is an extension of [7] and [2], which were primarily derived
for CBIR in presence of a changing similarity metric. [7] demonstrated the utility
of a B+-tree based indexing scheme for efficient approximate nearest neighbor
(ANN) computation in high dimensional vector spaces. Later on, [2] exploited it
based on the fact that most concepts get clustered in the feature spaces.

The indexing scheme used in this work (briefly sketched in Figure 1) allows
simultaneous indexing of both visual clues (raw features) and user interaction
patterns in the form of logs (unlike in [2,7]). Logs are represented as relationships
across images in a MySQL database. Images are represented as fixed-length
feature vectors in a B+ tree index structure as in [7]. A computationally efficient
reasoning (Section 3), which combines these two factors with the help of a set
of learned weights, is carried out for the interactive search. We use the logs of
retrieval process to provide co-occurrence information for pairs of images. When
processing the query, we use these co-occurrence relations, as explained in the
next section. At the end of the retrieval, the database of logs is refined based on
user acceptability of images. Note that this log contains significant amount of
subjectivity (and therefore uncertainty).

Efficiency of our indexing scheme can be attributed to: (a) indexing the image
feature-by-feature makes the indexing scheme consistent even when relative im-
portance of features changes. (b) feature vectors are bulky (due to large number
of dimensions) and they are represented in B+ trees. Logs are compact relation-
ships and they are represented in MySQL. This makes our indexing scheme space
efficient. (c) Since ANN (feature-based retrieval) and log based retrieval (from a
standard database) are individually fast and our fusion scheme is based on very
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few multiplications, our scheme is overall efficient. This meets our requirement
of interactive retrieval from large databases.

3 Bayesian Image Retrieval

CBIR Vs CFIR: CBIR methods use low level features for representing and
retrieving images. They, typically, are unable to represent human perception of
visual content. The semantic gap is the primary bottleneck of CBIR methods.
Many of the previous methods extensively explored the use of feedback based
learning for improved performance [4,9]. However, they are either critically de-
pendent on features or computationally infeasible. CFIR on the other hand uses
only feedback based co-occurrence among images. Therefore they are able to
capture semantic relations among images and predict accurately their relevance
to other seen images. User feedback and logs are difficult to obtain. Unless the
system is functional, users do not provide any feedback. This creates a deadlock
and cold start. In addition, CFIR has no clue about previously unseen images.
Prediction accuracy is also critically dependent on the availability of logs.

Bayesian Integration: CBIR and CFIR thus provide two complimentary es-
timates of similarity among images. Their effective integration can overcome the
critical dependencies of both of them and provide improved accuracy. We use
a Bayesian framework for fusing the two approaches. Bayes theorem provides a
method to calculate the probability of a hypothesis based on its prior proba-
bility, the probabilities of observing various data given the hypothesis, and the
observed data itself. We formulate the image retrieval problem as one of esti-
mating the probability of retrieving an image, as a posterior estimation problem.
We model the a priori on the co-occurrence information from the history logs.
The visual similarity, between the query and the database images, is used as the
evidence in favor of the match. The two are combined in the Bayesian inference
to estimate the a posteriori of the image being relevant to the query. If R(q, a)
denotes the event of retrieving the image a given q as the query. The a priori
probability of this event P (R) can be computed from the co-occurrence as

P (R) =
n(a,q)
n(q)

(1)

where q has been found relevant by users, n(q) times and it has been relevant
with a, n(a,q) times. It is 1 when a and q were always retrieved together. It is
zero, when they never co-occur as acceptable images together. n(a,q) and n(q)
are initially assumed to be 1 to avoid inconsistencies.

Let S(q,a) be the feature-level similarity of the images q and a. We learn
the query concept as weights for the features w as discussed later. Using these
weights we also learn feature weights c, for the popular concept in individual
images. S(q,a) can then be estimated as

p(S|R) = f(c,w,q, a) (2)
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We can now estimate the posterior using Bayes Rule as in

p(R|S) = p(S|R)P (R) (3)

We do not consider the denominator of the Bayes rule, since it does not modify
the relative ranking of the database images, given the query. In practice, one
could use alternate ‘definitions’ of the probabilities, as long as they satisfy the
basic axioms of probability. The top N images with the maximum a posteriori
probability can be returned to the user.

Bayesian Image Retrieval Process: In a query-by-example framework like
ours, each image in the system is represented as a vector of numeric feature
values [X1, . . . , Xd]T , constituting a multi-dimensional space where each image
is a point. The database is pre-processed while the query is processed online
to extract the set of features. The query is then compared for similarity with
a subset of the dataset, using the Bayesian integration scheme discussed above
and top N results are returned for interaction.

Given a query vector, xq, we retrieve the p (p >> N) nearest data points
from each B+-tree. The trees are enumerated in order of decreasing relevance
(w) making it likely to retrieve the closest points earlier. The scheme is ana-
lyzed in detail in [2,7]. Both relevant and irrelevant images, as marked by the
user (relevance feedback), are used for incrementally learning w. w is learnt by
iteratively estimating the relevance of a feature, sj , based on the dispersion of
the feature over relevant and irrelevant sets. At the end of the query session
the relevance of features, c, for every relevant image, is updated using w. The
expressions for estimating and updating relevances have been discussed in detail
in [2]. Visual similarity Si between xq and image xi is computed using a weighted
Mahalanobi’s metric as in

Si =
[(

WT [xi − xq ]
)T

M
(
WT [xi − xq ]

)] 1
2

where W is the diagonal matrix of w. Co-variance matrix M is computed ini-
tially.
Co-occurrence information is summarized into V. In the first iteration retrieval
happens only on visual similarity but next one onwards the feedback pattern
is used for estimating the closest concept and only these samples are used for
posterior computations.

Co-occurrence information is updated either at the end of every query session
or deferred by a few. We try to discover the implicit concepts in the co-occurrence
information using an incremental k-means clustering on the vectors for images.
This results in V concepts, Vi, ....,Vk which represent the relationships existing
in the database as of now. This helps us learn higher level concepts and also
prunes the search space. Incremental clustering, though repetitive, allows self
discovery of concepts as logs improve. Being modeled as an off-line process it
does not effect retrieval. Thus together the index and the off-line summarizing
allows sub-second retrieval times.
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4 Experiments and Discussions

Datasets: For our accuracy experiments, we have used two datasets with dif-
ferent characteristics. The first, D1, is a completely annotated, 58 category
set of 12, 000 real natural images, collected from Flickr, COREL and cartoon
videos. We represent it using MPEG-7’s Color Structure and Edge Histogram
descriptors. The second set, D2, is also completely annotated and comprises
of the Caltech-256 dataset. We use the state-of-art bag of words approach to
represent these images using a 2, 000 word SIFT vocabulary. For the scalabil-
ity study we use a dataset, D3 of 1 million points generated from a uniform
distribution. For collecting logs, users were asked to select a query and provide
feedback to a randomly selected set of 20 images from the dataset, suppos-
edly similar to the query. For D2 we used the available annotations, instead of
users, for automatically creating logs. Note that logs do not provide the com-
plete similarity distribution (users do not see all the examples in the database).
Typically only 10% of the valid co-occurrences are available while testing the
system.

Precision improvement: In this experiment we use human logs to show how our
approach achieves better accuracy compared to a pure CBIR. We used 5 random
queries from each of the 58 categories in D1. We computed average precision for
both the approaches and compare it for a few categories in Table 1(a). A similar
comparison for D2 using annotation based logs can be found in Table 1(b).

Learning in BSIR: Our Bayesian systems learns across users and is able to
retrieve with better accuracy by using improved co-relevance information or the
a priori and feature relevance in images, c.

Qualitative Comparison: Next we visually compare with CBIR using the top few
results for some queries in Figure 2. As can be seen, our Bayesian retrieves with
better accuracy in both the examples. The leftmost image is also the query.

Efficiency and Scalability: In Figure 2 we show how our approach retrieves in
sub-second times both with increase in database size and the number of di-
mensions using D3 and 5 randomly selected queries. We have optimized on the
retrieval time by designing a priori updates as an off-line process and storing
the co-occurrence matrix in MySQL.

Table 1. Tables shows the improved precision for 3 categories with our approach over
CBIR. (a) uses real user logs while (b) uses annotation based logs.

Approach
Category

1 2 3
BAYES 59.91% 75.69% 63.94%
CBIR 31.38% 39.38% 41.38%

(a)

Approach
Category

1 2 3
BAYES 72.08% 67.22% 59.35%
CBIR 42.00% 47.08% 28.84%

(b)
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Fig. 2. (Clockwise from top-left) Top 6 results from CBIR (first row) and our Bayesian
(second row); More semantically similar images got added to the CBIR result(first
row) set with our Bayesian(first and second rows); Avg. retrieval time with increasing
number of dimensions; Avg. retrieval time with increasing database size

5 Conclusions

We have proposed a Bayesian inference based hybrid image retrieval system
which fuses complimentary techniques of CBIR and CFIR and overcomes many
of their shortcomings. We have presented extensive experiments to validate the
advantage in terms of accuracy, interactive retrieval times and efficient learning.
We would like to further extend concept discovery in our future work.
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Abstract. A hierarchical framework to perform automatic categoriza-
tion and reorientation of consumer images based on their content is
presented. Sometimes the consumer rotates the camera while taking the
photographs but the user has to later correct the orientation manually.
The present system works in such cases; it first categorizes consumer
images in a rotation invariant fashion and then detects their correct ori-
entation. It is designed to be fast, using only low level color and edge fea-
tures. A recently proposed information theoretic feature selection method
is used to find most discriminant subset of features and also to reduce the
dimension of feature space. Learning methods are used to categorize and
detect the correct orientation of consumer images. Results are presented
on a collection of about 7000 consumer images, collected by an indepen-
dent testing team, from the internet and personal image collections.

1 Introduction

In this paper we present a digital content management (DCM) solution which
(a) automatically categorizes consumer images into four broad categories and
(b) detects their correct orientation, based on their content. We first categorize
the images into four categories namely Mountains, Monuments, Water bodies
and Portraits. As the rotation of the input image is unknown (among multiples
of 90 degrees), we do the categorization in a rotation invariant way. Then within
each category we detect the correct orientation of the image by methods tuned
to the statistics of that category.

We are interested in fast solutions suitable for implementation in a resource
limited target. Hence, we use simple and inexpensive features based on color
and edge information. To further speed up we use a recently proposed feature
selection method [11], based on information theory concepts, to reduce the di-
mension of the feature space by mining out a small subset of most discriminant
features. Support vector machine (SVM), Gaussian mixture models and variant
of the boosting classifiers are used as the learning methods for the various tasks.

S. Chaudhury et al. (Eds.): PReMI 2009, LNCS 5909, pp. 495–500, 2009.
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Fig. 1. Example images from the database; Mountains, Monuments, Water bodies and
Portraits

1.1 Related Work

Image categorization is an area of much recent research. However, most of the
work uses high time complexity point detection e.g. Scale invariant feature trans-
form (SIFT) [7]. A recent representation of images, bag of words [14], has been
shown to be very good for categorization tasks e.g. [14,6,4]. However, resource
constraints prevent us from using point detection.

Orientation detection is also a well researched field. A Bayesian learning
framework was presented in [10] for estimating the orientation of the images.
[12,13] did content based image orientation detection using SVMs with spatial
color moments (CM) and edge direction histograms (EDH) features. [15] used
AdaBoost algorithm with the CM and EDH features. They trained a indoors
versus outdoors classifier using similar AdaBoost algorithm. [1] proposed a scal-
able boosting approach for image reorientation. The features used were statistics
of different sized image blocks from RGB and YUV channels and vertical and
horizontal edge images with comparisons as weak classifiers.

2 Proposed Framework

2.1 Categorization Method

We categorize the images into four classes namely Mountains, Monuments, Water
bodies and Portraits. Fig. 1 shows examples of the images from the database.
We solve the problem with a learning based framework. First we extract color
based rotation invariant features (color correlograms) to represent the image and
then use a statistical learning method (support vector machines, SVM) to do the
categorization.

Low level features. The color correlogram (CC) [5] feature is used for the
categorization task. For any pixel, the CC gives the probability of a pixel at a
distance k away to be of certain color, and is defined as γ(k)

ci,cj = Prp1∈Ici
,p2∈I [p2 ∈

Icj ||p1 − p2| = k]. The choice of feature was motivated by two factors: (a) the
input images may be rotated by multiples of 90 degrees and (b) images are
expected to be color images and color distribution is a good discriminant for
the different classes. CC [5] feature captures the spatial correlation of colors.
It has been proposed and used for image indexing and retrieval. We show that
the feature along with a suitable classifier can be used for image categorization
giving good results.

Support Vector Machines. Once the images are represented with CC vec-
tors we use support vector machines (SVM) [9] for categorization of the vectors
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into 4 classes. SVM finds a separating hyperplane, in the φ(.) induced high di-
mensional space, having the maximum margin [9] and has been found useful in
many machine learning applications. We train one-vs-one SVM classifier on the
training data, the type of SVM used was C-SVC with an radial basis function
(RBF) kernel, given by K(xi, xj) = φ(xi)Tφ(xj) = exp(−γ||xi − xj ||2), γ > 0.
The cost parameter C and the kernel parameter γ were optimized using cross
validation. We used libsvm [3] for the experiments.

2.2 Image Orientation Detection

Once the images are categorized into four categories, we proceed to detect the
correct orientation of the images. Each category is expected to have (a) differ-
ent distributions of the low level features for the different orientations and (b)
different features which are more discriminant for the task. Keeping these two
points in mind we design feature extraction, feature selection and orientation
detection modules which are tuned to the particular category.

Low level features. We use low level color and edge features for the current
task due to the resource limitations on embedded platform on which the system is
expected to run. We extract the color moments (mean and variance) of the normal-
ized R and G planes (which lends some robustness against illumination differences)
i.e.Rnorm = R

R+G+B , Gnorm = G
R+G+B with the planes divided into k×k blocks.

We use this feature for estimating the orientation of the Mountains and Monu-
ments class. Further, for Water bodies class color is not enough because of similar
colored sky/water. We use edge direction histograms as the texture of the water
surface is a good cue for the orientation of the image. The features are calculated
for k×k image blocks. The horizontal and vertical edges images are calculated us-
ing Sobel operators. The pixels with small edge responses are discarded and edge
direction θ at each edge pixel (x, y) is calculated as, θ(x, y) = tan−1 Gy(x,y)

Gx(x,y) . The
edge directions obtained are then used to construct b bin histograms for each block
of the image, which are concatenated to form the feature for the full image.

Information theory based feature selection. To reduce the dimensionality
and to mine out the most discriminant features we use a recently proposed infor-
mation theorybased feature selectionmethod [11]. The method maximizes the mu-
tual information (MI) among the features and the class labels given by I(X ;Y ) =∑

i

∫
χ pX,Y (x, i) log pX,Y (x,i)

pX (x)pY (i)dxwhere X is the random process generating fea-
tures x and Y is the random process generating labels i. [11] decompose the mu-
tual information (MI) into two components, I(X ;Y ) = M(X ;Y ) + C(X ;Y ),
marginal mutual information (MMI) given by M(X ;Y ) =

∑b
k=1 I(Xk;Y ) and

the conjunctive component of mutual information (CCMI) given by C(X ;Y ) =∑b
k=2[I(Xk;X1,k−1, Y )− I(Xk;X1,k−1)] whereXi,j is set of features from index i

through j andXk is the kth feature. The MMI measures the discrimination power
of individual feature while CCMI measures discrimination power of interdepen-
dence of features. They use theoretical tools and empirical validation to arrive at
the important conclusion that, for common features, only pairwise dependence of
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features results in practical gains and modeling dependence of features beyond
pairs complicates the model and reduces performance. We use the approximate
Infomax algorithm, given in [11], to mine out the most discriminant features.

Gaussian mixture model classifier. We use gaussian mixture models (GMM)
to capture the distribution of the features (after feature selection) for the 4
rotation classes of the images. GMM pdf given by,

f(x;M) =
k∑

i=1

πi
1

(2π|Σi|d) d
2

exp
(
−1

2
(x − μi)TΣ−1

i (x− μi)
)

(1)

where M = (π, μ,Σ) are the GMM model parameters for the present GMM, is a
light weight generative model for capturing the distribution of the feature vectors
extracted from images with different rotations. We learn the GMM parameters
{Ml = (πl, μl, Σl)|l = 1 . . . k} using the expectation maximization (EM) algo-
rithm on the reduced feature space after feature selection.

We fit four GMMs, one for each rotation of 0, 90, 180 and 270 degrees and
assign orientation to a new image based on the likelihood of the four models of
having generated that vector i.e. l∗ = arg maxl fl(x;Ml).

Scalable boosting. The Portrait class is more varied because of the different
backgrounds. We use a recently proposed scalable boosting algorithm [1] for
orientation detection of the Portrait class. First basic images with RGB, HSV
normalized versions of RGB, HSV and horizontal and vertical edge maps are
generated. Then the features are extracted from those images i.e. the mean
and variances of multiple sized blocks and strips (both horizontal and vertical).
Finally a modified boosting algorithm [1] is used to learn a strong classifier with
the weak classifiers being simple comparison etc. between the feature values
as used in [1]. We train the strong classifier for 0 degree vs other rotations.
When a new image is presented, we extract only the required parts of the basic
images and calculate the features which are required for evaluation of the strong
classifier. We calculate the response of all four rotated version of the new image
and decide the final orientation of the image by the maximum response value.

3 Experimental Results

We tested our system on a database of about 7000 images collected over the
internet and from personal image collections, by an independent testing team.
To test our system, we split the dataset randomly into 100 images per category
for testing and the rest for training. We did 10 such random splits and report
the average performance here.

3.1 Categorization Results

Table 1 gives the confusion matrix for the categorization task, where the column
is the true class. The overall performance for the method was 83.6 %, with the
most confusion classes being Monuments and Mountains with 10.5 % confusion.
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Table 1. Confusion matrix for categorization task (column is the true class)

Mountains Monuments Waterbodies Portraits
Mountains 83.75 10.50 9.25 2.75

Monuments 5.25 82.50 3.75 9.75
Waterbodies 9.00 2.75 83.50 3.00

Portraits 2.00 4.25 3.50 84.50

3.2 Orientation Detection Result

Mountains and Monuments classes. We use color moment features with
Infomax feature selection for the Mountains and Monuments classes. Table 2
shows the confusion matrix for the orientation detection task. The mirror image
classes show relatively more confusion among themselves e.g. for Mountains 0
degree images are 8.5 % confused with 180 degrees class. The performance for all
the rotations are almost same for both the classes showing that the classifier is
not biased towards one rotation. The average accuracy for orientation detection
achieved for Mountains and Monuments class was 86.1 % and 79.4 % respectively.

Water bodies class. Table 2 shows the confusion matrix for the water bodies
class. Again there is high confusion between mirror image rotations and very
less confusion between images rotated with complementary angles. The average
performance reached is 74.0 % for water bodies class with uniform performance
for all rotations.

Portrait class. Portrait class is the most varied class in terms of appearance
due to the varied backgrounds against which the pictures have been taken. Table
2 shows the confusion matrix for the orientation detection of the Portrait classes.
Again there is much confusion between the classes with opposite rotations. The
performance reached for Portrait class is 80.4 %.

Table 2. Confusion matrices for orientation detection

Mount 0 deg. 90 deg. 180 deg. 270 deg. Monu 0 deg. 90 deg. 180 deg. 270 deg.
0 deg. 86.2 3.0 9.4 2.9 0 deg. 81.6 6.2 11.0 4.5
90 deg. 3.4 85.2 1.8 8.4 90 deg. 5.0 79.2 5.3 10.4
180 deg. 8.5 2.8 86.6 2.2 180 deg. 8.0 4.8 78.9 7.1
270 deg. 1.9 9.0 2.2 86.5 270 deg. 5.4 9.8 4.8 78.0

Wbod 0 deg. 90 deg. 180 deg. 270 deg. Port 0 deg. 90 deg. 180 deg. 270 deg.
0 deg. 76.8 1.6 24.7 0.8 0 deg. 81.4 1.1 17.9 1.6
90 deg. 0.6 72.8 0.7 25.3 90 deg. 1.9 79.5 1.1 15.8
180 deg. 21.9 1.1 73.5 1.1 180 deg. 15.2 2.1 79.1 1.1
270 deg. 0.7 24.5 1.1 72.8 270 deg. 1.5 17.3 1.9 81.5
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3.3 Discussion and Future Work

When compared to scene categorization method of [8] we achieve a performance
of 83.6 % on 4 categories while they achieve 89 % on 4 scene categories. How-
ever, we use simple features for reducing time complexity are able to achieve
comparable results. Compared to the large scale performance evaluation in [2]
we achieve better accuracies c.f. their 79.1 % (except in water bodies) by first
categorizing the images into more homogeneous categories and then training the
algorithm independently on each category.

To sum up, we have presented a system for categorization and orientation de-
tection of consumer images using low level features and learning methods. The
system is meant to be run on a low resource device and so only allows for the
computation of simple features. This doesn’t allow us to compute higher com-
plexity sift features [7], which could have potentially resulted in better results.
As a future task, we would like to try out more complicated features as much
allowed by our constraints.
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Abstract. We present a novel user interface for visualizing and navigating in a 
multimedia document collection. Domain ontology has been used to depict the 
background knowledge organization and map the multimedia information nodes 
on that knowledge map, thereby making the implicit knowledge organization in 
a collection explicit. The ontology is automatically created by analyzing the 
links in Wikipedia, and is delimited to tightly cover the information nodes in 
the collection. We present an abstraction of the knowledge map for creating a 
clear and concise view, which can be progressively ‘zoomed in’ or ‘zoomed 
out’ to navigate the knowledge space. We organize the graph based on mutual 
similarity scores between the nodes for aiding the cognitive process during 
navigation. 

1   Introduction 

The retrieval tools and classification hierarchy at digital libraries do not provide a 
collection overview, making exploration difficult for novice or casual users. A user is 
often lost in the document collection that can be thought as a network of large number 
of information nodes in different media forms (text, image, video, etc.). The user, 
interested in information pertaining to a set of related topics, may not have sufficient 
subject knowledge to locate it on the knowledge map. An efficient visualization tool 
allows the user to explore the collection by direct interacting with the view. We pre-
sent a novel user interface that facilitates visualization of and navigation in large mul-
timedia collection.  

Earlier work on collection visualization [1,2,3] (re)-organize the document collec-
tion to create different views of the collection based on classical distance measures of 
information retrieval theories. These measures can be computed for text documents 
alone and cannot be extended predominantly to multimedia collections. Moreover, 
these visualization schemes cluster document collections based on inter-document 
distance measures. The semantic relations between the clusters remain unexplored. 
We consider the underlying knowledge organization structure is important for visual-
izing a collection. We propose construction of an ontological map of the collection 
and map the document nodes on it, thereby making the implicit knowledge organiza-
tion in the collection explicit. The ontology is automatically created by analyzing the 
links in a public knowledge resource, namely the Wikipedia, and is delimited to 
tightly cover the information nodes in the collection. The resulting ontology contains 
several thousand nodes, which cannot be meaningfully visualized together. We have 
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developed a new method to present an abstraction of the knowledge map, which can 
be progressively ‘zoomed in’ or ‘zoomed out’ to navigate in the knowledge space. 
Several approaches to visualize large ontology have been presented in [4] and [5]. 
Our approach is unique in that it presents abstract views of the knowledge structure at 
different levels, does not clutter the display with too many nodes and enables flexible 
zoom and navigation operations. Starting with the overall structure of the collection, a 
user can deep-dive into some broad areas of interest, progressively refine his informa-
tion needs and contextually discover the documents in the collection. Our main claims 
in this paper are (1) automatic organization of the information nodes present in a 
collection in an ontological structure, and (2) intelligently creating and presenting 
suitable abstractions of information structure to facilitate the navigation process. A 
prototype has been developed with a collection of over 650 book and documentaries 
taken from a multimedia document collection1. 

The paper is organized as follows. Section 2 describes our work in detail. Section 3 
has implementation details and illustrative examples. Section 4 concludes the paper. 

2   Description of the Work 

Our work has two major components, namely (a) creating ontology from Wikipedia, 
covering all information nodes in a collection, and (b) providing abstract views and 
navigation facility in the collection with the ontology.  

2.1   Ontology Creation 

For effective visualization and navigation, the documents in the collection need to be 
interrelated on a knowledge space. Ontology is a formal tool to represent a bounded 
knowledge domain. Research in informal ontology (or folksonomy) [6] has assumed 
significance because of the challenges in creating formal ontology for an ill-defined 
domain like the collection of a bookstore. The categorization structure of an online 
public encyclopedia, e.g. Wikipedia, represents an informal knowledge organization. 
Our use of Wikipedia to create an informal ontology is motivated by [7]. We have 
created a constrained ontology by restricting it to contain the category nodes, suffi-
cient to cover the information nodes in the collection. We treat the category node 
“Main topic classifications” (MTC), which cover all Wikipedia topics (articles), as the 
root node of our ontology. 

We assume sufficient metadata is associated with each document, to relate the 
document to one or more Wikipedia topic. Once the topics pertaining to a document 
have been identified, we create the ontology superstructure for that document in a 
bottom-up manner starting from a topic and going up the Wikipedia category hierarchy 
ladder using Depth First Traversal, till we reach the MTC node. This process is re-
peated for every topic in a document and for every document in the collection, merging 
the common sub-graph as soon as it is discovered. Thus, a document is associated with 
one or more leaf category nodes in the ontology (Fig.1). The incremental way of build-
ing helps in updating the ontology when new documents are added to a collection. 

                                                           
1 We thank ‘Scholars Without Borders’, an online bookstore for scholarly publications, for 

making its collection available for this research. 
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Fig. 1. Knowledge organization in Ontology 

We represent the knowledge graph as a singly rooted Directed Acyclic Graph 
(DAG), with MTC node as the root, to restrict the user from looping in cycles during 
navigation. We have discovered and removed some cycles in Wikipedia categoriza-
tion (e.g. Psychology → Behavior → Human behavior → Psychology) by backtrack-
ing when an edge completes a loop and by removing the Orphan Nodes2. 

Thus, the ontology created by us is represented by a singly rooted DAG <V, E>, 
where set of vertices comprise a set of documents D and set of categories C. The set E 
comprises two types of edges: (a) “is-a”, that connects a category node to another, and 
(b) “instance-of”, that connects a document node to a category node. We represent 
these relations by the symbols ‘⊂’ and ‘〈’ respectively. Note that the document nodes 
appear as the leaf nodes. We observe the following transitive properties: 

1. Let c1, c2, c3 ∈ C. If c1 ⊂ c2 and c2 ⊂  c3, then c1 ⊂ c3  
2. Let c1, c2 ∈ C, d ∈ D.  If d 〈 c1 and c1 ⊂ c2, then d 〈 c2 

These properties has been used to abstract the knowledge map at multiple levels and 
to allow ‘zoom-in’ and ‘zoom-out’ operations, that is explained in next sub-section. 

2.2   Navigation Interface 

The knowledge map so created contains a few thousands of category nodes, posing a 
challenge to visualization, though several large graph visualization techniques have 
been developed. The folding and unfolding of subject taxonomies [4] provides a shal-
low overview of the knowledge organization and may pose a significant navigational 
challenge to a casual user. Hyperbolic distortion [4,8] present nodes of interest at the 
center of view with magnification, while pushing the other nodes to the periphery 
which prevents visualizing the overall knowledge structure. Another approach is clus-
tering of nodes [3,4], where semantic labeling of the clustered nodes is a challenge.  
                                                           
2 Category node with no parent category. 
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We present an abstract view of the ontology with a few selected category nodes 
and edges that depicts the overall structure of the graph. We compute Strahler Score 
[9], which is a measure of structural complexity of the sub-graph below the node, for 
all the category nodes in the graph and select a set of top-ranking nodes. The number 
of nodes selected depends on the area allocated for visualizing the graph. Let the set 
of these summary nodes be designated by V'. We construct the summary graph by 
drawing summary edges v1→v2 (v1, v2 ∈ V') if there is a path from v1 to v2, since both 
the semantic relationships are transitive. 

For a graph G = <V,E>, where V and E are set of vertices and edges respectively, 
and a given set of vertices V', the Summary Graph will be G' = <V',E'> where, 

V' ⊆ V, and    

E' = {(v1→ v2) | (v1, v2 ∈ V')   AND 

               (∃ path p from v1 to v2 in G | !∃ v3 ∈ p, v3 ∈ V'))}       (1) 

Wikipedia category nodes show high degree of interconnectivity. The large amount of 
edges present in the summary graph clutters the view. So, we create a minimum 
weighted DAG around the selected nodes by using Chu-Liu/ Edmond’s algorithm 
[10,11] we get the abstract view graph G'' = <V', E''>  where E'' ⊆  E'. Visualization is 
further aided by placing the category nodes with higher semantic similarities closer to 
each other. The similarity of the nodes are measured with Jaccard’s coefficient [12] 

    Sim(va, vb) = P(Sa⋂Sb)/P(Sa⋃Sb)                        (2) 

where, Sa, Sb are the set of descendent nodes of selected nodes va, vb respectively and 
P(S) is cardinality of set S. The user can click on any of the nodes depicted on the 
screen to navigate on the ontology graph. As a user zooms in, the topics below the 
selected node gets magnified, the topics in the other regions shrink and some of the 
dynamically created document clusters split. Thus, a contextual view of the collection 
is dynamically created as a user navigates the collection. Completeness of the sum-
mary view demands that all the category nodes in the original graph should be navi-
gable. To guarantee completeness, we add the immediate parent and child nodes of 
the node currently being explored to the dynamic knowledge graph. Once the cate-
gory graph is organized, the cluster of document nodes is attached to each category 
node signifying the number of documents related to that category. 

3   Implementation Details and Illustrative Examples 

We have created the knowledge graph for well over 650 documents from a multime-
dia collection using JWPL3. Fig.2 shows the increase in number of ontology nodes 
with increase in the number of documents in the collection. The number of ontology 
nodes tends to saturate at a finite value, after sufficient number of documents are 
inducted, thereby ascertaining tractability of the problem. 

                                                           
3 Java Wikipedia Library, http://www.ukp.tu-darmstadt.de/software/jwpl/ 
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Fig. 2. Increase in number of nodes in ontology with number of documents in the collection 

The graph visualization has been implemented with JUNG 2.04. We illustrate the 
navigational steps with a few illustrative examples. 
 

1. To discover the documents (“History and Ideology” and “India”) related to tapes-
try, a user may traverse the path: 
MTC → Arts → Visual arts → Textile arts → Tapestries 

2. To discover documents on Tourism in India, a user traverses the path: 
MTC → Geography → Geography by place → Geography by countries → 
Members of the Commonwealth of Nation → India → Tourism in India 

 

Another interesting aspect of the traversal is user’s shift of attention. For example, a 
user while studying the document “They who walks the mountain” (TWWTM), 
which speaks about the ‘life-style of Himalayan people”, may be tempted to find 
more documents on the religious aspect (Buddhism) and end up reaching a document 
“The Dalai Lama” (TDL). The corresponding navigation path can be:  

TWWTM → Life in Himalaya → Religion → Buddhism → TDL 
Some of the navigational steps are shown in Fig. 3. 

   

Fig. 3. Abstract views of: (a) overview of ontology (b) intermediate navigation stage (c) final 
view on “Tourism in India” 

                                                           
4 Java Universal Network/Graph Framework, http://jung.sourceforge.net/index.html 
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The red bubbles indicate the category nodes and the green bubbles indicate the 
cluster of associated documents to that category, labeled by the number of documents 
in the cluster. The cluster expands on clicking and each document can then be ac-
cessed. 

4   Conclusion 

The work presented in this paper provides a novel interface for visualization and 
navigation in a multimedia collection using automatically created ontology. This work 
can be used to build various applications dealing with multimedia assets in libraries; 
online book stores, movie stores; video sharing portals; etc. The system can be ex-
tended to work with document segments (scenes of video and chapters from literature 
artifacts) as it can handle any form of information nodes. 
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Abstract. In this paper, we propose a scheme based on an ontological frame-
work, to recognize concepts in multimedia data, in order to provide effective
content-based access to a closed, domain-specific multimedia collection. The on-
tology for the domain is constructed from high-level knowledge of the domain ly-
ing with the domain experts, and further fine-tuned and refined by learning from
multimedia data annotated by them. MOWL, a multimedia extension to OWL, is
used to encode the concept to media-feature associations in the ontology as well
as the uncertainties linked with observation of the perceptual multimedia data.
Media feature classifiers help recognize low-level concepts in the videos, but the
novelty of our work lies in discovery of high-level concepts in video content using
the power of ontological relations between the concepts. This framework is used
to provide rich, conceptual annotations to the video database, which can further
be used to create hyperlinks in the video collection, to provide an effective video
browsing interface to the user.

1 Introduction

Meaningful access to the ever-increasing multimedia data in the pubic domain faces
the crunch of available conceptual metadata and annotation text. This textual meta-
data is helpful in bridging the semantic gap between high-level semantic concepts and
the low-level content-based media features. Video annotation is essential for successful
content-based video search and retrieval, but done manually it is tedious and prone to
inaccuracy. In [1], Zha et al propose to refine video annotation by leveraging the pair-
wise concurrent relation among video concepts. In [2], the authors have systematically
studied the problem of event recognition in unconstrained news video sequences, by
adopting the discriminative kernel-based method. Concept Recognition using an ontol-
ogy for the purpose of enhancing content-based multimedia access as attempted in our
work, is a relatively new approach.

In our work, we propose a scheme based on an ontological framework, to recognize
concepts in multimedia data, in order to generate rich, conceptual annotations for the
data. The annotations generated by this scheme provide associations between the con-
cepts in the domain and the content in the multimedia files, forming a basis for effective
content-based access to the multimedia data in a closed, domain-specific collection. The
highly specialized knowledge that experts of a scholarly domain have, is encoded into
an ontological representation of the domain, and is refined by learning from observables
in the multimedia examples of the domain. This approach to concept learning has been
detailed in our earlier work [3].

S. Chaudhury et al. (Eds.): PReMI 2009, LNCS 5909, pp. 507–512, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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The key contribution of our current work is the discovery of high-level concepts
in video content using the power of the MOWL encoded ontology to propagate media
properties across concepts. We have shown the success of our technique by applying our
work to a cultural heritage domain of Indian classical dance. The conceptual annotations
generated can be used to create hyperlinks in the video collection, to provide an effective
video browsing interface to the user.

2 Concept Recognition Using MOWL Ontology

We have extended the existing ontology representation based on OWL to include a
perceptual description of the concepts and formalized it as Multimedia Web Ontology
Language(MOWL). MOWL supports probabilistic reasoning with Bayesian Networks
in contrast to crisp Description logic based reasoning with traditional ontology lan-
guages [4]. In this paper, we have used a robust evidential reasoning framework around
MOWL, where a concept can be recognized in a multimedia entity on the evidential
strength of physical observations of some its expected media properties.

Figure 1 shows a snippet of the Indian Classical Dance (ICD) ontology represented
graphically. Root Node represents an ICD concept, some of which are shown as ’Mu-
sic’, ’DanceForm’, ’Artist’ and ’Composition’. This snippet focuses on an important
mythological figure - an Indian God named Krishna. Stories about Krishna abound in
folklore, and all classical dances of India have performances dedicated to events in his
life. One of the events depicted here is enactment of a scene between Krishna and his
mother, Yashoda through a performance in Bharatnatyam dance form. Linkages and
dependencies between a ’Story’, a ’Role’, a ’DancePerformance’, a ’DanceForm’, a
’Dancer’, various ’Body Movements’ are encoded in the MOWL ontology. The leaf
nodes in elliptical shape denote ’Media Feature’ nodes and represent various media
classifiers like posture recognizer, face recognizer. This graphical representation of the
ICD ontology represents a Bayesian Network. The Conditional Probability values are
not shown here in order to preserve the visual clarity of the diagram. Evidence is gath-
ered at the leaf nodes, as different media features are recognized or classified by the
media classifiers. If evidence is above a threshold, the media feature node is instan-
tiated. These instantiations result in belief propagation in the Bayesian Network, and
posterior probability at the associated concept nodes is computed. The algorithm for
recognizing the concepts in this BN is as following :

Inputs : 1) Video segment V for which concepts are to be recognized
2) Bayesian Network Ω of the relevant MOWL ontolgy segment

Output : Set C of Recognized Concepts
Algorithm :
1. For each leaf-node Concept LCi in Ω,

i. Run the appropriate Media Feature classifier.
ii. If Classification evidence for the concept > threshold,

a. Add LCi to the set I of instantiated nodes
b. Add LCi to the result set C of recognized nodes.

2. Carry out Belief Propagation in the BN Ω.
3. For each node ICi in I

i. Compute the set RC of Related concepts at next higher level.
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ii. For each node RCi in RC
a. Compute the posterior probability P(RCi) at RCi

b. If P(RCi) > threshold,
•Add RCi to the set I of instantiated nodes
•Add RCi to the to the result set C of recognized nodes.

4. Iterate steps 2 and 3 till Root node is reached.

3 Annotation Generation

The input to our concept-recognition scheme is an initial multimedia ontology of the
domain constructed with the help of domain knowledge provided by a group of do-
main experts, and fine-tuned by learning from the training set of annotated videos [3].
A semi-automated annotation generation module provides an interface where domain
concepts present in the video content are recognized automatically by the system, and
presented to the annotator to verify and confirm their existence. The module consists of
5 functional components :
• Object/Feature Extractor: This module extracts the features/objects from the multimedia
data. The extracted features are given to the XML generator, to store them in XML format.
• MOWL Parser: This module is responsible for generating the Bayesian network from the
given MOWL ontology.
• Concept Recognizer: The task here is to recognize the high-level semantic concepts in mul-
timedia data with the help of low-level media-based features. This module gets the feature values
either by invoking the feature extractor or from the feature database. The concept recognizer
either highlights or prompts the concept to the annotator, resulting in a kind of supervised anno-
tation. It can also directly convey the concept/s recognized to the XML generator.
• Classifiers: Media Feature classifiers are trained with feature vectors extracted from the mul-
timedia data. These are detailed in section 4.
• XML based Annotation generator: This module is responsible for generating the XML. The
inputs to this module are the manual annotations, conceptual annotations and features of the mul-
timedia data (in MPEG-7 format) and output is the XML file as per MPEG-7 standard, containing
the video annotation as well as media based feature-vectors.

4 Experimental Results

We tested our ontology based annotation scheme on a captive collection of videos which
belong to the scholarly domain of Indian Classical Dance(ICD). We compiled a her-
itage collection by gathering dance videos from different sources. We started work with
a data set of approximately 200 videos of duration 10 to 15 minutes. These consist of
dance performances of different Indian classical dance forms - Bharatnatyam, Odissi,
Kuchipudi and Kathak; plus music performances of Indian classical music forms - Car-
natic Music and Hindustani Music.

With reference to the snippet in Fig. 1, concept-recognition occurs with belief prop-
agation in BN. The concept nodes highlighted in gray color are the low-level concepts
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which are recognized due to presence of the media features in data. These are ’Misr-
chapu Taal’( a taal/beat in Carnatic music ), ’KrishnaDanceStep’, ’KrishnaPosture’ and
’VanshikaChawla’ (a dancer). Due to further belief propagation in the BN, higher level
concept nodes (in cyan color) are recognized to be present in the video. Conceptual
annotations are generated and attached to the video through the Annotation Generation
module detailed in section 3. Videos are hyperlinked if they are annotated with com-
mon concepts, or ontologically related concepts. This hyperlinking formed the basis
of an ontology-based Browsing application for the video database( not detailed here
due to space constraint ). Some of the Media feature classifiers used by our concept-
recognition scheme are detailed below :

4.1 Human Action Categorization Using pLSA

Our framework for detecting human action categories includes the following steps :
• Spatio-temporal interest points are extracted for frames of a video.
• The extracted spatio-temporal interest points are used in the bag of words approach
to summarize the videos in the form of spatio-temporal words.
• The process automatically learns the probability distributions of the spatio-temporal
words and intermediate topics for detecting action categories using pLSA technique [5].
• The topic-to-video probability distributions we get from pLSA training and testing,
are fed to an SVM classification scheme for categorisation of actions.
For performing pLSA categorization, some of the recognizable dance actions selected
from Bharatnatyam dance were - Sitting and getting up, Side-stepping, Taking a
circle, Krishna Step, Teermanam Step. Approximately 30 video shots of each action
were submitted to the pLSA for training. We performed 6-fold cross-validation tests on
77 videos to test the classification of the various dance actions by pLSA technique. The
accuracy of classification was found to be approx. 76.8% on an average.

4.2 Dance Posture Recognition Using SIFT

We have used the SIFT approach [6] to recognize dance postures in still images taken
from dance videos. Steps of our computation are :
• Collect labelled examples of Dance Posture images from different dance videos.
• Extract SIFT descriptors for all the images, and quantize the SIFT descriptors by
K-means clustering algorithm to obtain a discrete set of local Ns SIFT words.
• A posture image Pi is represented by an Indicator vector iv(Pi), which is a histogram
of its constituent SIFT words,

iv(Pi) = {n(Pi, s1), ..., n(Pi, sj), ..., n(Pi, s(Ns))} (1)

where n(Pi, sj) is the number of local descriptors in image Pi, quantized into SIFT
word sj .
• Train an SVM classifier with the indicator vectors to classify the postures.
We extracted about 288 images of various Dance postures from our set of ICD videos.

These were classified into 7 broadly similar dance postures, as shown in table 1. An
average of 232 detected points ( depending on image content ) and K-means cluster-
ing with 50 cluster centers yielded indicator vectors for all the 288 images. A 10-fold
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Table 1. SVM Classification Results for Dance Postures

Classes TPRate FPRate Precision Recall F − Measure ROCArea

RightAnjali 0.867 0 1 0.867 0.929 0.933
LeftAnjali 0.966 0 1 0.966 0.982 0.983

FrontPranam 0.931 0.004 0.964 0.931 0.947 0.964
ArmsUp 0.731 0.068 0.704 0.731 0.717 0.831

Squat 1 0 1 1 1 1
KrishnaPose 0.936 0.057 0.889 0.936 0.912 0.94

HandsOnWaist 0.552 0.039 0.615 0.552 0.582 0.757

cross-validation using SVM classifer on Weka machine learning framework, yielded an
accuracy of 87.8%. The detailed results are shown in table 1.

5 Conclusion

In this paper, we have outlined a novel approach to recognize concepts in a closed col-
lection of videos belonging to a scholarly domain, and use it to generate conceptual
annotations for videos at different levels of granularity. The multimedia ontology is
capable of incorporating uncertainties attached to media observables, and thus offers
a probabilistic framework, which can be enhanced using ontology learning from an-
notated data. Thus the whole system is self-enhancing where ontology is refined from
annotated data, and data annotation is improved based on fresh, refined knowledge from
the ontology. This ontological framework can offer a robust ground for several multi-
media search, retrieval and browsing applications.

References

1. Zha, Z.J., Mei, T., Hua, X.S., Qi, G.J., Wang, Z.: Refining video annotation by exploiting
pairwise concurrent relation. In: MULTIMEDIA 2007: Proceedings of the 15th international
conference on Multimedia, pp. 345–348. ACM, New York (2007)

2. Xu, D., Chang, S.F.: Video event recognition using kernel methods with multilevel tempo-
ral alignment. IEEE Transactions on Pattern Analysis and Machine Intelligence, 1985–1997
(2008)

3. Mallik, A., Pasumarthi, P., Chaudhury, S.: Multimedia ontology learning for automatic anno-
tation and video browsing. In: MIR 2008: Proceeding of the 1st ACM international conference
on Multimedia information retrieval, pp. 387–394. ACM, New York (2008)

4. Ghosh, H., Chaudhury, S., Kashyap, K., Maiti, B.: Ontology specification and integration for
multimedia applications. Springer, Heidelberg (2006)

5. Hofmann, T.: Probabilistic latent semantic analysis. In: Proc. of Uncertainty in Artificial In-
telligence, UAI 1999, pp. 289–296 (1999)

6. Lowe, D.: Distinctive image features from scale-invariant keypoints. International Journal of
Computer Vision 20, 91–110 (2003)



Variational Bayes Adapted GMM Based Models
for Audio Clip Classification

Ved Prakash Sahu, Harendra Kumar Mishra, and C. Chandra Sekhar

Speech and Vision Lab, Dept. of Computer Sc. & Engg.,
Indian Institute of Technology-Madras, India

{vedsahu,harendra,chandra}@cse.iitm.ac.in

Abstract. The most commonly used method for parameter estimation
in the Gaussian mixture models (GMMs) is maximum likelihood (ML).
However, it suffers from the overfitting when the model complexity is
high. Adapted GMM is an extended version of GMMs and it helps to
reduce the overfitting in the model. Variational Bayesian method helps
in determining optimal complexity so that it avoids overfitting. In this
paper we propose the variational Bayes learning method for training
the adapted GMMs. The proposed approach is free from overfitting and
singularity problems that arise in the other approaches. This approach
is faster in training and allows a fast-scoring technique during testing
to reduce the testing time. Studies on the classification of audio clips
show that the proposed approach gives a better performance compared
to GMMs, adapted GMMs, variational Bayes GMMs.

Keywords: GMM, variational learning, Bayesian adaptation.

1 Introduction

This paper aims to investigate the behavior of different types of Gaussian mix-
ture based models such as conventional GMMs, adapted GMMs referred to as
Gaussian mixture model-universal background model (GMM-UBM), and varia-
tional Bayesian GMMs (VB-GMMs) for audio clip classification task. We pro-
pose to use the variational Bayes adapted GMMs (VB-GMM-UBM) for audio
clip classification and compare it with the GMMs, GMM-UBM, and VB-GMMs.

The GMM commonly uses the maximum likelihood (ML) method for param-
eter estimation. However, the ML method suffers from the problem of overfitting
due to the presence of singularities, when the model complexity is high [1]. One
way to handle this is by adapting the parameters of GMM using the training exam-
ples. The GMM-UBM [2] is one such technique, where the UBM is built as a large
GMM from the data of all classes. The model for a class is obtained by updating
the parameters of the UBM using the training examples of the respective class us-
ing an adaptation method [2]. This provides a tighter coupling between the class
model and the UBM, and gives a better performance than the decoupled models
like conventional GMMs. Training a GMM-UBM is much faster than the conven-
tional GMMs and also allows a fast-scoring technique [2] during testing. But it

S. Chaudhury et al. (Eds.): PReMI 2009, LNCS 5909, pp. 513–518, 2009.
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suffers from the overfitting when the model complexity is high. To overcome this
problem, the VB-GMMs [1] can be used. The VB approach for GMMs helps to
determine the optimal number of components to build a model [1]. It prunes the
mixture components which are not useful. Hence the variational approach does
not suffer from overfitting and has good generalization capabilities [3]. Variational
approach assumes that the parameters are not uniquely specified, but instead are
modeled by probability density functions. This introduces an additional set of hy-
perparameters for the distributions of parameters [1].

In this work, we propose to use the VB-GMM-UBM. In the proposed ap-
proach, we build the UBM using the variational approach instead of the ML
method. Training the UBM using the variational approach gives an optimal
number of components in the UBM. The hyperparameters of each component
in the UBM are used to derive the Gaussian parameters for the corresponding
component in the UBM. The class model is obtained by Bayesian adaptation
that adapts the Gaussian parameters of the UBM using the training examples
of that class. The proposed approach is observed to be faster in training. It is
free from singularity and overfitting problems that arise in the other approaches.
This generalizes the model well and hence its performance is better compared
to the other models.

Section 2 describes the proposed VB-GMM-UBM approach. Section 3 presents
the experimental studies and the summary of the work is presented in section 4.

2 Variational Bayes Adapted GMMs

2.1 Variational Gaussian Mixture Models

The GMMs can be trained using the variational approach. The distribution of
d-dimensional feature vectors X = {x1 ,x2 , ..,xn , ..,xN } can be written as a
linear superposition of Gaussians in the form p(xn) =

∑K
k=1 πkN (xn|μk,Λ−1

k ),
where πk, μk and Λk are the mixture weight, mean vector and precision matrix,
respectively for kth Gaussian. In Bayesian approach, we assume priors for the
parameters. The conjugate priors are the Dirichlet distribution Dir(π|α) for
mixture weights, Gaussian distribution N (μ|m, (βΛ)−1) for mean, and Wishart
distribution W(Λ|W, ν) for precision matrix. Here {α, β, ν,m,W} form a set
of hyperparameters. This set of hyperparameters can be obtained using the EM
approach [1] as follows:
(E)xpectation Step : Responsibility rnk of the kth component for the nth

example xn is defined as rnk = ρnk∑K
j=1 ρnj

. Here,

ln ρnk = dβ−1
k + νk(xn −mk)T Wk(xn −mk) +

d∑
i=1

ψ

(
νk + 1− i

2

)

+d ln 2 + ln |Wk|+ ψ(αk) + ψ(
K∑

k=1

αk), (1)

and ψ is the gamma function.
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(M)aximization Step : Hyperparameters are updated as follows:

αk = α0 +Nk, βk = β0 +Nk, mk =
1

β0 +Nk
(β0m0 +Nkx̄k),

νk = ν0 +Nk, W−1
k = W−1

0 +NkSk +
β0Nk

βk
(x̄k −m0)(x̄k −m0)T , (2)

where,

Nk =
N∑

n=1

rnk, x̄k =
1
Nk

N∑
n=1

rnkxn, Sk =
1
Nk

N∑
n=1

rnk(xn− x̄k)(xn− x̄k)T .

(3)
Here Nk, x̄k, Sk are the intermediate values used to update the hyperparameters.
Initial values for priors {α0, β0, ν0,m0,W0} are chosen as suggested in [3].

2.2 Universal Background Model (UBM)

In the VB-GMM-UBM system, the first step is to generate the UBM [2,4]. The
UBM is a single and class-independent large GMM. Given N training examples,
X = {x1 , . . . ,xN }, we train the UBM using the VB-EM method described in
the previous subsection. This gives the hyperparameters for each mixture com-
ponent in the UBM. However, Bayesian adaptation needs Gaussian parameters
of the mixture components, that are used to build the class specific models by up-
dating the UBM parameters. Hence, the conversion of hyperparameters to the
Gaussian parameters is performed in the UBM before the adaptation process
starts. In the process of obtaining the Gaussian parameters, we first determine
the probabilistic alignment of training examples to the UBM mixture compo-
nents. The responsibility of a training example xn for the kth mixture in the
UBM is computed as follows:

ζnk =
αkpk(xn)∑K
j=1 αjpj(xn)

. (4)

Here, pk(xn) is calculated using the student’s t-distribution for kth mixture of
the UBM as pk(xn) = St(xn|mk,Lk, νk + 1− d), where mk is the mean vector,
Lk is the precision matrix given by Lk = (βk(νk + 1 − d)/(1 + βk))Wk, and K
is the number of mixtures in the UBM. Then we use the responsibility ζnk to
compute the Gaussian parameters such as weight wk , mean μk and variance σ2

k

of kth component as follows:

wk =
N∑

n=1

ζnk, μk =
1
wk

N∑
n=1

ζnkxn , σ2
k =

1
wk

N∑
n=1

ζnk(xn −μk)(xn −μk)t.

(5)

2.3 Adaptation of Class Model from UBM

Once the Gaussian parameters of the UBM are computed, the next step is to
get the GMM for each class. The class model is obtained by adapting the Gaus-
sian parameters of the UBM using the training examples of the corresponding
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class [2,5]. Given a UBM and R training vectors X = {x1 , . . . ,xR} from a
class, we first determine the probabilistic alignment of the training vectors onto
the Gaussian mixture components in UBM. For kth mixture in the UBM, the
responsibility ξrk is computed as follows:

ξrk =
wkpk(xr)∑K
j=1 wjpj(xr)

. (6)

Then ξrk and xr are used to compute the new parameters as follows:

w̃k =
R∑

r=1

ξrk, μ̃k =
1
w̃k

R∑
r=1

ξrkxr, σ̃k
2 =

1
w̃k

R∑
r=1

ξrk(xr − μ̃k)(xr − μ̃k)t.

(7)
The new parameters {w̃k, μ̃k , σ̃k

2} obtained from the class specific training data
are used to update the old UBM parameters {wk , μk , σk

2} for kth mixture to
get the adapted parameters as follows:

ŵk = [αw
k w̃k/R+ (1− αw

k )wk]γ, (8)
μ̂k = αm

k μ̃k + (1− αm
k )μk , (9)

σ̂k
2 = αv

kσ̃k
2 + (1− αv

k)(σk
2 + μk

2)− μ̂k
2, (10)

where μk
2 and μ̂k

2 are diagonal elements of matrix μkμk
t and μ̂k μ̂k

t respectively.
The adaptation coefficients {αw

k , α
m
k , α

v
k} control the balance between the old

and new parameters for the weights, means, and variances respectively. The scale
factor, γ is computed over all adapted mixture weights to ensure that their sum
is unity. For each mixture and each parameter, a data-dependent adaptation
coefficient αρ

k, ρ = {w,m, v}, is defined as αρ
k = w̃k

w̃k+rρ , where rρ is a fixed
relevance factor for parameter ρ. The performance is insensitive to relevance
factors in the range �8 − 20� [2]. We have used a relevance factor of 16. The
update of parameters described in Eqs. (8)-(10) can be derived from the general
maximum a posteriori (MAP) estimation for a GMM using constraints on the
prior distribution described in [6].

In the next section, we study the performance of conventional GMMs, GMM-
UBM, VB-GMM and VB-GMM-UBM for audio clip classification task.

3 Studies and Results

In this section we present our studies on audio clip classification. We compare
the performance of the proposed approach with that of conventional GMMs,
GMM-UBM and VB-GMM.

The audio data set used in our study includes 180 audio clips from 5 categories
: advertisement, cartoon, cricket, football, and news from different TV channels,
where 120 clips used for training and remaining clips used for testing. The dura-
tion of an audio clip is approximately 20 seconds. The 14-dimension features used
are clip-based, and are extracted from frame-based features [7]. The features for
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Table 1. Audio clip classification accuracy (in %) for the GMMs, GMM-UBM, VB-
GMMs, and VB-GMM-UBM

Audio Class GMMs GMM- VB- VB-GMM
UBM GMMs -UBM

Ads 67.21 77.04 68.85 78.68
Cartoon 72.15 91.13 86.07 96.20
Cricket 66.67 70.00 78.33 93.33
Football 57.38 80.32 96.72 96.72
News 73.09 83.33 89.74 91.02

Average 67.30 80.36 83.94 91.18

Table 2. Performance of GMM-UBM and VB-GMM-UBM for adapting different sets
of parameters (W=weight, M=mean, V=variance)

Adapted Set of Performance(%)
Parameters GMM-UBM VB-GMM-UBM

W 15.89 74.36
M 74.85 82.01
V 28.90 73.74
W, M 78.03 90.26
W, V 33.53 86.72
M, V 79.34 89.38
W, M, V 80.36 91.18

clip-based are volume standard deviation, volume dynamic range, volume undu-
lation, 4Hz modulation energy, ZCR standard deviation, nonsilence ratio, pitch
standard deviation, similar pitch ratio, nonpitch ratio, frequency centroid, band-
width, and energy ratio in subbands.

Table 1 shows the classification accuracy of conventional GMMs, GMM-UBM,
VB-GMMs, and VB-GMM-UBM on audio clip data. It is seen that the GMM-
UBM performs better than the conventional GMMs. In GMM-UBM, adapted
class models localize the most unique features for each target audio class and
perform better than conventional GMMs. It is also seen that VB-GMM gives
a better average performance than the GMM-UBM. This is because the UBM
trained by ML method suffers from singularity and overfitting problems. These
problems also propagate to the final class model through the adaptation process.
Such problems are resolved when the UBM is trained using the variational learn-
ing method. The advantage of the variational approach is that the final number
of Gaussian components is generally smaller than the initial ones. This is due to
the fact that the VB method makes the model selection and parameter learning
at the same time. The proposed VB-GMM-UBM model gives 91.18% classifica-
tion accuracy. The performance is significantly higher compared to 67.30% in
GMMs, 80.36% in GMM-UBM and 83.94% in VB-GMMs.

We study the effect of adapting different sets of parameters during generation
of the audio class models. Table 2 shows the performance of GMM-UBM and
VB-GMM-UBM on adaptation of different sets of Gaussian parameters. It is
seen that the mean adaptation plays a more significant role in the GMM-UBM
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Table 3. Confusion matrix for VB-GMM-UBM

Audio Classified Audio Class
Class Ads Cartoon Cricket Football News

Ads 78.68 14.75 1.63 0.0 4.91
Cartoon 2.53 96.20 0.0 0.0 1.26
Cricket 1.66 3.33 93.33 1.66 0.0
Football 1.63 1.63 0.0 96.72 0.0
News 3.84 5.12 0.0 0.0 91.02

than the weight or variance adaptation. In VB-GMM-UBM, each individual
parameter adaptation (weight, mean, and variances) plays an important role in
adaptation process.

The confusion matrix for the VB-GMM-UBM that gives the best performance
is shown in Table 3. It is seen that the Ads category is mainly confused with the
Cartoon category and the News category.

4 Summary

This work studies the behavior of different types of Gaussian mixture model
based classification models. Conventional GMMs, GMM-UBM, VB-GMMs and
the proposed method VB-GMM-UBM are studied. The GMMs and GMM-UBM
suffer from the overfitting problem, when the model complexity is high. In such
cases, the VB-GMMs perform better. The VB-GMMs prune out the redundant
components. The VB-GMMs are also free from singularity problems that arise
frequently in GMMs and GMM-UBM. We could improve its performance by
applying the adaptation process in VB-GMMs. Results of our studies on audio
clip classification indicate that the proposed VB-GMM-UBM model performs
better than the other models.
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Abstract. This work investigates whether vocal emotion expressions of
full-blown discrete emotions can be recognized cross-lingually. This study
will enable us to get more information regarding nature and function of
emotion. Furthermore, this work will help in developing a generalized vo-
cal emotion recognition system, which will increase the efficiency required
for human-machine interaction systems. An emotional speech database
was created with 140 simulated utterances (20 per emotion) per speaker,
consisting of short sentences of six full-blown discrete basic emotions and
one ’no-emotion’ (i.e. neutral) in five native languages (not dialects) of
Assam. A new feature set is proposed based on Eigenvalues of Auto-
correlation Matrix (EVAM) of each frame of utterance. The Gaussian
Mixture Model is used as classifier. The performance of EVAM feature
set is compared at two sampling frequencies (44.1 kHz and 8.1 kHz) and
with additive white noise with signal-to-noise ratios of 0 db, 5 db, 10 db
and 20 db.

Keywords: Full-blown Basic Emotion, Cross-lingual Vocal Emotion
Recognition, Gaussian Mixture Model, Eigenvalues of Autocorrelation
Matrix.

1 Introduction

Human beings express emotions explicitly in speech, face, gait and other body
languages. The vocal expressions are harder to regulate than other explicit emo-
tional signals. So, it is possible to know the actual affective state of the speaker
from her/his voice without any physical contact. But exact identification of emo-
tion from voice is very difficult due to several factors. The speech consists broadly
of two components coded simultaneously: (i) “What is said” and (ii) “How it is
said”. The first component consists of the linguistic information pronounced as
per the sounds of the language. The second component consists of non-linguistic
or paralinguistic or supra-segmental component which includes the prosody of
the language i.e. pitch, intensity and speaking-rate rules to give lexical and gram-
matical emphasis for the spoken messages; and the prosody of emotion to express

S. Chaudhury et al. (Eds.): PReMI 2009, LNCS 5909, pp. 519–524, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



520 A. Bihar Kandali, A. Routray, and T. Kumar Basu

the affective state of the speaker. In addition, speakers also possess their own
style, i.e. a characteristic articulation rate, intonation habit and loudness char-
acteristic. The voice contains also information about the speaker’s identity, age,
gender, and body size.

The present work investigates a specific research question concerning vocal
emotion recognition: “Are vocal emotion expressions of discrete emotions rec-
ognized cross-lingually?”. This study will enable one to get more information
about the nature and function of emotion. It will also help in developing a
generalized voice emotion recognition system, which will increase the efficiency
of human-machine interaction systems. Some applications are as follows: (i) to
obtain more efficient and more accurate performance of automatic speech recog-
nition and automatic speaker recognition systems, due to reduction of search
space to models corresponding to pre-recognized emotions [1, 2]; (ii) to design
an automatic speech translator across languages retaining the emotional content
[1], (iii) to make more efficient automatic tutoring, alerting, and entertainment
systems [3]. Picard [4] has explained about affective computing algorithms which
can improve problem solving capability of a computer and make it more intelli-
gent by giving it the ability to recognize and express emotions.

When a machine is trained with emotion utterances of one set of languages
and tested with emotion utterances of a set of different languages, the process
is called as cross-lingual (or cross-cultural) vocal emotion recognition. Very few
studies of cross-lingual (i.e. cross-cultural) voice emotion recognition have been
reported by researchers [5]. Among these noteworthy is the study by Scherer et
al. [6], conducted in nine countries in Europe, the United States, and Asia on
vocal emotion portrayals of anger, sadness, fear, joy, and neutral voice, which
are produced by professional German actors. In this study, overall perception
accuracy by human subjects is found to be 66%. Also, the patterns of confu-
sion are found very similar across all countries, which suggest the existence of
similar inference rules from vocal expression across cultures. Generally, accuracy
decreases with increasing language dissimilarity from German in spite of the use
of language-free utterances. So their conclusion is that culture- and language-
specific paralinguistic patterns may influence the decoding process. Juslin and
Laukka [5] also reported that cross-cultural decoding accuracy of voice expres-
sion of emotions is significantly higher than that expected by chance. Laukka
[7] has reported that: (i) vocal expressions of discrete emotions are universally
recognized, (ii) distinct patterns of voice cues correspond to discrete emotions,
and (iii) vocal expressions are perceived as discrete emotion categories but not
as broad emotion dimensions. All the above experiments are done mostly with
a very few number of European and Asian languages. So, these findings need to
be verified using more number of languages.

The present study is based on a modified Brunswikian lens model of process
of vocal communication of emotion [8]. This model motivates research to deter-
mine the proximal cues i.e. the representation of voice acoustic cues in the basilar
membrane of the cochlea, amygdala, and auditory cortex, which will lead to the
perception of the vocal emotion. Based on studies by researchers [3, 8, 9], one



Cross-Lingual Vocal Emotion Recognition in Five Native Languages 521

can identify three broad types of proximal voice cues: (i) fundamental frequency
or pitch frequency (F0) contour, (ii) continuous acoustic variables: magnitude
of fundamental frequency, intensity, speaking rate, and spectral energy distribu-
tion; and (iii) voice quality (tense, harsh or breathy): described by high frequency
energy, formant frequencies, precision articulation and glottal waveform. A de-
scription of relationships among archetypal emotions and the voice cues is given
in [3, 8, 9].

In this paper, a new feature set is proposed based on 5 most significant Eigenval-
ues of Autocorrelation Matrix (EVAM) of each frame of utterance for automatic
vocal emotion recognition. The 5 most significant EVAM of a signal represent the
powers of 5 most prominent frequency components (though with some additive
noise) in the signal [10]. The source-filter model of speech production describes
speech as an acoustic excitation signal filtered due to resonances of the vocal tract.
The vocal tract resonances are called formant frequencies, or formants; which are
the prominent frequencies having relatively higher amplitudes than other
frequency components in the speech signal. In general, a speech signal contains 5
to 6 formants. Hence, 5 or 6 most significant EVAM of a short-time frame of speech
will represent the powers corresponding to the formants (though with some addi-
tive noise), if they are present in that speech frame. The EVAM feature set is also
expected to be robust in presence of noise, since these eigenvalues corresponds to
the most prominent signal subspace eigenvectors.

The Gaussian mixture model (GMM) classifier is used for classification [11].
The study of cross-lingual vocal emotion recognition is carried out using simu-
lated utterances of 6 full-blown discrete basic emotions (anger, disgust, fear,
happiness, sadness and surprise) and 1 ‘no−emotion’ (i.e. neutral) in 5 Indian
languages: Assamese, Bodo (or Boro), Dimasa, Karbi, and Mishing (or Mising),
which are the native languages (not dialects) of the state of Assam. The perfor-
mance of the EVAM feature set is compared at two sampling frequencies (44.1
kHz and 8.1 kHz) and with additive white noise with signal-to-noise ratios of 0
db, 5 db, 10 db and 20 db.

2 Data Collection

As a part of this research work, emotional utterances in native languages of
Assam are collected as described below. The subjects are chosen mostly from
students and faculty members of some educational institutions of Assam. Some
subjects are lay actors and others are trained for the first time through a few
rehearsals, so as to avoid exaggerated expressions. Thirty randomly selected vol-
unteer subjects (3 males and 3 females per language) are requested for recording
emotional utterances of the 5 native languages of Assam. The utterances are
recorded in an almost noise-free small closed room with headphone-mic and
notebook computer in a single channel with 44.1 kHz sampling frequency and
16 bit depth. Each subject is asked to utter a fixed set of 140 short sentences
(20 per emotion) of variable length of her/his first language only. The subjects
are asked to rehearse their acting a few times before final recording.
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3 Listening Test

A listening test of the emotional speeches is carried out with the help of 6 ran-
domly selected volunteer listeners (3 Males and 3 Females) for each language of
the Multilingual ESDNEI database. The listeners have never heard the speeches
of the languages of the Multilingual ESDNEI database. Some of the listeners are
selected as different persons for each language while others remained the same,
because of the unavailability of a complete set of different volunteer listeners
for each language, who do not understand or never heard speeches in the above
languages. The average scores of the listening test are given in Table 1.

Table 1. Percentage Cross-lingual Average Recognition Success Scores of Listening
Test of the Utterances of the individual languages of the Multilingual ESDNEI database
by 6 Human subjects (3 Males and 3 Females) who never heard any of these languages

Language→
Emotion↓ Assamese Bodo Dimasa Karbi Mishing Average

Anger 97.22 70.97 95.42 88.19 86.67 87.69
Disgust 95.00 45.83 85.97 75.69 75.42 75.58
Fear 97.78 85.28 95.56 87.08 93.33 91.81
Happiness 85.69 74.86 84.17 78.75 79.44 80.58
Sadness 97.50 88.19 97.08 96.25 94.58 94.72
Surprise 87.78 67.36 78.06 69.58 71.81 74.92
Neutral 99.03 81.81 94.17 93.61 90.97 91.92
Average 94.29 73.47 90.06 84.17 84.60 85.32

4 Experiment: Cross-Lingual Vocal Emotion Recognition

A total of seven GMMs, one for each emotion, are trained using the Expectation-
Maximization (EM) algorithm [11] and Leave-One-Out (LOO) cross-validation
method [12], and EVAM feature vectors of 10 utterances of the subjects of 4
languages. After training, the classifier is tested with EVAM feature vectors of
test utterances consisting of other 10 utterances of the subjects of the left-out
language (test-language) as follows. The mean-log-likelihood of EVAM feature
vectors of one test-utterance with respect to the trained GMM corresponding
to each emotion-class is computed. The test-utterance is considered to belong
to that emotion-class with respect to which the mean log-likelihood becomes
the largest. The Percentage Average Recognition Success Score (PARSS) of each
emotion and the Mean-PARSS (MPARSS) of all emotions are computed from the
Recognition Success Scores (RSS) for all 5 combinations of train-test data. The
initial means and the elements of diagonal covariance matrices of the GMM are
computed by split-Vector Quantization algorithm [13]. The above procedure is
repeated for GMMs with different number of components of Gaussian probability
distribution functions i.e. M=8, 16 and 32, and the best result is considered.
Henceafter, the Mean-PARSS will be referred as the ‘Average’.
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5 Feature Extraction

In this paper, the speech is preprocessed by detecting the end points and re-
moving the silence periods and the dc component. The frame duration is chosen
as 23.22 ms in case of sampling frequency of 44.1 kHz. The utterances are dec-
imated to sampling frequency 8.1 kHz and in this case the frame duration is
chosen as 31.6 ms. All the frames are rectangular windowed. The frames are
taken with 50% overlaps with neighboring frames. For each frame, the autocor-
relation matrix with lag p=32 in case of sampling frequency of 44.1 kHz and lag
p=8 in case of sampling frequency of 8.1 kHz are computed. Then after eigen de-
composition of the autocorrelation matrix, a 5-element feature vector is formed
using the 5 most significant eigenvalues, from each frame. The EVAM features
are normalized by subtracting mean and dividing by the standard deviation.

6 Results and Discussion

The percentage average scores of cross-lingual voice emotion recognition in each
case are shown in Table 2. It can be observed that the performance of the
proposed feature set for the case of original utterances at 8.1 kHz sampling
frequency is a little better than at 44.1 kHz sampling frequency. The performance
gradually decreases as the Signal-to-Noise Ratio (SNR) is reduced from 20 db
to 0 db. It is observed that the performance is satisfactorily above that of the
average human recognition score (i.e. 85.32% in Table 1) in the listening test.
The results show high potential of EVAM features for emotion recognition from
telephone channel voices which have 8 kHz sampling frequency.

Table 2. Percentage Average Score of Cross-lingual Vocal Emotion Recognition from
original speech with Noise-not-Added (NNA) and in presence of additive white noise
of 4 Signal-to-Noise Ratios (SNRs) [fs: Sampling Frequency, Number of Components
in GMM: 32]

SNR (db)→ NNA NNA 20 10 5 0
fs (kHz)→
Emotion↓ 44.1 8.1 8.1 8.1 8.1 8.1

Anger 100.00 100.00 100.00 97.33 95.33 84.33
Disgust 99.67 99.00 97.33 91.67 83.67 74.33
Fear 99.67 100.00 100.00 99.33 98.33 94.33
Happiness 100.00 100.00 100.00 99.67 98.00 96.00
Sadness 98.67 99.67 99.33 98.00 97.00 87.00
Surprise 100.00 100.00 99.33 95.33 91.00 85.67
Neutral 99.00 99.00 98.33 97.67 95.67 93.67
Average 99.57 99.67 99.19 97.00 94.14 87.90
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7 Conclusion

This study verified that the full-blown discrete basic vocal emotions are rec-
ognized cross-lingually with accuracies much above the chance level. It is also
verified that there exist distinct patterns of voice cues corresponding to full-
blown discrete basic emotions. The EVAM features have high potential for vocal
emotion recognition in telephone channel.
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Abstract. An important issue which must be addressed for the speaker recogni-
tion system is how well the system resists the effects of determined mimics 
such as those based on physiological characteristics especially twins. In this pa-
per, a new feature set based on recently proposed Variable Length Teager En-
ergy Operator (VTEO) and state-of-the-art Mel frequency cepstral coefficients 
(MFCC) is developed. The effectiveness of the newly derived feature set in 
identifying twins in Marathi language has been demonstrated. Polynomial clas-
sifiers of 2nd and 3rd order have been used. The results have been compared with 
other spectral feature sets such as Linear Prediction Coefficients (LPC), Linear 
Prediction Cepstral Coefficients (LPCC) and baseline MFCC. 

1   Introduction 

Speaker recognition refers to the task of identifying a person from his or her voice 
with the help of machines. Fig.1 and Fig.2 show two speech signals (and their corre-
sponding spectrograms, formant contours, pitch contours) produced by two male twin 
speakers. It is evident from the plots that the pattern of speech signals, pitch contours, 
formant contours and spectrograms for each twin speakers are very similar, if not 
identical. This makes speaker recognition of twins a challenging research problem. 
Similar studies were reported in [4]. Identification of professional mimics is also 
challenging task and is attempted in [7]. In this paper, we show the effectiveness of 
the newly derived feature set by amalgamating Variable Length Teager Energy Op-
erator (VTEO) and Mel frequency cepstral coefficients (MFCC) for identification of 
twins.   

2   Variable Length Teager Energy Operator (VTEO) 

According to Teager [8], the airflow do not propagate in the vocal tract as a linear 
planar wave, but rather as separate and concomitant vortices are distributed through-
out the vocal tract during phonation. He suggested the true source of sound produc-
tion is actually the vortex-flow interactions, which are non-linear and a non- linear 
 



526 H.A. Patil and K.K. Parhi 

 

(b)
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Fig. 1. (a) Speech signal, viz., ‘Mandirat’ by a twin male speaker A, (b) Spectrogram and for-
mant contour of signal shown in (a), (c) Pitch contour of signal shown in (a) 

(c)

(a)

(b)

 

Fig. 2. (a) Speech signal, viz., ‘Mandirat’ by a twin male speaker B, (b) Spectrogram and for-
mant contour of signal shown in (a), (c) Pitch contour of signal shown in (a) 

model has been suggested based on the energy of airflow. Modeling the time-varying 
vortex flow is a formidable task and Teager devised a simple algorithm which uses a 
non-linear energy-tracking operator called as Teager Energy Operator (TEO) (in dis-
crete-time) for signal analysis with the supporting observation that hearing is the 
process of detecting energy. The concept was further extended to continuous-domain 
by Kaiser [3]. According to Kaiser, energy in a speech frame is a function of ampli-
tude and frequency as well and by using the dynamics of S.H.M. he developed TEO 
for discrete-time signal, as 
                                                ( ){ } 2( ) ( 1) ( 1)TEO x n x n x n x n= − + −                                    (1) 

From (1) it is evident TEO of a signal involves non-linear operations (e.g. square) on 
the signal. TEO algorithm gives good running estimate of the signal energy when 
signal has sharp transitions in time-domain. However, in situations when the ampli-
tude difference between two consecutive samples of signal is minute, then the TEO 
will give zero energy output which indicates that energy required to generate such 
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sequence of samples is zero but that may not be the case in actual physical signal (e.g. 
speech). To alleviate this problem VTEO was proposed recently [9] and hence very 
briefly it is discussed here. The dynamics and solution (which is a S.H.M.) of mass-
spring system are described and the energy is given by 
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From (2), it is clear that the energy of the S.H.M. of displacement signal ( )x t  is di-
rectly proportional not only to the square of the amplitude of the signal but also to the 
square of the frequency of the signal. Kaiser and Teager proposed the algorithm to 
calculate the running estimate of the energy content in the signal. Now ( )x t  can be 
expressed in discrete-time domain as 

( ) cos( )x n A nω φ= +  
where A , ω  and φ  are the amplitude, digital frequency (rad/sec) and phase of sinu-
soidal signal of S.H.M. We have 
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where nE gives the running estimate of signal’s energy and we refer ( ){ }iVTEO x n vari-

able length TEO for the dependency index i which is expected to give running esti-

mate of signal’s energy after considering thi past and thi future sample to track the 
dependency in the sequence of samples of speech signal. It should be noted that (3) is 
exact and unique if iω is restricted to values less than 2,π the equivalent of one-
fourth of the sampling frequency. In addition, if we limit 4iω π< , then the relative 
error is always below 11% [3], [9].  

3   Variable Length TEO Based MFCC (VT-MFCC) 

Traditional MFCC based feature extraction involves pre-processing; Mel-spectrum of 
pre-processed speech, followed by log-compression of subband energies, and finally 
DCT to get MFCC per frame [2].  In our approach, we employ VTEO for calculating 
the energy of speech signal. Now, one may apply VTEO in frequency domain, i.e., 
VTEO of each subband at the output of Mel-filterbank, but there is difficulty from 
implementation point of view as discussed in [6]. Let us now see the computational 
details of VT-MFCC. 

Speech signal ( )x n is first passed through pre-processing stage (which includes 
frame blocking, Hamming windowing and pre-emphasis) to give pre-processed 
speech signal ( )px n . Next we calculate the VTEO of ( )px n : 

2[ ( )] ( ) ( ) ( ) ( )i p p p pVTEO x n x n x n i x n i nψ= − + − =       ( )say   
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The magnitude spectrum of the VTEO output is computed and warped to Mel fre-
quency scale followed by usual log and DCT computation (of MFCC) to obtain VT-
MFCC as:   

1
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where ( )lΨ is the filterbank output of { }( )DFT nψ and [ ]log ( )lΨ  is the log of filterbank 

output and ( )VT MFCC k−  is the kth VT-MFCC. Proposed feature set, viz., VT-MFCC 
differ from the traditional MFCC in the definition of energy measure, i.e., MFCC 
employs 2L energy in frequency domain (due to Parseval’s equivalence) at each sub-
band whereas VT-MFCC employs variable length Teager energy in time domain. Fig. 
3 shows the functional block diagram of MFCC and VT-MFCC. For DI=1(i.e., TEO), 
Maragos et al. [5] has proved that we can use this operator for formant estimation and 
hence VTMFCC may capture formant information in some sense. In addition, VTEO 
profile may capture speaker-specific airflow properties (along with adjacent sample 
dependencies) in the vocal tract of twin speakers.   

VTEO VT-MFCCDCT Log (.) Mel-
Spectrum

( )px n

Subband 
Energy 

MFCCMel-
Spectrum Log (.) DCT 

 

Fig. 3. Block diagram for VT-MFCC and MFCC implementation 

4   Experimental Results 

Database of 17 twins is prepared from different dialectal zones of Maharashtra 
State, India. Text material for recording consisted of isolated words, digits, combi-
nation-lock phrases and a contextual speech of considerable duration. Polynomial 
classifiers of 2nd and 3rd order approximation (based on discriminative training with 
MSE criterion) are used as the basis for all experiments. The testing feature vectors 
are processed by the polynomial discriminant function. Every speaker has speaker 
specific vector to be determined during machine learning and the output of a dis-
criminant function is averaged over time resulting in a score for each speaker [1]. 
Feature analysis was performed using 12th order LPC on a 23.2 ms mean subtracted 
frame with an overlap of 50%. Each frame was pre-emphasized with the filter 1-
0.97z-1, followed by Hamming window (similar pre-processing steps were per-
formed for MFCC and VT-MFCC except mean removal). We have taken 2DI (i.e., 
dependency index) samples more to compute VT-MFCC than that for LPC, LPCC 
and MFCC because of VTEO processing. The results are shown as success rates 
(ratio of the number of correctly identified speakers to the total number of speakers  
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used for machine learning) in Table 1 for different testing durations and the last row 
gives average success rate for 2nd and  3rd order polynomial approximation, respec-
tively. Some of the observations from the results are as follows: 

− For 2nd order polynomial approximation, average success rates for VT-MFCC is 
found to be better than T-MFCC, MFCC, LPCC and LPC in majority of the 
cases. 

−  Average success rates for VT-MFCC, T-MFCC, MFCC, LPCC and LPC go up 
for 3rd order polynomial approximation as compared to their 2nd order counter-
parts. This may be due to the fact that feature occupancy decreases (and thus 
class separability increases) in high-dimensional feature space, i.e., for 3rd order 
classifier. 

−  For 3rd order polynomial approximation, VT-MFCC and T-MFCC performed 
equally well and these feature sets together outperformed LPC and LPCC. In this 
case, MFCC performed better than VT-MFCC, T-MFCC, LPCC, and LPC.  

− It is interesting to note that in majority of the cases of misidentification, the mis- 
identified person is the actual speaker’s twin brother or sister (except in those cases 
where the twin pair is of different gender). This is evident by the sub-optimal suc-
cess rates (which considers a correct identification if twin speaker is misidentified 
with his or her twin brother or sister) shown in brackets in Table 1. 

− It is evident from the Table 1 that sub-optimal success rates are higher for LPC, 
LPCC and MFCC than proposed VT-MFCC in majority of the cases. This means 
that the confusion in capturing speaker-specific information is more for LPC, 
LPCC and MFCC (because they directly reflect in some sense physiological char-
acteristics of twins).  

− Fig. 4 shows VTEO for DI=2 and DI=1 (i.e., T-MFCC [6]) of pre-processed 
speech signals of Fig.1-2. It is evident that dependency index does play a role in 
capturing sample dependency in the airflow and hence perhaps speaker-specific 
information, whereas MFCC may extract similarity in spectral features of twins 
(Fig.1-2).  

Table 1. Success Rates (%) for 2nd Order Polynomial Approximation with 60 s Training 
Speech 

TEST 
(SEC) 

VT-MFCC 
(DI=2) 

T-MFCC 
(DI=1) 

MFCC LPCC LPC 

1 76.47  (88.23) 52.94 (70.58) 73.52  (88.23) 64.70  (79.41) 67.64  (79.41) 
      3 76.47  (88.23 70.58 (85.29) 76.47  (88.23) 67.64  (82.35) 67.64  (82.35) 

5 79.41  (91.17) 70.58 (85.29) 79.41 (94.11) 64.70  (85.29) 67.64  (88.23) 
7 85.29  (94.11) 73.52  (85.29) 79.41 (94.11) 70.58  (85.29) 70.58  (88.23) 

    10 85.29  (94.11) 76.47  (85.29) 76.47  (94.11) 82.35  (94.11) 70.58  (88.23) 
    12 82.35  (91.17) 79.41  (85.29) 79.41  (94.11) 79.41  (94.11) 73.52  (91.17) 
   15 82.35  (91.17) 73.52  (85.29) 79.41  (94.11) 79.41  (94.11) 73.52  (88.23) 

Order 2 81.09  (91.17) 71.00  (83.19) 77.73  (91.59) 72.68  (87.81) 70.16  (86.13) 
 Order 3 84.87  (95.37) 86.13 (92.85) 88.23 (97.47) 82.35  (93.27) 78.99  (93.69) 
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Fig. 4. (a)-(b) TEO (i.e., DI=1) of signal shown in Fig. 2 and Fig.1, respectively for 35th frame. 
(c)-(d) VTEO of signal shown in Fig. 2 and Fig.1, respectively for 35th frame of 516 samples 
(50% overlap) with DI=2. 

5   Conclusion 

In this paper, a new feature set, viz., Variable Length Teager Energy based MFCC 
(VT-MFCC) is proposed for speaker identification of twins. Their performance was 
compared with conventional features and found to be effective. In this work, the vari-
able length TEO was referred for variation in DI across experiments. Future work 
includes the investigation on optimal DI in VT-MFCC for speaker recognition. In 
addition to this, the present work could be extended to investigate choice of DI from 
segment to segment (e.g. vowel, transitions, etc).  
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Abstract. In this paper we propose a new method for unit selection
in developing text-to-speech (TTS) system for Hindi. In the proposed
method, syllables are used as basic units for concatenation. Linguistic,
positional and contextual features derived from the input text are used
at the first level in the unit selection process. The unit selection process
is further refined by incorporating the prosodic and spectral characteris-
tics at the utterance and syllable levels. The speech corpora considered
for this task is the broadcast Hindi news read by a male speaker. Syn-
thesized speech from the developed TTS system using multi-level unit
selection criterion is evaluated using listening tests. From the evaluation
results, it is observed that the synthesized speech quality has improved
by refining the unit selection process using spectral and prosodic features.

Keywords: Text-to-speech, unit selection, linguistic features, prosodic
features and spectral features.

1 Introduction

In the concatenative speech synthesis approach, the speech is generated by
concatenating the segments of natural speech waveforms corresponding to the
sequence of sound units that are derived from the input text [1]. Earlier, the con-
catenative speech synthesis is performed by concatenating the sequence of sound
units (phones or diphones or syllables), where the unique versions of the sound
units are stored in the database. After the concatenation of basic sound units,
the prosodic information will be incorporated using appropriate signal process-
ing techniques. This method introduces distortion due to the manipulation of
sound units by signal processing techniques. To overcome this distortion, corpus
based (data driven) concatenation approach is proposed. In this approach, the
database consists of huge labeled speech corpus, having the multiple replicas of
the basic sound units. Since the database has multiple candidates for each sound
unit, there should be a mechanism to choose the sequence of sound units in an
accurate way, such that it requires minimal signal manipulation.

S. Chaudhury et al. (Eds.): PReMI 2009, LNCS 5909, pp. 531–536, 2009.
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In this paper we are proposing multilevel unit selection criterion for choosing
the sequence of units from the speech corpus. At the first level the unit selection
is performed using the linguistic, positional and contextual features derived from
the text. In the second level the unit selection is performed on the units selected
in the first level using spectral and prosodic features separately. At the final level
(3rd level), the unit selection is performed on the units selected at the second
level, by combining spectral and prosodic features together.

There are some earlier attempts in the research of developing TTS systems
for Indian languages. At IIT Madras, TTS system for Hindi was developed in
early 90’s using parametric approach [2]. N. Sridhar Krishna et al., have proposed
duration and prosodic phrasing models for developing the TTS system in Telugu
[3]. Samuel Thomas et al., have developed natural sounding TTS system in
Tamil using syllable like units [4]. S. P. Kishore et al., have proposed data-driven
speech synthesis approach using syllables as basic sound units for developing
TTS in Hindi [5]. At TIFR Mumbai, TTS system for Indian accent English was
developed for browsing the web [6]. Sreekanth et al., have developed festival
based TTS system for Tamil [7]. Speech synthesizers in Hindi and Bengali were
developed at IIT Kharagpur for visually challenged people [8].

The paper is organized as follows: The details of the development of speech
corpora are discussed in section 2. In section 3, description of the base line TTS
system using the proposed unit selection approach is provided. The proposed
approach of unit selection process and performance of the TTS system by incor-
porating the proposed unit selection criterion is analyzed using listening tests
are discussed in section 4. In the final section the summary of the paper is given
along with future work that can improve the performance of the system further.

2 Speech Corpus

Speech corpus used in this work consists of Hindi broadcast news data read by
male speaker. Duration of speech corpus is about 1 hour. The speech signal was
sampled at 16 kHz, and each sample is represented as a 16 bit number. database
is organized at sentence, word and syllable levels. Each of the syllables is labeled
by 24 features representing the linguistic context and production constraints [9].
These features represent positional, contextual and phonological information of
the syllable. The list of the features representing the syllable is given in the
Table 1. Along with the linguistic features derived from the text, the syllables
are also labeled with the prosodic (i.e., pitch, duration and energy) and spectral
information.

3 Text-to-Speech System

Block diagram of the TTS system using the proposed unit selection approach is
shown in Fig. 1. Text normalization module converts abbreviations, numbers etc.,
into the spoken equivalent text. Syllabification module derives the sequence of syl-
lables from the normalized text. Syllabification module first identifies vowels, and
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Table 1. List of the factors and features representing the linguistic context and
production constraints of the syllable

Factors Features
Position of syllable from beginning of the phrase

Syllable position Position of syllable from end of the phrase
in the phrase Number of syllables in the phrase

Position of syllable from beginning of the word
Syllable position Position of syllable from end of the word

in the word Number of syllables in the word
Position of word from beginning of the phrase

Word position Position of word from end of the phrase
in the phrase Number of words in the phrase

Syllable identity Segments of the syllable (consonants and vowels)
Context Identity of the previous syllable

of the syllable Identity of the following syllable
Position of the nucleus

Syllable Number of segments before the nucleus
nucleus Number of segments after the nucleus

Text

Text normalization

Syllabification

Languistic analysis

Unit selection

based on linguistic

parameter match

Unit selection

based on spectral

parameter match

Unit selection

based on prosodic

(pitch and energy)

parameter match

Selection of optimal sequence of sound units

Synthesis by joining the optimal sequence of sound units,

smoothing the joins, prosody and spectral modification

Speech corpus

Unit selection

module

Stage-1

Stage-2

Synthesized speech

Fig. 1. Block diagram of the TTS system using the proposed unit selection approach

then determines number of syllables present in text. Each syllable is derived by
associating consonants to the appropriate vowel using linguistic rules. Linguistic
analysis module derives 24 features (see Table 1) for each syllable. The first stage of
the unit selection module derives the multiple realizations of the given sound units,
which satisfy the matching criterion based on 24 features, derived from linguistic
analysismodule. These sound units are further fed to spectral and prosodic param-
eter analysis modules. The second stage of the unit selection module (i.e. spectral
and prosodic analysis module) derives the unique sequence of sound units from its
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multiple realizations by minimizing the spectral and prosodic distances, between
the adjacent units, to minimize the join cost. The final output sequence of sound
units given by unit selection module is concatenated by taking care of smoothen-
ing the joints between successive units. After simple concatenation, prosodic and
spectral manipulations are carried out according to the predicted prosody from the
models. Finally, the speech synthesized after prosodic manipulation is the desired
speech for the given input text.

4 Proposed Unit Selection Criterion

The basic goal of unit selection module is to derive the optimal sequence of
sound units from the speech corpus by minimizing the cost function. Here the
cost function may be derived from the three components (1) Linguistic match,
(2) Spectral match and (3) Prosodic match. In this work we have proposed two
stage unit selection criterion. At the first stage, for the derived sequence of sound
units, multiple realizations are chosen using linguistic match criterion. The lin-
guistic match is carried out by matching the 24 dimensional feature vector of
each syllable derived from the text to the syllables present in the corpus [9].
At this stage we have considered five syllables for each target syllable. These
five units correspond to the top five matched units with respect to the target
unit. Unit selection based on the linguistic match is illustrated with an exam-
ple sentence ”bhaarat ke pradhaanmanthri ne kahaa”. The text analysis module
derives the desired sequence of syllables for the above text as: bhaa, rat, ke,
pra, dhaan, man, thri, ne, ka, haa. In this utterance there are 10 syllables. The
identity of the first syllable is ”bhaa”, the context of this syllable is represented
by the syllable identities of the preceding and the following syllables. In this
case the preceding syllable is absent, and the following syllable is ”rat”. In view
of positional information, the preset syllable is at the beginning of the word,
beginning of the utterance and the word position is one. Here, for the target
syllable ”bhaa”, all the units of ”bhaa” in the corpus are chosen. Then based
on syllable context some realizations of ”bhaa” are filtered out. Likewise, the
selection process follows the sequence of filtering the units. The filtering process
will be terminated when the number of realizations of the unit reaches to 5.

In the proposed unit selection approach spectral and prosodic matches are
performed on the realizations of the target units derived from the first stage
of unit selection (i.e., linguistic match). Spectral matching between adjacent
units is very crucial in view of minimizing perceptual distortion. Therefore while
searching units, appropriate weightage has to be given to the spectral distances
between the adjacent units. From the first stage of unit selection module, we get
roughly 5 realizations of each unit. For performing spectral match between ad-
jacent units, we need to compute spectral distances between the five realizations
of the present unit and the five realizations of the following unit (i.e., total of
15 spectral distances). Among the five realizations of present unit and the five
realizations of following units, a pair of units is selected based on the minimal
spectral distance measures.
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In this work prosodic match is estimated using the differences in average
pitch and energy between the adjacent units. For deriving the unique sequence
of sound units based on prosodic match, prosodic distance is estimated between
the five realizations of the present and the following units. The optimal pair is
selected based on the minimum distance criterion. For implementing the com-
bined spectral and prosodic matching to select the sequence of units, distances
between all possible pairs of units derived from the first stage of unit selection,
need to be computed. The optimal sequence is derived by minimizing combined
distance derived from prosodic and spectral matches together.

Performance of proposed multilevel unit selection process is evaluated by con-
ducting listening tests on synthesized speech samples. Speech samples are synthe-
sized using concatenative speech synthesizer, by implementing the proposed unit
selection methodology. Listening tests are conducted using 25 research scholars
in the age group of 25-35 years. Four sets of sentences are synthesized using the
proposed unit selection process at different levels: (1) The first set of sentences
are synthesized by concatenating the sound units derived from unit selection
module without implementing spectral and prosodic matching ( i.e., unit selec-
tion based on the linguistic match only). (2) The second set of sentences are
synthesized by sequence of sound units from unit selection module using linguis-
tic match and spectral match (i.e., without prosodic match). (3) The third set
of sentences are synthesized by deriving sound units from unit selection module
using linguistic match and prosodic match (i.e., without spectral match). (4) The
fourth set of sentences are synthesized by deriving sound units using linguistic,
spectral and prosodic matches together.

The tests are conducted in the laboratory environment by playing the speech
signals through headphones. In the test, subjects were asked to judge the per-
ceptual distortion and quality of the speech on a 5-point scale for each of the
sentences. Each listener has to give the opinion scores for each of the five ut-
terances in all four cases (altogether 20 scores) mentioned above. Mean opinion
scores (MOS) indicating the quality of synthesized speech are given in Table 2.
Different approaches for selecting units are given in the first column of Table 2.
The second column in Table 2 shows the MOS for speech quality. The obtained
MOS’s indicate that the synthesized speech quality has improved by using the
proposed multilevel unit selection criterion for choosing optimal sequence of
sound units from speech corpus.

Table 2. Mean opinion scores for the quality of synthesized speech for different unit
selection approaches

Unit selection approach Mean opinion score (MOS)
Linguistic match 2.1
Linguistic match + Spectral match 2.5
Linguistic match + Prosodic match 2.6
Linguistic match + Spectral match + Prosodic match 2.8
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5 Summary and Conclusion

Multilevel unit selection methodology was proposed to develop the TTS system
to enhance the quality of synthesized speech. Hindi broadcast news speech cor-
pus was used for developing the baseline Hindi TTS system. Linguistic, spectral
and prosodic features were explored in the unit selection module to choose the
optimal sequence of sound units from their multiple realizations. The efficiency
of proposed unit selection approach was evaluated by developing Hindi TTS sys-
tem and carrying out perceptual analysis on synthesized speech. The perceptual
analysis showed that quality of synthesized speech was improved by performing
the unit selection process using linguistic, spectral and prosodic features in a
combined way. The performance of proposed TTS system can be enhanced by
manipulating spectral and prosodic features of the concatenated units using the
predicted prosody and spectral models.
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Abstract. Naturalness of human speech is mainly because of the em-
bedded emotions. Today’s speech systems lack the component of emotion
processing within them. In this work, classification of emotions from the
speech data is attempted. Here we have made an effort to search, emo-
tion specific information from spectral features. Mel frequency cepstral
coefficients are used as speech features. Telugu simulated emotion speech
corpus (IITKGP-SESC) is used as a data source. The database contains
8 emotions. The experiments are conducted for studying the influence of
speaker, gender and language related information on emotion classifica-
tion. Gaussian mixture models are use to capture the emotion specific
information by modeling the distribution. An average emotion detection
rate of around 65% and 80% are achieved for gender independent and
dependent cases respectively.

Keywords: Emotion; Emotion recognition; Gausssian mixture models;
Telugu emotional speech database; Prosody; Spectral features; Valence.

1 Introduction

Most of state-of-the-art speech systems can efficiently process neutral speech,
leading to incomplete and imperfect communication. Human beings always en-
capsulate the message, with in an envelop of desired emotion. This inbuilt emo-
tion successfully conveys the intended meaning of the message, from the speaker,
to the listener. So speech systems capable of processing emotional content of the
signal along with proper message, are claimed to be more complete and mean-
ingful. To bring in, the missing naturalness into the processed speech, one has
to explore the mechanism of capturing emotions from the natural speech. Emo-
tions through a nonverbal communication, play an important role, in the analysis
of, telephonic conversations, call center dialogues and interactive voice response
systems(IVRS) [1]. Medical doctors may use emotional content of the patient’s
voice as a diagnosing tool. Extracting emotions from the tapped telephone con-
versation of crime suspects, may help forensic department to nab the culprits.
Robotic pets and humanoid partners may be more natural and enjoyable, if they
can express and recognise emotions . So today’s applications prefer the speech
systems that can understand and produce emotions.

S. Chaudhury et al. (Eds.): PReMI 2009, LNCS 5909, pp. 537–542, 2009.
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Fig. 1. The distribution of 8 emotions on a two dimensional emotional plane of Arousal
and Valence. ( A-Anger, C-Compassion/Sad, D-Disgust, F-Fear, H-Happy, N-Neutral,
S-Sarcastic, Su-Surprise).

The emotional content of the speech can be visualized in a 3-dimensional
space. The three dimensions are, arousal or activation, valence or pleasure and
power or dominance [2]. Arousal is a loudness in expression. Valence is a percep-
tual pleasure, indicating positivism or negativity of the emotion. Power indicates
dominance or weakness of an expression. Fig.1 shows the projected three dimen-
sional emotional space, on the plane containing activation and valence as axes.
One can observe here that the emotions anger and happy, are not easily distin-
guishable using arousal, but they can be using valence.

Normally human beings use long term speech features like: energy profile,
intonation pattern, duration variations and so on, for detecting the emotions
[3]. These are known as prosodic features. This is the reason that, most of the
emotional speech related literature is shaped around the close vicinity of ei-
ther prosodic features or their derivatives. But it is difficult to distinguish the
emotions, that share common acoustic and prosodic features, using only these
longterm features. It is shown in the Table 1, that quite frequently the emo-
tions like anger and happy are inter miss-classified, with only prosodic features.

Table 1. Percentage of inter miss-classification of Anger and Happy emotions quoted
by different researchers in the literature

Reference Language Percentage of Percentage of
anger utterances happy utterances

classified as classified as
happy anger

Serdar yeldirim, et.al. [4] English 42 31
Dimitrios Virviridis, et.al. [5] Scandinavian language (danish) 20 14

Felix Burkhardt, et.al. [6] German (Berlin Emotion Database) – 12
Oudeyer Pierre, et.al. [7] Concatenated synthesis (English) 35 30
S G. Koolagudi, et. al.[8] Telugu – 34

S. G. Koolagudi Berlin, German 27 20
Raquel tato [9] German 24 25
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2 The Collection of Speech Database and Selection of
Features

The word ’emotion’ is often open to quite large number of interpretations. In re-
ality, emotions are basically pervasive in nature, but research models are mostly
being built for their full blown versions. The emotional speech corpora may be
collected in three major ways. The expert artists are asked to produce verbal
emotions to get simulated database. The artists or normal people are made to pro-
duce different emotions by creating respective situations, without the knowledge
of the speaker, giving induced emotional database. Naturalistic data corpus con-
tains the recordings of natural emotional conversations. In this work, simulated
speech corpus of Telugu language, is used for emotion analysis. The 8 emotions
considered are anger, compassion, disgust, fear, happy, neutral, sarcastic and
surprise . 10 speakers (5 male and 5 female) of varied age and experience from
All India Radio (AIR) station, are recorded for preparing the corpus. 15 linguis-
tically neutral sentences are uttered by each speaker in 10 different sessions. So
the database contains 1500 utterances (15sentences×10sessions×10speakers)
for each emotion and 12000 utterances (1500× 8emotions) in total. Proper care
has been taken to include all phoneme classes, speaker, gender, text and session
variations. The speech is recorded with a sampling frequency of 16kHz and each
sample is stored as a 16 bit number [8].

Here we tried to identify the reliable speech features, that are least influenced
by gender, speaker, language, cultural and contextual variations, while detecting
emotions. Valence or perceptual pleasure is mainly observed in the speech due
to conscious vocal effort through articulator activities. So appropriate spectral
features - representing the vocal tract characteristics may be used as the features
of interest. Therefore MFCC features are used to represent valence information
of emotional utterances. The motivation to use these features, is that ’MFCC’s’
represent vocal tract characteristics of a speaker and pleasure (valence) of an
emotional utterance. In fact MFCC’s are derived using audio critical bands of
human perceptive system and understanding of an emotion, by human being, is
largely an individualistic perception. In this work the experiments are conducted
to justify the hypothesis ’Spectral features alone are sufficient to classify the
emotions along valence axis’.

3 Results and Discussion

The identification of different emotions would be reasonably possible, only when
all the emotions under study, are properly discriminated in an emotional space
using suitable features. Here the spectral features are explored for characterizing
the emotions, with respect to the valence dimension. To capture the distribution
of emotions, Gaussian mixture models are used. Single GMM is used for one
emotion. So the model, in total contains 8 GMM’s. 12 MFCC features extracted
from a frame of a signal, along with one energy value, formed a feature vector of
size 13. All the utterances of specific emotion are taken from the first 8 sessions
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Table 2. Confusion Matrix for classification of emotions for the model trained using
single female utterances. 13 MFCC’s were used to construct feature vector, GMM
contains 128 components and converged with 200 iterations.

Anger Compassion Disgust Fear Happy Neutral Sarcastic Surprise
Anger 60 0 27 0 0 3 10 0

Compassion 0 87 3 7 3 0 0 0
Disgust 23 0 70 0 0 0 7 0

Fear 10 3 0 84 0 0 0 3
Happy 0 0 0 0 84 10 3 3
Neutral 3 0 0 0 0 97 0 0
Sarcastic 3 0 3 0 0 0 94 0
Surprise 0 3 0 3 23 0 0 71

of the corpus and used for training the GMM’s. 30 randomly selected utterances
of each emotion, from the remaining 2 sessions are used for validating the trained
models.

In this work the effort has been made to reduce the discrimination discrep-
ancies caused due to prosodic features, by classifying the emotions on the basis
of valence dimension. Table 2 is a confusion matrix obtained from the emo-
tion classification results of the single female actor’s utterances. GMM’s with
128 components and 200 epochs towards convergence, yielded an average emo-
tion detection rate of 80.42%. The spectral features (MFCC’s) here, are able to
clearly classify the emotions like anger and happy, which share similar acoustic
characteristics along arousal or activation axis. It may be observed from Table
2, that none of either happy or anger utterances is inter miss-classified.

The summary of the classification results obtained using different, GMM con-
figurations and text dependent training sets is briefed in Table 3. Column 2A
represents the emotion classification performance of the models, built using sin-
gle male speaker utterances. Similar results of female speaker are tabulated in
column 2B. Performance of female emotion recognition is better due to clear
expression of emotions by female artists. It is also supported by the MOS of
subjective listening tests. Columns 2C and 2D represent the classification re-
sults, where speaker related information is generalised by training the models
with the utterances of multiple speakers of the same gender. Column 2E rep-
resents the performance, where emotion recognition models are built with both
the genders.

Table 4. consolidates the emotion recognition performance for text indepen-
dent cases. Here the texts of training and testing utterances are different. This
experiment is to verify the effect of phoneme related information on the classi-
fication results. Almost near to similar results are observed for text dependent
and independent cases for female voices. Observe the columns 2A as well as 2B
of tables 3 and 4 respectively . The higher performance in case of male emotion
recognition, for text dependent case is obvious because of phonemic information
playing role during classification (see the columns 2A of Tables 3 and 4) and male
voices are less expressive compared to female voices. But the similar trend is not
observed for female emotive utterances, the slight improvement in the emotion
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Table 3. Average emotion classification performance for text dependent case. Emotions
considered for analysis are anger,compassion, disgust, fear, happy neutral, sarcastic,
surprise.

1 2

GMM’s Training Sets
C-No.of components

I-No.of epochs
2A 2B 2C 2D 2E

Single Male Single Female 3 Males 3 Females 3Males + 3Females
64C-100I 73.33 80.63 66.25 73.25 59.25
64C-200I 74.58 79.17 65.75 74.75 63.38
128C-100I 75.83 80.42 73.25 76.37 61.63
128C-200I 77.92 80.42 73.37 76.75 63.75

Table 4. Average emotion classification performance for male and female voices in text
independent case.Average emotion classification performance for text dependent case.
Emotions considered for analysis are anger,compassion, disgust, fear, happy neutral,
sarcastic, surprise.

1 2

Gaussian Mixture Models Training Sets
C-No.of components

I-No.of epochs
2A 2B

Single Male Single Female
64C-100I 63.33 84.12
64C-200I 63.75 80.00
128C-100I 66.25 85.42
128C-200I 65.83 83.33

recognition performance of text independent case justifies the very little role of
phoneme based information towards classification. It reveals the fact that along
with the speaker and phoneme specific information, spectral features also con-
tain robust emotion specific information. The clear classification of emotions
like, anger and happy motivates one to attribute this robust emotion specific
information to MFCC features and hence the classification can be justified to
be along valence or pleasure dimension. The above experiments are designed to
show the minimal influence of speaker, gender and phoneme related information
during the classification.

4 Summary and Conclusions

In this work, features representing the characteristics of vocal tract system (Spec-
tral features) were proposed to discriminate the emotions. The hypothesis consid-
ered is that, ’the characteristics of VT system will follow the valence dimension
of the emotions’. It has been shown here that, the emotions can be efficiently dis-
criminated using the features contributing to emotional valence. Valence being
pleasure in perception, is mainly contributed by the spectral features. So MFCC
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features were used for classifying the emotions. These are found to be robust
amongst other features, while classifying the emotions amidst speaker, gender
and language variations. Maximum average emotion recognition performances
for 8 given emotions, in case of single male and female speakers are around 78%
and 80% respectively.

It is still a difficult challenge to classify the closely spaced emotions along
pleasure and power axes. For example anger and disgust are very close in the
negative region along pleasure axis, and they are on the either side of the origin
along power axis. It is important to note that one cannot claim the spectral
features, as the sole carriers of emotion specific information in their pleasure
space, but results have shown that they have major contribution towards the
valence. The combination of prosodic and spectral features may be more robust
to represent the all 3 known dimensions of emotions.
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Abstract. One of the basic issues in navigation of mobile robots is the obstacle 
avoidance task which is commonly achieved using reactive control paradigm 
where a local mapping from perceived states to actions is acquired. The  
algorithms of this class suffer from a major drawback of exhibiting cyclic be-
havior when encountered with certain obstacle configurations. This paper pre-
sents a cognitive time decaying approach to overcome this cyclic behavior .The 
Dynamic Window algorithm is taken as an example for implementing this  
approach. To build a dynamic window based obstacle avoider, we use time de-
caying heuristic function for history mapping - which innately eliminates local 
minima even for a cluttered environment and gives the robot an exploratory na-
ture best suited for map building purposes. The algorithm is successfully tested 
on a simulation, where it is shown to avoid the U bend problem of local  
minima. 

Keywords: obstacle avoidance, dynamic window, local minima, cognitive. 

1   Introduction 

Many mobile robot systems combine a global path-planning module with a local 
obstacle avoidance module to perform navigation. While the global path planner de-
termines a suitable path based on a map of the environment, the obstacle avoidance 
algorithm determines a suitable direction of motion based on recent sensor data. Ob-
stacle avoidance is performed locally in order to ensure that real-time constraints are 
satisfied. A fast update rate allows the robot to safely travel at high speeds. Obstacle 
avoidance paradigm was introduced by Khatib in 1986 [1] through the concept of 
artificial potential fields. There were several reactive algorithms suggested [2], [3], 
[4] after that but none of them took the complete dynamics of the platform involved in 
their world models. In 1997 though Dieter Fox, Wolfram Burgard and Sebastian 
Thrun introduced the dynamic window approach [5] to obstacle avoidance. It differs 
from previous approaches by searching the velocity space for the appropriate control-
ling command. This is done by reducing the search space to the dynamic window 
which consists of velocities reachable in a short interval of time. 

Although the dynamic window method has been very successful and is extensively 
in use, it suffers from the local minima problem that is getting stuck in cyclic behav-
ior for certain configurations of obstacles. To avoid this cyclic behavior Global Dy-
namic Window Approach [6] was suggested by O. Brock and O. Khatib in 1999. It 
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used a continuous navigation function with only one absolute minimum at the goal. 
This algorithm also had tendency to somehow move away from the goal for certain 
obstacle configurations as pointed out by Petter Ögren and Naomi Ehrich Leonard in 
the paper “A Convergent Dynamic Window approach to Obstacle Avoidance”[7] in 
2005. The work of Petter Ögren and Naomi Ehrich Leonard suggests model predictive 
control method and lyapunov function based approach to resolve the issues of local 
minima and map trotting. Both the above works assume that the simultaneous local-
ization and mapping problem is solved. Though this is possible using the range of 
SLAM techniques available but these algorithms are processor intensive and com-
promise the reactive nature of the algorithm. 

In this paper, inspiration is drawn from the cognitive behavior of history mapping 
shown by humans in order to plan paths in an unknown environment. To implement 
the same, time decay based approach is suggested, to avoid cyclic behavior in obsta-
cle avoiding algorithms. This approach  considers and maps the recent past activities 
of the robot in a small local map and leaves time decaying stamps on its trail, when 
considering future paths these time decaying stamps are taken into account and path 
which is least traversed as well as more suited for reaching the goal is chosen. The 
tendency of the robot to take the least traversed path makes sure that it does not ex-
hibit cyclic behavior.  The flexibility of the approach lies in the fact that the increas-
ing localization error can be dealt with by increasing the rate of decay of the time 
stamps and hence the approach can be implemented with or without using SLAM 
techniques .Therefore retaining the reactive nature of the original algorithm. 

2   Local Obstacle Avoidance – Dynamic Window Approach 

The dynamic window approach originally proposed is especially designed to deal 
with the constraints imposed by limited velocities and accelerations, because it is 
derived directly from the motion dynamics of synchro-drive mobile robots. In a nut-
shell, the approach considers periodically only a short time interval when computing 
the next steering command to avoid the enormous complexity of the general motion 
planning problem. The approximation of trajectories during such a time interval by 
circular curvatures results in a two-dimensional search space of translational and 
rotational velocities. This search space is reduced to the admissible velocities allow-
ing the robot to stop safely. 

Due to the limited accelerations of the motors a further restriction is imposed on 
the velocities: the robot only considers velocities that can be reached within the 
next time interval. These velocities form the dynamic window which is centered 
around the current velocities of the robot in the velocity space. Among the admissi-
ble velocities within the dynamic window the combination of translational and  
rotational velocity is chosen by maximizing an objective function. The objective 
function includes a measure of progress towards a goal location, the forward veloc-
ity of the robot, and the distance to the next obstacle on the trajectory. By combin-
ing these, the robot treads to its desire to move fast towards the goal and its desire 
to ship around obstacles. 
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3   The Cognitive Time Decaying Approach 

It is observed that that when humans get stuck in complex obstacle configuration, 
without the knowledge of global maps, history mapping is innately used by them 
along with approximate map building techniques.  As a general tendency, humans 
during maze solving are least likely to take back the path on which they have just 
traversed. The time decay approach proposes to introduce the same cognitive behav-
ior in obstacle avoidance algorithms.  

Above is achieved by leaving a trail of time decaying time stamps on the map, 
wherever the robot treads. This trail is then used as history model to inform the algo-
rithm about how much time back the robot had visited a cell. Using this past informa-
tion a time heuristic is introduced to motivate the robot to take the least visited or the 
least recently visited path while avoiding the obstacles and moving towards the goal 
as suggested by the algorithm it is applied on. As the robot has the tendency to take 
the least recently visited path, its probability of getting stuck at the local minima 
or exhibiting cyclic behavior is also highly reduced. It should be noted here that the 
rate of decay of time stamps can be controlled as per the localization errors of a given 
platform; hence this approach can be used with or without SLAM techniques. 

It is understandable that updating the whole map in every iteration would be diffi-
cult, hence only the active area (area around the robot) is updated for decayed trail 
values. Thus retaining the reactive nature of the algorithm as well as making it less 
susceptible to cyclic behavior. It is important here to note that only the area of map 
which was being refreshed by new proximity sensor reading is being refreshed now, 
even though there is a complete map present in the memory. This makes the algorithm 
more memory intensive without having any considerable affects on the runtime. 

4   The Time Heuristic 

The time decaying approach introduces a new Time_function, added to the original 
heuristic, so that the algorithm knows about its recent past and moves towards the 
goal while circumventing collisions as fast as it can and also avoiding the recently 
taken paths so as to avoid entering into the local minima situations. The resulting 
algorithm might not give the best path towards its goal but is highly reliable in terms 
of its reaching the goal. 

The time function for a given candidate path is calculated by summing the time ob-
jectives of each cell that a candidate path encounters. 

4.1   The Time Objective – 

The time objective of a given cell is calculated by inverting the subtraction of current 
time from the time stamp left on the cell earlier, whole raise to power N. The previ-
ously unvisited cells are given a zero time objective value. 
 

         T_obj(t) = [1/(current_time – cell_time_stamp)]N                          (1)   



546 S. Arora and S. Indu 

 

4.2   The Time Function – 

The time_function for any given path is calculated by summing the time objectives of 
all the cells to be encountered in a given path and multiplying it with a normalizing 
value. Mathematically it is given as- 

             T_function(t) = (-1)*ψ* ∑T_obj(t)                                     (3) 

The time function is thus obtained for every probable path in the given dynamic win-
dow. This function is then added to the existing heuristic to allow the algorithm to 
take an informed decision, considering its past states as well. As can be observed that 
the time objective for a given cell is always positive and attains a maxima when the 
time stamp of the cell is very close to current time. The time function inverts this 
relationship between time stamps and time objective values by introducing an extra 
negative sign. This ensures that the time function is maximum(0), for a path with no 
visited cells in it and minimum for the path having most recently visited cells in it. As 
we try to maximize the total heuristic the paths with least recently visited cells are 
automatically given more priority than the others, thus resulting in behavior that 
avoids cyclicity innately. 

4.3   Variation with N – 

N signifies the rate of decay of time_obj values with time for a given cell. As N in-
creases the rate of decay increases exponentially. For situations where the positioning 
error of a robot is less and does not increase rapidly with distance traversed then small 
values of N are acceptable for efficient implementation of algorithm. But if the posi-
tioning error of the robot increases rapidly with  distance traversed then large values 
of N are required for the algorithm to work efficiently. 

In the second case the robot acquires more exploratory nature and hence might take 
more time to get out of the obstacle configuration. 

4.4   Variation with Ψ – 

Psi signifies the normalizing weightage allotted to the property of the robot to distin-
guish between visited and non – visited paths, and choosing the most non-visited path 
more than other paths. Greater psi is kept , lesser is the probability of the robot to 
choose the visited path. Although increasing the value of psi to a great extent would 
lead to the robot only choosing the least visited path even if the other functions like 
heading and distance heavily favor other paths and hence may lead to the failure of 
the algorithm. It should be noted that the time function is introduced in order to help 
the algorithm to take an informed decision and should not be the only criterion based 
on which the next state is decided. The new heuristic after incorporating time-
decaying approach is given by- 

G = α*heading(v,w)+ β*dist(v,w)+ γ*velocity(v,w)+ Time_func(t)              (4) 
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4.5   Parameter Settings 

Although the performance of the obstacle avoidance depends on the weighting pa-
rameters N and psi, it is stable against slight changes of their values. Without any 
exhaustive tuning of these parameters we found values of 1.5 and 25% of total 
weightage, for N and psi to give good results.  The tendency of the robot to avoid the 
past taken paths is defined by the relative value of psi and the memory of the algo-
rithm is a function of N. By choosing different values for parameters, global knowl-
edge about the environment can be transferred to the local obstacle avoidance. While 
higher values produce good results in wide environments, smaller values are more 
appropriate in narrow and populated hallways.  An improvement upon the parameter 
tuning approach would be – self learning of parameters during run time. But the stated 
technique may need extensive overhauling of the simple history model currently used. 

5   Results 

As can be seen from figure 1, the simple Dynamic Window Approach algorithm is 
exhibiting cyclic behavior inside the U shape obstacle configuration but successfully 
circumvents the obstacle (Fig. 2), using the time decaying approach. The robot is 
continuously trying to move towards its goal while avoiding the past paths that it has 
taken. The value of N in this case was taken to be 1 and psi was used for normaliza-
tion and hence was taken to be 25% of the total weightage. It is important here to 
mention that this approach is not only limited to dynamic window based obstacle 
avoiders but also to other reactive algorithms with minor changes according to their 
heuristics. 

Figure 3 shows the path treaded by the robot under a more exploratory heuristic, 
the value of N in this case was taken to be 3 and value of psi was also increased to an 
optimal value as can be seen the robot circumvents the obstacle but is more inquisi-
tive in nature , and explores more area before reaching its goal. It is this nature of the 
algorithm that makes it suitable for use in conjunction with mapping techniques for 
map building purposes. Otherwise if the robot is used only for goal reaching purposes, 
it works best in conjunction with a SLAM technique. 

     

                           Fig. 1.           Fig. 2. 
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Fig. 3. 

6   Conclusion 

In this paper we first compare various obstacle avoidance techniques and then present 
the well established dynamic window approach in detail. We then presented a cogni-
tive history mapping technique, achieved by leaving a trail of decaying time stamps 
along the robots past positions. As an example, the dynamic window approach was 
combined with time decaying methods, which has shown promising results in simula-
tion. The approach is shown to innately avoid cyclic behavior without compromising 
on local and reactive nature of the algorithm. The algorithm is able to do so without 
considerably adding to the computation costs, whereas in other provably convergent 
approaches the addition on computation costs is high, and the algorithm shifts from 
local to global paradigm.  The approach so presented is also shown to be flexible 
towards localization errors and gives an exploratory nature to the robot, best suitable 
for map building purposes. The time decaying approach can be combined with other 
obstacle avoidance algorithms as well with little changes in implementation details.  
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Abstract. Here, observer based synchronization and secure commu-
nication scheme is presented for chaotic systems. In proposed scheme,
extended Kalman filter based receiver is selected for given transmitter
system. The stability results are derived using virtual system concept.
Observer gains for synchronization are obtained as a solution of matrix
Riccati equation. For secure communication, n-shift ciphering algorithm
is used with one of the chaotic state chosen as key. Numerical simulations
are presented in the end to verify the efficacy of proposed scheme.

Keywords: Synchronization, Observer, Secure Communication.

Synchronization of chaotic systems and its application to secure communication
gained momentum after the work of Pecora et al. [1]. Synchronization uses out-
put of drive system to control the slave system s.t. its output matches with that
of drive system. Various synchronization schemes have been successfully applied
to synchronization of chaotic systems [2,3,4]. Some observer based schemes for
synchronization and secure communication can be found in [5,6,7,8,9]. Extended
Kalman filter (EKF) based approach for secure communication using multi-shift
ciphering approach is given in [6]. Most of these techniques are based on Lya-
punov based stability analysis. Here, we analyze synchronization of chaotic sys-
tems using EKF based observer approach. Exponential convergence of synchro-
nizing scheme is presented using contraction framework [10,11]. This approach
is different from Lyapunov analysis as it does not require explicit knowledge of
specific attractor. In the scheme presented here, a virtual system is defined for
actual & observer system and is shown to be contracting by selecting observer
gains suitably. As per contraction theory, if virtual system is contracting then
its particular solutions converge to each other, exponentially. For secure commu-
nication, an encrypted information signal is transmitted to the receiver where
original information is recovered using decryption algorithm. For masking the
information, chaotic system states are used as carrier as well as key for improving
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the security. The encryptor uses n-shift cipher involving a nonlinear function. At
receiver, both key and carrier are reconstructed to recover original information.
Speech signal transmission and retrieval is shown to justify the effectiveness of
proposed strategy.

1 Contraction Theory Results

A nonlinear system is contracting if trajectories of perturbed system return to the
nominal behaviour with an exponential convergence rate. Consider a nonlinear
system

ẋ = f(x, t) (1)

where x ∈ �m and f(x, t) is continuously differentiable vector function defined
as f : (�m × �) → �m. Considering δx to be virtual displacement in x, first
variation of system (1) will be δẋ = ∂f(x,t)

∂x δx. Defining squared distance between
neighbouring trajectories as

(
δxT δx

)
, one can write

d

dt

(
δxT δx

)
= 2δxT ∂f

∂x
δx = 2δxT Jδx ≤ 2λm(x, t)δxT δx (2)

Here, λm(x, t) represents the largest eigenvalue of the symmetric part of Jacobian
matrix J. If λm(x, t) is strictly uniformly negative definite (UND), then any
infinitesimal length ‖δx‖ converges exponentially to zero. It is assured from (2)
that all the solution trajectories of the system (1) converge exponentially to
single trajectory, independently of the initial conditions.

Definition 1. For system in (1), a region of state space is called contracting re-
gion if Jacobian J is UND in that region i.e. there exists a scalar α > 0, ∀x, ∀t ≥
0 s.t. ∂f

∂x ≤ −αI < 0. It further implies that, 1
2

(
∂f
∂x + ∂fT

∂x

)
≤ −αI < 0.

Lemma 1. For system (1), any trajectory which starts in a ball of constant
radius centered about a given trajectory and contained at all times in a contrac-
tion region, remains in that ball and converges exponentially to given trajectory.
Further, global exponential convergence to given trajectory is guaranteed if whole
state space region is contracting.

Various other results related to contraction theory can be found in [10,11,12].

1.1 Stability Using Virtual System Theory

Let the dynamics of a given system is rearranged as ẋ = ρ(x,p, t)x, where
x ∈ �m, p is parameter vector and function ρ(x,p, t) ≤ αI < 0. To show this
system to be uniformly globally exponentially stable, virtual system is defined
as ẏ = ρ(x,p, t)y. This system is having origin and actual system as its particu-
lar solutions. In differential framework, δẏ = ρ(x,p, t)δy. Using UND nature of
ρ(x,p, t), states of virtual systems are ensured as contracting. It implies expo-
nential convergence of states of actual system to each other, being a particular
solution of virtual system.
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In case of observer design, virtual system is defined exactly like observer. For
actual system ẋs = xs + u, let observer be selected as ˙̂x = x̂ + u + L(xs − x̂).
Here, u is control input and gain L is chosen s.t. L > 1. Let the virtual system
is defined as ẋ = x + u+L(xs − x). For contraction, Jacobian of virtual system
should be UND. It will lead to exponential convergence of observer states x̂ to
actual system states xs as both are particular solutions of the virtual system.
These results can be extended to nonlinear observer design accordingly [11].

2 Problem Formulation

Consider the dynamics of transmitter system be

ẋ = f(x, θ, t) (3)

with output as y = s(x, t), where x ∈ �n, y ∈ �p, θ is parameter vector and s
is linear function of measurable states. Let EKF based receiver is given as

ς̇ = f(ς, θ, t) + K(ς, t) (y − s(ς, t)) (4)

Here, K(ς, t) is time varying observer gain matrix and ς represents the estimate
of actual system states x. The output of this system is ŷ = s(ς, t).

2.1 Synchronization and Secure Communication Scheme

In transmission-retrieval scheme shown in fig. 1, x̂ is estimate of system states
x. Transmitter state xc is used as carrier for modulating the information m(t).
Masked signal given by Sm(t) = xc +m(t) is encrypted using n-shift cipher algo-
rithm [4], where key signal k(t) is used n-times to encrypt the modulated signal. To
increase the security, one of chaotic state xk is used as key signal. Encrypted sig-
nal is given as e(Sm(t)) = ϕ (. . . , ϕ (ϕ (Sm(t), k(t)) , k(t)) , . . . , k(t)). Here, signal
Sm(t) is shifted n times using nonlinear function ϕ (Sm(t), k(t)) given as

ϕ (x, k) = (x+ k) + 2l, −2l ≤ (x+ k) ≤ −l
= (x+ k), −l < (x+ k) < l

= (x+ k)− 2l, l ≤ (x+ k) ≤ 2l (5)

ˆ

ˆ

k
k = x (t)

k
k = x (t)

y = x (t)1

S (t)m

c
x (t)

ˆx (t)c

ˆS (t)m

Chaotic Receiver 
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Conditions

Chaotic or 

Hyperchaotic

System

EKF based 

Receiver

System

Encryption

System

(n-shift cipher )

Decryption

System

(n-shift cipher ) 

Modulator 

Demodulator 

Information  

Signal   
Reconstructed

Information  

Signal  

Channel

Chaotic Transmitter 

Fig. 1. Synchronization and secure communication scheme
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Parameter l is chosen s.t. both x & k(t) lie in the range (−l, l). Decryption rule
Ŝm(t) = ϕ

(
. . . , ϕ

(
ϕ
(
Sm(t),−k̂(t)

)
,−k̂(t)

)
, . . . ,−k̂(t)

)
, is used to recover the

information. i.e. information is recovered from Ŝm(t) as m̂(t) = Ŝm(t)− x̂c.

2.2 Stability Analysis for Observer Based Communication Scheme

For the systems in (3) & (4), let observer gain K(ς, t) is defined as

K(ς, t) = P(t)CT (ς, t)S−1 (6)

For transmitter (3), define matricesA(ς, t)= ∂f(x,θ,t)
∂x |x=ς and C(ς, t)= ∂s(x,t)

∂x |x=ς .
To obtain K(ς, t), time varying uniformly positive definite matrix P (t) is deter-
mined as a solution of matrix differential Riccati equation:

Ṗ(t) = AP(t) + P(t)AT −P(t)CT S−1CP(t) + Q (7)

Here, A = A(ς, t), C = C(ς, t) and covariance matrices Q & S−1 are assumed
to be constant symmetric positive definite (s.p.d.) matrices.

Assumption 1: In the Riccati equation (7), the solution matrix P(t) is assumed
to be uniformly positive definite and bounds on P(t) are defined as Pmin ≤
P(t) ≤ Pmax where Pmin and Pmax are positive real numbers.
Synchronization results are presented in the form of a lemma here [12].

Lemma 2. The EKF based receiver system (3) with gains in (6) gets synchro-
nized with transmitter system (3), exponentially under the assumption 1.

Proof: Let the virtual system for the systems in (3) & (4) is defined as

ẋv = f(xv, θ, t) + K(ς, t) (y − s(xv, t)) (8)

with output as yv = s(xv, t). In differential framework, one can write,

δẋv =
[
∂

∂xv
f(xv, θ, t)−K(ς, t)

∂

∂xv
sxv, t)

]
δxv = [A−K(ς, t)C] δxv (9)

Time derivative of weighted square distance (δxT
v Mδxv) will be

d

dt

(
δxT

v Mδxv

)
= δxT

v Mδẋv + δxT
v

d

dt
Mδxv + δẋT

v Mδxv

By defining M = P−1 and simplifying using (9), one can get

d

dt

(
δxT

v P−1δxv

)
= δxT

v P−1
[
AcP− Ṗ + PAT

c

]
P−1δxv (10)

where Ac = (A−KC). Using equation (7) and observer gain K(ς, t), we get

d

dt

(
δxT

v P−1δxv

)
= −δxT

v CT S−1Cδxv − δxT
v P−1QP−1δxv

⇒ d

dt

(
δxT

v P−1δxv

)
= −δyT

v S−1δyv − δxT
v P−1QP−1δxv (11)
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This is because differential output δyv = Cδxv. As S−1 is constant symmetric
positive definite matrix, so equation (11) can be reduced to

d

dt

(
δxT

v P−1δxv

) ≤ −δxT
v P−1QP−1δxv ≤ −κδxT

v P−1δxv (12)

where κ = qmin/Pmax, qmin is smallest eigenvalue of matrix Q and Pmax is
largest eigenvalue of P. It clearly shows contracting nature of virtual system.
Hence, receiver states converge to transmitter states, exponentially. !

3 Numerical Simulations

To analyze the synchronization in transmitter-receiver configuration, consider
the chaotic Chen system to be transmitter having dynamics as

ẋ1 = −a x1 + a x2

ẋ2 = −x1x3 + c x2 + (c− a) x1

ẋ3 = x1x2 − b x3 (13)

Lt the output is given as y = x1. Here, a, b & c are positive real constants of the
system. System in (13) exhibits chaotic behaviour for a = 40, c = 31 and b = 3.
For EKF based receiver system, output is taken as ŷ = ς1 and matrix A and
C are evaluated as discussed in section 2.2. Initial conditions for transmitter
and receiver are taken as x(0) = (2 1 2)T and ς(0) = (1 2 1)T , respectively.
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P and Q are initialized as diagonal matrices with Pi,i = 1 × 10−4 and Qi,i =
0.35×104, respectively. Fig. 2 gives various plots related to synchronization and
communication scheme. Multiple envelopes of a speech signal corresponding to
word ”HELLO” is transmitted after modulating it with carrier x2. The signal
is sampled at 16 KHz frequency and is having total duration of 0.6 seconds.
State x3 is used as the key signal for encryption. These figures clearly show the
effectiveness of proposed approach in secure transmission and recovery of the
message signal.

4 Conclusion

Synchronization and secure communication scheme for chaotic systems is pre-
sented where exponential stability is shown using virtual system concept in quite
a simple manner. Systems once synchronized, can be used for information trans-
mission and recovery. For secure communication, multi-shift key algorithm for
encryption is utilized which uses one of chaotic state as key for encryption.
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Abstract. This paper describes fault diagnosis of an air-conditioning system for 
improving reliability and guaranteeing the thermal comfort and energy saving. 
To achieve this goal, we proposed a technique which is model based fault diag-
nosis technique. Here, a lumped parameter model of an air-conditioning system 
is considered and then characteristics of twelve faults are investigated in an air-
conditioning system provided in passenger coach of an Indian Railway. Based 
on the variations of the system states under normal and faulty conditions of dif-
ferent degrees, the faults can be detected efficiently by using residual analysis 
method. The residual code is obtained through simple threshold testing of re-
siduals, which are the output of a general scheme of residual generators.  
The pattern of residual is classified by using multi-layer LS-SVM classification. 
The diagnosis results show that LS-SVM classifier is effective with very high 
accuracy.  

Keywords: LS-SVM, Residuals generator, Air-Conditioning System, FDD.  

1   Introduction 

The reliability of an air-conditioning (AC) system has a prime importance as failure 
of AC system can lead to occupant’s discomfort, higher health and safety risks. The 
faulty and non optimal operation of an AC system wastes an estimated 15% to 30% of 
energy used in commercial building. Hence, fault detection and diagnosis (FDD) 
methods for an air-conditioning system is an important area. The main purpose of 
FDD is, to detect, locate and if possible, predict the presence of the defects causing 
faulty operation. A fault is detected when the observed behaviour of a system differs 
from the expected behaviour by some threshold. The expected behaviour of the sys-
tem is expressed in a model whether physical, statistical or fuzzy. In this paper we 
have used model based on physical laws. The fault diagnosis has been done by resid-
ual analysis. A residual is often a time varying signal that is used as a fault detector. 
Normally, the residual is designed to be zero (or small in a realistic case where proc-
ess is subjected to noise and the model is uncertain) in fault free case and deviate sig-
nificantly from zero when fault occurs. So fault is identified by comparing residual 
with threshold value. The sequence of residual is identified using LS-SVM. The least 
square support vector machine (LS-SVM) is used for classification of different re-
siduals pattern. In this paper twelve faults have been considered for diagnosis and 
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eight residuals have generated for fault classification. Fault diagnosis of an air condi-
tioning system has been the subject of many studies during the past decades. Gener-
ally, the fault detection and diagnosis (FDD) methods can be divided into three types 
[7]: the feature-based method , the model-based method , and a combination of both. 
Although these methods have been applied in a number of industrial processes with 
good performance, their application in the HVAC system is still at the research stage 
in laboratories [6]. The main contributions of this paper are as follows: 

1. A model based fault diagnosis schemes have been developed by using residuals 
for diagnosing major air-conditioning faults. 

2. The fault diagnosis is done by residuals pattern classification using LSSVM as 
classifier. 

3. The residuals of the fault are generated by using an air-conditioning system pro-
vided in passenger coach of an Indian Railway and simulation of the proposed fault diag-
nosis scheme has been done. 

2   Design of Model Based Fault Diagnosis Scheme  

The first requirement of model based fault diagnosis scheme is model of the plant 
which represents expected behaviour of the system. In this paper we have considered 
lumped parameter model of an air conditioning system. In model based fault diagno-
sis scheme the output and control input of the plant and the output and control input 
of fault free model is compared and residuals are generated. A pattern of residuals is 
generated for a fault and in this paper we have proposed fault diagnosis scheme using 
LS-SVM as shown in Fig.1. 

 

Fig. 1. The Block diagram of model based fault diagnosis scheme 

The performance of the proposed fault diagnosis scheme is investigated on a 
lumped parameter model [1] in which complete dynamical model of an air-
conditioning system has been considered. This dynamic model has been developed 
based on principles of mass and energy conservation. The dynamic mathematical 
model can be represented in state space form.  

( , , )x g x u d=&                                                           (1) 

( , )y h x u=                                                            (2) 

where [ ]1 2 3 4 5 6 7 8 9 10 11 12x x x x x x x x x x x x x ′= are the states. 

Control input vector is given by u , disturbance vector is  d and output vector is y 

[ ]1 2 3 4u u u u u ′=       1 2 3 4 5   d d d d d d⎡ ⎤
⎣ ⎦

′=  1 2 3 4y y y y y ′⎡ ⎤⎣ ⎦=  
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The details of the model is presented in [1]. The general scheme of residual generator 
is given below: 

Consider a state-space realization of the continuous-time plant model given by  

                                                 ( ) ( ) ( ) ( )x t Ax t Bu t Ed t= + +&                                               (3) 
 

                                            (4) 
 

Where ( )d t  is the fault vector to be detected. In general, ( )d t  consists of faults 

which may occur in the actuators, the plant dynamics (components), or the sensors. 
The initial state (0)x  is assumed to be zero. Taking the s-transform of Eq.(3)-(4) gives 

                                 ( ) ( ) ( ) ( )( )u dy s G s u s G s d s= +                                                     (5) 

where ( ) 1
( )uG s C sI A B D

−= − +  and   ( ) 1
( )dG s C sI A E F

−= − +  

A residual generator can be expressed in a general form as  

                                       ( ) ( ) ( ) ( )( )r s F s u s H s y s= +                                                    (6) 

with the properties that for all ( )u s , 

i) ( ) 0ir s = if ( ) 0 id s = and                                                                                               (7) 

ii) ( ) 0ir s ≠ if ( ) 0, 1,2,...........,  id s i q≠ =                                                                                 (8) 

where ( )F s  and ( )H s are stable and proper transfer matrices that are realizable in a 

real system. When no failure occurs, all the residuals are equal or close to zero. In 
presence of -i th  failure signal, residual signal will become distinguishably nonzero.  

3   Fault Detection Based on Residual Analysis 

3.1   Residual Analysis             

Residual analysis is an easy way to study deviation of actual value from normal value. 
The residual can be computed by taking the difference between state variable under 
normal and faulty condition. Figs.2-3 show the residuals for various faults. In the 
above simulation the threshold are set at ± 2°C, ±0.5 bar, ±0.5 bar, -1.25°C, -5% for 
evaporator wall temperature, evaporator pressure, condenser pressure, coach air tem-
perature and relative humidity respectively. If the residual between the system output 
and actual output exceed the threshold, a fault alarmed. 
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Fig. 2. Evaporator wall temperature residual                         Fig. 3. Evaporator pressure residual 

( ) ( ) ( ) ( )y t Cx t Du t Fd t= + +



558 M. Kumar and I.N. Kar 

 

3.2   Fault Decision Table 

In this section we will discuss different residual for different faults. The residual pat-
terns for different faults are shown in Table 1. These residuals have been generated by 
using an air-conditioning unit provided in Indian Railway passenger coach faults.  

1r = Evaporator wall temperature, 2r = Thermal space temperature, 3r = Absolute 

humidity of thermal space, 4r = Evaporator Pressure, 5r = Condenser pressure, 

6r = Condenser wall temperature, 7r = Speed of compressor, 8r = Air flow rate.  
Fault 0: No fault, Fault 1: Evaporator fan speed less/ Air filters are choked wall 

temperature sensor defective. Fault 2: Condenser fan speed less. Fault 3: Compressor 
defective. Fault 4: Refrigerant leakage. Fault 5: Evaporator wall temperature sensor 
defective. Fault 6: Thermal space temperature sensor defective. Fault 7: Relative hu-
midity sensor defective. Fault 8: Evaporator pressure sensor defective. Fault 9: Con-
denser pressure sensor defective. Fault 10: Condenser temperature sensor defective. 
Fault 11: Compressor speed sensor defective. Fault 12: Air flow rate sensor defective.  

Table 1. Fault symptoms 
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4   Fault Diagnosis Using LS-SVM Classifier 

The patterns of residuals given in Table 1 can be classified by using some classifier. 
In this paper a LSSVM classifier is designed to diagnose air-conditioning faults. In 
case of LS-SVM, original Vapnik’s SVM classifier formulation has been modified as 
follows: 

 2

, ,
1

1 1
min ( , )

2 2

N
T

k
w b e

k

w e w w eγ
=

ℑ = + ∑                                               

subject to the equality constraints 

 [ ( ) ] 1 ,   k=1,.....,NT
k k ky w x b eϕ + = − .                   (9) 
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The important differences with standard SVMs are the equality constraints and the 

sum squared error term. Then the Lagrangian of the system can be constructed like: 

 
1

( , , ; ) ( , ) { [ ( ) ] 1 }
N

T
k k k k

k

w b e w e y w x b eα α ϕ
=

= ℑ − + − +∑l                   (10) 

where kα are the Lagrange multipliers. The condition of optimality can be given by 
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      or, ( ) ( ) ( , )T
kl k l k l k l k ly y x x y y K x xϑ ϕ ϕ= =                 (13) 

(.,.)K  is the kernel function. LS-SVM classifier is constructed as follows: 

 
1

( ) [ ( , ) ]
N

k k k
k

y x sign y K x x bα
=

= +∑ .                                  (14) 

5   Results and Discussions 

In this paper, in order to achieve better on-line FDD performance, a heuristic  
algorithm using LSSVM is used to classify 12 different faults. Since the LS-SVM 
classifier presented in Fig. 4 can only be used to deal with three class case, a multi-
layer LS-SVM frame work has to be designed for the FDD problem with various  
 

 

Fig. 4. Flow chart of the seven –layer LS-SVM classifier 
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faulty positions. It is interesting to know that for conventional neural network classifi-
ers, the architecture and neuron number must be properly designed to achieve high 
classification accuracy. But for the SVM classifier, the key is to choose a proper ker-
nel function. In general, linear function, polynomial function, radial basis function 
(RBF), sigmoid function etc. can be adopted as the kernel function. In this paper, 
polynomial function is used in the designed LSSVM classifier. as it has excellent per-
formance in many applications.  

The performance of this FDD method is measured in terms of diagnosis accuracy. 
The steady state variable data between 4 and 10 h are used to build the seven layer 
SVM classifier, the data with in the threshold under the normal condition indicate 
fault free, and the data beyond the threshold indicate faults 1-12. For each normal/ 
faulty condition, 256 12× groups of sample data are used, in which 256 groups are used 
for each fault degree. Therefore a total of 8(condition)×256 × 12(samples) are col-
lected.  The LSSVM classifier has been tested by using data other than training data, 
in absence as well as presence of noise. It has been found that LSSVM classifier is 
able to diagnose all twelve faults.  

6   Conclusions 

This paper proposes a fault diagnosis schemes having model based approach for diag-
nosing major faults in an air-conditioning system. In model based fault diagnosis us-
ing LS-SVM classifier very good diagnosis accuracy has been achieved.  

(i) The most essential condition for achieving good accuracy is that model should 
be accurate. The inaccuracy in model will directly reduce fault diagnosis accuracy. 

(ii) Fault diagnosis accuracy also depends upon threshold selection.  
(iii)The practical systems have always noises and robustness of these fault diagno-

sis schemes against sensor noises needs to be examined.  
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Abstract. This paper presents a novel technique for power quality disturbance 
classification. Wavelet Transform (WT) has been used to extract some useful 
features of the power system disturbance signal and Gray-coded Genetic Algo-
rithm (GGA) have been used for feature dimension reduction in order to 
achieve high classification accuracy. Next, a Probabilistic Neural Network 
(PNN) has been trained using the optimal feature set selected by GGA for 
automatic Power Quality (PQ) disturbance classification. Considering ten types 
of PQ disturbances, simulations have been carried out which show that the 
combination of feature extraction by WT followed by feature reduction using 
GGA increases the testing accuracy of PNN while classifying PQ signals.  

Keywords: Gray-coded Genetic Algorithm, Power quality disturbances, Wave-
let transform, Probabilistic Neural Network.  

1   Introduction 

In recent years, power quality has become a significant issue for both utilities and 
customers. Power quality issues [1] and the resulting problems are the consequences 
of the increasing use of solid state switching devices, non-linear and power electroni-
cally switched loads, unbalanced power systems, lighting controls, computer and data 
processing equipments as well as industrial plant rectifiers and inverters. A power 
quality (PQ) problem usually involves a variation in the electric service voltage or 
current, such as voltage dips and fluctuations, momentary interruptions, harmonics 
and oscillatory transients causing failure or mal-operation of the power service 
equipment. Hence to improve power quality, fast and reliable detection of the distur-
bances and the sources and causes of such disturbances must be known before any 
appropriate mitigating action can be taken. However, in order to determine the causes 
and sources of disturbances, one must have the ability to detect and localize these 
disturbances.  In the current research trends in power quality studies, Wavelet trans-
form (WT) [2-4] is widely used in analyzing non-stationary signals for power quality 
assessment [5,6] . In order to identify the type of disturbance present in the power 
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signal more effectively, several authors have presented different methodologies based 
on combination of wavelet transform (WT) and artificial neural network (ANN) [7]. 
Using the multi-resolution properties of WT [6], the features of the disturbance signal 
are extracted at different resolution levels and are used for the classification purpose. 
Gaing [8] demonstrated the classification of 7 types of PQ events by using wavelets 
and probabilistic neural network (PNN) [9].  

In this paper, we have tried to decompose the power system disturbance signal up 
to 13 level of decomposition as mentioned in [8]. Instead of taking only one statistical 
feature of the decomposition levels, seven different statistical measures like energy, 
entropy, standard deviation, mean, kurtosis. ITD and skewness are applied to each of 
the decomposition level. This leads to increase the feature set length up to 91. It is 
generally well known that as the length of the feature set increases, the classification 
accuracy increases but the computational complexity becomes very high. Hence, an 
attempt has been made to reduce the dimensionality of the feature space by finding 
the optimal feature set using gray coded Genetic Algorithm [12].  

2   Wavelet Transform 

The Discrete Wavelet Transform (DWT) is a special case of the WT that provides a 
compact representation of a signal in time and frequency that can be computed effi-
ciently. The DWT is calculated based on two fundamental equations: the scaling func-
tion )(tφ , and the wavelet function )(tψ , where 

∑ −=
k

k ktht )2(2)( φφ  . (1) 

∑ −=
k

k ktgt )2(2)( φψ   .                               (2)                                             

The scaling and wavelet functions are the prototype of a class of orthonormal basis 
functions of the form 

Zkjktt j
j

kj ∈−= ,);2(2)( 2
, φφ  .                                               (3)                                              

Zkjktt j
j

kj ∈−= ,);2(2)( 2
, ψψ  .                                              (4)                                              

The parameter j controls the dilation or compression of the function in time scale and 
amplitude. The parameter k controls the translation of the function in time. Z is the set 
of integers. Once a wavelet system is created, it can be used to expand a function   f(t)  
in terms of the basis functions 
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Where, the coefficients )(lc  and ),( kjd are calculated by inner product as 
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The expansion coefficients c(l) represent the approximation of the original signal f(t) 
with a resolution of one point per every 2J points of the original signal. The expansion 
coefficients d(j,k) represent details of the original signal at different levels of resolu-
tion. c(l) and d(j,k) terms can be calculated by direct convolution of f(t) samples with 
the coefficients hk and gk , which are unique to the specific mother wavelet chosen. 
Daubechies wavelet family is one of the most suitable wavelet families in analyzing 
power system transients In the present work, the db4 wavelet has been used as the 
wavelet basis function for power quality disturbance detection and classification.  

3   Feature Extraction and Reduction  

3.1   Feature Extraction 

Data preparation is same as the one detailed in [10]. The detailed co-efficient Dij at 
each decomposition level is used to extract the features. Statistical features like en-
ergy, standard deviation, mean, kurtosis, skewness, Shannon entropy and, Instantane-
ous Transient Disturbance (ITD) of the decomposition coefficients Dij are calculated.  

Thus in the present case, with a ‘13’ level of decomposition of the original signal, 
the feature vector adopted is of length ‘7*13’ i.e., 91. The feature vector is denoted as 
Feature= [ED1ED2 ...ED13σ1σ2 ….σ13μ1μ2 …μ13KRT1 KRT2 … KRT13SK1 SK1 …. 
….SK13 ENT1ENT2 …ENT13ITD1ITD2 ….ITD13] .                                                   (8) 

3.2   Gray Coded Genetic Algorithm and Optimal Feature Selection: 

Genetic Algorithm (GA) [11] is a well known meta-heuristic algorithm which mimics 
the evolution process employed by nature for finding the best chromosome. Here, each 
decision variable provides a value for finding the best vector all together. A variant of 
GA termed as Gray Coded Genetic Algorithm [12], developed by replacing the binary 
representation scheme of classical GA with the gray coded binary representation 
scheme was proposed to remove the problem of premature convergence encountered 
in binary GA. In this paper a discrete version of GGA  is used, wherein variables are 
allowed to pass through discrete values only; for better performance in problems 
where the search range consists of discrete values. Chaos Gray coded genetic algo-
rithm (CGGA) is also developed in [13]. Pseudo-code for GGA is given below: 

 

1. Initialization: Initialize the chromosome population with k random vec-
tors. kxx

rr
..,.........1  which are binary coded vectors 

2. Evaluation: Each vector is evaluated to obtain the respective fitness value 
3. Crossover: The exchange of binary values between chromosomes is done by rou-

lette wheel selection and subsequent crossover. 
4. Mutation: The mutation is done by random change of 1 to 0 and 0 to 1. 
5. Reinsertion: The new chromosomes thus evolved are compared against the current 

population and the chromosomes with lesser fitness value in the population are re-
placed by them. 

6. Repeat from step 2 until a certain number of iterations has been performed. 
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The parameters of the search are 

• k , the size of the memory. A typical value is in the order of 10 to 50. 
• Pcrossover the probability of crossover. A typical value is 0.6 
• Pmutation the probability of mutation. A typical value is 0.01 

Here in our problem we have to select some of the features among the whole set in 
order to get better classification accuracy. In the present work, dimension of each 
vector of the GGA was taken to be 13 and each component of the vectors are initial-
ized with 13 values out of random permutation of integers between 1 and 91. Thus, 
the proposed technique allows the algorithm to select a number of features which is 
equal to 13. Also, during each mutation step the target vectors are allowed to pass 
through integral values in this region only. As such, the proposed technique searches 
a small range and hence is expected to show better convergence rate. During the 
search process the fitness of each vector is evaluated using PNN classification accu-
racy so that our objective becomes maximization of classification accuracy. Finally, 
when a stopping criterion is reached (either by end of iterations or through stagna-
tion) components of the vector with the best fitness in the population, gives the opti-
mally selected features.  

4   Classification of Disturbances Using Probabilistic   Neural 
Network (PNN) 

The PNN model is one among the supervised learning networks. The learning speed 
of the PNN model is very fast, making it suitable for fault diagnosis and signal classi-
fication problems in real time. Fig. 1 shows the architecture of a PNN model that is 
composed of the radial basis layer and the competitive layer. The learning and recall-
ing processes of the PNN for classification problems can be found in [14]. 

5   Results and Discussion 

Ten classes (C1-C10) of different PQ disturbances are taken for classification and 
they are as follows:  

 C1→ Voltage Sag                             C6→ Sag with Harmonic 
 C2→ Voltage Swell                          C7→ Swell with Harmonic 
 C3→ Harmonic Distortion               C8→ Interruption 
    C4→ Flicker                                     C9→ Spike 
 C5→ Oscillatory transients              C10→ Notch 
The power quality signals corresponding to these ten classes are generated in Matlab 
[15] using parameterized models with different parameter values. Wavelet transform 
of these data samples are then performed to decompose the signals up to 13th level. 
The statistical features of the decomposed levels constitute the feature vector. Based 
on the extracted feature, the feature data sets for training and testing are constructed 
separately. The classification accuracy of the data set is computed using PNN  
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Table 1. Optimally selected features by GGA 

Serial 
no. 

Selected 
Index 

Selected Feature Type Serial 
no. 

Selected 
Index 

Selected Feature 
Type 

1 24 Std. deviation of 11th 
level 

8 69 Entropy of 4th level 

2 40 Kurtosis of 1st  level 9 75 Entropy of 10th level 
3 41 Kurtosis of 2nd  level 10 81 ITD of 3rd  level 
4 43 Kurtosis of 4th  level 11 82 ITD of 4th level 
5 56 Skewness of 4th level 12 88 ITD of 10th level 
6 57 Skewness of 5th level 13 90 ITD of 12th level 
7 60 Skewness of 8th level    

Table 2. Comparison of classification accuracy results 

Features  Classification 
accuracy 

Features  Classification 
accuracy 

Energy (13) 98.86 Entropy (13) 96.84 
Std. deviation (13) 98.77 ITD (13) 98.59 

Mean (13) 85.76 Energy and Entropy (26) 98.60 
Kurtosis (13) 98.86 All (91) 93.89 

Skewness (13) 97.21 GGA  selected features(13) 99.30 

 
classifier for automatic classification of PQ events using all 91 features, only energy 
features, only entropy features and, entropy-energy features combined together, suc-
cessively. Next, GGA is used to select the optimal feature set amongst available 91 
features and overall classification accuracy is next compared with that of the previous 
cases. 13 features are selected by GGA as shown in table 1 and overall classification 
accuracy is compared in table 2.  

6   Conclusion 

In this paper an attempt has been made to improve the overall performance of a PNN 
classifier using optimal feature selection. GGA algorithm has been used for that pur-
pose and results corroborate the feature extraction mechanism showing high classifi-
cation accuracy of PQ disturbance at reduced complexity.  
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Abstract. In this paper, a new algorithm is proposed for the constrained control 
of weakly coupled nonlinear systems. The controller design problem is solved 
by solving Hamilton-Jacobi-Bellman(HJB) equation with modified cost to 
tackle constraints on the control input and unknown coupling. In the proposed 
controller design framework, coupling terms have been formulated as model 
uncertainties. The bounded controller requires the knowledge of the upper 
bound of the uncertainty. In the proposed algorithm, Neural Network (NN) is 
used to approximate the solution of HJB equation using least squares method. 
Necessary theoretical and simulation results are presented to validate proposed 
algorithm.  

Keywords: Weak coupling, HJB equation, Bounded control, Nonlinear system, 
Lyapunov stability.  

1   Introduction 

Many physical systems are naturally weakly coupled such as power systems, flexible 
space structures etc. The weakly coupled linear systems were introduced to the con-
trol audience by Kokotovic [1]. Optimal control of weakly coupled system studied 
with parallel processing in [2-5]. The results of [5] are based on the idea of the recur-
sive reduced-order scheme for solving the algebraic riccati equation of weakly cou-
pled systems [2] bilinear system [6]. Recently Lim and Kim [12] proposed a similar 
approach for nonlinear systems using Successive Galerkin Approximation (SGA). It 
is to be noted that in all the above mentioned approaches, it was assumed that (cou-
pling coefficient) ^2=0, to do parallel processing. It is well known that SGA is com-
putationally complex [7]. It is even more difficult to handle constraints on the control 
input. Due to limitations of the actuators one should consider constraints on the con-
trol input. Constrained optimal controller design proposed for nonlinear system using 
nonquadratic performance function in [8-9]. Khalaf et. al [8] used NN based HJB so-
lution to solve it. Compared to SGA it is less complex and can handle constraints. 
Also one can avoid assumptions made by earlier work to form parallel processing. 
However, the weak coupling theory has been studied so far only without constraints 
on the input. The main contribution in this paper is the constrained controller design 
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of weakly coupled nonlinear system. It can be achieved in the following steps: (1) 
Terms related to the weak coupling has been treated as uncertainties. So, original con-
strained controller design for weakly coupled nonlinear system now becomes con-
strained robust controller design of a nonlinear uncertain system. (2) A constrained 
optimal control problem is formulated for the nominal dynamics of the nonlinear sys-
tem. It is solved using HJB equation with modified performance functional to tackle 
constraints and unknown coupling. The paper is organized as follows: In section 2, 
controller design problem of weakly coupled nonlinear system is formulated as a ro-
bust control problem. Robust – Optimal control framework has been described in sec-
tion 3. Stability issues are discussed.  In section 4, NN based HJB solution is used to 
find constrained robust-optimal control law. Solution of NN based HJB equation 
found by least squares method. Numerical example is given in section 5 for the valid-
ity of the approach. Proposed work is concluded in section 6. 

2   Controller Framework for Weakly Coupled Nonlinear System 

Consider a weakly coupled nonlinear system  

( ) ( )1 11 1 11 1 1 12 12 2( ) ( ) ( ) ( )x g x u x g x ux f fε ε+ += + (1) , ( ) ( )2 22 2 22 2 2 21 21 1( ) ( ) ( ) ( )x g x u x g x ux f fε ε+ += + (2) 

where 1 2 1 2
1 2 1 2, , ,n n m mx x u u∈ ∈ ∈ ∈  and ε  is a small positive coupling coefficient. 

Also 1 2 ][ T T Tx x x=  is state vector and 1 2 ][ T T Tu u u= is the control input vector. Each com-

ponent of iu  is bounded by a positive constant .λ i.e., iu λ≤ ∈                                    (3) 

We assume that
1 2,i if f  and ijg are Lipschitz continuous on the set .Ω  We also as-

sume that ( )1 0 0if = and ( )2 0 0 .if =  Our aim is to design a control law u such that it will 

stabilize coupled systems defined by (1) and (2). It can be achieved by considering 
controller design problem of weakly coupled nonlinear system as a controller design 
problem of nonlinear uncertain system having uncertainties in the form of unknown 
coupling terms. Rewriting equations (1) and (2) as, ( ) ( ) ( ) ( )x f x g x u pd x ph x u= + + +          (4) 

where
11 1 22 2( ) ( )( )

T

x xf x f f⎡ ⎤
⎢ ⎥⎣ ⎦

= , [ ]11 1 22 2( ) ( ) ( )
T

g x g x g x= , p ε= and [ ]12 21( ) ( ) ( )
T

h x g x g x= . 

Origin is assumed as an equilibrium point of the system (4). It is also assumed that  
( )pd x and ( )ph x   are bounded by a known functions, max ( )D x and 

max ( )H x respec-

tively. i.e.
m ax m ax( ) ( ); ( ) ( )pd x D x ph x H x≤ ≤                                                           (5) 

In this paper we seek a constrained optimal control that will compensate for the 
uncertainty related to .p  
(A) Robust control problem: 
For the open loop system (4), find a feedback control law ( )u K x=  such that the 
closed-loop system is asymptotically stable for all admissible uncertainties .p    

This problem can be formulated into an optimal control of the nominal system with 
appropriate cost functional.  
(B) Optimal control problem: 
For the nominal system 
         ( ) ( )x f x g x u= +                                                    (6)           
find a feedback control  ( )u K x=  that minimizes the cost functional  
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  ( )2 2
1 m a x 2 m ax

0

( ) ( ) ( )TD x H x x Q x M u d tμ μ
∞

+ + +∫ .                                                   (7) 

where  1 1 2 2 2

0

( ) 2 tanh ( / ) 2 tanh ( / ) ln(1 ) 0
u

M u v Rdv uR u R uλ λ λ λ λ λ− −= = + − >∫                                          (8) 

is non-quadratic term expressing cost related to constrained input. The matrices Q  
and R  are positive definite matrices showing the weightage of system states and con-
trol inputs, respectively.  0 ,iμ >  act as a design parameters.       

In this paper, we addressed the following problems: 
1. Solutions of the problem (A) and (B) are   equivalent. 
2. Solve the optimal control problem using NN.  

To solve the optimal control problem, let ( )2 2
0 1 max 2 max

0

min( ) ( ) ( ) ( )T

u
V x D x H x xQx M u dtμ μ∞

∫= + + +  be 

the minimum cost of bringing (6) from 0x  to equilibrium point 0.  The HJB equation 

gives    2 2
1 max 2 maxmin( ( ) ( ) ( ) ( ( ) ( ) )) 0T T

x
u

D x H x x Qx M u V f x g x uμ μ+ + + + + =                 (9)     

where  ( )xV V x x= ∂ ∂ . It is assumed that ( )V x  is only a function of .x  If  ( )u K x=  is 

the solution to optimal control problem then according to Bellman’s optimality prin-
ciple [9], it can be found by solving following HJB equation: 

 

2 2
1 max 2 maxHJB( ( )) ( ) ( ) ( ) ( ( ) ( ) ) 0T T

xV x D x H x x Qx M u V f x g x uμ μ= + + + + + =            (10) 

The optimal control law is computed by solving    HJB( ( )) 0V x u∂ ∂ =                     (11) 

It gives,   ( )( )1
( ) tanh 0.5 ( )T

xu K x R V g xλ λ −= = −                                                               (12)     

With this basic introduction, following result is stated to show the equivalence of the 
solution of robust and the solution of optimal control problem. 
 

Theorem 1: Consider the nominal system (6) with the performance function (7). As-
sume that there exit a solution of HJB equation (10). Using this solution, (12) ensures 
asymptotic closed loop stability of (4) if following condition is satisfied:  

       
2 22 2 2

1 max 2 max max max( ) ( ) ( ) ( ) ( ) ( )T T
x xD x H x V x D x V x H xμ μ λ+ ≥ + +                                    (13) 

 

Proof: Here ( )u K x=   is an optimal control law defined by (12) and  ( )V x  is the op-
timum solution of HJB equation (10). We now show that the equilibrium point system 
(4) is asymptotically stable for all possible uncertainties ( ).p x  To do this it is shown 
that ( )V x  is a Lyapunov function. Clearly, ( )V x  is a positive definite function i.e., 

( ) 0,   0V x x> ≠  and  (0) 0V =  

Using equations (5), (10) and (13),  ( ) ( ) ( ) 0.T TV x V x dx dt x Qx= ∂ ∂ ≤ − ≤  

Thus conditions for Lyapunov local stability theory are satisfied.                                
 

Hence by knowing the exact solution of HJB equation, one can find robust control 
law in the presence of uncertainties which eventually an optimal control of a weakly 
coupled nonlinear systems (1) and (2). Theorem 1 is valid if we know the exact solu-
tion of HJB equation, which is difficult problem. In the next section NN is used to 
approximate value-function .V  
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3   NN Based Robust-Optimal Control  

It is well known that an NN can be used to approximate smooth time-invariant func-
tions on prescribed compact sets [13]. Let  denote the real numbers. Given kx ∈ , 

define
0 1[ , ,... ]T

nx x x x= , 
0 1[ , ,... ]T

my y y y=  and weight matrices
1 2[  ]T

L LW w w w= . Then the ideal NN 

output can be expressed as ( )T
L Ly W xσ=  with 1 2( ) [ ( ), ( ),..., ( )]T

L Lx x x xσ σ σ σ= as the vector of 

basis function. Let NN structure be defined as  
1

ˆ( , ) ( ) ( )
L

T
j j L L

j

V x t w x W xσ σ
=

= =∑   (14)      

It gives            ˆ ˆ( ) ( ) ( )T T
x L L L LV x V x W x x W xσ σ= ∂ ∂ = ∂ ∂ = ∇                                          (15) 

( )xσ  is selected such that ˆ(0) 0V =  and ˆ( ) 0V x >   for 0.x∀ ≠  With this background, 
we propose NN based robust-optimal control framework in the next section.  

3.1   NN Based Controller Formulation  

Using (14) and (15) NN based HJB equation can be written as 
 2 2

1 max 2 max
ˆ ˆˆ ˆHJB( ( )) ( ) ( ) ( ) ( ( ) ( ) )T T

xV x D x H x x Qx M u V f x g x u eμ μ= + + + + + =                 (16)                                          

Khalaf et. al. [8] proved existence of NN based HJB solution. The existence of it  for 
modified performance functional can be proved in the same line of it. So, (16) can be 
written as 2 2

1 max 2 max
ˆ ˆˆ ˆHJB( ( )) ( ) ( ( ) ( ) ) 0( ) ( ) T T

xV x x Qx M u V f x g x uD x H xμ μ= + + + + ≈+        (17)     

The optimal control law can be found by taking derivative of (17) w.r.to ˆ.u  It can be 

found as ( ) ( )1 1ˆˆ( ) tanh 0.5( ) ( ) tanh 0.5( ) ( ) ( )T T Tu x R g x V R g x W xxλ λ λ λ σ− −= − = − ∇                   (18)                       

It is an optimal control law defined by (18) and  ˆ( )V x  is the solution of the HJB equa-
tion (17). We can show that with this control, the system remains asymptotically sta-
ble for all possible .p  Using (14) and ( )xσ , ˆ(0) 0V =  and ˆ( ) 0 for  0.V x x> ∀ ≠  Also 

ˆ ˆ( ) 0 for 0,V x dV dt x= < ≠  can be proved similarly as theorem 1 by replacing ( )V x  

by ˆ ( )V x  if condition (19) is satisfied. 
2 22 2 2

1 max 2 max max max
ˆ ˆ( ) ( ) ( ) ( ) ( ) ( )T T
x xD x H x V x D x V x H xμ μ λ+ ≥ + +  (19)  

From the above results, it can be proved that NN based robust control stabilizes sys-
tem having uncertainty. Hence controller designed by (18) stabilizes the weakly cou-
pled systems (1) and (2). Next section is about the utilization of the least squares 
method for finding a HJB solution. 

4   HJB Solution by Least-Square Method 

The unknown weights are determined by projecting the residual error  e  onto de dW  

and setting it to zero using the inner product, i.e. , 0de dW e =  for nx∀ ∈Ω⊆             (20)                                             

This method can be applied to solve robust-optimal control problem for the system 
having matched uncertainties. According to this method, by using definitions 
(14),(15) and (16), we can write (20) as 
   2 2

1 max 2 max
ˆ ˆ ˆ ˆ( )( ( ) ( ) ), ( )( ( ) ( ) ) ( ) ( ) ( ), ( )( ( ) ( ) ) 0Tx f x g x u x f x g x u W D x H x x Qx M u x f x g x uσ σ μ μ σ∇ + ∇ + + + + + ∇ + =   (21)                                  
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Hence weight updating law is 
1

2 2
1 max 2 maxˆ ˆ ˆ ˆ( )( ( ) ( ) ), ( )( ( ) ( ) ) ( ) ( ) ( ), ( )( ( ) ( ) )TW x f x g x u x f x g x u D x H x xQx M u x f x g x uσ σ μ μ σ−=−∇ + ∇ + + + + ∇ +   (22)                                

By solving this equation, one can find control law using (18) which is the solution of 
controller design problem of weakly coupled systems. In the next section, simulation 
carried out on three uncertain systems to validate proposed algorithm. 

5   Simulation Experiments 

Consider the a weakly coupled nonlinear systems (1)and (2) with terms defined as, 

[ ]1 11 12 ,
T

x xx = [ ]2 21 22 ,
T

x xx = [ ]1 2 ,
T

u u u= 2
11 1 11 11 12( ) 1.93 1.394 ,

T
x x x xf ⎡ ⎤= −⎣ ⎦ [ ]12 21 22( ) 0 4.2 ,

T
x x xf = −  

2
21 12 11 21 12 22( ) 1.3 0.95 1.03 ,

T
x x x x x xf ⎡ ⎤= − −⎣ ⎦

2
22 2 21 21 22( ) 0.63 0.413 0.426 ,

T
x x x xf ⎡ ⎤= − −⎣ ⎦

2
11 1 11( ) 1.274 0 ,

T
g x x⎡ ⎤= −⎣ ⎦ [ ]12 22( ) 0 6.5 ,

T
g x x= −

[ ]21 11( ) 0.75 0 ,
T

g x x= [ ]22 2 21( ) 0.718 0 .
T

g x x= − Control input is bounded by 5,iu ≤  For simplicity let 

assume that 0.1ε = .Clearly, ( ) 2 2
21 2212  ( ) 0 ,  

T
f x x xε ⎡ ⎤⎣ ⎦≤ + ( ) 2

2 21 2 ( ) 0
T

g x xε ⎡ ⎤⎣ ⎦≤  

( ) 2 2 2 2 2
12 11 12 21 2221 ( ) ,

T
f x x x x x xε ⎡ ⎤⎣ ⎦≤ + + +   and ( ) 2

1121 ( ) 0 .
T

g x xε ⎡ ⎤⎣ ⎦≤  

It gives 2 2 2 2 2 2 2
max 21 22 12 11 12 21 22( ) 0

T
D x x x x x x x x= ⎡ ⎤+ + + +⎣ ⎦ and 2 2

max 22 11( ) 0 0 .
T

H x x x⎡ ⎤⎣ ⎦=  

Our aim is to find the optimal control law that will stabilize the weakly coupled 
nonlinear system for all possible .ε  For the nominal system, 1 11 1 11 1 1( ) ( )x f x g x u= +  and 

2 22 2 22 2 2( ) ( )x f x g x u= +  we have to find a feedback control law ( )u K x=  that minimizes                

max 1 max max 2 max0
( ) ( ) ( ) ( ) ( )( )T T TD x D x H x H x M ux Qx dtμ μ

∞
+ + +∫  where, ( )tanh 0.5 ( ) ( )TW x B xσΦ = − ∇   

Q and R have been taken as identity matrices of appropriate dimensions. 

1 4 4500Iμ ×= and 2 4 4100Iμ ×=  have been selected for the simulation purpose. This prob-

lem can be solved by using (18) and (22). Here we have selected 
2 2 22

1 1 2 2 3 3 4 4 5 1 2 6 1 3 7 1 4 8 2 3 9 2 4 10 3 4
ˆ( ) +V x w x w x w x w x w x x w x x w x x w x x w x x w x x= + + + + + + + + .             

This is a power series NN of 10 activation functions containing power of the state 
variable of the system upto 2nd order.  
It gives  W =[0.54  -38.69 0.18 2857  -6.52  6.95 1.49  46.06 -31.12 60.73]. 

The optimal control law can be found using (18). It can be observed from figures 
1(a) and 1(b) that all the system states converge to the equilibrium point. Control sig-
nal remains bounded i.e.  5,iu ≤  as shown in figure-1(c). Condition (19) is verified 

and shown in figure 1(d).  

 

Fig. 1. (a) System (1) states Vs. time, (b) System (2) states Vs. time, (c) Variation   of Control 
input, (d) Verification of condition (19)  



572 D.M. Adhyaru, I.N. Kar, and M. Gopal 

 

6   Conclusions 

The contribution of this paper is a methodology for designing constrained controllers 
for a weakly coupled nonlinear system. It is achieved by formulating the controller 
design problem of weak coupled nonlinear system into a controller design problem of 
a nonlinear system having uncertainty in the form of unknown coupling terms. The 
exact information about uncertainty is not required except some restrictive norm 
bound. We have adopted NN based HJB solution to design optimal control law that 
satisfies a prescribed bound. Modifications are done on the earlier approaches to han-
dle constraints on the input and uncertainty related to coupling terms. Simulation re-
sults show the good agreement with that of theoretical observations.  
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Abstract. In a wireless sensor network (WSN), retransmission and ac-
knowledgement (ACK) are required to make reliable packet delivery. In
this paper, a Network Coding based Power Efficient Routing (NCPER)
algorithm integrated with multi-path routing algorithms is proposed to
eliminate retransmission and ACK, which guarantees that the receiving
node can decode the original data sent by a source node so that the source
node need not care whether the transmitted packets are lost or not. In
addition, numeric experiments are conducted to show impacts of packet
size and finite field size on energy cost of the NCPER. The NCPER ex-
pends energy efficiently and alleviates radio interferences among nodes.

Keywords: Wireless sensor network; routing; network coding.

1 Introduction

In a Wireless Sensor Network (WSN), data packets are delivered to a sink via
multi-hop manner. To overcome the problem of packet loss, retransmission and
acknowledgement (ACK) are applied in some protocols to make packets delivered
reliably. Clearly, the probability that a packet is successfully delivered from a
node to the sink declines when the number of communication hops increase,
which may cause timeouts or ACK packet loss at some nodes so that these
nodes retransmit periodically, i.e., retransmission becomes more seriously.

Most nodes in a WSN are powered by battery with limited energy. Hence,
retransmitting and ACK lead nodes to quickly expend their available energy so
that lifetimes of the nodes and the WSN are shortened. As a result, reducing
number of retransmissions and ACKs is significant for a WSN to run effectively
and efficiently.

Multi-path routing[1] is one of effective approaches to enhancing reliability of
packet delivery. In addition, network coding [2][3] has the ability of making a
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destination node recover data packets sent by several source nodes if the des-
tination node receives a sufficient number of coded packets. Moreover, network
coding can significantly reduce the number of retransmissions in lossy networks
compared to an ARQ (automatic repeat request) scheme [4]. In this paper, we in-
tegrate multi-path routing with network coding and propose a routing algorithm
called Network Coding based Power Efficient Routing (NCPER) to eliminate re-
transmission and ACK in the WSNs so that energy is expended efficiently. Under
the NCPER, a source node splits data into multiple pieces and chooses a group
of linear independent vectors to code these data pieces to generate some new
coded packets. Then, the coded packets are transmitted via distinct paths to
the sink. The main contribution of the paper are: 1) under the NCPER, retrans-
mission and ACK are not needed; and 2) the NCPER can reduce energy cost
and alleviate radio interference.

2 NCPER

We assume there is only one sink in the WSN and it knows the topology of the
WSN. We use S to represent a source node in the WSN and assume there are
K paths from node S to the sink, denoted by P (1), P (2), · · · , P (K) respectively,
which are constructed by a multipath routing algorithm (e.g., AOMDV [1]). As
depicted in Fig.1, each path consists of some wireless links. Besides, we assign
triple (hi, Pi, Ei(k)) to P (i), where hi, Pi and Ei(k) stand for the number of hops,
probability of successfully delivering a packet from S to the sink, and energy
expended for delivering a k -bit packet to the sink through P (i), respectively. We
denote P (i) by (ei,1, ei,2, · · · , ei,hi), where ei,j stands for the j-th wireless link in
P (i), j = 1, 2, · · · , hi.

In a WSN, Energy consumption is mainly caused by radio communications.
Thus, we only consider energy consumption of the radio and ignore other energy
consumption in the sensor node. In addition, we apply the same model as pro-
posed in [5], i.e., the energy costs of transmitting and receiving a k -bit packet
between two nodes being d meters apart are, respectively, as follows [5]:

ETx(k, d) = k(Eelec + εampd
γ) (1)

sink

P(1)

P(2)

P(K)

.
.

.

s

Fig. 1. K paths from S to the sink
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ERx(k) = kEelec (2)

where γ ∈ [2, 4] is the path loss exponent; Eelec denotes the energy consumption
due to digital coding, modulation, filtering, and spreading of the signal, etc., and
εamp is the energy consumed by the transmitter power amplifier.

Assume failure probability of transmitting a packet on wireless link ei,j is p,
i.e., successful probability is 1 − p, where i = 1, 2, · · · ,K, j = 1, 2, · · · , hi. Let
H(i) be the maximum number of hops of a packet being transmitted on P (i)
before it is lost. Then, we have the following

pi = (1− p)hi , i = 1, 2, · · · ,K

Pr{H(i) = n} =
{
p(1− p)n, 0 ≤ n < hi

(1− p)hi , n = hi

H(i) =
hi∑

n=0

nPr{H(i) = n} =
1− (1 − p)hi+1

p
− 1 (3)

where H(i) is the average number of hops. Thus, the energy cost for a k -bit
packet to reach the sink from node S through P (i) is as follows:

Ei(k) =
H(i)∑
j=1

[ETx(k, d(ei,j)) + ERx(k)]. (4)

Assume the message to be delivered to the sink from the source node S is com-
posed of a string of characters from finite field F2n [6]. Although data are gener-
ated continuously by sensor nodes, they are collected periodically in some appli-
cations. Thus, we consider the situation that there is a fixed number of packets
at a sensor node to be delivered to the sink. Especially a node only sends N
blocks of data, say α1, α2, · · · , αN , once a time. Assume each block consists of
m characters from F2n . Additionally, node S produces the following coded data
block (CDB) based on network coding:

βi = ri1α1 + ri2α2 + . . .+ riNαN (5)

where ri ≡ (ri1, ri2, · · · , riN ) is termed as i-th coding vector(CV) and rij ∈ F2n .
As soon as the sink receives N linearly independent CDBs β1, β2, · · · , βN , we,

from (5), have (β1, β2, · · · , βN)T=R(α1, α2, · · · , αN )T ,where R=(r1, r2, · · · , rN )T .
Thus, the sink can recover the original data as follows.

(α1, α2, · · · , αN )T = R−1(β1, β2, · · · , βN )T (6)

Obviously, solution of (6) exists if matrix R is full rank, i.e., the CVs r1, r2, · · · , rN
are linearly independent.
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3 Combinational Optimization with the NCPER

The key of the NCPER is an optimization problem to find an optimal pair (L,N)
such that all of the following are satisfied:

(i) N ≤ L ≤ K;
(ii) L CDBs are generated by node S such that arbitrary N of them are

linearly independent;
(iii) The sink is guaranteed to receive at least N CDBs;
(iv) The energy cost per bit (ECPB) for delivering N CDBs through L distinct

paths is minimized.
Condition (ii) can be easily met by taking the following four steps: 1) limit L ≤

2n;2) take L different elements θ1, θ2, · · · , θL in F2n ; 3) let ri≡(1, θi, θ
2
i ,· · ·, θN−1

i ),
i = 1, 2, · · · , N ; and 4) generate CDBs as follows:

βi = 1α1 + θiα2 + θ2i α3 + . . .+ θN−1
i αN (i = 1, 2, · · · , L). (7)

The reason that arbitrary N of CDBs β1, β2, · · · , βL are linearly independent
is that the CVs of these N CDBs form a full rank Vandermonde determinant
valued

∏
1≤j<i≤N (θi − θj) �= 0.

Now, we consider the other three conditions. Let Φ(x) be number of bits
x contains. Thus,Φ(rij) = n since rij is in F2n , and besides,Φ(αi) = nm as
αi contains m characters in F2n(i = 1, 2, · · · , N). Moreover, from (6), we have
Φ(βi) = Φ(ri1α1 + ri2α2+, . . . ,+riNαN ). Noting that αi contains m characters
in F2n and rij ∈ F2n , it can be proved that ri1α1 + ri2α2 + . . . + riNαN is
also a string of m characters in F2n .This is because finite field F2n has the
property that any linear combination of its elements is also in it. As a result,
Φ(βi) = Φ(αi) = nm, i = 1, 2, · · · , L.

Clearly, a CDB has to be transmitted with a CV so that the sink is able to
recover the original data from N received CDBs. Consequently, a packet being
transmitted in a wireless link consists of three portions: the packet header, a
CDB, and a CV. We ignore the number of bits the header contains and assume
the size of a packet is B. Then, the number of bits a packet contains is Φ(βi) +
Φ(ri) = Φ(βi) +NΦ(rij) = n(m+N), i.e.,

n(m+N) = B (8)

Let xi be an indicator: P (i) is chosen for routing a packet if xi = 1, otherwise if
xi = 0. Thus, the number of packets successfully reaching the sink through P (i)
is xipi . Besides,we have L =

∑K
i=1 xi. To guarantee that there are N packets

arriving at the sink, the following should hold:

N ≤
K∑

i=1

xipi (9)

From (8), the number of bits of payload in N packets is NΦ(αi) = Nnm =
N(B − nN). Hence, from (4),we have ECPB as follows.

Ebit(X) =
∑K

i=1 xiEi(B)
N(B − nN)

=

∑K
i=1 xi

∑H(i)
j=1 [ETx(B, d(ei,j)) + ERx(B)]

N(B − nN)
(10)
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Therefore, the optimization problem earlier mentioned is equivalent to the fol-
lowing combination optimization problem (COP):

Min{
∑K

i=1 xi

∑H(i)
j=1 [ETx(B,d(ei,j))+ERx(B)]

N(B−nN) }

s.t.

{
N = �∑K

i=1 xipi�
xi ∈ {0, 1}, i = 1, 2, · · · ,K (11)

where �.� is the floor function. We adopt a genetic algorithm (GA) to solve the
COP. A chromosome is defined as ξ ≡ x1x2 · · ·xK , where xi ∈ {0, 1}, ξ ∈ Ω ≡
{0, 1}K. Moreover, we define fitness as

f(ξ) ≡ 1
Ebit(X)

=
N(B − nN)∑K

i=1 xi

∑H(i)
j=1 [ETx(B, d(ei,j)) + ERx(B)]

(12)

The size of population is set to M. The initial population is generated by produc-
ing M chromosomes, with each being a K -bit binary string. Selection operation
is performed by calculating fitness in (12) for each chromosome and choosing
a chromosome with probability f(ξ)/

∑
η∈Ω f(η) according to roulette wheel.

Crossover operation is based on single random cross point with probability pc.
For instance, for two chromosomes ξ = x1x2 · · ·xK and η = y1y2 · · · yK , crossover
operation make two new chromosomes as ξ

′
= x1x2 · · ·xiyi+1yi+2 · · · yK and

η
′

= y1y2 · · · yixi+1xi+2 · · ·xK , if the cross point is i(1 ≤ i < K). Mutation is
performed by choosing a gene in a chromosome with probability pm and changing
the gene by xoring it with 1.

The NCPER is based on multiple disjoint paths, which are constructed by
AOMDV [1]. Considering that a destination node in AOMDV knows all the
paths from a source node to itself, we solve the COP in (11) by running GA at
the sink which has ample power. Then, the optimal N together with the optimal
L paths are sent to source node S, in which N is used to create CDBs that are
delivered through the L received distinct paths to the sink. Eventually, the sink
decodes the received packets to obtain the original data.

4 Numeric Experiments

Our experiments are based on Fig.2, in which there are 7 paths from source
node S to the sink. An arrow represents a wireless link between two nodes, and
the distance of two nodes is labeled beside the wireless link connecting the two
nodes.Following [5], we set γ = 2, Eelec = 50nJ/bit and Eamp = 10pJ/bit/m2.
In addition,we take n=8.Moreover, for the GA, we choose M = 100, pc = 0.8
and pm = 0.05. The GA evolves 100 generations. Fixing p=0.05, 0.10, 0.15,
respectively, and letting B vary, lead to Fig. 3, which indicates that 1) for a
particular p, ECPB decreases as packet size B increases, i.e., our NCPER will
bring more benefits if a larger B is used; and 2) ECPB increases as p goes high
when B is larger than 128bits.



578 W. Lu, J. Pan, and Y. Zhu

64 128 192 256 320 384 448 512
0.9

1

1.1

1.2

1.3

1.4

1.5

1.6
x 10

−6

Packet size(bits)

E
ne

rg
y 

co
ns

um
pt

io
n 

pe
r 

bi
t(

Jo
ul

e/
bi

t)

p=0.05
p=0.10
p=0.15

Fig. 3. ECPB vs. B
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Fig. 4. ECPB vs. n

Setting B=512 and letting n vary, we have Fig. 4, which shows that ECPB
increases with n growing. This is because the energy cost for transmitting CVs
increases as n increases since more bits are transmitted. In other words, we
should choose a small n so that energy cost is reduced. However, it should be
stressed that network coding will be impractical if n is too small. For instance,
n can not be less than 8, if node S and the sink communicate with symbols
consisting of ASCII characters, with each composed of 8bits.

5 Conclusion

The proposed NCPER eliminates retransmission and ACK and is able to guar-
antee the sink can decode the original data. The numeric experimental results in
the previous section show that larger size of packet and smaller size of finite field
should be chosen for the NCPER. In future, we will be comparing the NCPER
with some well-known multi-path routing algorithms.
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Abstract. For integrated air defence in network centric environment,
it is required to process information (collected from multiple sensors)
for enhancing Situation Awareness (SA) at the command and control
nodes. SA is the process of building comprehensive pictures of the bat-
tlespace to the decision maker who can further utilized it for threat
evaluation. A novel approach for enhancing situation awareness in inte-
grated air defence perspective via Clustering and Case Based Reasoning
(CBR) has been proposed in this paper. Clustering is applied on track
data generated from Level I of multi sensor data fusion to aggregate
entities in the target area. CBR further provide information about air
package type, size and purpose of the aggregated entities using cluster at-
tribute records. The effectiveness of the proposed approach has been illus-
trated on simulation data generated to depict typical integrated defence
scenario.

Keywords: Network Centric Warfare, Integrated Air Defence, Situa-
tion Awareness, Clustering, Case Based Reasoning.

1 Introduction

Network Centric Warfare (NCW)[2] is the term used in military circles to define
information-based war fighting. Network centric battle space can be visualized as
network of sensors, platforms and operators (military forces) and Command &
Control (C2) entities where free flow of information takes place unlike stovepipe
flow of conventional C2 hierarchy.For NCW, data from multiple sources is col-
lected and fused to create the ’Common Operational Picture’ (COP)[7,8] using
various techniques of Multi-Sensor Data Fusion (MSDF)[10].MSDF is an evolv-
ing technology, concerning the problem of how to fuse data from multiple sensors
intelligently in order to make a more accurate estimation of the environment.
Applications of data fusion cross a wide spectrum, including environment moni-
toring, automatic target detection and tracking, battlefield surveillance, remote
sensing, situation awareness, etc.

S. Chaudhury et al. (Eds.): PReMI 2009, LNCS 5909, pp. 579–584, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



580 M. Gupta and S. Mukherjee

Situation Awareness (SA)[3,4] was envisioned as the main part of Level 2 pro-
cessing in the JDL model of MSDF[10]. Assuming that object identification has
been done at Level I, Level II tries to understand situation by grouping identified
objects and interpreting patterns emerging out of this grouping. Essentially four
processes take place at this stage object aggregation, event aggregation, context
interpretation and multi-perspective assessment. Pattern recognition techniques
and automated reasoning techniques are used to implement these processes.

The paper provides a novel approach for enhancing situation awareness in
integrated air defence perspective via Clustering[5] and Case Based Reasoning
(CBR)[1,6,9]. Clustering is applied outputs generated from level I of MSDF to
aggregate entities in the target area. CBR further provide information about
unit type, unit size and unit purpose of the aggregated entities using cluster
attribute records. The effectiveness of the proposed approach has been illustrated
on simulation data generated to depict typical integrated defence scenario.

Section 2 provides an overview of Situation Awareness (SA) and its compo-
nents. Proposed approach along with application scope of clustering and case
based reasoning in SA is described in section 3. Section 4 shows the simulation
experiments to illustrate the effectiveness of the proposed approach. Concluding
remarks with future scope of the study are given in the last section.

2 Situation Awareness: An Overview

Situation awareness has been formally defined by Endsley[3] as ”the perception
of elements in the environment within a volume of time and space, the compre-
hension of their meaning, and the projection of their status in the near future”.
Situation Awareness (SA) involves being aware of what is happening around
you to understand how information, events, and your own actions will impact
your goals and objectives, both now and in the near future and deriving rela-
tions among entities, e.g., the aggregation of object states (i.e., classification and
location).

2.1 Endsley’s Model

Endsley[3] specifies three levels of Situation Awareness namely, Perception, com-
prehension and projection. The first step in achieving SA is to perceive the status,
attributes, and dynamics of relevant elements in the environment. Thus, Level
1 SA leads to an awareness of multiple situational elements (objects, events,
people, systems, environmental factors) and their current states (locations, con-
ditions, modes, actions). Level 2 SA integrate disjointed Level 1 information
through the processes of pattern recognition to understand how it will impact
upon the individual’s goals and objectives. This includes developing a compre-
hensive picture of the battlefield. Level 3 SA is achieved through knowledge of
the status and dynamics of the elements and comprehension of the situation
(Levels 1 and 2 SA), and then extrapolating this information forward in time to
determine how it will affect future states of the operational environment.
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3 Proposed Approach

The paper proposes a unique approach based on clustering and case based rea-
soning to achieve situation awareness for integrated air defence environment.
The flow diagram of the proposed approach for target detection and situation
awareness is shown in Figure 1. It is two stage processes in which targets are ag-
gregated geographically using hierarchical clustering[5] and aggregated objects
are further evaluated to build common operational picture using CBR. Feature
vector is extracted on the output data of Level-I of MSDF. Clusters are formed
based on the position of the targets which further generates cluster attribute
records. The cluster attribute records are further matched using CBR technique
with the existing CBR library to determine air package size, type and purpose.
The details of the proposed approach are given in the following subsections.

Fig. 1. Proposed Approach for Target Aggregation and Situation Awareness

3.1 Clustering Algorithm for Targets Aggregation

The feature vector obtained from Level-I of MSDF for each air target contains
the information such as (x,y,z)-position components and the class beliefs are
between 0.0 and 1.0. The feature vectors for a battlespace are to be updated
from tracks at certain times to yield a current set of target feature vectors for SA
processing. The clustering of these vectors is done only with respect to position
features (x,y,z) in a given area of 20x20x1 kilometers.

Once clusters are for formed as target aggregation using hierarchical
clustering[5], cluster attribute records are generated by considering number of
individual target type and their average class beliefs as weight for every cluster.
Cluster attribute records serve as the problem part for further analysis of Case-
based reasoning (CBR). The problem is to be compared to the problem parts of
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cases in the CBR library to extract a similar case whose solution is in the form
of air package type, size, and purpose of the cluster.

3.2 Case Based Reasoning for Building Common Operational
Picture

Case-based reasoning (CBR) by Roger Schank[9] in early 1980s is the process
of solving new problems based on the solutions of similar past problems. Gener-
ally, CBR is regarded as a vital approach when it is difficult to formulate rules
describing the situations e.g. car repairing by Mechanic, Lawyer etc. It is a four
step process namely retrieve, reuse, revise and retain.

Dynamic memory model[9,6] has been used for case storage in CBR Library.
Each case in the SA case-base is made up of problem and solution parts. The
new cluster attribute record is compared with the problem parts of cases of
CBR library and extract solution of a similar case using case retrieval methods
such as nearest neighbor, induction and template retrieval. We have applied the
nearest neighbor method, which compares the similarity between the cases of
CBR library and the input problem. The case similarity calculation uses the
information of quantity proximity, the degree of belief, and the weight of impor-
tance of each target class. One simulation study was carried out to illustrate the
effectiveness of the proposed approach in integrated air defence scenario.

4 Simulation Results

The proposed approach has been implemented using simulation study. Table 1
shows the feature vector of ten targets obtained from Level I of MSDF. Feature
vector shows the positional vector of the targets along with class and its class
belief calculated at identity estimation algorithm of Level I. Time and date can
also used for dynamic case of creating common operational picture (COP). The
last column of the Table 1 shows the cluster index of the targets using hierarchical
clustering. The clustering results are described in further subsection.

Table 1. Feature Vector of Tracked Data and Cluster Index

Tgt No. Time Date X Y Z Class Class Belief Cluster Index
1 14.01 14/4/2009 2092 3451 15009 2 0.7 1
2 14.01 14/4/2009 2083 3480 14500 1 0.8 1
3 14.01 14/4/2009 2507 3076 15890 2 0.7 1
4 14.01 14/4/2009 2465 2946 16879 1 0.6 2
5 14.01 14/4/2009 2345 3215 12036 2 0.7 3
6 14.01 14/4/2009 2106 3514 14569 3 0.8 1
7 14.01 14/4/2009 2365 3489 13568 1 0.7 4
8 14.01 14/4/2009 2678 3012 15442 2 0.6 1
9 14.01 14/4/2009 1817 3489 17899 3 0.7 5
10 14.01 14/4/2009 1716 3128 16454 2 0.7 2
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4.1 Clustering Results

Hierarchical clustering has been applied to obtain clusters of the given targets.
Threshold is also obtained the 70% of the maximum distance between the tar-
gets. It is observed that five clusters are obtained for the simulation data. Cluster
attribute records are further generated by considering number of individual tar-
get type and their average class beliefs as weight for every cluster. Table 2 shows
the cluster attribute records of the all five clusters obtained using clustering.
CBR are further applied on the cluster attribute records for obtaining the best
match to determine package type, size and purpose from the CBR library. The
subsequent section describes the CBR procedure in detail.

Table 2. Cluster Attribute Records

Type 1 Type 1 Type 1 Type 2 Type 2 Type 2 Type 3 Type 3 Type 3
Tgts No. Tgts % Weight Tgts No. Tgts % Weight Tgts No. Tgts % Weight

1 20 0.8 3 60 0.67 1 20 0.8
1 50 0.6 1 50 0.7 0 0 0
0 0 0 1 100 0.7 0 0 0
1 100 0.7 0 0 0 0 0 0
0 0 0 0 0 0 1 100 0.7

4.2 CBR Results

Case Base Reasoning (CBR) Library is required for applying CBR on cluster
attribute records. The library records contain two part i.e. problem part and
solution part. The problem part contains the same fields given in the cluster
attribute records. The solution part consists of package type (e.g. bomber, fighter
etc), package size (e.g. single, Multiple & Squadron etc) and purpose (Defensive,
Offensive, Surveillance etc.). Table 3 shows the solution part for all five clusters
obtained by matching the most similar case of the CBR Library using standard
similarity matrix. The CBR results can further be used for creating common
operational picture (COP) and threat evaluation at MSDF Level III. It is to
be noted that solution part can be different for different application. It can be
Lethality and Attack Profile of the target but similar CBR Library is prerequisite
for such study.

Table 3. CBR Results

Cluster No. Package Type Package Size Package Purpose
1 Fighter A/c Multiple(3) Offensive
2 Multi Role A/c Unknown Surveillance
3 Fighter A/c Multiple(3) Offensive
4 Multi Role A/c Multiple(5) Defensive
5 Multi Role A/c Unknown Surveillance
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5 Concluding Remarks

The paper proposes a novel approach of enhancing situation awareness using
clustering and case based reasoning (CBR). The use of clustering depicts its
utility for target aggregation for Integrated Air Defence in Network Centric
Warfare (NCW). The role of CBR highlights to create Common Operational
Picture (COP), which is further assessed by commanders for threat evaluation
and for taking preventive measures in the battlefield scenario. From the sim-
ulation results is can be concluded that proposed approach can be effectively
applied for various application in situation awareness. The proposed approach
will be applied in the dynamic scenario as a future work.
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Abstract. Procedures were developed to partially automate the cap-
tioning process by estimating caption time codes using plain-text tran-
scripts and audio recordings. Signal analysis is performed on the audio to
measure pause location and duration, zero crossing rate (ZCR), and ob-
tain frequency domain data. Algorithms were developed to match pauses
in the audio to the ends of sentences in the transcript based on the obser-
vation that pause durations are greater at ends of sentences than within
sentences. We have observed that ZCR peaks correspond to consonants
in speech and that continuous wavelet transforms (CWT) work well for
distinguishing between groups of consonants. These measurements will
be used to develop algorithms to match selected phonemes in the audio
to text in the transcript to supplement the pause matching results.

1 Introduction

The presentation of information on the World Wide Web relies increasingly on
multimedia technologies. The audio component of these media presentations on
the web remains largely inaccessible to persons who are Deaf or Hard of Hearing
[1]. Captioning provides accessibility to media resources for deaf and hearing-
impaired persons. However, captioning with currently available captioning soft-
ware is time and labor intensive because it requires manually generating a text
transcript and manually determining time codes. The goal of this study is to
develop ways to provide synchronized captions more effectively and efficiently
by extracting and analyzing signal data from the audio and using this infor-
mation to automatically align text captions with audio recordings. In order to
simplify implementation as much as possible, we are attempting to accomplish
alignment without speech recognition in order to circumvent the need to compile
a vocabulary for the system and so that users will not need to train the system
for individual speakers.

2 Methods

2.1 Recordings and Transcripts

The recordings used in this study were of professional speakers/readers from
American English radio and television broadcasts and of non-professional speak-
ers reading text from a novel. The data set used in this study consisted of seven
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audio files that represented actual cases of media requiring captioning. The text
consisted of 7140 words in 341 sentences. The transcripts were manually gener-
ated because commercially available speech recognition is currently not accurate
enough to automatically generate the transcripts from recorded speech.

2.2 Signal Analysis

WAV audio files were read as binary data using a program written in C. Am-
plitude was measured. It was found that the RMS amplitude of each audio file
performs adequately as a threshold between silence and speech for captioning.
The locations and durations of pauses in the audio recordings were compiled by
scanning for segments of the recording below the amplitude threshold. Statis-
tically, pause durations at the ends of sentences are significantly greater than
those within sentences. This observation was used to match the ends of sentences
in the text to pauses in the audio track using the algorithms developed in this
study.

Zero Crossing Rate (ZCR) was measured using 20 ms windows. The ZCR was
plotted as a function of time. The ZCR peaks were manually matched to what
phoneme was occurring at that time.

The times of the ZCR peaks were tabulated. In windows of 20 ms centered
on the ZCR peaks, wavelet analysis was performed using the FAWAVE software
package. Scalograms were computed using a complex Gabor wavelet [2] with
width 0.125 and frequency 16. The magnitudes were graphed using 6 octaves
and 16 voices. For comparison purposes, Fourier spectrograms were computed
for the 20 ms samples.

2.3 Global Averaging Method

In the Global Averaging Method, the number of characters in each sentence
and in the entire transcript are counted. The algorithm differentiates between
punctuation points at the ends of sentences (periods, question marks, and excla-
mation points) and punctuation points within sentences (commas, semi-colons,
colons, and dashes). All characters, except for punctuation marks, are assumed
to represent equal amounts of time. This algorithm has an additional assumption
that the pauses with the longest durations correspond to punctuation marks in
the transcript. The total duration of each caption (tcaption) is the sum of the
duration of the pauses (tpauses) and the duration of the speech segments, or
articulation time, (tspeech) in that caption as expressed in Equation 1.

tcaption = tpauses + tspeech (1)

The duration of the articulation time for each sentence was estimated from
the number of characters in each sentence as a proportion of the total recording
time. Character Count Weighting (CCW) assumes that each non-punctuation
character, including blank spaces, in the text transcript corresponds to an equal
amount of time. This assumption is based on the observation that one of the
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factors in syllable timing is the number of phonemes it includes [3]. For every cap-
tion, the number of spaces, the number of punctuation points within sentences,
the number of punctuation points at the ends of sentences, and the number of
alphanumeric characters are tabulated. The articulation time of each caption
(tspeech) is estimated by calculating the ratio of the number of non-punctuation
characters in each caption (cccaption) to the number of non-punctuation charac-
ters in the entire transcript (cctotal) and multiplying that ratio by the clip time
(ttotal) as shown in Equation 2.

tspeech,caption = tspeech,total(cccaption/cctotal) (2)

To improve upon the accuracy of the algorithm, factors are added to account
for pauses corresponding to punctuation. This is done by measuring the longest
pauses detected in the audio track, calculating an average pause duration associ-
ated with punctuation marks within sentences and at the ends of sentences, and
adding a pause time based on the number of punctuation marks in each caption.

The estimated timeline of the captions is constructed by:

1) estimate articulation time for a caption using CCW
2) add averaged pause time based on number of punctuation marks
3) repeat process to the end of the transcript.

2.4 Local Maxima Method

In the Local Maxima Method, the text is parsed into captions using end-of-
sentence punctuation as break points. The number of end-of-sentence punctu-
ation points (n) equals the number of captions. A total articulation time is
estimated by subtracting the total duration of the n longest pauses from the
total cliptime. The duration of each caption articulation time is estimated with
Character Count Weighting (CCW). The estimated timeline of the captions is
then constructed by:

1) moving out the estimated caption duration for sentence 1(tspeech,caption1)
2) querying pauses in an area centered on tspeech,caption1
3) using a range that is defined as a percentage of the estimated duration of the
preceding caption with a set minimum range
4) finding the longest pause starting within that range
5) if there are multiple candidate pauses in the search range, obtaining manual
feedback from user to locate end of sentence (optional)
6) adding the chosen pause duration to the estimated caption duration
7) moving out the estimated caption duration for sentence 2 (tspeech,caption2)
8) and then repeating the process to the end of the transcript

The Local Maxima Method constructs a timeline without using average values
for pauses at ends of sentences, but rather uses actual pause duration values.
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When matching estimated times from text analysis to the location of pauses
measured from the audio file, the local maxima method limits the pause pool
by limiting the time range searched; whereas the global threshold method limits
the pause pool by a pause duration criterion.

3 Results

3.1 Pause Matching

Table 1 shows the maximum and the average errors for the three types of speech
tested in this study. The maximum error and the average error are much less
for the Local Maxima Method than for the Global Averaging Method. In order
to successfully distinguish between within-sentence pauses and end-of-sentence
pauses on the basis of duration, it is advantageous to utilize data over localized
portions of a file rather than over the entire audio file. The incorporation of
manual feedback with the alignment algorithm resulted in a greater reduction
in error. The overall rate of manual feedback requests for the files tested was
approximately one request for every ten captions. For the files tested in this
study, the Local Maxima Method with Manual Feedback accurately estimated
the timing of 96% of the captions within 0.5 seconds. Comparable accuracy has
been achieved in ongoing testing with actual media captioning projects using
a web application that incorporates the Local Maxima Method with Manual
Feedback.

3.2 Zero Crossing Rate and Frequency Analysis

ZCR peaks were distinctive and easily detected. We found a total of 14 conso-
nants that corresponded to ZCR peaks. These consonants are listed in Table 2.
The number of peaks within a given amount of time (90/min) is too large to be
helpful in matching them to the transcript. We then analyzed the audio data
near the ZCR peaks using spectrograms from Fourier analysis and continuous
wavelet transforms (CWT).

The magnitude peaks of sections of CWT scalograms taken at ZCR peaks are
distinctive and occur at different octaves for different phonemes. The results of
these analyses are summarized in Table 2. Based on these preliminary observa-
tions, the octave at which the maximum peak in the scalogram slice can be used
to distinguish four phonemes from the set of 14 consonants that correspond to
ZCR peaks. The rate of occurrence for those four phonemes in the recordings
tested was seven per minute. This should facilitate the process of matching these
phonemes to their occurrence in the transcript. The approach of combining ZCR
and wavelet analysis has been used to classify segments of speech signals into
broad phonetic categories including silence, voiced, unvoiced, and plosive release
[4]. The results of the CWT were more straightforward and easier to interpret
than the spectrogram results. This is consistent with a previous study using
wavelet analysis to distinguish between classes of phonemes [5].
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Table 1. Error in Pause Matching Algorithms

Audio Type Cases Algorithm Max. Error (s) Average Error (s)

novel reading 2 GAM 24.83 3.66
LMM 15.14 3.26

LMM with FB 5.58 0.10

radio broadcasts 2 GAM 10.56 3.24
LMM 10.11 1.36

LMM with FB 5.06 0.42

scripted narrations 3 GAM 6.84 0.53
LMM 0.00 0.00

LMM with FB 0.00 0.00

Table 2. Octave and Magnitude of maximum peak in CWT scalogram of phonemes
corresponding to ZCR peaks

Phoneme Octave Magnitude

ch 4.83 2.69E+10
j 4.94 1.17E+10
sh 4.84 2.04E+10
zh 4.63 4.15E+09

d 0.69 4.58E+10
f 3.19 3.64E+08
g 0.63 2.18E+11
h 3.81 6.78E+08
k 3.00 1.21E+10
p 2.81 2.70E+08
s 2.41 1.07E+10
t 2.69 6.89E+09
th 2.00 3.08E+08
z 1.88 1.74E+09

4 Conclusions and Future Work

The level of accuracy achieved in this study indicates that the method proposed
for aligning text to audio using pauses is sufficient for the task of estimating
the timing of captions for media. However, future work will include testing the
algorithms on a larger data set taken from a standard corpus such as the TIMIT
speech database [4, 5] in order to verify these results and to facilitate comparison
to standard methods of text alignment. It is also planned to test the pause
matching algorithms with other languages such as Hindi and Spanish.
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The use of ZCR and wavelet analysis appears to be a promising approach
for distinguishing a relatively small subset of phonemes. Because the feature
matching process relies primarily on time domain parameters and because the
wavelet analysis is distinguishing consonants that have a component of turbulent
airflow, we are avoiding the use of signal features that are strongly influenced
by the size and shape of the vocal tract and thereby again avoiding the need
for training the system to individual speakers. However, testing on a larger data
set will be necessary to verify these preliminary results. Based on the results of
the pause matching algorithms, the approach that will be taken to match these
four phonemes is to use character count weighting to approximate the temporal
location of the candidate phonemes found in the transcript and then match them
to the appropriate audio events based on the location of the ZCR peaks. These
results will be used to supplement the pause matching results in order to improve
the accuracy of the alignment process for a wider variety of speech recordings
and to reduce the need for manual feedback in the alignment process.

References

1. Canadian Network for Inclusive Cultural Exchange: Online enhanced captioning
guidelines (2004), http://cnice.utoronto.ca/guidelines/caption.pdf (retrieved
September 22, 2004)

2. Walker, J.S.: Primer on wavelets and their scientific applications. CRC Publishing,
Boca Raton (1999)

3. Campbell, W.N.: Syllable-based segmental duration. In: Bailly, G., Benoit, C.,
Sawallis, T.R. (eds.) Talking machines: Theories, models, and designs, pp. 211–224.
Elsevier Science, Amsterdam (1992)

4. Pernkopf, F., Van Pham, T., Bilmes, J.A.: Broad phonetic classification using dis-
criminative Bayesian networks. Speech Communication 51, 151–166 (2009)

5. Tan, B.T., Fu, M., Spray, A., Dermody, P.: The Use of Wavelet Transforms in
Phoneme Recognition. In: Proceedings of ICSLP 1996 (1996)

http://cnice.utoronto.ca/guidelines/caption.pdf


Disclosing Patterns in IT Project Management -
A Rough Set Perspective

Georg Peters1 and M. Gordon Hunter2

1 Munich University of Applied Sciences
Department of Computer Science and Mathematics

80335 Munich, Germany
georg.peters@hm.edu

2 University of Lethbridge
Faculty of Management

Lethbridge, Alberta T1K 3M4, Canada
ghunter@uleth.ca

Abstract. Information technology has become one of the most impor-
tant infrastructure components of virtually any organization. Although
information technology has a crucial impact on the success of organiza-
tions it is reported that IT projects have rather high failure rates. There-
fore, it is vitally important for organizations to improve the performance
and success rates of IT projects. However, the reasons for failures are
versatile and an ongoing very active fields of research especially in infor-
mation systems and management. An established approach to evaluate
IT projects is to define relevant so called critical success factors and an-
alyze IT projects according to these criteria. This analysis is often of a
qualitative nature. The objective of our paper is to enrich the analysis
of critical success factors by alternative methods in particular rough set
theory. We motivate the usage of rough sets to further improve the anal-
ysis of critical success factors with the goal to better manage IT projects
and increase their success rate.

Keywords: Uncertainty, Soft Computing, Rough Sets, IT Project Man-
agement, Critical Success Factors.

1 Introduction

Although the management of IT projects has a long history of many decades it
still is a challenging and risky venture to implement software in organizations -
no matter whether it is individual software or ERP systems. There have been
countless reports on spectacular IT project failures and figures about failure rates
go up as high as up to 60 percent. Therefore, very active research in information
systems concentrates on the evaluation of IT projects and concepts of how to
successfully manage them.

Due to the nature of these projects research in this area is often of a qualita-
tive nature. Since, rough set theory provides very useful concepts to deal with
qualitative data it can enrich the analysis of IT projects.
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Therefore, the objective of the paper is to evaluate the potentials of rough set
theory for the analysis of critical success factors in IT projects, particularly the
implementation of ERP software.

The remaining paper is organized as follows. In Section 2 we discuss main
challenges and give an overview of critical success factor for IT projects. In the
following section we present a rough set approach to analyze the critical success
factors. The paper concludes with a summary in Section 4.

2 Challenges in IT Project Management

2.1 Challenges

Challenges and failures of IT projects have been widely discussed in the liter-
ature (e.g. [1,2]). Even after roughly two decades of experience in IT project
management these projects are of high risk. Besides failing IT projects often
exceed time and budget constraints.

2.2 Critical Success Factors

To address the challenges of IT projects critical success factors have been sug-
gested and evaluated to give guidelines how to set up and run a successful IT
project [3,4,5,6,7,8]. Due to the complexity of IT projects much of the research
on critical success factors is of a qualitative nature rather than based on quan-
titative research methods.

The critical success factors as investigated by Somers and Nelson [9] have
gained reasonable attention in literature. Somers and Nelson evaluated the im-
portance of the given critical success factors by interviewing IT project managers.
The critical success factors ordered in decreasing relevance are shown in Tab. 1.

We use these critical success factors in our research to disclose IT project
patterns in the following Section.

Table 1. Critical Success Factors [9]

Top management support Dedicated resources
Project team competence Use of steering committee
Interdepartmental cooperation User training on software
Clear goals and objectives Education on new business processes
Project management Business Process Reengineering
Interdepartmental communication Minimal customization
Management of expectations Architecture choices
Project champion Change management
Vendor support Partnership with vendor
Careful package selection Use of vendors’ tools
Data analysis and conversion Use of consultants
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3 Rough Set Based Analysis of Critical Success Factors

3.1 Preliminaries

Rough sets were introduced by Pawlak [10,11,12] in the early eighties of the last
century. The core idea of rough sets is to describe a set by two approximations,
its lower and upper approximation. While the objects in the lower approximation
surely belong to the set, the membership of the objects in the upper approxi-
mation is unclear - they may or may not belong to the set. Obviously, to obtain
this ambiguous status, these objects have to be members of at least two different
upper approximations simultaneously.

Applying this concept to the analysis of critical success factors in IT project
management we define the two sets green and red which describe the project sta-
tus1. Projects assigned to the lower approximation of the green set are considered
to run well and therefore ‘just’ need the normal attention of the management.
IT projects assigned to the lower approximation of the red set are definitely at
risk so they need management action to be taken immediately.

The status of the projects in the upper approximations of the set red as well
of the green set is unclear. They may run well or they may be at risk. To obtain
a traffic light style project monitoring system (see Fig. 1) they are labeled with
the color yellow to indicate that they require a more detailed analysis to identify
their current project status. Therefore, summarized, we obtain the following
traffic light style project monitoring system:

– Red : The project is at risk.
– Yellow : The project needs further investigations before a decision on its

status can be made.
– Green: The project runs well.

The underlying rough set based analysis consists of the following two major steps
(see Fig. 1):

1. Classifier Design2 - Creating the Rough Decision Table. The classifier design
mainly consists of defining the rough decision table which will be used to
evaluate the status of the project.

2. Classification - Deciding on the Project Status. The decision on the project
status and definition of any consequent action is often within the responsi-
bility of so called steering committees. Based on the rough decision table the
steering committee can be provided with a traffic light system that classifies
the IT projects.

These two steps, classifier design and classification, will be discussed in more
detail in the following sections.
1 Further research may lead to a refined structure of sets.
2 Note, we use the terms classify and classifier in the sense that new data are assigned

to the cluster obtained by a cluster analysis. Both terms are also used in supervised
learning and have a different meaning there.
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Fig. 1. Mile Stone Decision of a Steering Committee

3.2 Classifier Design - Creating the Rough Decision Table

For the design of the classifier, the rough decision table, we propose to interview
experienced project managers or evaluate completed IT projects according to
predefined critical success factors. For each IT project a record in the decision
table will be created.

Due to the space limitations of the paper we use a simple sample decision
table consisting of six (fictitious) interviews and a reduced set of four critical
success factors as depicted in Tab. 2.

Table 2. A Sample Decision Table for IT Projects

# Top
Management
Support

Project
Team
Competence

User
Training on
Software

Use of
Consultants

Decision:

Project
Status

1 moderate high extensive no red
2 low weak moderate yes red
3 strong high moderate yes green
4 moderate weak low no red
5 moderate high extensive no green
6 moderate high extensive yes green

The records 2 and 4 are unambiguous members of the set red while the records
3 and 6 clearly belong to the set green. However, the records 1 and 5 have
identical arguments but lead to different decisions. So, their memberships are
equivocal. In rough set terms they belong to the upper approximations of both,
the green and the red, sets [13].

Note that the design of the decision table can easily be enriched by missing
attribute values as suggested by Grzymala-Busse [14].

3.3 Classification - Deciding on the Project Status

Based on the rough decision table as developed in the previous section the clas-
sification of IT projects is straight forward. In an on-going project the relevant
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Fig. 2. Traffic Light Style IT Project Monitoring System

attribute values have to be determined and compared to the attribute values of
the rough decision table. The classification rules according to the traffic light
system are depicted in Fig. 2.

After each classification the rough decision table has to be verified again. For
example, an IT project is classified as ‘green’ but eventually fails. So, a new
record has to be inserted into the rough decision table with the project status
‘red’. Consequently the attribute values lead to contradicting project status now
(‘green’ and ‘red’). Therefore the traffic light has to be updated and must indicate
‘yellow’ for this set of attribute values.

In the case of a new set of attribute values the IT project has to be
classified whether it is regarded as successful or not. Based on this evaluation
the rough decision table has to be extended. Finally, the rough decision table
has to be analyzed again to identify any changes in the upper and lower approx-
imations.

4 Conclusion

In this paper we presented a potential application of rough sets for the analysis
of critical success factors in IT projects, particulary ERP projects. We showed
that - based on the evaluation of their critical success factors - IT projects can
be group into classes.

We suggested a traffic light system indicating whether an IT project runs well,
is at risk, or has an unclear status. Such a traffic light system is well accepted in
management since it provides easily assessable status information within a com-
pany. While a green status project does not require more management attention,
projects with a yellow status need further investigation, and red projects require
immediate action.

Our future research will include an extensive case study to further evaluate
and validate the proposed method and to develop a more advanced rough deci-
sion table of the critical success factors in IT projects.
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Abstract. This article applied GARCH model instead AR or ARMA
model to compare with the standard BP and SVM in forecasting of
the four international including two Asian stock markets indices.These
models were evaluated on five performance metrics or criteria. Our ex-
perimental results showed the superiority of SVM and GARCH models,
compared to the standard BP in forecasting of the four international
stock markets indices.
Index Terms-Generalized Autoregressive Conditional Heteroskedastic
(GARCH), Neural Network (NN), Back Propagation (BP), Artificial
BPNN (BPANN), Support Vector Machine(SVM).

1 Introduction

There is a powerful method, available in the literature for univariate time series
forecasting, known as Box-Jenkins [2] Autoregressive Moving Average (ARMA)
approach on stationary time-series. In such conventional econometric models,
the variance of the disturbance is assumed to be constant. But many economic
and financial time series such as exchange rates, indices, market returns, in-
flation rate etc exhibit periods of unusual large volatility, followed by periods
of relative tranquility. In such circumstance, Engle [5] showed that it is possi-
ble to model the mean and the variance of a series simultaneously by a model
named Autoregressive Conditional Heteroskedastic (ARCH). In latter, Boller-
slev [1] extended Engle’s original work by developing a technique that allows
the conditional variance to be an ARMA process and that extended process is
known as the GARCH process.The classical methods are based on some specific
assumptions, such as linearity; or on error distributions, such as normality. In
this circumstance, ANNs were developed to meet the increasing demand that
can predict, detect, classify and summarize the structure of variables and define
the relationships between them - without relying too much on such assumptions.
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Not all relationships in economics and finance are direct. But the hidden layer of
an ANN can capture all non-direct relationships between input and output vari-
ables. On the other hand, the SVM, originally developed as an implementation
of Vapnik’s Structural Risk Minimization (SRM) principle (Vapnik [12]), is now
being used to solve a variety of learning, classification and prediction problems.
In many ways, an SVM performs the same function as an ANN. It has the fol-
lowing advantages over ANN: (1)it can obtain the global optimum and (2) the
overfitting problem can be easily controlled.

Steiner and Wittkemper [8] investigated the performance of several ANN
models that forecast the return of a single stock. Kamruzzaman and Sarker
[7] modeled and forecasted currency of exchange rates using three ANNs and a
comparison was made with traditional ARIMA model. Tay and Cao [9] exam-
ined the feasibility of SVM in financial time series forecasting by comparing it
with a multilayer BPNN and they showed that SVM outperforms the BPNN.
Kim and Han [14] showed that SVM provides a promising alternative to stock
market prediction comparing it with BPNNs. In most of studies like the above,
they showed that SVM outperformed both BPNN and traditional statistical
models. Again the simple neural learning procedures, such as BP algorithms
easily outperformed the best practice of traditional statistical models. Chen and
Wu [3] compared SVMs and BPs taking Autoregressive (AR) as a benchmark
in forecasting the six major Asian stock markets. They showed that both the
SVMs and BPs outperform the traditional models, ARs. They did prediction of
transformed data, but not level data.

In this paper, our main contribution is to examine the capacity of the GARCH
model comparing with the standard BPNN and simple SVM in forecasting fi-
nancial time series at level data. We are going to use the monthly data in our
empirical study for its Aggregational Gaussianity property.

The methodology including two prediction methods in this paper is discussed
in Section 2. The results and discussion are presented in Section 3. Finally, our
conclusion is in Section 4.

2 Methodology

2.1 The GARCH Modeling

Engle [5] showed that the serial correlation in squared returns, or conditional het-
eroskedasticity, can be modeled using an ARCH model. An important extension
of the ARCH model proposed by Bollerslev [1] replaces the AR (p) representa-
tion in the variance series of ARCH process with an ARMA (p,q) formulation
of the form

yt = Et−1[yt] + εt (1)

εt = ztσt (2)

σ2
t = a0 +

p∑
j=1

bjσ
2
t−j +

q∑
i=1

aiε
2
t−i (3)
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where Et−1[.] represents expectation conditional on information available at time
t − 1 and zt is a sequence of iid random variables with mean zero and unit
variance. In the GARCH model zt is assumed to be iid standard normal. And
the coefficients ai(i = 0, ..., q) and bj(j = 1, ..., p) are all assumed to be positive
to ensure that the conditional variance σ2

t is always positive. The model in (3)
together with (1)-(2) is known as the generalized ARCH or GARCH (p,q) model.

Hansen and Lunde [6], provided compelling evidence that it is difficult to
find a volatility model that outperforms the simple GARCH (1,1). So we use
GARCH(1,1) in this paper. For testing ARCH/GARCH effects, assessing the
fit, diagnostic checks for model adequacy and estimation see Enders [4].

2.2 Support-Vector Regression (SVR)

The SVM deals with the classification and regression problems by mapping the
input data into the higher-dimensional feature spaces. Our problem is regres-
sion.Firstly, we discuss the simplest model of SVR, a linear regression in the
feature space. The SVR algorithm tries to construct a linear function such that
training points lie within a distance ε(i.e., ε-insensitive zone in the error loss
function).

Given a set of training data {(X1, Y1), ..., (Xl, Yl)} ⊂ X×IR, where X denotes
the space of the input patterns, the goal of SVR is to find a function f(x) that
has at most ε deviation from the targets yi for all the training data and, at the
same time, is as flat as possible. Let the linear function f takes the form:

f(x) =< w, x > +b;w ∈ X, b ∈ IR (4)

The optimal regression function is given by the minimum of the functional,

Φ(w, ξ) =
1
2
‖w‖2 + C

∑
i

(ξ−i + ξ+i ) (5)

where C is pre-specified value, and ξ−i , ξ
+
i are slack variables representing upper

and lower constraints on the outputs of the system. Flatness in (5) means a
smaller ‖w‖. Using ε -insensitive loss function, we get our required solutions.

To enable the SVR to predict a non-linear situation, we map the input data
into a feature space. By using a kernel function, it is possible to compute the SVR
without explicitly mapping in the feature space. See Scholkopf and Smola [13],
and Chen and Wu [3] for more details. We use the radial basis kernel function
k(x, y) = exp (−γ|x− y|2) from several typical kernel functions as it performs
well under general smoothness assumptions.

3 Results and Discussion

3.1 Data Source, Nature and Preprocessing of the Models

For analysis we have used the monthly data of the four international stock market
indices collected from the Financial Forecast Center Home Page. We have used
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Table 1. Description of data sets

INDEX TIMEPERIOD N HIGH LOW MEAN SD

Nikkei 225 (NK) 1984.01- 2006.01 265 38920 7837 18020 6643.7
Hang Seng (HS) 1986.12- 2006.01 230 17410 2138 8977 4411.6
FTSE 100 (FT) 1984.04- 2006.01 262 6930 1009 3559 1612.3

DAX (DX) 1990.11- 2006.01 183 7645 1398 3637 1690.4
Here N indicates the number of realizations for each market.

here the monthly data for its Aggregational Gaussianity property. The names of
the stock markets are Japan (Nikkei 225 from January, 1984 to January, 2006),
Hong Kong (Hang Seng from December, 1986 to January, 2006), U.K. (FTSE
100 from April, 1984 to January, 2006), and Germany (DAX from November,
1990 to January, 2006). The time periods used and the indices’ statistical data
are listed in Table 1. The time periods cover many important economic events,
which we believe are sufficient for the training models.

We transform the original closing price into white noise series differencing
two times at lag one for each series except the market NK, where we take one
time difference. According to Thomason [10], [11] and Tay and Cao [9], this
transformation has many advantages. The modification is known, so we can
reverse it to compare the forecasts with the original series. Each of the four
data sets is partitioned into three subsets according to the time sequence in the
ratio 95: 2.5: 2.5. The first part is used for training; the second is a validating
set that selects optimal parameters for the GARCH and SVR, and prevents the
overfitting found in the BP neural networks selecting its number of inputs and
units for the hidden layer, and the last is used for testing.

3.2 Comparison and Discussion

For each market, we also design different ordered ARMA models as to show the
necessity of GARCH model. The Autocorrelation Function (ACF) of squared
residuals for each fitted ARMA indicates the presence of GARCH effects. The
forecasting results of the ARMA, GARCH, BP and SVM for the test set are
collated in Table 2. According to Tay and Cao [9] and Thomason [10] [11], the
prediction performance is evaluated using the following statistics: Mean Square
Error (MSE), Normalized Mean Squared Error (NMSE), Mean Absolute Er-
ror (MAE), Directional Symmetry (DS) and Weighted Directional Symmetry
(WDS). See Chen and Wu [3] for more details. In general, GARCH, BP and
SVM models outperform the ARMA model in the deviation performance crite-
ria except only one market, HS. However, in the either direction and weighted
direction performance criteria, the ARMA model sometimes shows better re-
sults comparing with BP and SVM models, possibly because SVMs and BPs are
trained in terms deviation performance; the former to find the error bound and
the latter to minimize MSE.The results of ARMA model are not added in the
Table due to space constrain.
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Table 2. Comparison of the results of GARCH, NN AND SVM models on the test set

SQRTMSE MAE NMSE DS WDS

NK
GARCH 824.82 686.75 0.21 85.7 0.00

BP 900.91 765.64 0.25 71.4 0.42
SVM 792.57 659.18 0.91 85.7 0.00

HS
GARCH 656.85 525.59 1.88 0.00 0.00

BP 778.94 864.11 2.65 33.3 1.18
SVM 632.15 505.45 1.74 16.6 5.06

FT
GARCH 196.91 170.64 1.04 42.8 1.23

BP 236.81 220.12 1.51 28.5 5.87
SVM 158.47 147.05 0.67 57.1 0.45

DX
GARCH 234.99 229.32 0.55 40.0 0.66

BP 191.05 156.14 0.36 60.0 0.79
SVM 218.31 204.54 0.47 40.0 0.50

The deviation criteria, such as NMSEs are less than 1, except for the HS
index in the SVMs. The NMSEs, both of GARCH and BP are greater than 1
for the two markets, HS and FT. It is remarkable that the NMSE of the BP is
not only greater than 1 but also 2 for the market, HS. In the NK and HS data
sets, the SVM models perform better than the GARCH and BP models. On the
other hand, the GARCH method performs better than SVM and BP in only one
market, FT; the BP models also perform better than the GARCH and SVM in
only one market, DX. If we make comparison only between GARCH and NN,
then GARCH shows better results than NN in three markets out of four.

4 Conclusion

In this article, we examine the feasibility of applying two Artificial Intelligence
(AI) models, SVM and standard BP, and one classical statistical model, GARCH
to financial time-series forecasting. Our experiments demonstrate that both mod-
els, SVM and BP perform better than the ARMA model in the deviation mea-
surement criteria. Previous research also claims that the NN method is superior
to the classical statistical method, ARMA or AR. If we consider the classical
statistical method GARCH (just extended version of ARMA process), it is su-
perior to the NN method except in the only one market DX of indices. It is
not only superior to the NN method but also it shows close performance to the
SVM method. The classical methods, ARMA and GARCH, require large num-
ber of sample size for better forecasting and these drastically reduce the original
sample size when the high order model is fitted. The SVMs and GARCH mod-
els are more parsimonious than the NN models since the SVMs and GARCH
models take smaller number of parameters for better forecasting. The SVMs
and GARCH models are also more interpretable than that of NN because the
ANN structures contain hidden layers which are not interpretable. In general,
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the GARCH, BP and SVM models perform well in the prediction of indices be-
havior in terms of the deviation criteria. Our experiments also show that both
the statistical (GARCH) and the AI techniques can assist the stock market
trading and the development of the financial decision support systems. But if
we consider predictability along with interpretability, parsimonious and intrinsic
properties, then we recommend the GARCH models with SVMs in financial time
series prediction.
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Abstract. In this paper fuzzy mean-entropy-skewness models are proposed for 
optimal portfolio selection. Entropy is favored as a measure of risk as it is free 
from dependence on symmetric probability distribution. Credibility theory is 
applied to evaluate fuzzy mean, skewness and entropy. Hybrid intelligence al-
gorithm is used for simulation. Numerical examples are given in favor of each 
of the models.   

Keywords: Fuzzy portfolio selection problem, Credibility theory, Entropy, 
Skewness, Mean- entropy- skewness model, Hybrid intelligence algorithm. 

1   Introduction 

Different authors like Philppatos and Wilson [1], Philippatos and Gressis [2], Naw-
rocki and Harding [3], Simonelli [4], Huang [5], Qin et al. [6] used entropy as an 
alternative measure of risk to replace variance proposed by Markowitz [7]. Entropy is 
used as risk in the sense that uncertainty causes lose and so investors dislike uncer-
tainty and entropy is a measure of uncertainty. Entropy is more general than variance 
as an efficient measure of risk because entropy is free from reliance on symmetric 
probability distributions and can be computed from non-metric data.     

Skewness measures the asymmetry of a distribution. Portfolio returns are generally 
asymmetric and investors would prefer a portfolio return with larger degree of asym-
metry when the mean value and risk are same. There will be three goals in portfolio 
optimization, maximizing the mean and the skewness and minimizing the entropy. 
Consideration of skewness in portfolio selection was started by Lai [8] and then con-
tinued by Konno et al. [9], Chunhachinda et al. [10], Liu et al. [11], Briec et al. [12] 
etc . All these literatures assume that the security returns are random variables. There 
are many non-stochastic factors that affect stock markets and they are improper to 
deal with probability approaches. So Ramaswamy [13], Inuiguichi et al. [14], Li et al. 
[15] etc. studied fuzzy portfolio selection. But till date none has considered mean- 
entropy- skewness model for portfolio selection problem.  

In this paper, in section 2, the definition of fuzzy entropy by Li and Liu [16] is dis-
cussed and also credibility theory is used to evaluate the mean and skewness of the 
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fuzzy return. In section 3 portfolio selection models are constructed. In section 4 
fuzzy simulation integrated genetic algorithm is used to solve the proposed models. In 
section 5 numerical results are given to illustrate the method followed by conclusions 
in section 6. 

2   Mean, Entropy, Skewness by Credibility Theory 

In this section we will discuss credibility theory (c.f. Liu [17]) to have the mean, 
skewness and entropy of a fuzzy variable.  

Definition 1: Suppose that ξ be a fuzzy variable with membership function ξμ . Then 

for any set B  ⊂ ℜ the credibility of ξ ∈B is defined as: 

c
ξ ξ

x B x B

1
Cr {ξ  B} = ( x ) + 1 ( x ) .sup μ sup μ

2 ∈ ∈

⎛ ⎞
⎜ ⎟∈ −⎜ ⎟⎜ ⎟
⎝ ⎠

 

Definition 2: The expected value of ξ is defined as 
0

E[ ξ ] Cr{ ξ r }dr Cr{ ξ r }dr.
0

∞
= ≥ − ≤∫ ∫

−∞
 

Definition 3: Suppose that ξ be a fuzzy variable with finite expected value. The 
skewness of ξ is defined as 

3S[ξ]  E[(ξ E[ξ]) ].= −  

Definition 4: Let ξ be a continuous fuzzy variable and let T(t) = – t.ln(t) – (1–t).ln(1– 
t). Then the entropy of ξ is defined by  

H[ξ ] T(Cr{ξ r })dr.
∞

= =∫
−∞

 

Definition 5: Let ξ be a discrete fuzzy variable taking values in {x1, x2, . . .} and let 
T(t) = – t.ln(t) – (1–t).ln(1– t). Then the entropy of ξ is defined by  

iH[ξ ] T(Cr{ξ x }).
i 1

∞
= =∑

=
 

Example 1: The expected value, skewness and entropy of a triangular fuzzy number ξ 
= (a, b, c) are respectively 

2a + 2b + c (c  a) (c  2b + a) c  a
E [ξ ] = , S[ξ ] =  and H[ξ ] = .

4 32 2

− − −
 

Theorem 1: Let i i i ir  = (a , b , c )% (i =1,2,…,n) be independent triangular fuzzy num-

bers. Then 

( )
n

1 1 2 2 n n i i i
i 1

1
E[ r x r x .... r x ] a b c ,

4 =
+ + + = + +∑% % %  
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( )
n

1 1 2 2 n n i i
i 1

1
H [ r x r x .... r x ] c a ,

2 =
+ + + = −∑% % %  

( ) ( )
2n n

1 1 2 2 n n i i i i i i
i 1 i 1

1
S[ r x r x .... r x ] c a x c a 2b .

32 = =

⎛ ⎞
+ + + = − + −⎜ ⎟⎜ ⎟

⎝ ⎠
∑ ∑% % %  

Proof: Since i i i ir  = (a , b , c )% are triangular fuzzy numbers, by Extension Principle of 

Zadeh it follows that    
n n n

1 1 2 2 n n i i i i i i
i = 1 i = 1 i = 1

r x r x .... r x  =   a x  ,  b x  ,  c x ,
⎛ ⎞

+ + + ⎜ ⎟⎜ ⎟
⎝ ⎠
∑ ∑ ∑% % %  

which is also a triangular fuzzy number. Combining this with the results obtained in 
example 1 we are with the theorem. 

3   Mean-Entropy-Skewness Model  

Let ir%  be a fuzzy number representing the return of the ith security. Let xi be the por-

tion of the total capital invested in security i, i = 1, 2, …, n.  

Then 
'
i i i

i
i

p  + d p
r  = ,

p

−
% where pi is the closing price of the ith security at present,  

'
ip is the estimated closing price in the next year and di is the estimated dividends in 

the next year.  
Now when minimum expected return (α) and maximum risk (γ) are known, the in-

vestor will prefer a portfolio with large skewness. It can be modeled as: 

1 1 2 2 n n

1 1 2 2 n n

1 1 2 2 n n

1 2 n

i

m axim ize S[r x r x .... r x ]

  subject to 

  E [r x r x .... r x ]  α
  H [r x r x .... r x ]  γ
  x x .... x  =  1

  x   0, i =  1 , 2, ...., n.

+ + +⎧
⎪
⎪
⎪ + + + ≥⎪
⎨ + + + ≤⎪
⎪ + + +
⎪

≥⎪⎩

% % %

% % %

% % %
   ……………………………….. (1) 

When expected return (α) and skewness (β) are both not less than some given target 
values, the investor would aim to minimize the risk; which can be modeled by II. 

1 1 2 2 n n

1 1 2 2 n n

1 1 2 2 n n

1 2 n i

minimize H[r x r x .... r x ]

  subject to 

  E[r x r x .... r x ]  α
  S[r x r x .... r x ] β
  x x .... x  = 1,  x   0, i = 1, 2, ...., n . 

+ + +⎧
⎪
⎪⎪ + + + ≥⎨
⎪ + + + ≥⎪
⎪ + + + ≥⎩

% % %

% % %

% % %

  ……………………….. (2) 

When minimum skewness (β) and maximum risk (γ) is known, the investor would 
aim to maximize the expected return. It can be modeled as:  
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1 1 2 2 n n

1 1 2 2 n n

1 1 2 2 n n

1 2 n i

maximize E[r x r x .... r x ]

  subject to 

  H[r x r x .... r x ]  γ
  S [r x r x .... r x ] β
  x x .... x  = 1, x   0, i = 1, 2, ...., n.

+ + +⎧
⎪
⎪⎪ + + + ≤⎨
⎪ + + + ≥⎪
⎪ + + + ≥⎩

% % %

% % %

% % %

………………………….. (3) 

4   Hybrid Intelligence Algorithm  

To find the optimal portfolio, we integrate fuzzy simulation into the genetic algo-
rithm. The genetic algorithm procedure has been introduced in detail in [18]. Here, we 
sum up the hybrid intelligent algorithm as follows: 

Step 1) In the GA, a solution x = (x1, x2, . . . , xn ) is represented by the chromosome C 
= (c1, c2 , . . . , cn ), where the genes c1, c2 , . . . , cn are in the interval [0, 1]. The 
matching between the solution and the chromosome is through xi = ci /(c1 + c2 + · · · + 
cn ), i = 1, 2, . . . , n, which ensures that x1 + x2 + · · · + xn = 1 always holds.  
Randomly generate a point C from the hypercube [0, 1]n . Use fuzzy simulation to 
calculate the entropy value, skewness and expected value. Then check the feasibility 
of the chromosomes. Take the feasible chromosomes as the initialized chromosomes. 

Step 2) Calculate the objective values for all chromosomes by fuzzy simulation. Then, 
give the rank order of the chromosomes according to the objective values. For model-
III, the greater the expected value is, the better the chromosome is, and the smaller the 
ordinal number the chromosome has. For model-II, the smaller the entropy value is, 
the better the chromosome is, and the smaller the ordinal number the chromosome 
has. Next, compute the values of the rank-based evaluation function of the chromo-
somes and the fitness of each chromosome according to the rank-based-evaluation 
function. 

Step 3) Select the chromosomes by the roulette wheel selection method, which is 
fitness proportional. 

Step 4) Update the chromosomes by crossover and mutation operations. Check the 
feasibility of the chromosomes in a similar way as the initial step. 

Step 5) Repeat the second to fourth steps for a given number of cycles. 

Step 6) Choose the best chromosome as the solution of portfolio selection. For model-
III the chromosome with the maximum expected value is the best chromosome. For 
model-II the chromosome with the minimum entropy value is the best chromosome. 
For model-I the chromosome with the maximum skewness is the best chromosome. 

5   Numerical Example 

We apply our mean-entropy-skewness models to the data from Huang [19]. We take 
the first seven securities. The returns are triangular fuzzy numbers.  
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Security Return( ir% ) Security Return( ir% ) 

I (-0.3, 1.8, 2.3) V (- 0.7, 2.4, 2.7) 

II (-0.4, 2.0, 2.2) VI (- 0.8, 2.5, 3.0) 

III (-0.5, 1.9, 2.7) VII (- 0.6, 1.8, 3.0) 

IV     (-0.6, 2.2, 2.8)  

 

Example 1.  Considering the minimum expected return and the bearable maximum 
risk to be as 1.6 and 1.8, we judge the model-I and the solution of the above model is 
obtained as: 

 

Securities 

I II III IV V VI VII 
Skewness 

0 0 0 0 0 0.3077 0.6923 12.6875 

 

Example 2.  Considering the minimum skewness and the bearable maximum risk to 
be as 12.5 and 1.8, we judge the model-III and the solution of the above model are 
obtained as: 

 

Securities 

I II III IV V VI VII 
Mean 

0 0 0 0 0 0.5549 0.4451 1.6803 

 

Example 3.  : Considering the maximum skewness and the minimum expected return 
to be as 12.5 and 1.8, we judge the model-II and the solution of the above model is 
obtained as: 

 

Securities 

I II III IV V VI VII 
Risk 

0 0 0 0 0.0813 0.2451 0.6736 1.772 
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6   Conclusion 

Since skewness is incorporated in the portfolio selection model, the model has be-
come more sensible. Entropy is used as the measure of risk. The smaller the entropy 
value is, the more concentrative the portfolio return is and the safer the investor is. A 
hybrid intelligence algorithm is designed and numerical results are given to show the 
effectiveness of the method. Works are going on to apply the proposed approach in 
Indian stock market. 
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Abstract. The late blight disease is the most common disease in potato,
which is caused by the pathogen Phytopthora infestans. In this paper,
a novel method to collect symptoms of the disease, as observed by the
farmers, using a mobile phone application has been presented. A cumula-
tive composite risk index (CCRI) obtained from more than one existing
disease forecast models is validated from the actual late blight queries
received from the farmers. The main contribution of the paper is a pro-
tocol that combines the symptoms based diagnostic approach along with
the plant disease forecasting models resulting in detection of Potato late
blight with higher accuracy. This in turn reduces the disease risk along
with avoiding the unnecessary application of fungicide.

1 Introduction

This paper focuses on timely detection of the Late Blight in Potato crop under
the Indian climatic conditions. About 80% of the potato farming in India is done
in winter season, a time quite ideal for the pathogen phytophthora infestans, the
agent responsible for Late Blight, to infest. Several models [1], [2], [3], [4], [5],
[6], [7] have been developed for the prediction of a Late Blight attack based on
weather parameters. Some of these models take into consideration atmospheric
parameters such as temperature, humidity and rainfall, to decide the likelihood
of a late blight attack. The Ullrich [4] and Fry [1] models utilizes hourly tem-
perature and hourly humidity in order to compute a risk value. A cumulated
risk value is computed in Ullrich’s model, by summing the risk value for each
day provided the daily risk is more than a particular threshold. The prediction
for late blight is then made when this cumulated risk value crosses an assigned
threshold. To calculate its ‘blight unit’, Fry’s model classifies the temperatures
broadly and then declares a unit based on the number of hours the humidity
levels cross the threshold. Winstel model [5] issues a warning whenever the aver-
age temperature is within a certain range and hours of relative humidity greater
than 90% cross a threshold of 10 hours. Wallin model [2], [3] provides a severity
value based on hourly temperature and humidity measurements and suggests
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that the disease risk is high on 7-14 days after the cumulative severity value had
exceeded the assigned threshold.

On the other hand, the diagnostic method to detect the late blight is by
observing the symptoms [8], personally, on the crop.

In this paper we present a disease forecast protocol based on a mobile phone
based agro advisory (mKRISHI) system. The key idea is to combine the disease
risk obtained from various models and the knowledge of symptoms obtained
from farmers input on mobile phone, to determine the appropriate doses of
the fungicide. The proposed protocol minimizes the disease risk along with the
farming losses.

2 The mKRISHI Based Late Blight Forecast and
Diagnostic Protocol

Mobile phone based agro-advisory system (mKRISHI) [9] can provide expert’s
advice related to various domains such as farming, education, finance etc., to
the rural masses. A simplified schematic of mKRISHI is shown in Fig. 1. A
farmer can ask any query to the expert in the form of voice, text and images
using the mKRISHI mobile client application on his mobile phone. Further,
atmospheric, soil and plant related parameters, observed by the weather sta-
tion deployed in the farm, are also made available to an expert for detailed
investigation.

Here, we present a novel protocol to combine the existing forecast models and
diagnostic techniques using the mKRISHI framework.

Fig. 1. A Simplified Schematic of mKRISHI
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2.1 The Proposed Protocol

Cumulative Composite Risk index. Some of the existing Late Blight disease
forecast models were discussed in Section 1. Each disease forecast model m
(m = 1, 2, · · · ,M) has been assigned a weight ’Wm’. Let rm

i be the risk value
shown by the model m on the ith day, and rm

max be the maximum possible risk
value corresponding to the model m. The composite risk index Ri for ith day,
considering all M models is given by

Ri =
k=M∑
k=1

ηk
i Wk (1)

where, ηm
i = rm

i /r
m
max. The composite risk index is then accumulated over last

N days to obtain a Cumulative Composite risk index (CCRI). So, for any ith
day, the Cumulative Composite Risk Index Ci is given by

Ci =
j=i∑

j=i−N+1

Rj (2)

where, N depends on models selected to obtain composite risk index and the
region of application.

Protocol. The CCRI (Ci) is compared with lower and higher thresholds TC
L and

TC
H , respectively, (TC

H ≥ TC
L ) to determine the appropriate doses of fungicide.

– High Disease Risk (Ci > TC
H )

If the high disease risk is observed and if the fungicide has not been applied in
the past TED days, then an alert message is sent to the farmer, prompting
for the application of fungicide. Here, TED is the duration for which the
applied drug is effective on the farms. According to the standard treatment
procedures of Late Blight, this period is usually atleast 5 − 6 days [6], [1].
In our field trials, the agriculture experts were found to recommend the
application of fungicide after 10 days from the date of application of the
previous dose. Reuse of fungicide in TED days could be harmful in terms of
higher residues and unnecessary in terms of cost.

– Moderate Disease Risk (TC
L < Ci < TC

H )
If the moderate disease risk is observed and if the fungicide has not been
applied in the past TED days, then after a period of δ days, the farmer is
prompted on his mobile phone seeking the symptoms of Late Blight [8], as
observed by him on the farms. Here, δ is the time interval between the risk
shown by the models and the appearance of the symptoms. An estimate of δ
can be obtained by using an adaptive scheme discussed in the following part
of this section. The queries asked to the farmers to obtain the knowledge
of symptoms of the disease may have binary answers. This enhances the
usability and minimizes the communicated overhead. If the responses from
the farmer confirms the attack of late blight, then the farmer is prompted for
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the spray of appropriate fungicide. Otherwise, the queries are sent again on
daily basis for the next few days. The number of days for which farmer should
be queried depends on the value of δ chosen and the models considered for
evaluating composite risk index.

– Low disease Risk (Ci < TC
L ) If the disease risk indicated by Ci is low,

then no action needs to be taken.

Adaptive Evaluation of Parameters
Here, we provide a description of the adaptability of the scheme with respect to
unknowns used in the proposed protocol. The detection of symptoms, is tenta-
tively 3−7 days after inoculation ([10]). For the first time, the queries to observe
the symptoms can be sent 3 days (δ = 3) after the moderate disease risk is indi-
cated by Ci. Further, δ can be adapted based on the received responses from the
farmer. Let γ be the percentage of queries with positive responses (symptoms
confirming the disease) from a farmer. For each farmer, ’γmin’ and ’γmax’ are
assigned, such that if there is a positive response to more than γmin % of the
queries and less than γmax % of the queries, then the value of δ = 3 is kept
unchanged. If more than γmax % of positive responses are received then next
time the queries shall be asked a day earlier (δ = δ − 1). If less than γmin %
of the queries come in with a positive response then the queries are sent with
a delay of one day (δ = δ + 1). However the time interval δ is not altered if
doing so causes its value to exceed the stipulated limits. The limits are applied
to make sure that the value of δ does not become too large to prevent the early
detection or too small to increase the overload.

A weight Wm assigned to each model m, required to evaluate composite risk
index, can be adapted over seasons of farming considering the difference between
the composite risk values with the actual disease occurrences on the field. The
values of N , TC

L and TC
H can also be fixed based on the results obtained by this

scheme for the previous seasons and comparing the prediction dates with time
of attacks.

3 Evaluation of Models

In this Section, we present the results obtained from disease forecast models,
Ullrich and Schrodter [4], Wallin [3], [2], Fry [1] and Winstel [5], when applied
to the data obtained from the mKRISHI weather station for the last farming
season at Aligarh district, India. The hourly data of temperature and relative
humidity from 16th to 27th of November and 1st to 8th of January, has been
used to evaluate the Late Blight disease risk obtained from these models. Fig. 2
presents the binary disease risks (after quantization) by all models.

In the month of November, all the four models show strong correlation in
disease risk indication, particularly on the 20th and 27th of November. Further,
on 16th and 21st of November, Fry and Winstel indicated a disease risk. It was
observed that Fry and Winstel gave indications of viable days of late blight inoc-
ulation for more number of times than Ullrich and Wallin models in November.
In the first week of January, Ullrich-Schrodter, Wallin and Fry models depicted
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Fig. 2. Binary Late blight disease risks by all four models and Late blight disease
queries asked by farmers in the month of November and January

Fig. 3. Late blight disease queries asked by farmers in the month of November and
January

the disease risks consistently. In Winstel’s model, only the first phase has been
implemented to obtain the likelihood of the initial attack. Thus no attack has
been observed for Winstel model in the month of January. Fig. 3 presents the
number of queries asked by the farmers using the mKRISHI application in the
months of November and December. It shows that there were queries concerning
late blight attack during the 3rd week of November 2008 and 1st week of Jan-
uary 2009. This validates risk indications obtained by the models in those weeks.
Fig. 4 shows images of the crop sent by the farmers along with the queries which
further confirm a Late Blight attack.

Fig. 4. Images received from the farmers indicating Late Blight attacks. (a) Query id:
1621, Dated: 2nd Jan 2008 (b) and (c) Query id: 1309, Dated: 25th Nov 2008.
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4 Conclusion

The mKRISHI based Potato Late Blight forecast protocol has been proposed by
making a conjunctive use of existing disease forecasting models and symptoms
based disease diagnostic procedures. Towards this end, we have implemented
four late blight disease models in Indian scenarios by using the data obtained
from mKRISHI weather station. The results obtained were then validated using
the actual Late Blight queries (in the form of text, voice and images) that were
sent by the farmers using mKRISHI application. We proposed a protocol, which
confirms the disease symptoms from the farmers by asking them simple questions
having ’yes/no’ (binary) responses. This minimizes false alarm and hence reduces
the amount of fungicide application if the computed disease risk is moderately
high. Further, the losses are reduced by alerting the farmers immediately if the
risk indicated by the models crosses certain higher (critical) threshold.

Acknowledgments. We acknowledge B. B. Singh from Tata Chemicals Lim-
ited, Sunil, Sanjay, Pankaj, Ajay, Ankita and Dinesh, along with their team
members from TCS Innovation Labs-Mumbai, for their support in conceptual-
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Abstract. Researchers have proposed several Genetic Algorithms (GA)
based clustering algorithms for crisp and rough clustering. In this two
part series of papers, we compare the effect of GA optimization on re-
sulting cluster quality of K-means, GA K-means, rough K-means, GA
rough K-means and GA rough K-medoid algorithms. In this first part,
we present the theoretical foundation of the transformation of the crisp
clustering K-means and K-medoid algorithms into rough and evolution-
ary clustering algorithms. The second part of the paper will present ex-
periments with a real world data set, and a standard data set.

Keywords: Crisp Clustering, Rough Clustering, GA Rough K-means,
GA Rough K-medoid.

1 Introduction

Clustering is an unsupervised learning process that partitions physical or ab-
stract objects into groups based on some optimality criterion (e.g. similarity).
The typical partition based clustering algorithms, K-means and K-medoids, cat-
egorize an object into precisely one cluster. Whereas, fuzzy clustering [1][13] and
rough set clustering [5][12][14][16] provide ability to specify the membership of
an object to multiple clusters, which can be useful in real world applications.

Deterministic local search converges to the nearest local optimum from a
starting position of the search, hence K-means result largely depends on the
initial cluster centers. On the contrary, stochastic search heuristics inspired by
evolution and genetics have the ability to cope with local optima by maintaining,
recombining and comparing several candidate solutions simultaneously. Use of
GAs for clustering is proposed by [2][9][11]. GA guided evolutionary algorithms
are also proposed for rough set and fuzzy clustering [8][12][15].

In this paper we discuss various aspects of crisp, rough set based, and evolu-
tionary clustering algorithms. We discuss and present appropriate modifications
required to the basic K-means and K-medoid algorithms so that these algorithms
adapt to rough and evolutionary clustering. In particular, we explain K-means,

S. Chaudhury et al. (Eds.): PReMI 2009, LNCS 5909, pp. 615–620, 2009.
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GA K-means, rough K-means, GA rough K-means, and GA rough K-medoid
algorithms and their corresponding fitness functions.

Section 2 describes how rough set theory is embedded with a K-means al-
gorithm. Section 3 discusses the inclusion of GA to K-means, rough K-means,
and rough K-medoid algorithms. We also discuss the formulation of a fitness
function for GA based crisp and rough clustering in this section, followed by
the conclusion in section 4. Due to space restrictions, an elaborate experimental
comparison is presented separately in the second part of the series.

2 Rough Clustering

In addition to clearly identifiable groups of objects, it is possible that a data set
may consist of several objects that lie on the fringes. The conventional clustering
techniques mandate that such objects belong to precisely one cluster. Such a
requirement is found to be too restrictive in many data mining applications
[4]. In practice, an object may display characteristics of different clusters. In
such cases, an object should belong to more than one cluster, and as a result,
cluster boundaries necessarily overlap. Fuzzy set representation of clusters, using
algorithms such as fuzzy C-means, makes it possible for an object to belong to
multiple clusters with a degree of membership between 0 and 1 [13]. In some
cases, the fuzzy degree of membership may be too descriptive for interpreting
clustering results. Rough set based clustering provides a solution that is less
restrictive than conventional clustering and less descriptive than fuzzy clustering.

Lingras and West [5] provided an alternative based on an extension of the K-
means algorithm [3][10]. Incorporating rough sets into K-means clustering requires
the addition of the concept of lower and upper bounds. The rough K-means ap-
proach has been a subject of further research. Peters [14] discussed various refine-
ments of Lingras and West’s original proposal [5]. These included calculation of
rough centroids and the use of ratios of distances as opposed to differences be-
tween distances similar to those used in the rough set based Kohonen algorithm
described in [6]. The rough K-means and its various extensions [12], [14] have been
found to be effective in distance based clustering. However, there is no theoreti-
cal work that proves that rough K-means explicitly finds an optimal clustering
scheme. Moreover, the quality of clustering that is maximized by the rough clus-
tering is not precisely defined. We compare crisp and rough clustering algorithm
results and present our observations in the second part of this paper.

Rough K-means Algorithm. We represents each cluster ci, 1 ≤ i ≤ k, using
its lower A(ci) and upper A(ci) bounds. All objects that are clustered using the
algorithm follow basic properties of rough set theory such as:

(P1) An object x can be part of at most one lower bound
(P2) x ∈ A(ci) =⇒ x ∈ A(ci)
(P3) An object x is not part of any lower bound

"
x belongs to two or more upper bounds.
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Input:
k: the number of clusters,
D(n, m): a data set containing n objects where each object has m dimensions,
p: a threshold value (1.4),
w lower: relative importance assigned to lower bound (0.75),
w upper: relative importance assigned to upper bound (0.25),

Output:
A set of clusters.Each cluster is represented by the objects in the lower region
and in boundary region (upper bound)

Steps:
arbitrarily choose k objects from D as the initial cluster centers (centroids);
repeat

(re)assign each object to lower/upper bounds of appropriate clusters by
determining its distance from each cluster centroid,

update the cluster centroids using number of objects assigned and relative
importance assigned to the lower bound and upper bound of the cluster;

until no change;

Fig. 1. The K-means algorithm for rough clustering

Fig. 1 depicts the general idea of the algorithm. An object is assigned to lower
and/or upper bound of one or more clusters. For each object vector, v, let d(v, cj)
be the distance between itself and the centroid of a cluster cj . Let d(v, ci) =
min1≤j≤k d(v, cj). The ratios d(v, ci)/d(v, cj), 1 ≤ i, j ≤ k, are compared with
a cut-off value to determine the membership of an object v. This parameter is
called as a threshold. Let T = {j : d(v, ci)/d(v, cj) ≤ threshold and i �= j}.
1. If T �= ∅, v ∈ A(ci) and v ∈ A(cj), ∀j ∈ T . Furthermore, v is not part of any

lower bound. The above criterion guarantees that property (P3) is satisfied.
2. Otherwise, if T = ∅, v ∈ A(ci). In addition, by property (P2), v ∈ A(ci).

It should be emphasized that the approximation space A is not defined based on
any predefined relation on the set of objects. The lower and upper bounds are
constructed based on the criteria described above.

The values of p(a threshold), w lower, w upper are finalized based on the
experiments described in [7].

3 Evolutionary Clustering Algorithms

This section contains some of the basic concepts of genetic algorithms as de-
scribed in [2]. A genetic algorithm is a search process that follows the principles
of evolution through natural selection. The domain knowledge is represented
using a candidate solution called a chromosome. Typically, a chromosome is a
single genome represented as a vector of length n:

g = (gi | 1 ≤ i ≤ n) , (1)

where gi is called a gene.
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A group of chromosomes is called a population. Successive populations are
called generations. A generational GA starts from initial generation G(0), and
each generation G(t) generates a new generation G(t+1) using genetic operators
such as mutation and crossover. The mutation operator creates new genomes by
changing values of one or more genes at random. The crossover operator joins
segments of two or more genomes to generate a new genome.

The evaluation process of a genome i.e. evaluate G(t), is a combination of
two steps. The first step determines membership of all objects to corresponding
clusters. As described in earlier section, appropriate calculations for crisp and
rough clustering figure out the members of each cluster. In the next step, fitness
of the genome is determined. The intuitive distance measure is used to decide
the fitness of the genome. Obviously, there is a difference between the fitness
calculations for crisp clustering and rough clustering. The fitness formulas used
for both clustering are described below.

Genome Fitness Function for Crisp Clustering. The fitness is calculated
based on the allocation of all objects to the clusters. It is given by:

Fitness =
k∑

i=1

∑
u∈ci

d(u, xi). (2)

Fitness is the sum of the Euclidean distances for all objects in the cluster; u
is the point in space representing a given object; and xi is the centroid/medoid
of cluster ci (both u and xi are multidimensional). The function d computes
distance between any two vectors u and v using following equation.

d(u, v) =

√√√√ m∑
j=1

(uj − vj)2. (3)

Here, the value of m indicates the total number of dimensions.

Genome Fitness Function for Rough Clustering. The Fitness function
has to change to adapt to the rough set theory by creating lower and upper
versions of the Fitness as:

Fitness =
k∑

i=1

∑
u∈A(ci)

d(u, xi), (4)

Fitness =
k∑

i=1

∑
u∈A(ci)

d(u, xi), (5)

where A(ci) and A(ci) represents lower and upper bound of cluster ci. The
distance function d does not change. The Fitness value for the rough clustering
is calculated as

Fitness = w lower × Fitness+ w upper × Fitness. (6)
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where w lower and w upper are relative importances assigned to lower and upper
bound of the clusters.

Thus evolutionary algorithms for clustering differ mostly in the genome rep-
resentation and the fitness calculation. The variations of GA based algorithms
for crisp and rough clustering are described in next subsections.

3.1 GA K-means

The crisp K-means algorithm is modified to adapt the principles of GA. The
chromosome has a total of k × m genes. A batch of every m genes represents
centroid of a corresponding cluster. The population size and generation values
are input parameters.

3.2 GA Rough K-means

The proposed genome for the evolutionary algorithm has a total of k×m genes,
where k is the desired number of clusters and m is the number of dimensions
used to represent objects and centroids. The first m genes represent the first
centroid. Genes m+1, . . . , 2×m give us the second centroid, and so on. Finally,
((k − 1)×m) + 1, . . . , k ×m corresponds to the kth centroid. The rough fitness
measure given by Eq. 6 is minimized.

3.3 GA Rough K-medoid

Unlike K-means algorithm where mean value is used as a centroid of a cluster, in
K-medoid algorithm actual object is used as a reference point of a cluster [15]. A
medoid is the most centrally located object in a given cluster. For k clusters, we
have k medoids. A genetic algorithm is used to search for the most appropriate
k medoids. The genome has k genes, each corresponding to a medoid. This
reduces the size of a genome from k×m by a factor of m to k. The steps in this
algorithm are similar to that of GA rough K-means. The major difference is the
use of medoids instead of centroids of the clusters.

The gene values for rough K-medoids are discrete values corresponding to
object IDs as opposed to continuous real variables used for centroids in the rough
K-means evolution. This results in a restricted search space for the proposed
rough K-medoids leading to further increase in the chances of convergence. We
have tested this hypothesis in our second part of the paper.

4 Conclusion

In this paper - the first part of a two part series - we discuss how crisp clustering
K-means and K-medoid algorithms adapt to rough and evolutionary clustering.
The paper describes algorithmic steps for rough K-means, GA K-means, GA
rough K-means and GA rough K-medoid. We also discuss the fitness function
for rough and evolutionary algorithms to determine the quality of clustering. The
second part of this paper will elaborate on an experimental comparison with a
real world data set, and a standard data set.
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Abstract. In this second part of the paper, we compare the cluster quality of K-
means, GA K-means, rough K-means, GA rough K-means and GA rough K-
medoid algorithms. We experimented with a real world data set, and a standard 
data set using total within cluster variation, precision and execution time as the 
measures of comparison.  

Keywords: Rough Clustering, Crisp Clustering, GA based Clustering, Cluster 
Quality. 

1   Introduction 

In this second part of our two part series, we discuss and compare results of crisp, 
rough set based, iterative and evolutionary clustering algorithms [3]. In particular, we 
compare performance of K-means, GA K-means, rough K-means, GA rough K-
means, and GA rough K-medoid algorithms using appropriate evaluation metrics.  

Latiff et al. [2] compared GA based algorithm with K-means and PSO in wireless 
sensor networks domain. Małyszkoa et al. [5] compared K-means and GA K-means 
algorithms for image segmentations. These two studies, like most of the other com-
parative studies, concentrated on crisp clustering. This paper compares evolutionary 
and iterative algorithms for both crisp as well as rough clustering using K-means and 
K-medoid clustering strategies.  

Section 2 describes the evaluation metrics used for comparison. Comparative re-
sults for two different types of data set are presented and discussed in two subsequent 
sections, followed by the conclusions in section 5. 

2   Evaluation Metrics  

In order to compare the results obtained using evolutionary and iterative versions of 
crisp and rough clustering we use a total within cluster variation measure. The meas-
ure accumulates distances between a cluster center (cenroid/medoid) and objects 
assigned to a cluster.  
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where )( icA and )( icA represent lower and upper bounds of cluster ic . The Fitness 

value for the rough clustering is calculated as  

FitnessupperwFitnesslowerwFitness ×+×= __ . (5)

where w_lower and w_upper are relative importance assigned to lower and upper 
bound of the clusters. Smaller the value of fitness, better the cluster quality.  

3   Comparative Results – Real World Data Set 

We used the data obtained from a public library to compare the results of various 
algorithms. The data consist of books borrowed by members. The objective is to 
group members with similar reading habits. Information about how many times a 
member borrows books of a particular category is collected. The data is normalized in 
the range of 0 to 1 to reduce the effect of outliers. In order to visualize the data set, it 
is restricted to two dimensions. Data of 1895 members shows propensity of a member 
to borrow a book of a certain category. It will be interesting to see how all the algo-
rithms carve out reasonable clusters from such scattered data. 

The Gas used the crossover probability of 70% and mutation probability of 10%. 
We carried experiments with different population sizes and generations. Table 1 
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shows the results obtained using K-means and rough K-means algorithms. Clusters 
generated by rough K-means have less intra-cluster variation than for the clusters 
generated by K-means algorithm. Hence we can conclude that the rough K-means 
results in better cluster quality than the crisp K-means algorithm. We have observed 
similar trends for the synthetic data set.  

Table 1 also shows the comparison of K-means against GA K-means and rough K-
means against GA rough K-means algorithms. The results include average Fitness 
from five trials. For a normal range of population size and generations the GA K-
means does not outperform the K-means. But for population size of 500 and 500 
generations the average Fitness of GA K-means for 3 clusters is less than K-means. 
This performance improvement requires 90 seconds of computation. For five clusters 
the GA K-means (population size of 500 and 500 generations) could outperform K-
means at the cost of 111.2 seconds of processing time. 

As the data set size increases the population size and generations of GA should be 
increased to obtain improved Fitness. In some cases, the higher computational cost of 
GA K-means may not be justified by slight increase in accuracy.  

Table 1 shows that GA rough K-means improves the results of rough K-means. 
Moreover, GA rough K-means does this with far less population size and generations 
than GA K-means.  

Both GA rough K-medoid and GA rough K-means results are better than the K-
means results. The GA rough K-medoid algorithm is faster than the GA rough K-
means in surpassing the K-means results (see Table 2). GA rough K-means requires  
 

Table 1. Comparison between crisp and evolutionary algorithms for Library data 

GA K-means GA Rough K-means Average 
K-means 
Fitness 

Population 
size,  
Generations Average 

Fitness  
Avg. 
Time  
(Sec.) 

Average 
Rough     
K-means 
Fitness  

Average 
Fitness  

Avg. 
Time  
(Sec.) 

                                                                  3 Clusters 
10, 20 9.1223 1 8.094 1.2  
20, 20 8.6642 1 7.82 2.4  
20, 30 8.3182 1.4 7.12 2.4  
30, 50 8.0323 1.6 6.91 4.4 
50, 50 8.0261 2.8 6.9001 6  
100, 100 7.9780  6.8 6.9006 19 

 
 
 

7.9764 
 

500, 500 7.9761 90 

 
 
 

6.9517 

- - 
5 Clusters 

10, 20 8.9841 1 7.1033 1.4 
20, 20 6.7930 1.8 6.7505 2.8 
20, 30 7.4541 1.8 6.2648 3 
30, 50 6.3575 2.8 5.8794 4.6 
50, 50 6.4889 3.2 5.2801  8 
100, 100 5.9527 16.4 5.0730 25.8 

 
 
 

5.9020 
 

500, 500 5.9002 111.2 

 
 
 

5.2061 

- - 
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Table 2. Comparison of K-means, GA rough K-means and GA Rough K-medoid for Library 
Data set 

GA Rough K-means GA Rough K-medoid K-
means 
Fitness  

 

Population  size,  
Generations 

Fitness  
(Best / Average) 

Avg. 
Time 
(Sec.) 

Fitness  
(Best / Average) 

Avg. 
Time  
(Sec.) 

         3 Clusters 
10, 20 8.094 1.2  7.7042  1.2 
20, 20 7.82 2.4  7.1390  2.2 
20, 30 7.12 2.4  7.2670 2.8 
30, 50 6.91 4.4 7.0719 4 
50, 50 6.9001 6  7.0154 6.4 

 
 
 

7.9764 
 

100, 100 6.9006 19 7.0465 19 
        5 Clusters 

10, 20 7.1033 1.4 6.0141 2 
20, 20 6.7505 2.8 5.3114 3 
20, 30 6.2648 3 5.3502 3.2 
30, 50 5.8794 4.6 5.1660 5 
50, 50 5.2801  8 5.1770 8.6 

 
 
 

5.9020 
 

100, 100 5.0730 25.8 5.1034 21.4 
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Fig. 1. Comparison chart of average fitness obtained by different algorithms  
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4.6 seconds with 30 population size and 50 generations to get better solution than K-
means. Whereas GA rough K-medoid with 20 population size and 20 generations 
surpasses the K-means results in 3 seconds.  

Fig. 1 shows the performance of GAs for different configurations. GA K-means 
performs better than K-means for large number of population size and generations. 
GA rough K-medoid algorithm promptly outdoes the K-means results, but for higher 
population size and generations GA rough K-means generates optimal results.  

4   Comparative Results – Standard Data Set 

We used Letter Recognition [1] data from the University of California Irvine machine 
learning repository. The data set contains 20,000 events representing character images 
of 26 capital letters in the English alphabet based on 20 different fonts. Each event is 
represented using 16 primitive numerical attributes (statistical moments and edge 
counts) that are scaled to fit into a range of integer values from 0 through 15.   

In order to crosscheck the results and compare the cluster quality we decided to 
consider limited number of characters. We prepared a data set that consists of 8 dis-
tinctly different characters A, H, L, M, O, P, S, and Z.  This data set consists of 6114 
events.  

Besides using the Fitness measure for comparison we calculated the average preci-
sion for each cluster. Each cluster is labelled using the character that appears most 
frequently in the cluster. Precision of the cluster is defined as the number of events 
that match the cluster label divided by the total number of events in the cluster. Aver-
age precision is the average of all cluster precisions.  

Table 3 and Table 4 show the comparison of results obtained using K-means and 
rough K-means algorithms for an experimental data set. 

Rough K-means clustering generates better quality clusters than the crisp K-means 
algorithm. This conclusion is supported by reduced Fitness and increase in average 
precision. Moreover, only one letter ‘H’ is not prominently identified by rough K-
means whereas two letters ‘H’ and ‘S’ are not prominently identified by any clusters 
generated using K-means algorithm. 

Table 3. K-means algorithm clustering for an experimental set of characters 

Cluster 
No 

Cluster Label 
Character 

Frequency Precision Average 
Precision 

Fitness 

0 M 412/1119 0.37 
1 Z 276/880 0.31 
2 Z 378/734 0.51 
3 P 607/639 0.95 
4 A 387/660 0.59 
5 A 311/514 0.61 
6 L 328/328 1.0 
7 O 600/1240 0.48 

 
 
 
 

0.60 

 
 
 
 

406.23 
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Table 4. Rough K-means algorithm clustering for an experimental set of characters 

Cluster 
No 

Cluster Label 
Character 

Frequency Precision Average 
Precision 

Fitness 

0 L 335/335 1.0 
1 O 553/684 0.81 
2 Z 536/705 0.76 
3 A 183/255 0.72 
4 A 358/362 0.99 
5 S 96/294 0.33 
6 M 292/306 0.95 
7 P 553/555 1.0 

 
 
 
 

0.82 

 
 
 
 

372.23 

 
GA based algorithms however generate poor results for this standard data set. For 

crisp as well as for rough clustering, most of the objects are grouped into few clusters. 
The remaining clusters are left empty. Further investigations are necessary to deter-
mine the reasons for failure of GAs for the character data set. 

5   Conclusions  

In this second part of a two part series, we provide experimental comparison of results 
obtained by K-means, GA K-means, rough K-means, GA rough K-means and GA 
rough K-medoid algorithms. We applied all algorithms to a synthetic data set, a real 
world data set, and a standard data set. A simple and intuitive measure of total within 
cluster variation (Fitness) is used for the evaluation.  

The rough K-means algorithm seems to provide better cluster quality in terms of 
the Fitness and average precision than the crisp K-means algorithm.  

For sufficiently high population size and generations, GA K-means can improve 
average performance of K-means. As the size of data set increases, higher population 
size and generations are required in GA K-means algorithms to outperform the K-
means results. Execution time increases when GAs with higher population size and 
generations are used. There is a trade off between execution time and better cluster 
quality when the GA K-means algorithm is used.  

GA rough K-medoid converges faster and surpasses the K-means results with 
smaller populations and fewer generations than GA rough K-means. But for larger 
population and more generations the GA rough K-means results are superior to all 
other algorithms. 

GA effect on rough clustering is more  promising than that on crisp clustering. For 
both small as well as large data sets, the GA rough K-means and the GA rough K-
medoid generate better clustering in reasonable amount of execution time.  

Unexpectedly though, the GA version could not cope up with the data set that has 
12 dimensions. We shall test by initializing the genome of the GA with the centroids 
generated by the basic K-means result. A better starting point may help GAs to repro-
duce optimal result.  
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