
Chapter 5

Simultaneous Detection and
Estimation Approach for Speech
Enhancement and Interference
Suppression

Ari Abramson and Israel Cohen

Abstract 1In this chapter, we present a simultaneous detection and esti-
mation approach for speech enhancement. A detector for speech presence
in the short-time Fourier transform domain is combined with an estimator,
which jointly minimizes a cost function that takes into account both detec-
tion and estimation errors. Cost parameters control the trade-off between
speech distortion, caused by missed detection of speech components, and
residual musical noise resulting from false-detection. Furthermore, a modi-
fied decision-directed a priori signal-to-noise ratio (SNR) estimation is pro-
posed for transient-noise environments. Experimental results demonstrate the
advantage of using the proposed simultaneous detection and estimation ap-
proach with the proposed a priori SNR estimator, which facilitate suppres-
sion of transient noise with a controlled level of speech distortion.

5.1 Introduction

In many signal processing applications as well as communication applica-
tions, the signal to be estimated is not surely present in the available noisy
observation. Therefore, algorithms often try to estimate the signal under un-
certainty by using some a priori probability for the existence of the signal,
e.g., [1, 2, 3, 4], or alternatively, apply an independent detector for signal
presence, e.g., [5, 6, 7, 8, 9, 10]. The detector may be designed based on
the noisy observation, or, on the estimated signal. Considering speech sig-
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nals, the spectral coefficients are generally sparse in the short-time Fourier
transform (STFT) domain in the sense that speech is present only in some
of the frames, and in each frame only some of the frequency-bins contain the
significant part of the signal energy. Therefore, both signal estimation and
detection are generally required while processing noisy speech signals. The
well-known spectral-subtraction algorithm [11, 12] contains an elementary
detector for speech activity in the time-frequency domain, but it generates
musical noise caused by falsely detecting noise peaks as bins that contain
speech, which are randomly scattered in the STFT domain. Subspace ap-
proaches for speech enhancement [13, 14, 15, 16] decompose the vector of the
noisy signal into a signal-plus-noise subspace and a noise subspace, and the
speech spectral coefficients are estimated after removing the noise subspace.
Accordingly, these algorithms are aimed at detecting the speech coefficients
and subsequently estimating their values. McAulay and Malpass [2] were the
first to propose a speech spectral estimator under a two-state model. They
derived a maximum likelihood (ML) estimator for the speech spectral am-
plitude under speech-presence uncertainty. Ephraim and Malah followed this
approach of signal estimation under speech presence uncertainty and derived
an estimator which minimizes the mean-squared error (MSE) of the short-
term spectral amplitude (STSA) [3]. In [17], speech presence probability is
evaluated to improve the minimum MSE (MMSE) of the LSA estimator, and
in [4] a further improvement of the MMSE-LSA estimator is achieved based
on a two-state model.

Middleton et al. [18, 19] were the first to propose simultaneous signal de-
tection and estimation within the framework of statistical decision theory.
This approach was recently generalized to speech enhancement, as well as
single sensor audio source separation [20, 21]. The speech enhancement prob-
lem is formulated by incorporating simultaneous operations of detection and
estimation. A detector for the speech coefficients is combined with an esti-
mator, which jointly minimizes a cost function that takes into account both
estimation and detection errors. Under speech-presence, the cost is propor-
tional to some distortion between the desired and estimated signals, while
under speech-absence, the distortion depends on a certain attenuation factor
[12, 4, 22]. A combined detector and estimator enables to control the trade-off
between speech distortion, caused by missed detection of speech components,
and residual musical noise resulting from false-detection. The combined solu-
tions generalize standard algorithms, which involve merely estimation under
signal presence uncertainty.

In some speech processing applications, an indicator for the transient noise
activity may be available, e.g., a siren noise in an emergency car, lens-motor
noise of a digital video camera or a keyboard typing noise in a computer-based
communication system. The transient spectral variances can be estimated in
such cases from training signals. However, applying a standard estimator to
the spectral coefficients may result in removal of critical speech components
in case of falsely detecting the speech components, or under-suppression of
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transient noise in case of miss detecting the noise transients. For cases where
some indicator (or detector) for the presence of noise transients in the STFT
domain is available, the speech enhancement problem is reformulated using
two hypotheses. Cost parameters control the trade-off between speech dis-
tortion and residual transient noise. The optimal signal estimator is derived
which employs the available detector. The resulting estimator generalizes the
optimally-modified log-spectral amplitude (OM-LSA) estimator [4].

This chapter is organized as follows. In Section 5.2, we briefly review clas-
sical speech enhancement under signal presence uncertainty. In Section 5.3,
the speech enhancement problem is reformulated as a simultaneous detec-
tion and estimation problem in the STFT domain. A detector for the speech
coefficients is combined with an estimator, which jointly minimizes a cost
function that takes into account both estimation and detection errors. The
combined solution is derived for the quadratic distortion measure as well
as the quadratic spectral amplitude distortion measure. In Section 5.4, we
consider the integration of a spectral estimator with a given detector for
noise transients and derive an optimal estimator which minimizes the mean-
square error of the log-spectral amplitude. In Section 5.5, a modification of the
decision-directed a priori signal-to-noise ratio (SNR) estimator is presented
which better suites transient-noise environments. Experimental results are
given in Section 5.6. It shows that the proposed approaches facilitate im-
proved noise reduction with a controlled level of speech distortion.

5.2 Classical Speech Enhancement in Nonstationary
Noise Environments

Let us start with a short presentation of classical approach for spectral speech
enhancement while considering nonstationary noise environments. Specifi-
cally, we may assume that some indicator for transient noise activity is avail-
able.

Let x (n) and d (n) denote speech and uncorrelated additive noise signals,
and let y (n) = x (n) + d (n) be the observed signal. Applying the STFT to
the observed signal, we have

Y�k = X�k + D�k , (5.1)

where � = 0, 1, ... is the time frame index and k = 0, 1, ...,K − 1 is the
frequency-bin index. Let H�k

1 and H�k
0 denote, respectively, speech presence

and absence hypotheses in the time-frequency bin (�, k), i.e.,

H�k
1 : Y�k = X�k + D�k ,

H�k
0 : Y�k = D�k . (5.2)
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The noise expansion coefficients can be represented as the sum of two
uncorrelated noise components D�k = Ds

�k +Dt
�k, where Ds

�k denotes a quasi-
stationary noise component and Dt

�k denotes a highly nonstationary transient
component. The transient components are generally rare, but they may be
of high energy and thus cause significant degradation to speech quality and
intelligibility. However, in many applications, a reliable indicator for the tran-
sient noise activity may be available in the system. For example, in an emer-
gency car (e.g., police or ambulance) the engine noise may be considered as
quasi-stationary, but activating a siren results in a highly nonstationary noise
which is perceptually very annoying. Since the sound generation in the siren is
nonlinear, linear echo cancelers may be inappropriate. In a computer-based
communication system, a transient noise such as a keyboard typing noise
may be present in addition to quasi-stationary background office noise. An-
other example is a digital camera, where activating the lens-motor (zooming
in/out) may result in high-energy transient noise components, which degrade
the recorded audio. In the above examples, an indicator for the transient
noise activity may be available, i.e., siren source signal, keyboard output sig-
nal and the lens-motor controller output. Furthermore, given that a transient
noise source is active, a detector for the transient noise in the STFT domain
may be designed and its spectrum can be estimated based on training data.

The objective of a speech enhancement system is to reconstruct the spec-
tral coefficients of the speech signal such that under speech-presence a cer-
tain distortion measure between the spectral coefficient and its estimate,
d
(
X�k, X̂�k

)
, is minimized. Under speech-absence a constant attenuation

of the noisy coefficient would be desired to maintain a natural background
noise [22, 4]. Although the speech expansion coefficients are not necessarily
present, most classical speech enhancement algorithms try to estimate the
spectral coefficients rather than detecting their existence, or try to indepen-
dently design detectors and estimators. The well-known spectral subtraction
algorithm estimates the speech spectrum by subtracting the estimated noise
spectrum from the noisy squared absolute coefficients [11, 12], and threshold-
ing the result by some desired residual noise level. Thresholding the spectral
coefficients is in fact a detection operation in the time-frequency domain, in
the sense that speech coefficients are assumed to be absent in the low-energy
time-frequency bins and present in noisy coefficients whose energy is above
the threshold.

McAulay and Malpass were the first to propose a two-state model for
the speech signal in the time-frequency domain [2]. Accordingly, the MMSE
estimator follows

X̂�k = E {X�k |Y�k}
= E

{
X�k |Y�k,H�k

1

}
p
(
H�k

1 |Y�k

)
. (5.3)
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The resulting estimator does not detect speech components, but rather, a
soft-decision is performed to further attenuate the signal estimate by the a
posteriori speech presence probability. Ephraim and Malah followed the same
approach and derived an estimator which minimizes the MSE of the STSA
under signal presence uncertainty [3]. Accordingly,∣∣∣X̂�k

∣∣∣ = E
{
|X�k| |Y�k,H�k

1

}
p
(
H�k

1 |Y�k

)
. (5.4)

Both in [2] and [3], under H�k
0 the speech components are assumed zero and

the a priori probability of speech presence is both time and frequency in-
variant, i.e., p

(
H�k

1

)
= p (H1). In [17, 4], the speech presence probability is

evaluated for each frequency-bin and time-frame to improve the performance
of the MMSE-LSA estimator [23]. Further improvement of the MMSE-LSA
suppression rule can be achieved by considering under H�k

0 a constant attenu-
ation factor Gf << 1, which is determined by subjective criteria for residual
noise naturalness, see also [22]. The OM-LSA estimator [4] is given by∣∣∣X̂�k

∣∣∣ = (exp
[
E
{
log |X�k| |Y�k,H�k

1

}])p(H�k
1 |Y�k) (Gf |Y�k|)1−p(H�k

1 |Y�k) .

(5.5)
Suppose that an indicator for the presence of transient noise components

is available in a highly nonstationary noise environment, then high-energy
transients may be attenuated by using one of the above-mentioned estima-
tors (5.3)–(5.5) and heuristically setting the a priori speech presence prob-
ability p

(
H�k

1

)
to a sufficiently small value. Unfortunately, this also results

in suppression of desired speech components and intolerable degradation of
speech quality. In general, an estimation-only approach under signal presence
uncertainty produces larger speech degradation for small p

(
H�k

1

)
, since the

optimal estimate is attenuated by the a posteriori speech presence proba-
bility. On the other hand, increasing p

(
H�k

1

)
prevents the estimator from

sufficiently attenuating noise components. Integrating a jointly optimal de-
tector and estimator into the speech enhancement system may significantly
improve the speech enhancement performance under highly non-stationary
noise conditions and may allow further reduction of transient components
without much degradation of the desired signal.

5.3 Simultaneous Detection and Estimation for Speech
Enhancement

Middleton and Esposito [18] were the first to propose simultaneous signal
detection and estimation within the framework of statistical decision theory.
This approach was generalized to speech enhancement formalism in [20]. A
decision space,

{
η�k
0 , η�k

1

}
, is assumed for the detection operation where under
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the decision η�k
j , signal hypothesis H�k

j is accepted and a corresponding esti-
mate X̂�k = X̂�k,j is considered. The detection and estimation are strongly
coupled so that the detector is optimized with the knowledge of the spe-
cific structure of the estimator, and the estimator is optimized in the sense
of minimizing a Bayesian risk associated with the combined operations. For
notation simplification, we omit the time-frequency indices (�, k). Let

Cj

(
X, X̂

)
≥ 0 (5.6)

denote the cost of making a decision ηj (and choosing an estimator X̂j) where
X is the desired signal. Then, the Bayes risk of the two operations associated
with simultaneous detection and estimation is defined by [18, 19, 20]

R =
1∑

j=0

∫
Ωy

∫
Ωx

Cj

(
X, X̂

)
p (ηj |Y ) p (Y |X) p (X) dXdY , (5.7)

where Ωx and Ωy are the spaces of the speech and noisy signals, respectively.
The simultaneous detection and estimation approach is aimed at jointly min-
imizing the Bayes risk over both the decision rule and the corresponding
signal estimate. Let q � p (H1) denote the a priori speech presence prob-
ability. Then, the a priori distribution of the speech expansion coefficient
follows

p (X) = q p (X |H1) + (1 − q) p (X |H0) , (5.8)

where p (X |H0) = δ (X) denotes the Dirac-delta function. The cost function
Cj

(
X, X̂

)
may be defined differently whether H1 or H0 is true. Therefore,

we let
Cij

(
X, X̂

)
� Cj

(
X, X̂ |Hi

)
(5.9)

denote the cost which is conditioned on the true hypothesis2. The cost func-
tion Cij

(
X, X̂

)
depends on both the true signal value and its estimate under

the decision ηj and therefore couples the operations of detection and estima-
tion. By substituting (5.8) and (5.9) into (5.7) we obtain [20]

R=
∫

Ωy

p (η0 |Y ) [ q r10 (Y ) + (1 − q) r00 (Y )] dY

+
∫

Ωy

p (η1 |Y ) [ q r11 (Y ) + (1 − q) r01 (Y )] dY , (5.10)

where
rij (Y ) =

∫
Ωx

Cij

(
X, X̂

)
p (X |Hi) p (Y |X) dX (5.11)

2 Note that X = 0 implies that H0 is true and X �= 0 implies H1 so the sub-index i may
seem to be redundant. However, this notation simplifies the subsequent formulations.
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denotes the risk associated with the pair {Hi, ηj} and the observation Y .
Since the detector’s decision under a given observation is binary, i.e.,

p (ηj |Y ) ∈ {0, 1}, for minimizing the combined risk we first evaluate the
optimal estimator under each of the decisions, then the optimal decision rule
is derived based on the optimal estimators X̂0, X̂1 to further minimize the
combined risk. The two-stage minimization guaranties minimum combined
risk [19]. The optimal nonrandom decision rule which minimizes the com-
bined risk (5.10) is given by

Decide η1 (i.e., p (η1 |Y ) = 1) if

q [r10 (Y ) − r11 (Y )] ≥ (1 − q) [r01 (Y ) − r00 (Y )] , (5.12)

otherwise, decide η0.
The optimal estimator under a decision ηj is obtained from (5.10) by

arg min
X̂j

{ q r1j (Y ) + (1 − q) r0j (Y )} . (5.13)

Note that rij (Y ) depends on the estimate X̂j through the cost function.
The cost function associated with the pair {Hi, ηj} is generally defined by

Cij

(
X, X̂

)
= bij dij

(
X, X̂

)
, (5.14)

where dij

(
X, X̂

)
is an appropriate distortion measure and the cost param-

eters bij control the trade-off between the costs associated with the pairs
{Hi, ηj}. That is, a high valued b01 raises the cost of a false alarm (i.e., de-
cision of speech presence when speech is actually absent), which may result
in residual musical noise. Similarly, b10 is associated with the cost of missed
detection of a signal component, which may cause perceptual signal distor-
tion. Under a correct classification, normalized cost parameters are generally
used, b00 = b11 = 1. However, dii (·, ·) is not necessarily zero since estimation
errors are still possible even when there is no detection error.

Contrary to the approach in [18, 19, 24], in speech enhancement application
the signal is not rejected when a decision η0 is made. Instead, the estimator
X̂0 �= 0 compensates for any detection errors to reduce potential musical
noise and audible distortions. Furthermore, when speech is indeed absent
the distortion function is defined to allow some natural background noise
level such that under H0 the attenuation factor will be lower bounded by a
constant gain floor Gf << 1 as proposed in [12, 4, 25, 22].

In the following subsections we specify two distortions measures which
are of interest for spectral speech enhancement and derive their combined
solution of detection and estimation.
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5.3.1 Quadratic Distortion Measure

The distortion measure associated with the MMSE estimation is the
quadratic distortion measure which follows:

dij

(
X, X̂

)
=



∣∣∣X − X̂j

∣∣∣2 , i = 1∣∣∣GfY − X̂j

∣∣∣2 , i = 0
. (5.15)

We assume that both X and D are statistically independent, zero-mean,
complex-valued Gaussian random variables with variances λx and λd, re-
spectively. Let ξ � λx/λd denote the a priori SNR under hypothesis H1, let
γ � |Y |2/λd denote the a posteriori SNR and let υ � γ ξ/ (1 + ξ). Then, the
optimal estimation under the quadratic cost function is obtained by substi-
tuting (5.15) and (5.14) into (5.13) and set its derivation to zero [19, 21]

X̂j = [b1j Λ (ξ, γ) GMSE (ξ) + b0j Gf ] φj (ξ, γ)−1
Y

� Gj Y , j = 0, 1 , (5.16)

where GMSE (ξ) =
(
1 + ξ−1

)−1 is the MSE gain function under signal pres-
ence, Λ (ξ, γ) is the generalized likelihood ratio

Λ (ξ, γ) =
q

(1 − q)
p (Y |H1)
p (Y |H0)

=
q

(1 − q)
eυ

1 + ξ
, (5.17)

and the normalization factor φj (ξ, γ) is given by

φj (ξ, γ) = b0j + b1j Λ (ξ, γ) . (5.18)

The risk rij (Y ), required for the detector decision is obtained by substi-
tuting the quadratic cost function (5.15) into (5.11). Let XR and XI denote
the real and imaginary parts of the expansion coefficient X. Then, for the
case where H1 is true we have

r1j (Y ) =

b1j

∫ ∞∫
−∞

[
X2

R + X2
I + G2

j (ξ, γ) |Y |2 − 2Gj (ξ, γ) (XRYR + XIYI)
]

× p (XR,XI |H1) p (Y |XR,XI) dXR dXI , (5.19)

where
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p (XR,XI |H1) =
1

πλx
exp

(
−|X|2

λx

)
, (5.20)

p (Y |XR,XI) =
1

πλd
exp

(
−|Y − X|2

λd

)
. (5.21)

By using [26, eq. 3.323.2] we have

∫ ∫ ∞

−∞
p (XR,XI |H1) p (Y |XR,XI) dXR dXI =

exp
(
− γ

1+ξ

)
πλd (1 + ξ)

, (5.22)

and using [26, eq. 3.462.2] we obtain∫∫∞
−∞ (XRYR + XIYI) p (XR,XI |H1) p (Y |XR,XI) dXR dXI =

υ
π(1+ξ) exp

(
− γ

1+ξ

)
, (5.23)

and ∫∫∞
−∞
(
X2

R + X2
I

)
p (XR,XI |H1) p (Y |XR,XI) dXR dXI =

ξ(1+υ)

π(1+ξ)2
exp
(
− γ

1+ξ

)
. (5.24)

Substituting (5.22)–(5.24) into (5.19) we obtain

r1j (Y ) =
b1j

π

exp
(
− γ

1+ξ

)
1 + ξ

[
GMSE (ξ) + (Gj (ξ, γ) − GMSE (ξ))2 γ

]
, (5.25)

where Gj (ξ, γ) is defined by (5.16).
Under hypothesis H0 speech is absent and p (XR,XI |H0) = δ (XR,XI).

Consequently,

r0j (Y ) = b0j

∫ ∫ ∞

−∞

[
(Gj (ξ, γ) − Gf )2 |Y |2

]
× p (XR,XI |Hi) p (Y |XR,XI) dXR dXI

=
b0j

π
[Gj (ξ, γ) − Gf ]2 γ e−γ . (5.26)

By substituting (5.25) and (5.26) into (5.12) we obtain the optimal decision
rule for the detection operation under the quadratic distortion measure:

(1 − q)(1 + ξ)
q eυ

[
(G0 − Gf )2 − b01 (G1 − Gf )2

] η1

≷
η0

1 − b10

γ
GMSE + (G1 − GMSE)2 − b10 (G0 − GMSE)2 . (5.27)
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arg minj

{∑1
i=o p (Hi) rij (Y )

}

G0 G1
ηj

X̂�k = Gj Y�kG0 (ξ, γ) , G1 (ξ, γ)
Y�k, ξ̂�k

λ̂d�k
, q�k

Fig. 5.1 Block diagram of the simultaneous detection and estimation.

Here, Gj , j = 0, 1 and GMSE hold for Gj (ξ, γ) and GMSE (ξ) , respectively.
To conclude, a block diagram of the signal simultaneous detection and

estimation from a noisy observation is shown in Fig. 5.1. The gain factor
Gj is calculated under any of the decisions using (5.16). Then, the optimal
decision ηj is calculated using (5.27) and accordingly, the estimated signal is
given by applying selected gain to the noisy signal.

It is of interest to examine the asymptotic behavior of the estimator (5.16)
under each of the decisions made by the detector. When the cost parame-
ter associated with false alarm is much smaller than the generalized like-
lihood ratio, i.e., b01 << Λ (ξ, γ), the spectral gain under the decision η1

implies G1 (ξ, γ) ∼= GMSE (ξ) which is the optimal estimation under no un-
certainty. However, if b01 >> Λ (ξ, γ), the spectral gain under η1 needs to
compensate the possibility of a high-cost false-decision made by the detector
and thus G1 (ξ, γ) ∼= Gf . On the other hand, if the cost parameter associ-
ated with missed detection is small and we have b10 << Λ (ξ, γ)−1, than
G0 (ξ, γ) ∼= Gf (i.e., estimation where speech is surely absence) but under
b10 >> Λ (ξ, γ)−1, in order to overcome the high cost related to missed de-
tection, we have G0 (ξ, γ) ∼= GMSE (ξ).

Recall that
Λ (ξ, γ)

1 + Λ (ξ, γ)
= p (H1 |Y ) (5.28)

is the a posteriori probability of speech presence, it can be seen that the
proposed estimator (5.16) generalizes existing estimators. For the case of
equal parameters bij = 1 ∀i, j and Gf = 0 we get the estimation under signal
presence uncertainty (5.3). In that case the detection operation is not needed
since the estimation is independent of the detection rule.

Figure 5.2 shows attenuation curves under quadratic cost function as a
function of the a priori SNR, ξ, with a posteriori SNR of γ = 5 dB, q = 0.8,
Gf = −15 dB and cost parameters b01 = 4, b10 = 2. In (a), the gains G1 (dash
line), G0 (dotted line) and the total detection and estimation system gain G
(solid line) are shown and compared with (b) the MSE gain function under
no uncertainty GMSE (dashed line) and the MMSE estimation under signal
presence uncertainty which is defined by (5.3) (dashed line). It can be seen
that for a priori SNRs higher than about −10 dB the detector decision is η1
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Fig. 5.2 Gain curves under quadratic cost function with γ = 5 [dB], q = 0.8, and Gf =

−15, [dB]; (a) G1, G0 and the detection and estimation gain G with b01 = 4, b10 = 2, and
(b) GMSE gain curve with q = 1 and the MMSE gain curve under uncertainty (q = 0.8).

and therefore the total gain is G = G1. For lower a priori SNRs, η0 is decided
and consequently the total gain is G0. Note that if an ideal detector for the
speech coefficients would be available, a more significantly non-continuous
gain would be desired to block the noise-only coefficients. However, in the
simultaneous detection and estimation approach the detector is not ideal but
optimized to minimize the combined risk and the non-continuity of the system
gain depends on the chosen cost parameters as well as on the gain floor.

5.3.2 Quadratic Spectral Amplitude Distortion
Measure

The distortion measure of the quadratic spectral amplitude (QSA) is defined
by

dij

(
X, X̂

)
=



(
|X| −

∣∣∣X̂j

∣∣∣)2

, i = 1(
Gf |Y | −

∣∣∣X̂j

∣∣∣)2

, i = 0
, (5.29)

and is related to the STSA suppression rule of Ephraim and Malah [3]. For
evaluating the optimal detector and estimator under the QSA distortion mea-
sure we denote by X � Aejα and Y � R ejθ the clean and noisy spectral
coefficients, respectively, where A = |X| and R = |Y |. Accordingly, the pdf
of the speech expansion coefficient under H1 satisfies

p (a, α |H1) =
a

πλx
exp
(

− a2

λx

)
. (5.30)

Since the combined risk under the QSA distortion measure is independent of
the signal phase nor the estimation phase, the estimated amplitude under ηj
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is given by

Âj = arg min
â

{
q b1j

∫ ∞

0

∫ 2π

0

(a − â)2 p (a, α |H1) p (Y | a, α) dα da

+ (1 − q) b0j (Gf R − â)2 p (Y |H0)
}

. (5.31)

By using the phase of the noisy signal, the optimal estimation under the
decision ηj , j ∈ {0, 1} is given by [20]

X̂j = [b1j Λ (ξ, γ) GSTSA (ξ, γ) + b0j Gf ] φj (ξ, γ)−1
Y

� Gj (ξ, γ) Y , (5.32)

where

GSTSA (ξ, γ) =
[
(1 + υ) I0

(υ

2

)
+ υ I1

(υ

2

)] √
π υ

2γ
exp
(
−υ

2

)
(5.33)

denotes the STSA gain function of Ephraim and Malah [3], and Iν (·) denotes
the modified Bessel function of order ν. For evaluating the optimal decision
rule under the QSA distortion measure we need to compute the risk rij(Y ).
Under H1 we have [20]

r1j (Y ) =
b1j

π

exp
(
− γ

1+ξ

)
1 + ξ

{
G2

j γ +
ξ

1 + ξ
(1 + υ) − 2γ Gj GSTSA

}
, (5.34)

and under H0 we have

r0j (Y ) =
b0j

π
[Gj (ξ, γ) − Gf ]2 γ e−γ . (5.35)

Substituting (5.34) and (5.35) into (5.12), we obtain the optimal decision rule
under the QSA distortion measure:

b01 (G1 − Gf )2 − (G0 − Gf )2

Λ (ξ, γ)

η1

≶
η0

b10 G2
0 − G2

1 +
ξ (1 + υ) (b10 − 1)

(1 + ξ) γ
+ 2 (G1 − b10 G0) GSTSA . (5.36)

Figure 5.3 demonstrates attenuation curves under QSA cost function as a
function of the instantaneous SNR defined by γ−1, for several a priori SNRs,
using the parameters q = 0.8, Gf = −25 dB and cost parameters b01 = 5
and b10 = 1.1. The gains G1 (dashed line), G0 (dotted line) and the total
detection and estimation system gain (solid line) are compared to the STSA
gain under signal presence uncertainty of Ephraim and Malah [3] (dashed-
dotted line). The a priori SNRs range from −15 dB to 15 dB. Not only
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Fig. 5.3 Gain curves of G1 (dashed line), G0 (dotted line) and the total detection and
estimation system gain curve (solid line), compared with the STSA gain under signal
presence uncertainty (dashed-dotted line). The a priori SNRs are (a) ξ = −15 dB, (b) ξ =
−5 dB, (c) ξ = 5 dB, and (d) ξ = 15 dB.

that the cost parameters shape the STSA gain curve, when combined with
the detector the simultaneous detection and estimation provides a significant
non-continuous modification of the standard STSA estimator. For example,
for a priori SNRs of ξ = −5 and ξ = 15 dB, as shown in Fig. 5.3(b) and (d)
respectively, as long as the instantaneous SNR is higher than about −2 dB
(for ξ = −5 dB) or −5 dB (for ξ = 15 dB), the detector decision is η1, while
for lower instantaneous SNRs, the detector decision is η0. The resulting non-
continues gain function may yield greater noise reduction with slightly higher
level of musicality, while not degrading speech quality.

Similarly to the case of a quadratic distortion measure, when the false
alarm parameter is much smaller than the generalized likelihood ratio,
b01 << Λ (ξ, γ), the spectral gain of the estimator under the decision η1 is
G1 (ξ, γ) ∼= GSTSA (ξ, γ), which is optimal when the signal is surely present.
When b01 >> Λ (ξ, γ), the spectral gain under η1 is G1 (ξ, γ) ∼= Gf to com-
pensate for false decision made by the detector. If the cost parameter asso-
ciated with missed detection is small and we have b10 << Λ (ξ, γ)−1, then
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G0 (ξ, γ) ∼= Gf , and under b10 >> Λ (ξ, γ)−1 we have G0 (ξ, γ) ∼= GSTSA (ξ)
in order to overcome the high cost related to missed detection.

If one chooses constant cost parameters bij = 1 ∀i, j, than the detection
operation is not required (the estimation is independent of the decision rule),
and we have

X̂0 = [ p (H1 |Y )GSTSA (ξ, γ) + (1 − p (H1 |Y )) Gf ] Y

= X̂1 . (5.37)

If we also set Gf to zero, the estimation reduces to the STSA suppression
rule under signal presence uncertainty [3].

5.4 Spectral Estimation Under a Transient Noise
Indication

In the previous section we introduced a method for optimal integration of
a detector and an estimator for speech spectral components. In this section,
we consider the integration of a spectral estimator with a given detector
for noise transients. In many speech enhancement applications, an indicator
for the transient source may be available, e.g., siren noise in an emergency
car, keyboard typing in computer-based communication system and a lens-
motor noise in a digital video camera. In such cases, a priori information
based on a training phase may yield a reliable detector for the transient
noise. However, false detection of transient noise components when signal
components are present may significantly degrade the speech quality and
intelligibility. Furthermore, missed detection of transient noise components
may result in a residual transient noise, which is perceptually annoying. The
transient spectral variances can be estimated in such cases from training
signals. However, applying a standard estimator to the spectral coefficients
may result in removal of critical speech components in case of falsely detecting
the speech components, or under-suppression of transient noise in case of miss
detecting the noise transients. Consider a reliable detector for transient noise,
we can define a cost (5.14) by using the quadratic log-spectral amplitude
(QLSA) distortion measure is given by

dij

(
X, X̂

)
=



(
log A − log Âj

)2

, i = 1(
log (GfR) − log Âj

)2

, i = 0
, (5.38)

and is related with the LSA estimation [23].
Similarly to the case of a QSA distortion measure, the average risk is

independent of the signal phase nor on the estimation phase. Thus, by sub-
stituting the cost function into (5.13) we have



5 Simultaneous Detection and Estimation Approach 141

Âj = arg min
âj

{
q b1j

∫ ∞

0

∫ 2π

0

(log a − log âj)
2 p (a, α |H1) p (Y | a, α) dαda

+ (1 − q) b0j (log (GfR) − log âj)
2 p (Y |H0)

}
. (5.39)

By setting the derivative of (5.39) according to âj equal to zero, we obtain3

q b1j

∫ ∞

0

∫ 2π

0

(
log a − log Âj

)
p (a, α |H1) p (Y | a, α) dαda

+ (1 − q) b0j

(
log (GfR) − log Âj

)
p (Y |H0) = 0. (5.40)

The integration over log a yields∫ ∞

0

∫ 2π

0

log a p (a, α |H1) p (Y | a, α) dαda

=
∫ ∞

0

∫ 2π

0

log a p (a, α |Y,H1) p (Y |H1) dαda

= E {log a |Y,H1} p (Y |H1) , (5.41)

and ∫ ∞

0

∫ 2π

0

p (a, α |H1) p (Y | a, α) dαda

=
∫ ∞

0

∫ 2π

0

p (a, α, Y |H1) dαda = p (Y |H1) . (5.42)

Substituting (5.41) and (5.42) into (5.40) we obtain

Âj = exp
{

b1jΛ (Y ) E {log a |Y } φj (Y )−1 + b0j log (GfR)φj (Y )−1
}

,

(5.43)
where

exp [E {log a |Y }] =
ξ

1 + ξ
exp
(

1
2

∫ ∞

υ

e−t

t
dt

)
R

� GLSA (ξ, γ) R , (5.44)

is the LSA suppression rule [23].
Substituting (5.44) into (5.43) and applying the noisy phase, we obtain

the optimal estimation under a decision ηj , j ∈ {0, 1}:

X̂j =
[
G

b0j

f GLSA (ξ, γ)b1jΛ(ξ,γ)
]φj(ξ,γ)−1

Y � Gj (ξ, γ) Y . (5.45)

3 Note that this solution is not dependent on the basis of the log and in addition, the
optimal solution is strictly positive.
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Fig. 5.4 Gain curves under QLSA distortion measure with q = 0.8, b01 = 4, b10 = 2, and
Gf = −15 dB.

If we consider the simultaneous detection and estimation which was formu-
lated in Section 5.3, the derivation of the optimal decision rule for the QLSA
distortion measure is mathematically intractable. However, the estimation
(5.45) under any given detector is still optimal in the sense of minimizing the
average cost under the given decision. Therefore, the estimation (5.45) can be
incorporated with any reliable detector to yield a sub-optimal detection and
estimation system. Even where a non optimal detector is considered, the use
of the cost parameters enables better control on the spectral gain under any
decision made by the detector. In [27], a further generalization is considered
by incorporating the probabilities for the detector decisions.

Figure 5.4 shows attenuation curves under QLSA distortion measure as
a function of the instantaneous SNR with different a priori SNRs and with
q = 0.8, Gf = −15 dB and cost parameters b01 = 4 and b10 = 2.

The signal estimate (5.45) generalizes existing suppression rules. For equal
cost parameters (5.45) reduces to the OM-LSA estimator [4] which is given
by (5.5). If we also let Gf = 0 and q = 1 we get the LSA suppression rule [23].
Both these estimators are shown in Fig. 5.4 with comparison to the spectral
gains under any potential decision made by the detector.

5.5 A Priori SNR Estimation

In spectral speech enhancement applications, the a priori SNR is often es-
timated by using the decision-directed approach [3]. Accordingly, in each
time-frequency bin we compute
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ξ̂�k = max
{

α G2
(
ξ̂�−1,k, γ�−1,k

)
γ�−1,k (1 − α) (γ�k − 1) , ξmin

}
, (5.46)

where α (0 ≤ α ≤ 1) is a weighting factor that controls the trade-off between
noise reduction and transient distortion introduced into the signal, and ξmin

is a lower bound for the a priori SNR which is necessary for reducing the
residual musical noise in the enhanced signal [3, 22]. Since the a priori SNR
is defined under the assumption that H�k

1 is true, it is proposed in [4] to
replace the gain G in (5.46) by GH1 which represents the spectral gain when
the signal is surely present (i.e., q = 1). Increasing the value of α results
in a greater reduction of the musical noise phenomena, at the expense of
further attenuation of transient speech components (e.g., speech onsets) [22].
By using the proposed approach with high cost for false speech detection,
the musical noise can be reduced without increasing the value of α, which
enables rapid changes in the a priori SNR estimate. The lower bound for the
a priori SNR is related to the spectral gain floor Gf since both imply a lower
bound on the spectral gain. The latter parameter is used to evaluate both the
optimal detector and estimator while taking into account the desired residual
noise level.

The decision-directed estimator is widely used, but is not suitable for tran-
sient noise environments, since a high-energy noise burst may yield an instan-
taneous increase in the a posteriori SNR and a corresponding increase in ξ̂�k

as can be seen from (5.46). The spectral gain would then be higher than the
desired value, and the transient noise component would not be sufficiently
attenuated. Let λ̂s

d�k
denote the estimated spectral variance of the stationary

noise component and let λ̂t
d�k

denote the estimated spectral variance of the
transient noise component. The former may be practically estimated by us-
ing the improved minima-controlled recursive averaging (IMCRA) algorithm
[4, 28] or by using the minimum-statistics approach [29], while λt

d�k
may be

evaluated based on a training signals as assumed in [27]. The total variance
of the noise component is λ̂d�k

= λ̂s
d�k

+ λ̂t
d�k

. Note that λt
d�k

= 0 in time-
frequency bins where the transient noise source is inactive. Since the a priori
SNR is highly dependent on the noise variance, we first estimate the speech
spectral variance by

λ̂x�k
= max

{
α G2

H1

(
ξ̂�−1,k, γ�−1,k

)
|Y�−1,k|2 (1 − α)

(
|Y�k|2 − λ̂d�k

)
, λmin

}
,

(5.47)
where λmin = ξmin λ̂s

d�k
. Then, the a priori SNR is evaluated by ξ̂�k =

λ̂x�k
/λ̂d�k

. In a stationary noise environment this estimator reduces to the
decision-directed estimator (5.46), with GH1 substituting G. However, under
the presence of a transient noise component, this method yields a lower a
priori SNR estimate, which enables higher attenuation of the high-energy
transient noise component. Furthermore, to allow further reduction of the
transient noise component to the level of the residual stationary noise, the
gain floor is modified by G̃f = Gf λ̂s

d�k
/λ̂d�k

as proposed in [30].
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The different behaviors under transient noise conditions of this modified
decision-directed a priori SNR estimator and the decision-directed estimator
as proposed in [4] are illustrated in Figs 5.5 and 5.6. Figure 5.5 shows the sig-
nals in the time domain: the analyzed signal contains a sinusoidal wave which
is active in only two specific segments. The noisy signal contains both ad-
ditive white Gaussian noise with 5 dB SNR and high-energy transient noise
components. The signal enhanced by using the decision-directed estimator
and the STSA suppression rule is shown in Fig. 5.5(c). The signal enhanced
by using the modified a priori SNR estimator and the STSA suppression rule
is shown in Fig. 5.5(d), and the result obtained by using the proposed mod-
ified a priori SNR estimation with the detection and estimation approach
is shown in Fig. 5.5(d) (using the same parameters as in the previous sec-
tion). Both the decision-directed estimator and the modified a priori SNR
estimator are applied with α = 0.98 and ξmin = −20 dB. Clearly, in station-
ary noise intervals, and where the SNR is high, similar results are obtained
by both a priori SNR estimators. However, the proposed modified a priori
SNR estimator obtain higher attenuation of the transient noise, whether it
is incorporated with the STSA or the simultaneous detection and estimation
approach. Figure 5.6 shows the amplitudes of the STFT coefficients of the
noisy and enhanced signals at the frequency band which contains the desired
sinusoidal component. Accordingly, the modified a priori SNR estimator en-
ables a greater reduction of the background noise, particularly transient noise
components. Moreover, it can be seen that using the simultaneous detection
and estimation yields better attenuation of both the stationary and back-
ground noise compared to the STSA estimator, even while using the same a
priori SNR estimator.

5.6 Experimental Results

For the experimental study, speech signals from the TIMIT database [31]
were sampled at 16 kHz and degraded by additive noise. The noisy signals are
transformed into the STFT domain using half-overlapping Hamming windows
of 32 msec length, and the background-noise spectrum is estimated by using
the IMCRA algorithm (for all the considered enhancement algorithms) [28, 4].
The performance evaluation includes objective quality measures, a subjective
study of spectrograms and informal listening tests. The first quality measure
is the segmental SNR defined by [32]

SegSNR =
1

|L|
∑
�∈L

T
{

10 log10

∑K−1
n=0 x2 (n + �K/2)∑K−1

n=0 [x (n + �K/2) − x̂ (n + �K/2)]2

}
,

(5.48)
where L represents the set of frames which contain speech, |L| denotes the
number of elements in L, K = 512 is the number of samples per frame and
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Fig. 5.5 Signals in the time domain. (a) Clean sinusoidal signal; (b) noisy signal with both
stationary and transient components; (c) enhanced signal obtained by using the STSA and
the decision-directed estimators; (d) enhanced signal obtained by using the STSA and the
modified a priori SNR estimators; (e) enhanced signal obtained by using the detection and
estimation approach and the modified a priori SNR estimator.

Fig. 5.6 Amplitudes of the STFT coefficients along time-trajectory corresponding to the
frequency of the sinusoidal signal: noisy signal (light solid line), STSA with decision-
directed estimation (dotted line), STSA with the modified a priori SNR estimator (dashed-
dotted line) and simultaneous detection and estimation with the modified a priori SNR
estimator (dark solid line).
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Table 5.1 Segmental SNR and log spectral distortion obtained by using either the si-
multaneous detection and estimation approach or the STSA estimator in stationary noise
environment.

Input SNR Input Signal Detection & Estimation STSA (α = 0.98) STSA (α = 0.92)
dB SegSNR LSD SegSNR LSD SegSNR LSD SegSNR LSD

−5 −6.801 20.897 1.255 7.462 0.085 9.556 −0.684 10.875
0 −3.797 16.405 4.136 5.242 3.169 6.386 2.692 7.391
5 0.013 12.130 5.98 3.887 5.266 4.238 5.110 4.747
10 4.380 8.194 6.27 3.143 5.93 3.167 6.014 3.157

the operator T confines the SNR at each frame to a perceptually meaningful
range between −10 dB and 35 dB. The second quality measure is log-spectral
distortion (LSD) which is defined by

LSD =
1
L

L−1∑
�=0


 1

K/2 + 1

K/2∑
k=0

[
10 log10 CX�k − 10 log10 CX̂�k

]2
1
2

, (5.49)

where CX � max
{
|X|2, ε

}
is a spectral power clipped such that the log-

spectrum dynamic range is confined to about 50 dB, that is, ε = 10−50/10 ·
max�,k

{
|X�k|2

}
. The third quality measure (used in Section 5.6-B) is the

perceptual evaluation of speech quality (PESQ) score [33].

5.6.1 Simultaneous Detection and Estimation

The suppression rule results from the proposed simultaneous detection and
estimation approach with the QSA distortion measure is compared to the
STSA estimation [3] for stationary white Gaussian noise with SNRs in the
range [−5, 10] dB. For both algorithms the a priori SNR is estimated by
the decision-directed approach (5.46) with ξmin = −15 dB, and the a priori
speech presence probability is q = 0.8. For the STSA estimator a decision-
directed estimation [4] with α = 0.98 reduces the residual musical noise but
generally implies transient distortion of the speech signal [3, 22]. However,
the inherent detector obtained by the simultaneous detection and estimation
approach may improve the residual noise reduction and therefore a lower
weighting factor α may be used to allow lower speech distortion. Indeed, for
the simultaneous detection and estimation approach α = 0.92 implies bet-
ter results, while for the STSA algorithm, better results are achieved with
α = 0.98. The cost parameters for the simultaneous detection and estimation
should be chosen according to the system specification, i.e., whether the qual-
ity of the speech signal or the amount of noise reduction is of higher impor-
tance. Table 5.1 summarizes the average segmental SNR and LSD for these
two enhancement algorithms, with cost parameters b01 = 10 and b10 = 2,
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Table 5.2 Objective quality measures.

Method SegSNR [dB] LSD [dB] PESQ

Noisy speech −2.23 7.69 1.07

OM-LSA −1.31 6.77 0.97
Proposed Alg. 5.41 1.67 2.87

and Gf = −15 dB for the simultaneous detection and estimation algorithm.
The results for the STSA algorithm are presented for α = 0.98 as well as for
α = 0.92 (note that for the STSA estimator Gf = 0 is considered as originally
proposed). It shows that the simultaneous detection and estimation yields im-
proved segmental SNR and LSD, while a greater improvement is achieved for
lower input SNR. Informal subjective listening tests and inspection of spec-
trograms demonstrate improved speech quality with higher attenuation of the
background noise. However, since the weighting factor used for the a priori
SNR estimate is lower, and the gain function is discontinuous, the residual
noise resulting from the simultaneous detection and estimation algorithm is
slightly more musical than that resulting from the STSA algorithm.

5.6.2 Spectral Estimation Under a Transient Noise
Indication

The application of the spectral estimation under an indicator for the tran-
sient noise presented in Section 5.4, with the a priori SNR estimation for
nonstationary environment of Section 5.5, is demonstrated in a computer-
based communication system. The background office noise is slowly-varying
while possible keyboard typing interference may exist. Since the keyboard
signal is available to the computer, a reliable detector for the transient-like
keyboard noise is assumed to be available based on a training phase but still,
erroneous detections are reasonable. The speech signals degraded by a sta-
tionary background noise with 15 dB SNR and a keyboard typing noise such
that the total SNR is 0.8 dB. The transient noise detector is assumed to have
an error probability of 10% and the missed detection and false detection costs
are set to 1.2.

Figure 5.7 demonstrates the spectrograms and waveforms of a signal en-
hanced by using the proposed algorithm, compared to using the OM-LSA
algorithm. It can be seen that using the proposed approach, the transient
noise is significantly attenuated, while the OM-LSA is unable to eliminate
the keyboard transients.

The results of the objective measures are summarized in Table 5.2. It can
be seen that the proposed detection and estimation approach significantly
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Fig. 5.7 Speech spectrograms and waveforms. (a) Clean signal (“Draw any outer line
first”); (b) noisy signal (office noise including keyboard typing noise, SNR=0.8 dB );
(c) speech enhanced by using the OM-LSA estimator; (d) speech enhanced by using the
proposed algorithm.

improves speech quality compared to using the OM-LSA algorithm. Informal
listening tests confirm that the annoying keyboard typing noise is dramati-
cally reduced and the speech quality is significantly improved.

5.7 Conclusions

We have presented a novel formulation of the single-channel speech enhance-
ment problem in the time-frequency domain. The formulation relies on cou-
pled operations of detection and estimation in the STFT domain, and a cost
function that combines both the estimation and detection errors. A detector
for the speech coefficients and a corresponding estimator for their values are
jointly designed to minimize a combined Bayes risk. In addition, cost param-
eters enable to control the trade-off between speech quality, noise reduction
and residual musical noise. The proposed method generalizes the traditional
spectral enhancement approach which considers estimation-only under signal
presence uncertainty. In addition we propose a modified decision-directed a
priori SNR estimator which is adapted to transient noise environment. Ex-
perimental results show greater noise reduction with improved speech quality
when compared with the STSA suppression rules under stationary noise. Fur-
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thermore, it is demonstrated that under transient noise environment, greater
reduction of transient noise components may be achieved by exploiting a
reliable detector for interfering transients.
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