Chapter 10

Extraction of Desired Speech Signals
in Multiple-Speaker Reverberant
Noisy Environments

Shmulik Markovich, Sharon Gannot, and Israel Cohen

Abstract In many practical environments we wish to extract several de-
sired speech signals, which are contaminated by non-stationary and station-
ary interfering signals. The desired signals may also be subject to distor-
tion imposed by the acoustic room impulse response (RIR). In this chapter,
a linearly constrained minimum variance (LCMV) beamformer is designed
for extracting the desired signals from multi-microphone measurements. The
beamformer satisfies two sets of linear constraints. One set is dedicated to
maintaining the desired signals, while the other set is chosen to mitigate both
the stationary and non-stationary interferences. Unlike classical beamform-
ers, which approximate the RIRs as delay-only filters, we take into account
the entire RIR [or its respective acoustic transfer function (ATF)]. We show
that the relative transfer functions (RTFs), which relate the speech sources
and the microphones, and a basis for the interference subspace suffice for
constructing the beamformer. Additionally, in the case of one desired speech
signal, we compare the proposed LCMV beamformer and the minimum vari-
ance distortionless response (MVDR) beamformer. These algorithms differ
in their treatment of the interference sources. A comprehensive experimen-
tal study in both simulated and real environments demonstrates the perfor-
mance of the proposed beamformer. Particularly, it is shown that the LCMV
beamformer outperforms the MVDR beamformer provided that the acoustic
environment is time-invariant.
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10.1 Introduction

Speech enhancement techniques, utilizing microphone arrays, have attracted
the attention of many researchers for the last thirty years, especially in hands-
free communication tasks. Usually, the received speech signals are contami-
nated by interfering sources, such as competing speakers and noise sources,
and also distorted by the reverberating environment. Whereas single micro-
phone algorithms might show satisfactory results in noise reduction, they are
rendered useless in competing speaker mitigation task, as they lack the spatial
information, or the statistical diversity used by multi-microphone algorithms.
Here we address the problem of extracting several desired sources in a re-
verberant environment containing both non-stationary (competing speakers)
and stationary interferences.

Two families of microphone array algorithms can be defined, namely, the
blind source separation (BSS) family and the beamforming family. BSS aims
at separating all the involved sources, by exploiting their statistical indepen-
dence, regardless of their attribution to the desired or interfering sources [1].
On the other hand, the beamforming family of algorithms, concentrate on
enhancing the sum of the desired sources while treating all other signals as
interfering sources.

We will focus on the beamformers family of algorithms. The term beam-
forming refers to the design of a spatio-temporal filter. Broadband arrays
comprise a set of filters, applied to each received microphone signal, followed
by a summation operation. The main objective of the beamformer is to ex-
tract a desired signal, impinging on the array from a specific position, out
of noisy measurements thereof. The simplest structure is the delay-and-sum
beamformer, which first compensates for the relative delay between distinct
microphone signals and then sums the steered signal to form a single out-
put. This beamformer, which is still widely used, can be very effective in
mitigating noncoherent, i.e., spatially white, noise sources, provided that the
number of microphones is relatively high. However, if the noise source is
coherent, the noise reduction (NR) is strongly dependent on the direction
of arrival of the noise signal. Consequently, the performance of the delay-
and-sum beamformer in reverberant environments is often insufficient. Jan
and Flanagan [2] extended the delay-and-sum concept by introducing the
so called filter-and-sum beamformer. This structure, designed for multipath
environments, namely reverberant enclosures, replaces the simpler delay com-
pensator with a matched filter. The array beam-pattern can generally be de-
signed to have a specified response. This can be done by properly setting the
values of the multichannel filters weights. Statistically optimal beamformers
are designed based on the statistical properties of the desired and interference
signals. In general, they aim at enhancing the desired signals, while rejecting
the interfering signals. Several criteria can be applied in the design of the
beamformer, e.g., maximum signal-to-noise-ratio (MSNR), minimum mean-
squared error (MMSE), MVDR, and LCMV. A summary of several design
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criteria can be found in [3, 4]. Cox et al. [5] introduced an improved adaptive
beamformer that maintains a set of linear constraints as well as a quadratic
inequality constraint.

In [6] a multichannel Wiener filter (MWF) technique has been proposed
that produces an MMSE estimate of the desired speech component in one of
the microphone signals, hence simultaneously performing noise reduction and
limiting speech distortion. In addition, the MWF is able to take speech distor-
tion into account in its optimization criterion, resulting in the speech distor-
tion weighted (SDW)-MWF [7]. In an MVDR beamformer [8, 9], the power
of the output signal is minimized under the constraint that signals arriving
from the assumed direction of the desired speech source are processed without
distortion. A widely studied adaptive implementation of this beamformer is
the generalized sidelobe canceler (GSC) [10]. Several researchers (e.g. Er and
Cantoni [11]) have proposed modifications to the MVDR for dealing with
multiple linear constraints, denoted LCMV. Their work was motivated by
the desire to apply further control to the array/beamformer beam-pattern,
beyond that of a steer-direction gain constraint. Hence, the LCMV can be
applied for constructing a beam-pattern satisfying certain constraints for a
set of directions, while minimizing the array response in all other directions.
Breed and Strauss [12] proved that the LCMV extension has also an equiva-
lent GSC structure, which decouples the constraining and the minimization
operations. The GSC structure was reformulated in the frequency domain,
and extended to deal with the more complicated general ATFs case by Affes
and Grenier [13] and later by Gannot et al. [14]. The latter frequency-domain
version, which takes into account the reverberant nature of the enclosure, was
nicknamed the transfer function GSC (TF-GSC).

Several beamforming algorithms based on subspace methods were devel-
oped. Gazor et al. [15] propose to use a beamformer based on the MVDR
criterion and implemented as a GSC to enhance a narrowband signal con-
taminated by additive noise and received by multiple sensors. Under the as-
sumption that the direction-of-arrival (DOA) entirely determines the transfer
function relating the source and the microphones, it is shown that determin-
ing the signal subspace suffices for the construction of the algorithm. An effi-
cient DOA tracking system, based on the projection approximation subspace
tracking deflation (PASTd) algorithm [16] is derived. An extension to the
wide-band case is presented by the same authors [17]. However the demand
for a delay-only impulse response is still not relaxed. Affes and Grenier [13] ap-
ply the PASTd algorithm to enhance speech signal contaminated by spatially
white noise, where arbitrary ATFs relate the speaker and the microphone ar-
ray. The algorithm proves to be efficient in a simplified trading-room scenario,
where the direct to reverberant ratio (DRR) is relatively high and the rever-
beration time relatively low. Doclo and Moonen [18] extend the structure to
deal with the more complicated colored noise case by using the generalized
singular value decomposition (GSVD) of the received data matrix. Warsitz
et al. [19] propose to replace the blocking matrix (BM) in [14]. They use
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a new BM based on the generalized eigenvalue decomposition (GEVD) of
the received microphone data, providing an indirect estimation of the ATFs
relating the desired speaker and the microphones.

Affes et al. [20] extend the structure presented in [15] to deal with the
multi-source case. The constructed multi-source GSC, which enables multi-
ple target tracking, is based on the PASTd algorithm and on constraining
the estimated steering vector to the array manifold. Asano et al. [21] address
the problem of enhancing multiple speech sources in a non-reverberant en-
vironment. The multiple signal classification (MUSIC) method, proposed by
Schmidt [22], is utilized to estimate the number of sources and their respec-
tive steering vectors. The noise components are reduced by manipulating the
generalized eigenvalues of the data matrix. Based on the subspace estimator,
an LCMV beamformer is constructed. The LCMV constraints set consists of
two subsets: one for maintaining the desired sources and the second for miti-
gating the interference sources. Benesty et al. [23] also address beamforming
structures for multiple input signals. In their contribution, derived in the
time-domain, the microphone array is treated as a multiple input multiple
output (MIMO) system. In their experimental study, it is assumed that the
filters relating the sources and the microphones are a priori known, or alter-
natively, that the sources are not active simultaneously. Reuven et al. [24]
deal with the scenario in which one desired source and one competing speech
source coexist in noisy and reverberant environment. The resulting algorithm,
denoted dual source TF-GSC (DTF-GSC) is tailored to the specific problem
of two sources and cannot be easily generalized to the multiple desired and
interference sources.

In this chapter, we present a novel beamforming technique, aiming at
the extraction of multiple desired speech sources, while attenuating several
interfering sources by using an LCMV beamformer (both stationary and non-
stationary) in a reverberant environment. We derive a practical method for
estimating all components of the eigenspace-based beamformer. We first show
that the desired signals’ RTFs (defined as the ratio between ATFs which re-
late the speech sources and the microphones) and a basis of the interference
subspace suffice for the construction of the beamformer. The RTF's of the de-
sired signals are estimated by applying the GEVD procedure to the received
signals’ power spectral density (PSD) matrix and the stationary noise PSD
matrix. A basis spanning the interference subspace is estimated by collecting
eigenvectors, calculated in segments in which the non-stationary signals are
active and the desired signals are inactive. A novel method, based on the
orthogonal triangular decomposition (QRD), of reducing the rank of inter-
ference subspace is derived. This procedure relaxes the common requirement
for non-overlapping activity periods of the interference signals.

The structure of the chapter is as follows. In Section 10.2 the problem of
extracting multiple desired sources contaminated by multiple interference in
a reverberant environment is introduced. In Section 10.3 the multiple con-
strained LCMV beamformer is presented. In Section 10.4 we describe a novel
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method for estimating the interferences’ subspace as well as a GEVD based
method for estimating the RTFs of the desired sources. The entire algorithm
is summarized in Section 10.5. In Section 10.6 we present typical test scenar-
ios, discuss some implementation considerations of the algorithm, and show
experimental results for both a simulated room and a real conference room
scenarios. We address both the problem of extracting multiple desired sources
as well as single desired source. In the later case, we compare the performance
of the novel beamformer with the TF-GSC. We draw some conclusions and
summarize our work in Section 10.7.

10.2 Problem Formulation

Consider the general problem of extracting K desired sources, contaminated
by N stationary interfering sources and N, non-stationary sources. The
signals are received by M sensors arranged in an arbitrary array. Each of the
involved signals undergo filtering by the RIR before being picked up by the
microphones. The reverberation effect can be modeled by a finite impulse
response (FIR) filter operating on the sources. The signal received by the
mth sensor is given by

K N Noys

Zm(n) =Y s (n) % hip, ()4 55 () * By ()Y 87 () = hity, () -vm (1),
i=1 i=1 i=1

(10.1)

where s{(n),...,s%(n), si(n),...,s% (n) and s7*(n),..., s} (n) are the de-

sired sources, the stationary and non-stationary interfering sources in the
room, respectively. We define h¢ (n), kS (n) and h?%%(n) to be the lin-
ear time-invariant (LTI) RIRs relating the desired sources, the interfering
sources, and each sensor m, respectively. v,,(n) is the sensor noise. z,,(n)
is transformed into the short-time Fourier transform (STFT) domain with a
rectangular window of length Nppr, yielding:

K
2 (6 k) = sH( k)R, (6 k) + (10.2)
1
; Nps
85 ()R, (6 F) + ) 87 (6, k)R (6, F) + v (4, F),

1 =1

%

2

i

where ¢ is the frame number and k is the frequency index. The assump-
tion that the window length is much larger then the RIR length ensures the
multiplicative transfer function (MTF) approximation [25] validness.

The received signals in (10.2) can be formulated in a vector notation:
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z(0, k) = HY, k)sY (0, k) + H* (0, k)s* (£, k) + H™ (€, k)s"* (0, k) + v (£, k)

= H(,k)s(l, k) + v(L, k), (10.3)
where
2(0,k) 2 [20(6F) . 26 k)]T
V(6 k) 2 [o(6k) ... o (6 k)]T
hi(0k) 2 [RL(6k) ... kb (L R)]T i=1,.. K
WS4 k) 2 [hs (6 k) . by (k)] =1, N,
(k)2

RE(6 k) (k)] =1, Ny,

HY k) £ [hi(e,k) ... h& (0, k)]
HY(6,k) 2 [hi(6,k) ... hi (4F) ]
H™(0,k) 2 [hp(6k) ... b (4, F)]
H'(0,k) £ [H*(¢, k) H™ (k)]
H(L k) 2 [HY(L k) HS (6, k) H™(6,k)]
sU0,k) 2 [s4(,k) ... sk (k) ]"
(k) 2 [s5(6,k) ... 5%, (6K)]"
S0 k) 2 [P0 k) ... s (6k)]T
(L, k) 2 [(s*(C k)T (s°(6, k)" (s™(¢, k)" ]

Assuming the desired speech signals, the interference and the noise signals
to be uncorrelated, the received signals’ correlation matrix is given by

B..(0, k) = HOC k)AL k) (HA @ R)) + (10.4)
H (0, k) A (0, k) (H (0, k) +H”S(€ k)A™ (6, k) (H™ (6,F)) " + @40 (6, F),
where

)% (0?((13 k’))Q])
) )?1)

A" (0, k) £ diag ([(o75(0,k))* ... (O']T\L/S (E k)?2]) .
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(o) is the conjugate-transpose operation, and diag (e) is a square matrix
with the vector in brackets on its main diagonal. @, (¢, k) is the sensor noise
correlation matrix assumed to be spatially-white, i.e. @, (¢, k) = 03[ MxM
where Ip; s is the identity matrix.

In the special case of a single desired source, i.e. K = 1, the follow-
ing definition applies: H (¢, k) = [h{((,k) H*((,k) H"((,k) ] and s({,k) =

[s4(6,k) (s°(6, k)T (sm(6, k)"

10.3 Proposed Method

In this section the proposed algorithm is derived. In the following subsections
we adopt the LCMV structure and define a set of constraints used for ex-
tracting the desired sources and mitigating the interference sources. Then we
replace the constraints set by an equivalent set which can be more easily esti-
mated. Finally, we relax our constraint for extracting the exact input signals,
as transmitted by the sources, and replace it by the extraction of the desired
speech components at an arbitrarily chosen microphone. The outcome of the
latter, a modified constraints set, will constitute a feasible system. In the case
of single desired source and multiple interference signals, the MVDR strategy
can be adopted instead of the derived LCMV strategy. Hence, in this case,
both beamformers are presented.

10.3.1 The LCMV and MVDR Beamformers

A beamformer is a system realized by processing each of the sensor signals
zm (k, ) by the filters w, (£, k) and summing the outputs. The beamformer
output y(¢, k) is given by

y(l, k) = WT(& k)z(¢, k), (10.5)

where

w(l, k) = [wi(,k), ..., wn (6 k)] (10.6)
The filters are set to satisfy the LCMV criterion with multiple constraints:
w(l, k) = argmin{w! (¢, k)D.. (¢, k)w (L, k)}
subject to CT(0, k)w(£, k) = g(4, k), (10.7)

where

CH, kyw(t, k) = g(l, k) (10.8)

is the constraints set. The well-known solution to (10.7) is given by [3]:
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w(l, k) = (0 K)C(LK) (CT(L KDL K)C(EK) ™ gt k). (10.9)

Projecting (10.9) to the column space of the constraints matrix yields a beam-
former which satisfies the constraint set but not necessarily minimizes the
noise variance at the output. This beamformer is given by [3]

wo(l,k) = C(6, k) (CT(6,K)C(0 k) gl k). (10.10)

It is shown in [26] that in the case of spatially-white sensor noise, i.e.
Dy (0, k) = 021 pr %01, and when the constraint set is accurately known, both
beamformers defined by (10.9) and (10.10) are equivalent.

Two paradigms can be adopted in the design of a beamformer which is
aimed at enhancing a single desired signal contaminated by both noise and
interference. These paradigms differ in their treatment of the interference
(competing speech and/or directional noise), which is manifested by the def-
inition of the constraints set, namely C'(¢, k) and g(¢, k).

The straightforward alternative is to apply a single constraint beamformer,
usually referred to as MVDR beamformer, which was efficiently implemented
by the TF-GSC [14], for the reverberant case. Another alternative suggests
defining constraints for both the desired and the interference sources. Two
recent contributions [24] and [26] adopt this alternative. It is shown in [27]
that in static scenarios, well-designed nulls towards all interfering signals (as
proposed by the LCMV structure) result in an improved undesired signal
cancelation compared with the MVDR structure [14]. Naturally, while con-
sidering time-varying environments this advantage cannot be guaranteed.

10.3.2 The Constraints Set

We start with the straightforward approach, in which the beam-pattern is
constrained to cancel out all interfering sources while maintaining all de-
sired sources (for each frequency bin). Note, that unlike the DTF-GSC ap-
proach [24], the stationary noise sources are treated similarly to the interfer-
ence (non-stationary) sources. We therefore define the following constraints.
For each desired source {s?}X , we apply the constraint

(b, k) Wi k) =1, i=1,... K. (10.11)

For each interfering source, both stationary and non-stationary, {s$}~* and
{sh° };-V:"f, we apply
(h3(6, k) 'w(e k) =0, (10.12)

and
(024, k)) 'w(e, k) = 0. (10.13)
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Define N 2 K + N, + N, the total number of signals in the environment
(including the desired sources, stationary interference signals, and the non-
stationary interference signals). Assuming the column-space of H (¢, k) is lin-
early independent (i.e. the ATFs are independent), it is obvious that for the
solution in (10.10) to exist we require that the number of microphones will
be greater or equal the number of constraints, namely M > N. It is also
understood that whenever the constraints contradict each other, the desired
signal constraints will be preferred.
Summarizing, we have a constraint matrix

Cl,k) = H(4,EK), (10.14)

and a desired response vector

T
gé[l...m...o} _ (10.15)
K N-K

Evaluating the beamformer (10.10) output for the input (10.3) and con-
straints set (10.8) gives:

(e k) = w0, k)z(l, k) =

Zs (k) + gt (HT (6, k) H (6, k)T HY (6, k)v(e, k). (10.16)

The output comprises a sum of two terms: the first is the sum of all the
desired sources and the second is the response of the array to the sensor
noise.

For the single desired sources scenario we get:

y(0,k) = sH(0, k) + g (HY (6 k) H (0, k) T HI (0 k)v(e, k). (10.17)

10.3.3 Equivalent Constraints Set

The matrix C(¢,k) in (10.14) comprises the ATFs relating the sources and
the microphones h¢(¢, k), h$(¢, k) and h?*(¢,k). Hence, the solution given
n (10.10) requires an estimate of the various filters. Obtaining such esti-
mates might be a cumbersome task in practical scenarios, where it is usually
required that the sources are not active simultaneously (see e.g. [23]). We will
show now that the actual ATF's of the interfering sources can be replaced by
the basis vectors spanning the same interference subspace, without sacrificing
the accuracy of the solution.
Let
N; £ N, + N, (10.18)
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be the number of interferences, both stationary and non-stationary, in the en-
vironment. For conciseness we assume that the ATF's of the interfering sources
are linearly independent at each frequency bin, and define F 2 [e; ... ey,]
to be any basis' that spans the column space of the interfering sources
Hi(0, k) = [H*(¢, k) H™({,k)]. Hence, the following identity holds:

H' (0, k) = BE(4,k)O(L, k), (10.19)

where Oy, n, (£, k) is comprised of the projection coefficients of the original

ATFs on the basis vectors. When the ATF's associated with the interference

signals are linearly independent, Oy, « n, (¢, k) is an invertible matrix.
Define

7 (10.20)

~ a | Ikxx Orxn,
oL, k) = [(’)NMK o, k)

:|N><N

where Ixyx is a K x K identity matrix. Multiplication by (6f(¢,k))~*
of both sides of the original constraints set in (10.8), with the definitions
(10.14)-(10.15) and using the equality OT(¢,k))~'g = g, yields an equivalent
constraint set:

Ch, kyw(t, k) =g, (10.21)

where the equivalent constraint matrix is

C(tk) = (01, k)T CT (0, k) = [HUL, k) B(L k)] . (10.22)

10.3.4 Modified Constraints Set

Both the original and equivalent constraints sets in (10.14) and (10.22) re-
spectively, require estimates of the desired sources ATFs H?(/, k). Estimating
these ATFs might be a cumbersome task, due to the large order of the re-
spective RIRs. In the current section we relax our demand for a distortionless
beamformer [as depicted in the definition of g in (10.15)] and replace it by
constraining the output signal to be comprised of the desired speech compo-
nents at an arbitrarily chosen microphone.
Define a modified vector of desired responses:

s k) = | PGP - (hia (k)0 0 T
7 K N-K ’

where microphone #1 was arbitrarily chosen as the reference microphone.
The modified beamformer satisfying the modified response CT (£, k)W (£, k) =

L If this linear independency assumption does not hold, the rank of the basis can be smaller
than N; in several frequency bins. In this contribution we assume the interference subspace
to be full rank.
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g(¢, k) is then given by
Wo(l,k) 2 C(6 k) (CTE R)C (. R) T &4 k). (10.23)

Indeed, using the equivalence between the column subspaces of C'(¢, k) and
H(¢, k), the beamformer output is now given by

y(0, k) =W (€, k)z(0, k) =
K
SR (0 k)sd(e k) + g1 k) (CTE R)C (LK) T T kv k),
- (10.24)

as expected from the modified constraint response.
For the single desired sources scenario the modified constraints set yields
the following output:

y(l k) = h (£, k)s3(0, k) + & (6, k) (CT(, k)C(, k) T CHe kv (L, k).
(10.25)
As mentioned before, estimating the desired signal ATFs is a cumbersome
task. Nevertheless, in Section 10.4 we will show that a practical method for
estimating the RTF can be derived. We will therefore reformulate in the
sequel the constraints set in terms of the RTFs.
It is easily verified that the modified desired response is related to the
original desired response (10.15) by

g(év k) = ﬁT(& k)g,
where
(L, k) = diag ([hfl(é, k) ... hgﬂ(f,k’)]) ,

and

(k) = [l]/(é,k) onNi}

Onyxk InxN;

Now, a beamformer having the modified beam-pattern should satisfy the
modified constraints set:

Cl(L, k)W(t, k) = &(0, k) = T (L, k)g.

Hence,
@=L RN O k)Wl k) =g.

Define
C(l,k) 2 C(6,k)Psi (6,k) = [0, k) E(4,E)], (10.26)

where
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HY0, k) 2 [hd(0,k) ... hi (4, k)], (10.27)
with hd(£ "
hé(0,k) 2 W (10.28)

defined as the RTF with respect to microphone #1.
Finally, the modified beamformer is given by

Wo(l, k) 2 C(L, k) (C, k) O, k) g (10.29)

and its corresponding output is indeed given by

y(l, k) =W (£, k)z(L k) =
K
S sl k)R (0 k) + gt (CT(ER)C (. R) T CHL kv (L k).
- (10.30)

Therefore, the modified beamformer output comprises the sum of the de-
sired sources as measured at the reference microphone (arbitrarily chosen as
microphone #1) and the sensor noise contribution.

For the single desired sources scenario the modified beamformer output is
reduced to

y(0, k) = si(0, k) (0, k) + g" (HT (¢, k) H (L, k)) TYHT(, k) (L k).
(10.31)

10.4 Estimation of the Constraints Matrix

In the previous sections we have shown that knowledge of the RTFs related
to the desired sources and a basis that spans the subspace of the interfering
sources suffice for implementing the beamforming algorithm. This section is
dedicated to the estimation procedure necessary to acquire this knowledge.
We start by making some restrictive assumptions regarding the activity of
the sources. First, we assume that there are time segments for which none of
the non-stationary sources is active. These segments are used for estimating
the stationary noise PSD. Second, we assume that there are time segments
in which all the desired sources are inactive. These segments are used for
estimating the interfering sources subspace (with arbitrary activity pattern).
Third, we assume that for every desired source, there is at least one time
segment when it is the only non-stationary source active. These segments
are used for estimating the RTFs of the desired sources. These assumptions,
although restrictive, can be met in realistic scenarios, for which double talk
only rarely occurs. A possible way to extract the activity information can be a
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video signal acquired in parallel to the sound acquisition. In this contribution
it is however assumed that the number of desired sources and their activity
pattern is available.

In the rest of this section we discuss the subspace estimation proce-
dure. The RTF estimation procedure can be regarded, in this respect, as
a multi-source, colored-noise, extension of the single source subspace estima-
tion method proposed by Affes and Grenier [13]. We further assume that
the various filters are slowly time-varying filters, i.e H (¢, k) ~ H (k). Due to
inevitable estimation errors, the constraints set is not exactly satisfied, re-
sulting in leakage of residual interference signals to the beamformer output,
as well as desired signal distortion. This leakage reflects on the spatially white
sensors noise assumption, and is dealt with in [26].

10.4.1 Interferences Subspace Estimation

Let £ = {1,...,lN,,,, be a set of Ny, frames for which all desired sources
are inactive. For every segment we estimate the subspace spanned by the
active interferences (both stationary and non-stationary). Let &.. (4, k) be
a PSD estimate at the interference-only frame ¢;. Using the EVD we have
b0, k) = El(k)Al(k)E:(k) Interference-only segments consist of both di-
rectional interference and noise components and spatially-white sensor noise.
Hence, the larger eigenvalues can be attributed to the coherent signals while
the lower eigenvalues to the spatially-white signals.

Define two values AEVyy (k) and MEVry. All eigenvectors correspond-
ing to eigenvalues that are more than AEVry below the largest eigenvalue
or not higher than MEVyy above the lowest eigenvalue, are regarded as
sensor noise eigenvectors and are therefore discarded from the interference
signal subspace. Assuming that the number of sensors is larger than the
number of directional sources, the lowest eigenvalue level will correspond to
the sensor noise variance o2. The procedure is demonstrated in Fig. 10.1 for
the 11 microphone test scenario presented in Section 10.6. A segment which
comprises three directional sources (one stationary and two non-stationary
interferences) is analyzed using the EVD by 11 microphone array (i.e. the
dimensions of the multi-sensor correlation matrix is 11 x 11). The eigenvalue
level as a function of the frequency bin is depicted in the figure. The blue
line depicts MEV gy threshold and the dark green frequency-dependent line
depicts the threshold EVry (k). All eigenvalues that do not meet the thresh-
olds, depicted as gray lines in the figure, are discarded from the interference
signal subspace. It can be seen from the figure that in most frequency bins
the algorithm correctly identified the three directional sources. Most of the
erroneous reading are found in the lower frequency band, where the directiv-
ity of the array is low, and in the upper frequency band, where the signals’
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Fig. 10.1 Eigenvalues of an interference-only segment as a function of the frequency
bin (solid thin lines). Eigenvalues that do not meet the thresholds MEVy (thick black
horizontal line) and EVrg (k) (thick black curve) are depicted in grey and discarded from
the interference signal subspace.

power is low. The use of two thresholds is shown to increase the robustness
of the procedure.

We denote the eigenvectors that passed the thresholds as EA’Z(k)7 and their
corresponding eigenvalues as /L(k) This procedure is repeated for each seg-
ment ;; 7 =1,2,..., Ngeqg. These vectors should span the basis of the entire

interference subspace:
H'(t, k) = B, k)04, k)

defined in (10.19). To guarantee that the eigenvectors ¢ = 1,2,..., Ny, that
are common to more than one segment are not counted more than once they
should be collected by the union operator:

E(k) £ i (k). (10.32)

where E(k) is an estimate for the interference subspace basis E (¢, k) assumed
to be time-invariant in the observation period. Unfortunately, due to arbitrary



10 Extraction of Desired Speech Signals 269

activity of sources and estimation errors, eigenvectors that correspond to the
same source can be manifested as a different eigenvector in each segment.
These differences can unnecessarily inflate the number of estimated interfer-
ence sources. Erroneous rank estimation is one of causes to the well-known
desired signal cancellation phenomenon in beamformer structures, since de-
sired signal components may be included in the null subspace. The union
operator can be implemented in many ways. Here we chose to use the QRD.

Consider the following QRD of the subspace spanned by the major eigen-
vectors (weighted in respect to their eigenvalues) obtained by the previous
procedure:

| Ei(h)4

(k) ... En.,, (k)43 (k)| P(k) = Q(R)R(K), (10.33)

L VI

where Q(k) is a unitary matrix, R(k) is an upper triangular matrix with
decreasing diagonal absolute values, P(k) is a permutation matrix and (-)2
is a square root operation performed on each of the diagonal elements.

All vectors in Q(k) that correspond to values on the diagonal of R(k)
that are lower than AUy below their largest value, or less then MUty
above their lowest value are not counted as basis vectors of the directional
interference subspace. The collection of all vectors passing the designated
thresholds, constitutes £ (k), the estimate of the interference subspace basis.
The novel procedure relaxes the widely-used requirement for non-overlapping
activity periods of the distinct interference sources. Moreover, since several
segments are collected, the procedure tends to be more robust than methods
that rely on PSD estimates obtained by only one segment.

10.4.2 Desired Sources RTF Estimation

Consider time frames for which only the stationary sources are active and
estimate the corresponding PSD matrix

B3 (0, k) ~ H* (0, k) A (0, k) (H* (6, %)) + 02 Tasnr (10.34)

Assume that there exists a segment ¢; during which the only active non-
stationary signal is the ¢th desired source ¢+ = 1,2, ..., K. The corresponding
PSD matrix will then satisfy

B (U, k) ~ (0 (L, k))*h{ (6, ) (B (43, k) + B3, (£, F). (10.35)

Now, applying the GEVD to ng; (¢;, k) and the stationary-noise PSD matrix
&5 (L, k) we have:

DL (3, k)Ei (k) = Ni(R)DS (£, F)Fi (K). (10.36)
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The generalized eigenvectors corresponding to the generalized eigenvalues
with values other than 1 span the desired sources subspace. Since we assumed
that only source i is active in segment /¢;, this eigenvector corresponds to
a scaled version of the source ATF. To prove this relation for the single
eigenvector case, let \;(k) correspond the largest eigenvalue at segment /;
and f;(k) its corresponding eigenvector. Substituting &% (¢;, k) as defined
in (10.35) in the left-hand side of (10.36) yields

(08(4s, k) * R (€5, k) (M (L5, k) T£i (k) + D5 (6, R)E (k) = N(R)DL. (£, F)Ei (),

therefore
(o5, k) (€, k) (0 (6, ) Ea(k) = (Na(k) — 1) @5, (£ k)Es(k),
scalar
and finally,
hi (4, k) ) (hgi(&,k))Tfi(k) P2 (L k)i (k)

scalar

Hence, the desired signal ATF h¢(¢;, k) is a scaled and rotated version of the
eigenvector f;(k) (with eigenvalue other than 1). As we are interested in the
RTFs rather than the entire ATFs the scaling ambiguity can be resolved by
the following normalization:

(10.37)

where (-); is the first component of the vector corresponding to the reference
microphone (arbitrarily chosen to be the first microphone). We repeat this
estimation procedure for each desired source ¢ = 1,2, ..., K. The value of K
is a design parameter of the algorithm. An alternative method for estimating
the RTFs based on the non-stationarity of the speech is developed for sin-
gle source scenario in [14], but can be used as well for the general scenario
with multiple desired sources, provided that time frames for each the desired
sources are not simultaneously active exist.

10.5 Algorithm Summary

The entire algorithm is summarized in Alg. 1. The algorithm is implemented
almost entirely in the STF'T domain, using a rectangular analysis window of
length Nppr, and a shorter rectangular synthesis window, resulting in the
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Algorithm 1 Summary of the proposed LCMV beamformer.

1) beamformer with modified constraints set:
y(t, k) £ Wh (L k)a(l, k)
where
o(L,k) £ C (k) (C(LR)IC(E R) ™
k) & Hd(e k) E(e k)]

o [ed]

Hd L, k) are the RTFS in respect to microphone #1.
2) Estlmatlon
a) Estimate the stationary noise PSD using Welch method: &% _ (¢, k)
b) Estimate time-invariant desired sources RTFs H?(k) £ [Ré(k)... fl‘[i((k)]
Using GEVD and normalization:
i) 455’;(&, k)fl(k) =XND5, (L, k)Ei(k) = f,(k)
if) hi (e, k) & 2e(WREE)
) hi(6.k) (B2.(00)F:(R)),
¢) Interferences subspace:
1 1
QRD faftorlzatlon of eigen-spaces [El (k)Af (k) ... Engg (k)AJQ\’Seg (k)]
Where & (¢;, k) = El(k)Al(k)E’j (k) for time segment ;.

Qr 2

overlap & save procedure [28], avoiding any cyclic convolution effects. The
PSD of the stationary interferences and the desired sources are estimated
using the Welch method, with a Hamming window of length D x Nppr
applied to each segment, and (D — 1) X Nppr overlap between segments.
However, since only lower frequency resolution is required, we wrapped each
segment to length Nppr before the application of the discrete Fourier trans-
form operation. The interference subspace is estimated from a Lsey X Nppr
length segment. The overlap between segments is denoted OVRLP. The re-
sulting beamformer estimate is tapered by a Hamming window resulting in
a smooth filter in the coefficient range [—FL;, FL,]. The parameters used
for the simulation are given in Table 10.1. In cases where the sensor noise
is not spatially-white or when the estimation of the constraint matrix is not
accurate, the entire LCMYV procedure (10.9) should be implemented. In these
cases, the presented algorithm will be accompanied by an adaptive noise can-
celer (ANC) branch constituting a GSC structure, as presented in [26].

10.6 Experimental Study

In this section, we evaluate the performance of the proposed subspace beam-
former. In case of one desired source we compare the presented algorithm
with the TF-GSC algorithm [14].
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Table 10.1 Parameters used by the subspace beamformer algorithm.

|Parameter|Description | Value |
General Parameters
fs Sampling frequency 8KHz
Desired signal to sensor noise ratio (determines o2) 41dB
PSD Estimation using Welch Method

Nprr |DFT length 2048

D Frequency decimation factor 6
JF Time offset between segments 2048

Interferences’ subspace Estimation
Lseg Number of DFT segments used for estimating a single

interference subspace 24
OVRLP |The overlap between time segments that are used for

interferences subspace estimation 50%
AEVTy |Eigenvectors corresponding to eigenvalues that are more

than EVrpy lower below the largest eigenvalue 40dB

are discarded from the signal subspace
MEVTh |Eigenvectors corresponding to eigenvalues not higher
than MEV Ty above the sensor noise 5dB
are discarded from the signal subspace
AUrph |vectors of Q(k) corresponding to values of R(k)
that are more than Upy below the largest value 40dB
on the diagonal of R(k)
MUy |vectors of Q(k) corresponding to values of R(k)
not higher than MUy above the lowest value 5dB
on the diagonal of R(k)

Filters Lengths
FL, Causal part of the beamformer filters 1000 taps
FL, Noncausal part of the beamformer filters 1000 taps

10.6.1 The Test Scenario

The proposed algorithm was tested both in simulated and real room environ-
ments in several test scenarios. In test scenario #1 five directional signals,
namely two (male and female) desired speech sources, two (other male and
female) speakers as competing speech signals, and a stationary speech-like
noise drawn from NOISEX-92 [29] database were mixed.

In test scenarios #2-#4 the performance of the multi-constraints algo-
rithm was compared to the TF-GSC algorithm [14] in a simulated room
environment, using one desired speech source, one stationary speech-like
noise drawn from NOISEX-92 [29] database, and various number of com-
peting speakers (ranging from zero to two). For the simulated room sce-
nario the image method [30] was used to generate the RIR. The implemen-
tation is described in [31]. All the signals ¢ = 1,2,..., N were then con-
volved with the corresponding time-invariant RIRs. The microphone signals
zm (€ k); m=1,2,..., M were finally obtained by summing up the contribu-
tions of all directional sources with an additional uncorrelated sensor noise.
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The level of all desired sources is equal. The desired signal to sensor noise
ratio was set to 41dB (this ratio determines 2). The relative power between
the desired sources and all interference sources are depicted in Table 10.2 and
Table 10.3 for scenario #1 and scenarios #2-#4, respectively.

In the real room scenario each of the signals was played by a loudspeaker
located in a reverberant room (each signal was played by a different loud-
speaker) and captured by an array of M microphones. The signals z(¢, k)
were finally constructed by summing up all recorded microphone signals with
a gain related to the desired input signal to interference ratio (SIR).

For evaluating the performance of the proposed algorithm, we applied the
algorithms in two phases. During the first phase, the algorithm was applied
to an input signal, comprised of the sum of the desired speakers, the com-
peting speakers, and the stationary noise (with gains in accordance with the
respective SIR. In this phase, the algorithm performed the various estima-
tions yielding y(¢, k), the actual algorithm output. In the second phase, the
beamformer was not recalculated. Instead, the beamformer obtained in the
first phase was applied to each of the unmixed sources.

Denote by yd(¢,k);i = 1,...,K, the desired signals components at
the beamformer output, y/** (Z k:) t = 1,...,Nps the corresponding non-
stationary interference components, y; (¢, k); i = 1,..., Ny the stationary in-
terference components, and y¥ (¢, k) the sensor noise component at the beam-
former output respectively.

One quality measure used for evaluating the performance of the proposed
algorithm is the improvement in the SIR level. Since, generally, there are
several desired sources and interference sources we will use all pairs of SIR
for quantifying the performance. The SIR of desired signal i relative to the
non-stationary signal j as measured on microphone my is defined as follows:

S Soamer T (s (0, k)R, (6.K))°
>, NDFT b(sna (e k)R, (6, K))

1<i<K,1<j<N,,.

in,ij

Similarly, the input SIR of the desired signal i relative to the stationary signal
VE

S e (40, R) R, (4, )

SIR:, ;:[dB] = 101og,, imo
in,ij N 1 s s 2
Zl kDgT ( ] Z k h]mo Z k))

1<i1 <K, 1<5<Ns.

These quantities are compared with the corresponding beamformer outputs
SIR:
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Nppr—1 d 2
N
SIRnS [dB] _ 10 10g1o 4 k=0 (yz( ) ))

out,ij ~ — - .
DFD i e (y7= (0, k))
1<i<K,1<j<N,,,
Nprr—1 / 4 2
o = Yi (67 k)
SIRGut,i5 [dB] = 101log;, £ ’;VD?J‘Tfl ( . )2
e (g3 )

1<i<K1<j<N,

For evaluating the distortion imposed on the desired sources we also cal-
culated the squared error distortion (SED) and log spectral distance (LSD)
distortion measures relating each desired source component 1 < ¢ < K at
the output, namely y¢(¢, k) and its corresponding component received by mi-
crophone #1, namely s¢(¢, k)h,. Define the SED and the LSD distortion for
each desired source 1 <17 < K:

SED 1, [dB] = (10.38)
DFT — 2
o Soabe T (s3(0, k)R (0,K))
FT— 27
S STalE T (s34, k)R (6, k) — y (£, k)

101logy

LSDout,i = (10.39)
1 1 Nprr—1 )
i7 Z Norr Z [2010g10|5§i(£a k)h% (4, k)| — 2010g10|yid(£7 k)” )
¢ k=0

where L' is the number of speech active frames and {¢ € Speech Active}.
These figures-of-merit are also depicted in the Tables.

10.6.2 Simulated Environment

The RIRs were simulated with a modified version [31] of Allen and Berkley’s
image method [30] with various reverberation levels ranging between 150—
300mSec. The simulated environment was a 4m x 3m x 2.7m room. A nonuni-
form linear array consisting of 11 microphones with inter-microphone dis-
tances ranging from 5¢m to 10em. The microphone array and the various
sources positions are depicted in Fig. 2(a). A typical RIR relating a source
and one of the microphones is depicted in Fig. 2(c). The SIR improvements, as
a function of the reverberation time T, obtained by the LCMV beamformer
for scenario 1 are depicted in Table 10.2. The SED and the LSD distortion
measures are also depicted for each source. Since the desired sources RTF's
are estimated when the competing speech signals are inactive, their relative
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microphone
* interfering speaker
+  stationary noise
desired speaker

(a) Simulated room configuration (b) Real room configuration

03 03

02 02

0.1 0.1

(c) A typical simulated RIR (d) A typical measured RIR

Fig. 10.2 Room configuration and the corresponding typical RIR for simulated and real
scenarios.

power has no influence on the obtained performance, and is therefore kept
fixed during the simulations.

In Table 10.3 the multi-constraints algorithm and the TF-GSC are com-
pared in terms of the objective quality measures, as explained above, for
various number of interference sources. Since the TF-GSC contains an ANC
branch, we compared it to a multi-constraint beamformer that also incorpo-
rates an ANC [27]. It is evident from Table 10.3 that the multi-constraint
beamformer outperforms the TF-GSC algorithm in terms of SIR improve-
ment, as well as distortion level measured by the SED and LSD values. The
lower distortion of the multi-constraint beamformer can be attributed to the
stable nature of the nulls in the beam-pattern as compared with the adaptive
nulls of the TF-GSC structure. The results in the Tables were obtained using
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Table 10.2 Test scenario #1: 11 microphone array, 2 desired speakers, 2 interfering speak-
ers at 6dB SIR, and one stationary noise at 13dB SIR with various reverberation levels. SIR
improvement in dB for the LCMV output and speech distortion measures (SED and LSD
in dB) between the desired source component received by microphone #1 and respective
component at the LCMV output.

Te6o |Source| BF SIR imp. |[SED |LSD
S’ILS Sns SS
1 2 1
150ms| s¢ [12.53[14.79(13.07|11.33|1.12
53 [12.39]14.98|12.93|13.41|1.13
200ms| s{ [10.97[12.91|11.20] 9.51 [1.39
s¢ |12.13|13.07|11.36(10.02|1.81
250ms| s{ [10.86[12.57|11.07] 8.49 [1.56
sg |11.19(12.90|11.40| 8.04 |1.83
300ms| s{ [11.53[11.79|11.21]7.78 [1.86
sg |11.49|11.75|11.17| 7.19 | 1.74

Table 10.3 Test scenario #2-#4: Simulated room environment with reverberation time
Tso = 300mS, 11 microphones, one desired speaker, one stationary noise at 13dB SIR, and
various number of interfering speakers at 6dB SIR. SIR improvement, SED and LSD in dB
relative to microphone #1 as obtained by the TF-GSC [14] and the multi-constraint [26]
beamformers.

TF-GSC Multi-Constraint
Nns SIR imp. SED|LSD SIR imp. SED [LSD
sTe | sy | sy s s5% | sy
— — [15.626.97|2.73| — — |27.77(14.66|1.31

9.54| — [13.77|6.31|2.75(21.01| — |23.95|12.72|1.35
7.86|10.01(10.13|7.06 [2.77(17.58|20.70(17.70|11.75|1.39

N =] O

the second phase of the test procedure. It is shown that for test scenario #1
the multi-constraint beamformer can gain an average value of 12.1dB SIR
improvement for both stationary and non-stationary interferences.

The multi-constraints algorithm and the TF-GSC were also subjectively
compared by informal listening tests and by the assessment of waveforms
and sonograms. The outputs of the TF-GSC [14] the multi-constraint algo-
rithm [26] algorithm for test scenario #3 (namely, one competing speaker) are
depicted in Fig. 3(a) and Fig. 3(b) respectively. It is evident that the multi-
constraint beamformer outperforms the TF-GSC beamformer especially in
terms of the competing speaker cancellation. Speech samples demonstrating
the performance of the proposed algorithm can be downloaded from [32].

10.6.3 Real Environment

In the real room environment we used as the directional signals four speak-
ers drawn from the TIMIT [33] database and the speech-like noise described
above. The performance was evaluated using real medium-size conference
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(a) The TF-GSC [14] output. (b) The LCMV [26] output.

Fig. 10.3 Test scenario #3: Sonograms depicting the difference between TF-GSC and
LCMV.

room equipped with furniture, book shelves, a large meeting table, chairs
and other standard items. The room dimensions are 6.6m x 4m x 2.7m. A
linear nonuniform array consisting of 8 omni-directional microphones (AKG
CK32) was used to pick up the various sources that were played separately
from point loudspeakers (FOSTEX 6301BX). The algorithm’s input was con-
structed by summing up all non-stationary components contributions with a
6dB SIR, the stationary noise with 13dB SIR and additional, spatially white,
computer-generated sensor noise signals. The source-microphone constella-
tion is depicted in Fig. 2(b). The RIR and the respective reverberation time
were estimated using the WinMLS2004 software (a product of Morset Sound
Development). A typical RIR, having Tgo = 250mSec, is depicted in Fig. 2(d).
A total SIR improvement of 15.28d B was obtained for the interfering speakers
and 16.23dB for the stationary noise.

10.7 Conclusions

We have addressed the problem of extracting several desired sources in a
reverberant environment contaminated by both non-stationary (competing
speakers) and stationary interferences. The LCMV beamformer was designed
to satisfy a set of constraints for the desired and interference sources. A novel
and practical method for estimating the interference subspace was presented.
A two phase off-line procedure was applied. First, the test scene (comprising
the desired and interference sources) was analyzed using few seconds of data
for each source. We therefore note, that this version of the algorithm can be
applied for time-invariant scenarios. Recursive estimation methods for time-
varying environments is a topic of ongoing research. Experimental results for
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both simulated and real environments have demonstrated that the proposed
method can be applied for extracting several desired sources from a combi-
nation of multiple sources in a complicated acoustic environment. In the case
of one desired source, two alternative beamforming strategies for interference
cancellation in noisy and reverberant environment were compared. The TF-
GSC, which belongs to the MVDR family, applies a single constraint towards
the desired signal, leaving the interference mitigation adaptive. Alternatively,
the multi-constraint beamformer implicitly applies carefully designed nulls to-
wards all interference signals. It is shown that for the time-invariant scenario
the later design shows a significant advantage over the former beamformer
design. It remains an open question what is the preferred strategy in slowly
time-varying scenarios.
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