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Preface 

 

The Annual Asian Semantic Web Conference is one of the largest regional events in 
Asia with focused topics related to the Semantic Web. With the decade-round 
endeavor of Semantic Web believers, researchers and practitioners, the Semantic Web 
has made remarkable progress recently. It has raised significant attention from US and 
UK governments, as well as the European Commission who are willing to deploy 
Semantic Web technologies to enhance the transparency of eGovernment. The Linked 
Open Data initiative is on its way to convert the current document Web into a data 
Web and to further enabling various data and service mashups. The fast adoption of 
Semantic Web technologies in medical and life sciences has created impressive 
showcases to the world. All these efforts are a crucial step toward enabling the  
take-off and the success of the Semantic Web. 

The First Asian Semantic Web Conference was successfully held in China in 2006. 
With the following editions in Korea in 2007 and Thailand in 2008, it fostered a 
regional forum for connecting researchers and triggering innovations. This year, the 
4th Asian Semantic Web Conference was held in Shanghai, China. We received 63 
submissions from Asia, Europe, and North America, and 25 papers were accepted (the 
acceptance rate is around 40%). Each submission was reviewed by at least three 
members of the Program Committee. The Chairs moderated the discussion of conflict 
reviews or invited external reviewers to reach the final decisions. These submissions 
cover a broad range of topics including, query languages and optimization, rule and 
logics, scalable reasoning, semantic content generation, database and semantics, 
Semantic Web services, eSemantics (e.g., e-Business, e-Science, e-Learning, 
e-Culture, e-Health), social Web and semantics, semantic graph mining, security for 
Semantic Web, ontology modeling, ontology management, to name a few. 

We, on behalf of the conference Program Committee, are grateful to numerous 
individuals for their continuous contribution and support. We are especially thankful 
to Linyun Fu from Shanghai Jiao Tong University and Shanshan Chen from Indiana 
University for their diligent work to facilitate the organization of this conference.  
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Cross-Lingual Ontology Mapping – An Investigation of 
the Impact of Machine Translation 

Bo Fu, Rob Brennan, and Declan O’Sullivan  

Centre for Next Generation Localisation & Knowledge and Data Engineering Group,  
School of Computer Science and Statistics, Trinity College Dublin, Ireland  

{bofu, rob.brennan, declan.osullivan}@cs.tcd.ie 

Abstract. Ontologies are at the heart of knowledge management and make use 
of information that is not only written in English but also in many other natural 
languages. In order to enable knowledge discovery, sharing and reuse of these 
multilingual ontologies, it is necessary to support ontology mapping despite 
natural language barriers. This paper examines the soundness of a generic 
approach that involves machine translation tools and monolingual ontology 
matching techniques in cross-lingual ontology mapping scenarios. In particular, 
experimental results collected from case studies which engage mappings of 
independent ontologies that are labeled in English and Chinese are presented. 
Based on findings derived from these studies, limitations of this generic 
approach are discussed. It is shown with evidence that appropriate translations 
of conceptual labels in ontologies are of crucial importance when applying 
monolingual matching techniques in cross-lingual ontology mapping. Finally, 
to address the identified challenges, a semantic-oriented cross-lingual ontology 
mapping (SOCOM) framework is proposed and discussed.    

Keywords: Cross-lingual Ontology Mapping, Multilingual Ontologies, 
Ontology Rendering. 

1   Introduction 

The evolution of the World Wide Web in recent years has brought innovation in 
technology that encourages information sharing and user collaboration as seen in 
popular applications during the Web 2.0 era. The future of the Web – the Semantic 
Web will “allow for integration of data-oriented applications as well as document-
oriented applications” [1]. In the process of achieving this goal, ontologies have 
become a core technology for representing structured knowledge as well as an 
instrument to enhance the quality of information retrieval [2] [3] and machine 
translation [4]. Benjamins et al [5] identify multilinguality as one of the six challenges 
for the Semantic Web, and propose solutions at the ontology level, annotation level 
and the interface level. At the ontology level, support should be provided for ontology 
engineers to create knowledge representations in diverse native natural languages. At 
the annotation level, tools should be developed to aid the users in the annotation of 
ontologies regardless of the natural languages used in the given ontologies. Finally, at 
the interface level, users should be able to access information in natural languages of 
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their choice. This paper aims to tackle challenges at the annotation level, in particular, 
it investigates issues involved in cross-lingual ontology mapping and aims to provide 
the necessary support for ontology mapping in cross-lingual environments. Cross-
lingual ontology mapping (CLOM) refers to the process of establishing relationships 
among ontological resources from two or more independent ontologies where each 
ontology is labeled in a different natural language. The term multilingual ontologies 
in this paper refers to independent ontologies o and o´ where the labels in o are 
written in a natural language which is different from that of the labels in o´. It must 
not be confused with representing concepts in one ontology using multilingual labels. 
In addition, this paper focuses on multilingual ontologies that have not been 
linguistically enriched, and are specified according to the Resource Description 
Framework (RDF) schema1. Furthermore, this paper presents a first step towards 
achieving CLOM in generic knowledge domains, which can be improved upon to 
accommodate more sophisticated CLOM mapping strategies among ontologies in 
more refined, particular knowledge domains.  

A generic approach is investigated in this paper, CLOM is achieved by first 
translating the labels of a source ontology into the target natural language using freely 
available machine translation (MT) tools, then applying monolingual ontology 
matching techniques to the translated source ontology and the target ontology in order 
to establish matching relationships. In particular, the impact of MT tools is 
investigated and it is shown with evidence that when using the generic approach in 
CLOM, the quality of matching results is dependent upon the quality of ontology 
label translations. Based on this conclusion, a semantic-oriented cross-lingual 
ontology mapping (SOCOM) framework is proposed which is specifically designed to 
map multilingual ontologies and to reduce noise introduced by MT tools. The 
remainder of this paper is organised as follows, section 2 discusses related work. 
Section 3 details the application of the aforementioned generic approach in CLOM 
experiments which involve mappings of ontologies labeled in Chinese and English. 
Findings and conclusions from these experiments are presented and discussed in 
section 4. The proposed SOCOM framework and its current development are 
discussed in section 5.  

2   Related Work 

Considered as light weight ontologies, thesauri often contain large collections of 
associated words. According to the Global WordNet Association2, (at the time of this 
publication) there are over forty WordNet3-like thesauri in the world covering nearly 
50 different natural languages, and counting. Natural languages used include Arabic 
(used in ArabicWordNet4); Bulgarian (used in BulNet5); Chinese (used in HowNet6); 
Dutch, French, German, Italian, Spanish (used in EuroWordNet7); Irish (used in 

                                                           
 1 http://www.w3.org/TR/rdf-schema 
 2 http://www.globalwordnet.org 
 3 http://wordnet.princeton.edu 
 4 http://www.globalwordnet.org/AWN 
 5 http://dcl.bas.bg/BulNet/general_en.html 
 6 http://www.keenage.com 
 7 http://www.illc.uva.nl/EuroWordNet 
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LSG8) and many others. To make use of such enormous knowledge bases, research 
has been conducted in the field of thesaurus merging. This is explored when Carpuat 
et al [6] merged thesauri that were written in English and Chinese into one bilingual 
thesaurus in order to minimize repetitive work while building ontologies containing 
multilingual resources. A language-independent, corpus based approach was 
employed to merge WordNet and HowNet by aligning synsets from the former and 
definitions of the latter. Similar research was conducted in [7] to match Dutch 
thesauri to WordNet by using a bilingual dictionary, and concluded a methodology for 
vocabulary alignment of thesauri written in different natural languages. Automatic 
bilingual thesaurus construction with an English-Japanese dictionary is presented in 
[8], where hierarchies of words can be generated based on related words’ co-
occurrence frequencies. Multilinguality is not only found in thesauri but also evident 
in RDF/OWL ontologies. For instance, the OntoSelect Ontology Library9 reports that 
more than 25% (at the time of this publication) of its indexed 1530 ontologies are 
labeled in natural languages other than English10. To enable knowledge discovery, 
sharing and reuse, ontology matching must be able to operate across natural language 
barriers. Although there is already a well-established field of research in monolingual 
ontology matching tools and techniques [9], as ontology mapping can no longer be 
limited to monolingual environments, tools and techniques must be developed to 
assist mappings in cross-lingual scenarios.   

One approach of facilitating knowledge sharing among diverse natural languages 
builds on the notion of enriching ontologies with linguistic resources. A framework is 
proposed in [10] which aims to support the linguistic enrichment process of 
ontological concepts during ontology development. A tool – OntoLing11 is developed 
as a plug-in for the ontology editor Protégé12 to realise such a process as discussed in 
[11]. Similar research aiming to provide multilingual information to ontologies is 
discussed in [12], where a linguistic information repository is proposed to link 
ontological concepts with lexical resources. Such enrichment of ontologies provide 
knowledge engineers with rich linguistic data and can be used in CLOM, however, in 
order for computer-based applications to make use of these data, standardisation of 
the enrichment is required. As such requirement is currently not included in the OWL 
2 specification13, it would be difficult to make use of the vast number of monolingual 
ontology matching techniques that already exist.   

Similar to linguistically enriching ontologies, translating the natural language 
content in ontologies is another approach to enable knowledge sharing and reuse. The 
translation of the multilingual AGROVOC thesaurus14 is discussed in [13], which 
involves a large amount of manual work and proves to be time and human resource 
consuming. An ontology label translation tool, LabelTranslator is demonstrated in 
[14]. It is designed to provide end-users with ranked translation suggestions for 

                                                           
 8 http://borel.slu.edu/lsg 
 9 http://olp.dfki.de/ontoselect 
 
10

 http://olp.dfki.de/ontoselect;jsessionid=3B72F3160F4D7592EE3A5CCF702AAE00?wicket: 
    bookmarkablePage=:de.dfki.ontoselect.Statistics 
11 http://art.uniroma2.it/software/OntoLing 
12 http://protege.stanford.edu 
13 http://www.w3.org/TR/owl2-profiles 
14 http://aims.fao.org/en/website/AGROVOC-Thesaurus/sub 
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ontology labels. The motivation of its design is to ensure that information represented 
in an ontology using one particular natural language could still achieve the same level 
of knowledge expressivity if translated into another natural language. Users must 
select labels to be translated one at a time, LabelTranslator then returns the selected 
label’s suggested translations in one of the three target natural languages, English, 
Spanish and German. It can be used to provide assistance in the linguistic enrichment 
process of ontologies as discussed in [15]. LabelTranslator is designed to assist the 
human to perform semi-automatic ontology label translations and linguistic 
enrichments, it is not concerned with generations of machine-readable ontologies in 
the target natural language so that matching tools can manipulate. In contrast to 
LabelTranslator, the ontology rendering process presented in this paper differs in its 
input, output and aim. Firstly, the input of our ontology rendering process is 
ontologies and not ontology labels. Secondly, the output of this rendering process is 
machine-readable formally defined ontologies that can be manipulated by computer-
based systems such as monolingual matching tools. Lastly, such an ontology 
rendering design aims to facilitate CLOM, it is designed to assist further machine 
processing whereas the LabelTranslator tool aims to assist humans.  

An example of CLOM scenario is illustrated by the Ontology Alignment  
Evaluation Initiative15 (OAEI) contest in 2008, where a test case requiring the mapping 
of web directories written in English and Japanese was defined16. Among thirteen 
participants, only four took part in this test scenario with results submitted from just 
one contestant. Zhang et al. [16] used a dictionary to translate Japanese words into 
English (it is unclear whether this translation process is manual or automated) before 
carrying out the matching process using RiMOM. The generic approach presented in 
this paper is based on Zhang et al.’s method, instead of using a dictionary, freely 
available MT tools are used. Montiel-Ponsoda & Peters [17] classify three levels to 
localizing multilingual ontologies, at the terminological layer, at the conceptual layer 
and at the pragmatic layer. The translation process presented in the generic CLOM 
approach concerns translations at the terminological layer, i.e., the terms used to 
define classes and properties are translated into the target natural language. Pazienza 
& Stellato propose a linguistically motivated approach to ontology mapping in [18]. 
The approach urges the usage of linguistically enriched expressions when building 
ontologies, and envisions systems that can automatically discover the embedded 
linguistic evidence and establish alignments that support users to generate sound 
ontology mapping relationships. However, as mentioned previously, the multilingual 
linguistically enriched ontologies demanded by this approach are hard to come by 
when such specifications are not currently included in the OWL 2 standardization 
effort. Trojahn et al. propose a multilingual ontology mapping framework in [19], 
which consists of smart agents that are responsible for ontology translation and 
capable of negotiating mapping results. For each ontology label, the translation agent 
looks up a dictionary and returns a collection of results in the target natural language. 
The ontology labels are then represented with a group of the returned translation 
results. Once source and target ontologies are in the same natural language, they are 
passed to the mapping process which consists of three types of mapping agents, 
                                                           
15 http://oaei.ontologymatching.org 
16 http://ri-www.nii.ac.jp/OAEI/2008 
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lexical, semantic and structural. These agents each conclude a set of mapping results 
with an extended value-based argumentation algorithm. Finally, globally accepted 
results are generated as the final set of mappings [20]. Such an approach is based on 
the assumption that correct mapping results are and always will be generated by 
various matching techniques regardless of the algorithms used. However, as stated by 
Shvaiko & Euzenat [21], “despite the many component matching solutions that have 
been developed so far, there is no integrated solution that is a clear success”, 
therefore, looking for globally accepted results may limit the scope of correct 
mapping relationship discovery. In contrast, the proposed SOCOM framework in this 
paper aims to maximize the performance of individual monolingual ontology 
matching algorithms in CLOM by providing them with ontology renditions that 
contain appropriate label translations.  

3   A Generic Approach to Cross-Lingual Ontology Mapping  

A generic approach to achieve CLOM is presented in this section, as shown in  
figure 1. Given two ontologies representing knowledge in different natural languages, 
the ontology rendering process first creates a translated source ontology which is an 
equivalent of the original source ontology, only labeled in the target natural language. 
Then monolingual matching tools are applied to generate matching results between 
the translated source ontology and the target ontology. An integration of the generic 
approach is discussed in section 3.1. To evaluate the soundness of this approach, two 
experiments involving the Semantic Web for Research Communities (SWRC) 
ontology17 and the ISWC ontology18 were designed to examine the impact of MT 
tools in the process of ontology rendering (discussed in section 3.2), also the quality 
of matching results generated using such an approach (discussed in section 3.3).  

 

Fig. 1. A Generic Cross-Lingual Ontology Mapping Approach 

3.1   Integration of the Generic Approach 

The ontology rendering process shown in figure 1 is achieved with a Java application 
– OntLocalizer, which generates machine-readable, formally defined ontologies in the 
target natural language by translating labels of the given ontology’s concepts using  
 

                                                           
17 http://ontoware.org/frs/download.php/298/swrc_v0.3.owl 
18 http://annotation.semanticweb.org/ontologies/iswc.owl 
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Fig. 2. OntLocalizer Component Overview 

 

Fig. 3. An Example of Ontology Translation  

MT tools, assigning them with new namespaces and structuring these resources – now 
labeled in the target natural language – using the Jena Framework19 in the exact same 
way as the original ontology. Figure 2 shows the components of the OntLocalizer  
tool. Labels of ontology resources are extracted first by the Jena Framework, which are 
then passed onto the MT tools to generate translations in the target natural language. 
Given the original ontology’s structure, these translated labels can be structured 
accordingly to create the translated source ontology. The integrated MT tools include 
the GoogleTranslate API20 and the SDL FreeTranslation21 online translator.  

As white spaces are not allowed in the naming of the ontological resources, 
ontology labels often contain phrases that are made up by two or more words. An 
example of such labels can be a class named “AssistantProfessor”, where the white 
space between two words has been removed and capital letters are used to indicate the 
beginning of another word. Another example can be an object property labeled as 
“is_about”, where the white space between two words has been replaced by an 
underscore. As these labels cannot be translated by the integrated MT tools, the 
OntLocalizer tool thus breaks up such labels to sequences of constituent words based 
on the composing pattern, before sending them to the MT tools. In the aforementioned 
examples, “AssistantProfessor” is transformed to “Assistant Professor”, and  
 

                                                           
19 http://jena.sourceforge.net 
20 http://code.google.com/p/google-api-translate-java 
21 http://www.freetranslation.com 
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“is_about” is transformed to “is about”. Now both in their natural language forms, 
phrases “Assistant Professor” and “is about” are passed to the MT tools to generate 
results in the target natural language. Such a procedure is not required when 
translating labels written in languages such as Chinese, Japanese etc., as phrases 
written in these languages naturally do not contain white spaces between words and 
can be processed by the integrated MT tools. Finally, when structuring the translated 
labels, white spaces are removed to create well-formed resource URIs. Translation 
collisions can happen when a translator returns the same result for several resources in 
an ontology. For instance, in the SWRC ontology, using the GoogleTranslate API 
(version 0.4), the class “Conference” and the class “Meeting” are both translated into 
“会议” (meaning “meeting” in Chinese). To differentiate the two, the OntLocalizer 
tool checks whether such a resource already exists in the translated source ontology. 
If so, a number is assigned to the resource label which is under consideration. In the 
aforementioned example, “Conference” becomes “会议” and “Meeting” becomes “会
议0” in the translated ontology. As the integrated MT tools only return one translation 
result for each intake phrase, it is therefore unnecessary to disambiguate the returned 
translations in the experiment. A part of the SWRC ontology and its translation in 
Chinese using the OntLocalizer tool is shown in figure 3. 

Once the source ontology is labeled in the target natural language, monolingual 
ontology matching techniques can be used to generate matching results. Currently, 
this is achieved by the Alignment API22 (version 2.5).  

3.2   Experiment One Design and Integration 

Experiment one is designed to examine the impact of MT tools in the process of 
ontology rendition, specifically, the quality of machine translated resource labels. 
In this experiment, labels in the SWRC ontology are translated from English to 
Chinese through two media, the OntLocalizer tool and a human domain expert – 
being the lead author. Three translated versions of the SWRC ontology are then 
created, the GSWRC ontology when using the GoogleTranslate API, the FSWRC 
ontology when using the FreeTranslation online translator, and the HSWRC 
ontology which is created manually using the Protégé ontology editor. Each 
translated version has the original structure of the SWRC ontology with new 
namespaces assigned to labels in the target natural language. The SWRC ontology 
is mapped to itself to generate a gold standard of the matching results as M(1), 
which consists of pairs of matched ontology resources in English. M(A) which 
contains results of matched resources in Chinese, is then created when the 
HSWRC ontology is mapped to itself. If exactly the same pairs of resources are 
matched in M(A) as those found in M(1), then M(A) can be considered as the gold 
standard in Chinese. The GSWRC ontology and the FSWRC ontology are then 
each mapped to the HSWRC ontology to create the mappings M(B) and M(C), 
both containing matched resources in Chinese. Finally, M(B) and M(C) are 
compared against M(A). This process is shown in figure 4. Eight matching 
algorithms supported by the Alignment API are used in this experiment. 
                                                           
22 http://alignapi.gforge.inria.fr 
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Fig. 4. Experiment One Overview 

The hypothesis of this experimental setup is to verify whether the label translation 
procedure using MT tools would impact on the quality of translated ontologies. If 
M(B) and M(C) show the same set of results as suggested by M(A), it would mean 
that MT tools are able to perform like humans and a generic approach using them in 
CLOM is ideal. If M(B) and M(C) proves to be poorly generated, it would mean that 
the ontology rendition process is flawed. 

3.3   Experiment Two Design and Integration 

The second experiment is designed to further investigate the impact of MT tools in 
CLOM by evaluating the quality of matching results generated using the generic 
approach. An overview of the experimental steps is shown in figure 5. The English 
SWRC ontology and the English ISWC ontology are both translated by OntLocalizer 
to create ontologies labeled in Chinese. The GSWRC ontology and the GISWC 
ontology are created when using the GoogleTranslate API, and the FSWRC ontology 
and the FISWC ontology are generated when using the SDL FreeTranslation online 
translator integrated in OntLocalizer.  

The original SWRC ontology is mapped to the original ISWC ontology to generate 
M(2) as the gold standard which contains matched resources in English. M(B') is 
generated when the GSWRC ontology is mapped to the GISWC ontology, similarly 
M(C') is generated when the FSWRC ontology is mapped to the FISWC ontology. 
Both M(B') and M(C') contain matched resources in Chinese. Again eight matching 

 

 

Fig. 5. Experiment Two Overview 
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algorithms provided by the Alignment API were used in every mapping. To evaluate 
the quality of M(B') and M(C'), they are compared against the gold standard. Since 
M(2) contains matched resources written in English, the labels of these resources are 
translated manually to Chinese by the lead author as M(A'). M(A') is then regarded as 
the gold standard. Evaluations of M(B') and M(C') are finally conducted based on 
comparisons to M(A'). The hypothesis of this experiment is, if M(B') and M(C') 
generated the same sets of matching results as M(A'), it would mean that the generic 
approach is satisfactory to achieve CLOM. If M(B'), M(C') fail to conclude the same 
results as found in the gold standard, it would mean that the generic approach would 
be error-prone when applied to CLOM scenarios.  

Precision, recall, fallout and f-measure scores were calculated in both experiments 
for all the matching algorithms used. Precision measures the correctness of a set of 
results. Recall measures the completeness of the number of correct results. Fallout 
measures the number of incorrect matching results based on the gold standard. 
Finally, f-measure can be considered as a determination for the overall quality of a set 
of results. If the established gold standard has R number of results and a matching 
algorithm finds X number of results, among which N number of them are correct 
according to the gold standard, then precision = N/X; recall = N/R; fallout = (X-N)/X; 
and f-measure = 2/(1/precision + 1/recall). All scores range between 0 and 1, with 1 
being very good and 0 being very poor. An example can be that low fallout score 
accompanied by high precision and recall scores denote superior matching results. 

4   Findings and Conclusions 

Findings and conclusions from the two experiments are presented in this section. The 
results of experiment one is presented and discussed in section 4.1. Section 4.2 shows 
the results from the second experiment. Finally, data analysis is given in section 4.3. 

4.1   Experiment One Findings  

Regardless of the matching algorithms used from the Alignment API, the exact same 
sets of matching results generated in M(1) were found in M(A). Thus, it is with 
confidence that M(A) can be considered as the gold standard in Chinese. Figure 6 
shows an overview of the evaluation results of experiment one. As M(A) equals M(1), 
its precision, recall and f-measure scores are 1.00 and with 0.00 fallout. The results 
generated by the eight matching algorithms from the Alignment API are evaluated 
based on comparisons made to M(A). In M(B) and M(C), a pair of matched resources 
is considered correct when it is found in the gold standard regardless of its confidence 
level. Such an evaluation approach aims to measure the maximum precision, recall 
and f-measure scores that can be achieved in the generated results.  

As figure 6 shows, in experiment one, NameEqAligment and StringDistAlignment 
algorithm had the highest precision score, however, their low recall scores resulted 
just above the average f-measure scores. Structure-based matching algorithms had 
lower recall scores and higher fallout scores comparing to lexicon-based matching 
algorithms. For each set of results evaluated, the precision score is always higher than 
its other scores, which suggests that a considerable number of correct matching results 
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Fig. 6. Experiment One Results 

is found, however, they are always incomplete. On average, regardless of the 
matching algorithms used, f-measure scores are almost always less than 0.50, 
showing that none of the matching algorithms could meet the standard which is set by 
the gold standard. Moreover, M(B)’s average f-measure is 0.4272, whereas M(C)’s 
average f-measure is 0.3992, which suggests that GoogleTranslate API performed 
slightly better than SDL FreeTranslation online translator in this experiment. 
Nevertheless, it must be noted that neither of the MT tools was able to generate a 
translated ontology which, when mapped to itself, could produce a same set of results 
that are determined by the gold standard. This finding suggests that MT tools had a 
negative impact on the quality of ontology rendition output. 

4.2   Experiment Two Findings  

To further validate this finding, the same evaluation approach is used in the second 
experiment, where a pair of matched result is considered correct as long as it is found 
in the gold standard, regardless of its confidence level. A series of gold standards 
were generated for each of the eight matching algorithms in M(2) – written in 
English, and later manually translated as M(A') – written in Chinese. The evaluation 
of the results found in M(B') and M(C') is shown in Figure 7. 

The StringDistAlignment matching algorithm had the highest precision and recall 
scores in this experiment, thus yielding the highest f-measure score in M(B') and 
M(C'). Similar to the results found in experiment one, structure-based matching 
algorithms had lower recall scores comparing to lexicon-based matching algorithms. 
In experiment two, fallout scores for all the matching algorithms are higher than that 
of experiment one’s, which suggests that the matching procedure was further 
complicated by the translated ontologies. Also, f-measure scores indicate that 
structure-based matching algorithms were unable to perform as well as lexicon-based 
matching algorithms. The average f-measure in M(B') was 0.2927 and 0.3054 in 
M(C'), which suggests that the FreeTranslation online translator had a slightly better 
performance than the Google Translate API in this experiment. Nevertheless, from an 
ontology matching point of view, such low f-measure scores would mean that when 
used in CLOM, the generic approach would only yield less than fifty percent of the 
correct matching results. The findings from experiment two show that it is difficult 
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Fig. 7. Experiment Two Results 

for matching algorithms to maintain high-quality performance when labels have been 
translated in isolation using MT tools, and the generic approach in CLOM can only 
yield poor matching results.  

4.3   Result Analysis  

So far, the evaluation results that are shown in the previous sections disregard 
confidence levels. When these confidence levels are taken into account, it is shown 
that there is a drop in the number of matching results generated with absolute 
confidence. Table 1 gives an overview of the percentages of matching results with 
1.00 confidence levels. In both experiments, all pairs of matched resources generated 
by the NameEqAlignment algorithm and the NameAndPropertyAlignment algorithm 
have 1.00 confidence levels. This is not the case for other algorithms however, where 
more than half of the results with absolute confidence was not found. For example, 
every matched pairs of resources by the EditDistNameAlignment algorithm from the 
gold standard in experiment one had 1.00 confidence levels. This was not achieved in 
M(B) or M(C), where the former contained 47.31% of confident results and only 
41.94% for the latter. Averagely, the gold standard in experiment one established a 
96.25% of confident results, whereas only 49.53% were found in M(B) and 49.37% in 
M(C). A similar finding can be concluded for experiment two based on the statistics 
shown in table 1.  

Findings from the experiments suggest that if automated MT tools are to be used in 
CLOM, more specifically, in the ontology rendering process, the quality of translated 
ontologies needs to be improved in order for monolingual matching tools to generate 
high quality matching results. Translation errors introduced by the MT tools in the 
experiments can be categorized into three main categories. Inadequate translation – as 
mentioned earlier in section 3.1, “Conference” and “Meeting” were both translated into 
the same words in Chinese. However, since conference is a specified type of meeting, 
the translated term was not precise enough to capture the intended concept presented  
in the original ontology. This can be improved if given the context of a resource  
label to be translated, i.e. the context of a resource can be indicated by a collection  
of associated property labels, super/sub-class labels. Synonymic translation – where 
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Table 1. Matched Pairs of Results with 1.00 Confidence Levels (%) 

 1 2 3 4 5 6 7 8 Avg. 
M(A) 100.00 77.34 100.00 100.00 100.00 92.68 100.00 100.00 96.25 
M(B) 100.00 33.78 47.83 47.31 100.00 37.25 15.05 15.05 49.53 
M(C) 100.00 35.38 44.32 41.94 100.00 34.62 19.35 19.35 49.37 
M(A') 100.00 30.89 26.56 48.57 100.00 30.36 0.00 10.94 43.42 
M(B') 100.00 16.00 30.86 36.23 100.00 11.63 3.23 3.23 37.65 
M(C') 100.00 18.00 30.59 38.24 100.00 13.95 1.30 4.30 38.30 
1 = NameEqAlignment 2 = SMOANameAlignment 

3 = SubsDistNameAlignment 4 = EditDistNameAlignment

5 = StringDistAlignment 6 = NameAndPropertyAlignment 

7 = ClassStructAlignment 8 = StrucSubsDistAlignment  

the translation result of a label is correct, however it is different with the one that was 
used by the target ontology. This can be accounted by algorithms that take structural 
approaches when establishing matching results, however, it can be very difficult for 
lexicon-based algorithms to associate them. This can be improved if several 
candidates are provided in the translation process, and the selection of these 
candidates gives priority to labels which are used by the target ontology. Incorrect 
translation – where the translation of a term is simply wrong, yielding poor matching 
results. Similar to inadequate translations, this can be improved if the context of an 
ontology resource is known to the translation process.  

To overcome these challenges and maximise the performance of monolingual 
matching tools in CLOM, appropriate translations of ontology labels must be 
achieved. A Semantic-Oriented Cross-lingual Ontology Mapping (SOCOM) 
framework designed to achieve this is proposed and discussed in the next section.  

5   The SOCOM Framework and On-Going Research 

The semantic-oriented cross-lingual ontology mapping (SOCOM) framework is 
presented and discussed in this section. The SOCOM framework illustrates a process 
that is designed specifically to achieve CLOM, it has an extensible architecture that 
aims to accommodate easy integrations of off-the-shelf software components. To 
address challenges identified in the experiments and reduce noise introduced by the 
MT tools, the selection of appropriate translated labels is under the influence of labels 
used in the target ontology. The SOCOM framework divides the mapping task into 
three phases – an ontology rendering phase, an ontology matching phase and a 
matching audit phase. The first phase of the SOCOM framework is concerned with 
the rendition of an ontology labeled in the target natural language, particularly, 
appropriate translations of its labels. The second phase concerns the generation of 
matching results in a monolingual environment. Finally, the third phase of the 
framework aids ontology engineers in the process of establishing accurate and 
confident mapping results. Ontology matching is the identification of candidate 
matches between ontologies, whereas ontology mapping is the establishment of the 
actual correspondence between ontology resources based on candidate matches [22], 
 



 Cross-Lingual Ontology Mapping – An Investigation of the Impact of MT 13 

 

 

Fig. 8. The SOCOM Framework Process Diagram 

this distinction is reflected in the SOCOM framework. Figure 8 shows a process 
diagram of the proposed framework. 

In phase one, the SOCOM framework searches for the most appropriate translation 
results for ontology labels in the target natural language. To achieve this, the selection 
of translation candidates is defined by the context a resource is used in, and 
influenced by the labels that appear in the target ontology. As experimental results 
show that translating ontology labels in isolation leads to poorly translated ontologies 
which then yields low-quality matching results, thus, label translations should be 
conducted within context. As the meaning of a word vary depending on the context it 
is used in, it is therefore important to capture what a word/phrase signifies as 
accurately as possible in the target natural language. For instance, the sentence there 
is a shift in the tone of today’s news broadcasts and the sentence research shows that 
an inevitable side effect of night shifts is weight gain both use the word shift. 
However, in the first sentence, it is used to express a change, whereas in the second 
sentence, it refers to a period of work. In the SOCOM framework, to capture the 
meaning of a word/phrase in the ontology rendering phase, the context is 
characterised by the surrounding ontology concepts. As the purpose of translating the 
source ontology is so that it can be mapped to the target ontology for generations of 
high quality mapping results (i.e. the translation of the source ontology concepts is 
within a specific context), the identification of the most appropriate translation results 
is aided by the labels that appear in the target ontology. Instead of blindly accepting 
translation results that are returned from a MT tool, for each resource label, a group of 
translation results are collected and treated as translation candidates. A translation 
repository containing source labels and their translation candidates can be created 
given a source ontology. On the other hand, a lexicon repository can be constructed 
based on the labels presented in a given target ontology. For each target label, a 
collection of synonyms can be assembled to maximize knowledge representation with 
various words and phrases other than those that originally appeared in the target 
ontology. This can be achieved by querying dictionaries, WordNet, etc., or accessing 
refined lexicon bases for precise knowledge domains with strict vocabularies such as 
medicine. Each of the candidates can then be compared to the phrases in the lexicon 
repository. When matches are found with a target label or a target label’s synonym, 
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the target label is chosen as the most appropriate translation result. In addition, when 
translations are compared to terms in the lexicon repository, similarity measures can 
be calculated using string comparison techniques, which can then assist the ontology 
engineers in the final mapping process.  

In the second phase, as the source ontology is now labeled in the target natural 
language, the SOCOM framework can apply existing monolingual ontology matching 
techniques. It is assumed that prior to CLOM using the SOCOM framework, human 
experts are involved to establish that it is meaningful to map the concerned 
ontologies, i.e. they cover the same/similar domain of interest, they are reliable, 
complete and similar in granularity. 

Lastly, in phase three, the matching audit procedure aids ontology engineers in the 
process of generating the final mapping results. This procedure makes use of the 
semantic similarity measures that have been concluded in phase one, and displays 
these findings to the mapping expert providing background information to assist the 
final mapping. Phase one and two of the SOCOM framework have been integrated, 
phase three of the proposed framework is currently under development. In the near 
future, evaluation results of the SOCOM framework and suitability of matching 
algorithms will become available.    

The SOCOM framework is semantic-oriented for two reasons. Firstly, during the 
ontology rendition phase, the context of an ontological resource is studied in order to 
determine the most appropriate translation result for its label. This context is defined 
by the semantics an ontology resource represents, which can be obtained by studying 
its surrounding concepts, i.e. super/sub-classes and property restrictions. Secondly, 
the mapping process makes uses of the similarity measures established in the 
ontology rendition phase in order to generate mapping results. The similarity 
measures are determined based on the semantics from each pair of ontology 
resources. An experimental version of the SOCOM framework has been integrated 
and is currently being evaluated. 
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Abstract. In this paper, we present an approach providing generalized relations 
for automatic ontology building based on frequent word n-grams. Using pub-
licly available Google n-grams as our data source we can extract relations in 
form of triples and compute generalized and more abstract models. We propose 
an algorithm for building abstractions of the extracted triples using WordNet as 
background knowledge. We also present a novel approach to triple extraction 
using heuristics, which achieves notably better results than deep parsing applied 
on n-grams. This allows us to represent information gathered from the web as a 
set of triples modeling the common and frequent relations expressed in natural 
language. Our results have potential for usage in different settings including 
providing for a knowledge base for reasoning or simply as statistical data useful 
in improving understanding of natural languages. 

1   Introduction 

Solving non-trivial problems using a computer can usually be augmented by including 
background knowledge. When humans try to solve complex problems they use a large 
pool of background knowledge attained during their life. However, computers do not 
have this knowledge nor is it yet available in a computer-friendly format. A possible 
solution is hiring an expert to construct an ontology that we can use when needed. On 
the other hand, increasing amounts of publicly available data (especially with the 
growth of web and conversion of legacy data into digital form) are unlocking new 
possibilities for automatic knowledge acquisition. 

Our motivation is similar to that in [1]. We believe that currently available sources 
of real-world text are large enough and can be used to attain general world knowledge 
represented as triples (possibly connected into an ontology). This can then be used for 
various applications ranging from improvements in automatic text analysis to extend-
ing existing ontologies and reasoning over them (e.g., textual entailment [1]). The  
approach we are proposing in this paper consists of two major components: triple ex-
traction and construction of generalized models of common relations. The advantages 
of the triple extraction approach described in this paper are efficiency (more than 100 
times faster compared to full deep parsing) and quality of extracted triples when ap-
plied on text fragments. The second component is used for constructing models which 
describe a larger set of concrete triple instances with more general terms. This reduces 
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the noise and creates informative triples which can be saved in a widely accepted 
format such as RDF1 and used as additional knowledge in various applications. 

Because our approach works with text fragments we used Google’s n-grams2 data-
set for evaluating performance of triple extraction and model construction. This data-
set is interesting due to its size (it contains a few billion n-grams) and its origin (it was 
computed from Google’s web index). New challenges posed by this dataset required 
the development of new approaches that can deal with highly noisy data and can  
process n-grams instead of complete sentences. 

 
Related Work. There exists a plethora of related work that deals with similar topics. 
However, in all cases their research focuses on a more specific problem, only deals 
with some of challenges presented here or presents possible alternatives. 

Triple extraction can be approached from various angels. The most common and 
intuitive is by using full deep parsing and constructing triples from parse trees or 
similar structures. Such approaches include [2] (which we used in our comparison in 
section 4.2) and [3, 4, 5]. The main problem with using Stanford Parser, Minipar and 
similar tools in our case is that we deal with text fragments and not complete sen-
tences as those tools expect. Moreover, those approaches are too slow and can not be 
used to process large datasets such as Google’s n-grams. Some related work [6, 7] 
uses different sets of handcrafted rules to extract triples. Nevertheless, those rules are 
different from our patterns because they are more specific and work with different 
underlying structures. There are also some other methods which take an entirely dif-
ferent approach to triple extraction, for example [8] (using kernel methods, can only 
extract relations it was trained on), [9] (using statistics about frequently occurring 
nouns near verbs marked by a POS tagger) and [10] (extracting only subject and 
predicate and adding possible objects later). 

In many of the related papers we can find (similar) approaches to normalization. In 
[6, 10] they analyze noun phrases to find head words. In [11] they remove attributes 
(i.e. they keep only head words) and lemmatize words to base forms. We do all that; 
mark head words, treat attributes separately and lemmatize all words. 

We can also find various approaches for generalizing extracted relations. Some of 
them are graph-based [12, 13, 14] while others define generalization more in the form 
of textual entailment [1, 11]. Compared to our work, they are meant for different set-
tings than ours and can not be used in our case. One similarity that does exist is the 
use of WordNet (or some other domain specific ontology) for finding concept abstrac-
tions. Another possible approach, described in [17], tries to find generalizations in a 
way similar to learning selectional restrictions of predicates. 

 
Contributions. The main contributions of this paper are the following: 

− We present a scalable approach that can be used even with very large datasets such 
as Google’s n-grams. 

− Our method for triple extraction is more than 100 times faster than methods which 
use deep parsing. Moreover, the proposed method gives vastly better results when 
used on text fragments. 

                                                           
1 http://www.w3.org/RDF/ 
2 http://www.ldc.upenn.edu/Catalog/CatalogEntry.jsp?catalogId=LDC2006T13 
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− We can construct general models that describe a set of concrete triple instances and 
thus represent common knowledge implicitly contained in text. 

− Evaluation of our results showed that the constructed models are meaningful. We 
can expect them to be useful for automatic ontology construction and as additional 
knowledge for various reasoners. 
 

The paper is structured as follows. We first present our novel approach to triple extrac-
tion from text segments that does not require deep parsing. Next we describe an ap-
proach for constructing models which describe relations represented as triples in a more 
general way. We experimentally compare our approach to triple extraction to a com-
monly used existing approach. We also propose a methodology for evaluating generated 
models and apply it to obtain quality of models constructed from triples. We conclude 
with a discussion of the results, possibilities for their use and ideas for future work. 

2   Triple Extraction 

In this section we will present the proposed approach to triple extraction used in our 
pipeline. Main design goals were scalability and ability to process text fragments. For 
example, this allows us to process large datasets based on n-grams such as Google’s 
n-grams used in our evaluation. 

Text fragments represented as word n-grams differ from sentences in some impor-
tant properties. We have to consider how they were created if we want to adapt exist-
ing approaches for triple extraction to work with them. Text fragments as addressed in 
this paper never contain words from two different sentences. Our (very basic) filter 
removes all text fragments containing punctuation marks before the triple extraction 
step. In this way we ensure alignment of text fragments inside sentence and avoid dif-
ficult (and usually less useful) cases which contain words from several sentences or 
clauses if they are separated with a punctuation mark. Secondly, even short text frag-
ments are enough to cover a lot of possible simple sentences. In the best case scenario 
text fragments will still resemble sentences although maybe cropped at the beginning 
and end. Such text fragments can be viewed as simple sentences consisting of a sub-
ject, predicate and object. This limits useable text fragments to those consisting of at 
least three words. In the experiments presented here, text fragments consist of at most 
five words, therefore we can extract at most one subject-predicate-object triple and 
two attributes. 

The main motivation for developing a new method, instead of using deep parsing, 
was the time complexity of deep parsing and specificities of text fragments in com-
parison to complete sentences. Using deep parsing as a basis for triple extraction even 
on a lot smaller datasets than ours might be unfeasible due to time constraints. We 
wanted a significantly faster approach than the one using deep parsing even if that 
meant possibly lowering the quality of extracted triples. Moreover, approaches based 
on deep parsing usually expect complete sentences. Training sets for parsers such as 
Stanford Parser3 and OpenNLP4 consist of annotated sentences. However, we are 
dealing with text fragments and therefore might get worse results than expected. 

                                                           
3 http://nlp.stanford.edu/ 
4 http://opennlp.sourceforge.net/ 
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Fig. 1. Text fragment matching pattern noun phrase (NP), verb phrase (VP), noun phrase (NP) 

Table 1. Patterns used for triple extraction listed by priority 

Patterns represented as sequences of phrase types 
NP, VP, NP 
NP, VP, PP, NP 
NP, ADVP, VP, NP 
NP, ADVP, VP, PP, NP 
NP, ADJP, VP, NP 
NP, ADJP, VP, PP, NP 
NP, PP, VP, NP 
NP, PP, VP, PP, NP 
NP, VP, ADVP, NP 
NP, VP, PRT, NP 

 
Our idea for an alternative approach to deep parsing is simple. Full deep parsing is 

slow; therefore we try to extract triples using only information provided by POS tags 
and chunking into phrases. This way we can avoid the most time consuming step – 
building a parse tree. Even though we have incomplete information we can still find 
the subject, predicate, object and their attributes. 

We manually constructed patterns for triple extraction based on a sample of text 
fragments with added part of speech tags (POS tags) [15]. We incrementally expanded 
our set of patterns by tagging a set of text fragments with SharpNLP5, manually not-
ing the patterns, removing already covered examples and repeating this a few times. It 
turns out that even a very small sample (less than a hundred text fragments) already 
contains almost all patterns we found. 

Our patterns describe the subsequence of phrases. The simplest pattern is: noun 
phrase (NP), verb phrase (VP), noun phrase (NP). A text fragment matching this pat-
tern is shown in Figure 1. Constructing a triple is trivial: the first NP chunk represents 
the subject, the VP chunk is the predicate and the second NP chunk is the object. All 
patterns are listed in Table 1. A pattern does not have to match the whole text frag-
ment, but it has to occur in it as a subsequence. For example, the pattern NP, VP, NP 
matches the text fragment consisting of NP, NP, VP, NP but not NP, PP, VP, NP. To 
resolve conflicts if multiple matches are possible we assign each pattern a priority.  

After deciding on the subject, predicate and object, we have to choose the main 
word in each part. Because we did not compute the parse tree we rely on the POS 
tags. We decided to select the first word with an appropriate POS tag in each part as a 
main word. For example, word marked with a DT POS tag is certainly not the main 
word. Set of POS tags used for selecting main words was selected based on the de-
scriptions of those tags. 

                                                           
5 http://www.codeplex.com/sharpnlp 
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3   Modeling Triples 

Our method for modeling triples consists of two phases. During the first phase we use 
machine learning to determine concept coverage. This is necessary due to some 
anomalies in our background knowledge. Models can still be constructed even if we 
skip this phase, but their quality might drop. The second phase uses information from 
the first and constructs models describing input triples. 

In the previous chapter we describe an approach to extracting triples from text 
fragments. In order to construct more general models we want to abstract triples and 
find abstractions with the largest set of supporting instances. We used background 
knowledge which provides us with hypernymy relations and therefore enables con-
cept abstraction. Then we extended this to triples and developed a method for finding 
the most interesting abstractions. 

3.1   Background Knowledge 

In order to construct our models we need a way to generalize concepts. One possibil-
ity is to use a hypernym. The desired level of abstraction and number of steps we have 
to traverse in the concept hierarchy depends on the specific goals we want to achieve. 

We are using WordNet6 as our background knowledge. More specifically, we are 
using hypernymy relations in WordNet for generalization of concepts. However, the 
tree representing hypernymy relations in WordNet has different levels of detail in dif-
ferent branches. This is mainly due to the fact that different parts of WordNet were 
constructed by different people. For some topics there were domain experts available, 
for others maybe not. This resulted in different levels of detail in different parts of 
WordNet. This means that the same number of steps taken while generalizing some 
concept might not yield the same amount of generalization if it happens in different 
parts of WordNet. Therefore, we have to find a way to compensate for this and nor-
malize hypernymy tree to the same amount of generalization per one step in all parts 
of the tree. 

Let us suppose that the words in the input text fragments have a nice and intuitive 
distribution. If we assign words as instances to possible concepts in WordNet hy-
pernymy tree we expect that less detailed branches will have higher density of as-
signed instances. To compute the density of instances in different parts of hierarchy 
we use an unsupervised learning method. Every triple is represented as a bag-of-
words. In comparison with using whole text fragments, we use only main words and 
leave out all additional attributes which might add noise. Additionally, we expand 
each bag-of-words with related words. Specifically, we add words which are hy-
pernyms of the words from the triple. We limit ourselves to 1-2 steps of generaliza-
tion using WordNet; alternative solutions are left for future work. This expansion  
increases the overlap between examples and reduces sparsity. In particular, this  
introduces some overlap between examples containing related words. 

For unsupervised learning we used the k-means clustering method due to its sim-
plicity and reasonable speed. The distance measure was cosine similarity, as com-
monly used for measuring similarity on text data. Computed centroids are used for  

                                                           
6 http://wordnet.princeton.edu/ 
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determining coverage of concepts in WordNet. We can assume that the majority of 
cluster mass exists near the centroid and ignore the examples farther off. Next, we can 
map areas of high density from bag-of-words space onto nodes in WordNet hierarchy. 

Instance density information can help us determine the right amount of steps re-
quired when generalizing some concept using WordNet. We believe that in areas of 
lower density we have to make more generalization steps to achieve the same level of 
abstraction in comparison to more densely covered parts of hierarchy. On the other 
hand, when dealing with concepts from more densely covered parts of hierarchy we 
have to be more conservative because those concepts are more widely used and can 
easily cover larger amount of concrete instances. 

An alternative approach to this would be using just the number of instances in a 
node to determine density in that part. However, we hope to achieve some improve-
ment over that by using clustering and thereby being more robust when dealing with 
high level of noise (as is the case in our dataset). 

3.2   Constructing Models 

Some of the findings discussed in Section 3.1 can be used for generalizing words 
where we strive to select still interesting but more abstract concepts. Now we have to 
extend this to work with triples consisting of three main words. Naïve approach that 
tries to generalize all three words independently soon faces too big combinatorial 
complexity if applied to large datasets. 

We can expect high combinatorial complexity due to ambiguity of mapping be-
tween words and synsets in WordNet. Sense disambiguation uses context to select the 
correct synset. However, our context is very limited and probably insufficient for  
acceptable quality of sense disambiguation. While humans can in most cases still 
identify the correct sense even when given only a triple with no or few additional at-
tributes, it still is impossible to do using only computers. We concluded that we  
can not expect to solve this with any simple approach and will have to deal with  
ambiguities. 

The method we are proposing for constructing model can be considered as unsu-
pervised learning. To deal with the large amount of noise present in our data we 
largely rely on redundancy and reliable statistic information due to large amount of 
data. 

We can not consider each part of a triple separately because of the time and space 
constraints; we have to find a more efficient solution. Besides, we have to check the 
majority of possible models with brute-force method because we do not have a good 
guide for choosing generalizations and appropriate models yet. We define word depth 
as the number of steps required to reach the tree root from that word in the WordNet 
hierarchy. We also assume that main word depths in a triple are usually similar be-
cause we believe that examples such as “Anna is drawing abstract entity” are rare. 
Searching for appropriate models is done in multiple passes; each pass at a specific 
triple depth, which is defined as a sum of main word depths. This defines the order  
of exploring of model space. To get a triple with a given triple depth we have to  
generalize main words in this triple to an appropriate word depth using WordNet. 

The inability to disambiguate senses is an unavoidable constraint. Our approach 
uses a trivial solution to this. Every triple is converted to a set of triples where each 
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one represents a possible combination of senses based on words from source triple. 
However, this drastically increases the amount of data we have to process. One possi-
ble solution would be using only the most frequently occurring senses and ignoring 
others. The current approach does not filter senses in any way because we wanted to 
construct a baseline first so we can compare results and measure effects of not using 
all possible word senses. Another possible solution described in [18] would be to use 
some of the additional information contained in extracted relations to disambiguate 
senses as some word senses occur more frequently in some relations than other. 

WordNet contains only lemmatized word forms. That is why our input data re-
quires lemmatization before we can use it. Simple rule based stemmers, such as Porter 
Stemmer, are useful for example when using bag-of-words representation of text in 
text mining [16]. We are using our own lemmatizer to improve the chances of finding 
a matching concept in WordNet for a given word. This lemmatizer is based on ma-
chine learning from correctly annotated examples. Experiments have shown that the 
use of lemmatizer is essential in achieving acceptable level of matching between 
words in triples and WordNet concepts. 

We remove triples that contain stop-words. This applies only to main words and 
not additional attributes as we use only main words for constructing models. Also, we 
did not include some common stop-words in our list. For example, words such as 
“he” or “is” can be considered as stop-words but we keep them because they are 
building blocks for many informative triples. Still, we have to remove at least some 
very frequent words, otherwise we get a lot of useless abstractions such as “it is this” 
as the models with the highest support. 

The algorithm given below describes the whole process of model construction we 
discussed in this section. The BuildModels() function iteratively explores possible 
candidates for models and keeps only the most promising ones. The AbstractTriple(), 
which is called from BuildModels(), is responsible for generalizing triples to a desired 
triple depth. 

 
function AbstractTriple(wordSenses[3], desiredDepth[3]) 
//generalize all three parts of a given triple 
newTriple[3] = new() 
for i=0..2 
  sense = wordSenses[i] 
  depth = desiredDepth[i] 
  //look up density information 
  //for concepts in WordNet 
  //that we previously computed 
  density = GetDensity(sense) 
  //set the max number of steps we can make 
  if density < DENSITY_TRESH 
    maxSteps = LOW_DENSITY_MAXSTEPS; 
  else 
    maxSteps = HIGH_DENSITY_MAXSTEPS; 
  //check the constraints 
  currentDepth = WordNet.getDepth(sense) 
  if |depth - currentDepth| <= maxSteps 
    newTriple[i] = WordNet.getHyper(sense, depth) 
return newTriple 
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function BuildModels() 
//we process data in multiple passes 
//depending on triple depth 
for depthSum=MIN_DEPTH..MAX_DEPTH 
  foreach (xd, yd, zd) where xd+yd+zd == depthSum 
    //process all triples 
    foreach triple in allTriples 
      //consider all possible senses 
      foreach si in WordNet.getSenses(triple[0]) 
        foreach sj in WordNet.getSenses(triple[1]) 
          foreach sk in WordNet.getSenses(triple[2]) 
            //generalize triple 
            model = AbstractTriple({si, sj, sk}, {xd, yd, zd}) 
            //and add it to candidate list 
            mHash[model] += triple; 
  //keep only the best model candidates 
  ApplyTreshold(mHash, MIN_SUPPORT) 

 
The largest part of time complexity is due to inclusion of all possible senses be-

cause we can not disambiguate word senses with so limited context. Space require-
ments of this algorithm depend mostly on hash table which is storing all current 
model candidates. The possibilities of parallelization are limited because we have to 
synchronize or distribute hash tables storing model candidates. To reduce the number 
of model candidates we set a threshold on the lowest acceptable number of supporting 
instances. The selection of this value depends on the target application in which we 
will use our models. 

In this section we described an algorithm for constructing a set of triples that mod-
els concrete input instances. The final output is relations represented as subject, predi-
cate and object which can be used for example as background knowledge in different 
applications. 

4   Evaluation 

4.1   Dataset 

Evaluation of our approach was done on Google’s n-grams dataset. This dataset con-
tains word n-grams of lengths 1 to 5 and their frequency counts. It was computed 
from their web search engine’s index and was published on 6 DVDs (about 26 GB of 
compressed textual data). The dataset includes only n-grams from the English index 
(but we can still find a few n-grams from other languages due to impreciseness of the 
methods used for language detection). They captured data in January 2006. 

Text fragments represented as word n-grams were computed from more than 1 tril-
lion words of source text containing more than 95 billion sentences. The dataset in-
cludes more than 1 billion unique 5-grams. Still, only n-grams with frequency count 
over 40 are included. All words that occur less than 200 times are mapped to the spe-
cial token <UNK>. We believe that this dataset is sufficiently large to contain enough 
redundancy and useful information so we can build meaningful models on top of it. 

Before we extracted triples from those text fragments we applied some filtering. 
Because the published dataset was not processed in any way (except thresholding fre-
quency counts) it still contained a lot of random junk. We decided to filter away all 
text fragments containing border between two sentences, non alphanumeric characters 



24 R. Sipoš et al. 

and other similar things that are probably useless and would only complicate triple ex-
traction. Our filter was very simple and rule based. For example, about 1/3 of 5-grams 
remained (8.79 GB of uncompressed binary data) after the filtering step. If later on we 
found that we filtered away some useful text fragments, we could still add additional 
rules to filter and keep those text fragments for further processing. 

4.2   Triple Extraction Comparison 

In this subsection we will present a comparison of triple extraction from text frag-
ments using deep parsing with our approach presented in section 2. The main advan-
tage of our method is efficiency. Processing 393,507,635 text fragments (5-grams) 
took about 1.2 million seconds (14 days of cumulative CPU time on 2.2 GHz Opteron 
875) and created 63,814,809 triples. The time required for a single triple is about 
3 ms. Our approach is almost 100 times faster if compared to deep parsing, which 
needs almost a second for one sentence (0.3 s per sentence according to results in [2] 
and our own tests). For example, if we used deep parsing we would need one year of 
CPU time on a 4-core processor and less than a week with our approach. 

The second big advantage of our approach is that it was designed to work with text 
fragments. Tools for constructing parse trees used complete sentences as their training 
set and perform subpar when used with text fragments. A possible solution would be 
to artificially create text fragments from a training corpus and use it for training a new 
parser. Text fragments can always be created from unstructured text (although with 
some loss of information) if we want to use our method instead of some other ap-
proach designed for complete sentences (although doing this would be suboptimal). 
However, it is almost impossible to use methods designed to work with full sentences 
if we have only text fragments as they rely on too many assumptions which do not 
hold when working with text fragments. 

The main disadvantage of our approach is the fact that it was designed for simple 
and short text fragments. If we use it for triple extraction from a complex sentence it 
will perform worse than approaches using deep parsing because we take into account 
only the local structure of sentence. However, some preliminary attempts to remedy 
this showed promising results. With minimal changes to patterns we can achieve 
roughly the same level of quality and recall as by using deep parsing. 

We analyzed a random sample of 100 text fragments (5-grams) and manually re-
viewed the cases in which neither our approach nor approach using deep parsing re-
turns a triple. In 81 cases neither approach successfully extracted a triple. In most of 
them (79) the text fragment was not even remotely similar to a sentence and therefore 
it was impossible to extract a triple from it. Most of those useless text fragments con-
sisted only of nouns (thus we cannot find a predicate) or they started with a verb (and 
were thus missing a subject). Some other reasons were: the text fragment content was 
just noise, the text fragment was a fragment of a question, the main word was cropped 
and only attributes remained etc. 

In the second part of comparison we wanted to evaluate the quality of extracted tri-
ples. We manually reviewed triples extracted from a random sample of text fragments 
(5-grams). The results of this evaluation are given in Table 2. 
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Table 2. Results of comparison between deep parsing and our approach 

Method Triple quality No. of triples  
correct 33 52 % 
useful 4 6 % 
forced 18 29 % 
wrong 8 13 % 

Deep parsing 

total 63  
correct 89 62 % 
useful 33 23 % 
wrong 22 15 % 

Our approach 

total 144  
same 14 40 % 
similar 20 57 % 
different 1 3 % 

Both 

total 35  
 no extracted triple 828  

 
First, we evaluated both approaches separately. We defined quality of extracted tri-

ples as following: 

− correct: The extracted triple correctly describes the content of the text fragment. If 
we had to extract a triple manually we would select the same one. Example:  
“discussion document | is | a sample”. 

− useful: The extracted triple does not correctly describe the content of the text 
fragment. However, it still represents a meaningful relation and remains relatively 
similar in meaning to the original text fragment. Example: “little advice | to help | 
you”. 

− forced: Sometimes the approach using deep parsing extracts a triple from a text 
fragment that contains only nouns. It marks one of the nouns as verb although it is 
obvious to the human that that word represented a noun in the original context.  
Example: “Pictures Random | Thoughts | Rants Recreation”. 

− wrong: The extracted triple is wrong and useless. The source text fragment in 
these cases is usually still similar to a sentence but is otherwise meaningless.  
Example: “order | to understand | these files”. 
 

Next, we reviewed the cases in which both approaches extract a triple and  
compared the returned triples. We defined the following categories: 

− same: Returned triples are identical. 
− similar: Triples differ only in attributes; all three main words are the same. 
− different: Triples differ in one or more main words. 

 

The results we obtained show that our approach is successful. Using it we can extract 
122 triples (correct and useful) while deep parsing returns only 37 triples (correct and 
useful). Furthermore, our approach returns only 15% of wrong triples while the other 
one returns 41% wrong triples. We can see that almost all triples extracted using deep 



26 R. Sipoš et al. 

parsing are included in intersection. Our approach misses and does not extract only 2 
of the triples we get by using deep parsing. The new approach we are proposing for 
triple extraction from text fragments turned out to be better for our purposes as it is 
faster and extracts more and better triples than approach using deep parsing. 

4.3   Models Evaluation 

There is no standardized benchmark yet for what we are presenting in this paper. 
Moreover, it is quite hard to construct synthetic data that simulates real world data 
with high enough accuracy because we do not know all the properties of our data yet. 
We decided to manually evaluate models constructed from a subset of text fragments. 

We are proposing an evaluation method that is based on very specific criteria for 
evaluating results. The main guidelines for selecting criteria were possible future ap-
plications of our results for automatic text analysis, ontology building, extending 
knowledge bases and reasoning. The criteria we used for evaluating the constructed 
models are: 

− Appropriate level of abstraction: 

* All three parts of a triple should be on approximately the same level of  
         abstraction. 

* Abstract concepts are useless (e.g. “entity”). 
* Instance names are too specific. If we wanted concrete instances we could just 

skip generalization and directly use extracted triples. 
* Commonly used concepts are preferred over rare ones. 

− Usefulness of information: 

* Trivial relations with pronouns are useless (e.g. “it is this”). 
* Relation has to be meaningful. 

− Ease of interpretation: 

* We prefer non ambiguous concepts. 
* Metaphors etc. are usually too hard to use. 
 

We have to evaluate results using the previously listed criteria but we should take into 
account all of them simultaneously and not separately. We manually evaluated the 
most promising models with the following marks: 
 

 +1 conforms to most of the criteria 
 0 only about one half of criteria are satisfied 
 -1 most of the criteria are not satisfied 
 

Because we decided to compensate the lack of sense disambiguation by taking into 
account all the possible word senses we wanted to evaluate in what amount do the 
constructed models include the correct sense. Two human evaluators manually re-
viewed models and decided if they use the correct word sense when we can discover 
it from the context (using our human knowledge). Results obtained during evaluation 
of sample A are presented in Table 3. 
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Table 3. Correctness of selected concepts in models constructed from sample A 

 Number of models 
rater correct partially correct Wrong 

I 31 28 11 
II 35 18 17 

We are presenting results of evaluation of models constructed from sample A in 
the Table 4. We used the criteria described above. Most (9) of the models marked 
with -1 contained the concept “abstract entity” and were therefore considered useless 
(but we could easily avoid that by simple filtering or limiting ourselves to models 
with higher triple depth). 

Table 4. Quality of models constructed from sample A 

 Number of models 
rater good (+1) borderline (0) bad (-1) 

I 44 19 3+9 
II 47 13 6+9 

Table 5. Quality of models constructed from sample B 

 Number of models 
rater good (+1) borderline (0) bad (-1) 

I 11 5 2+3 
II 12 6 2+3 

 
We performed our manual evaluation with two independent raters so we could 

check inter-rater agreement and verify the quality of our instructions for evaluating re-
sults. From the results presented in tables 3, 4 and 5 we can see substantial agreement 
in all choices except the “partially correct” and “wrong” selection of concepts in mod-
els. This disagreement is probably due to the vague definition of “partially correct”. 

To analyze the impact of sample selection on results we evaluated models for three 
more samples. Table 5 gives results of evaluating sample B where we gave negative 
mark three times due to too abstract models (they contained “abstract entity”).  
Samples A' and A'' gave a lot worse results than those we got for samples A and B. 
Almost two thirds of models were marked with -1 mostly because they contained  
concept “abstract entity”. 

Samples A, A' and A'' included 1000 triples. For a bit more than 50% of triples we 
could find matching synsets in WordNet for all three main words. We did not use the 
remaining triples for constructing models because we could not generalize them using 
WordNet. All three samples consist of small sequential groups of triples randomly se-
lected from input file (which is partially sorted). If we chose entirely random triple we 
probably would not get any similar triples (within so small sample) and could not find 
useful generalizations (because they would contain only top level concepts such as 
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“entity”). This does coincide with results (not presented in this paper) that we got 
from entirely random samples. 

Selection of sample B was done in a different way. It contains 5000 triples. We 
randomly chose a few subjects (from the ones described by triples) and then randomly 
chose some triples containing that subject. In this way we assured at least some  
overlap between triples for the same reasons as in samples A, A' and A''. 

We evaluated results only at triple depths of 5, 10, 15 and 20 to shorten time 
needed for manual evaluation. This should not have any significant impact on evalua-
tion results as it turned out that there are a lot of same models at different triple depths 
due to small sizes of samples. Models in samples A and B had about the same quality 
at different triple depths. Similarly, models constructed from samples A' and A'' were 
bad at all triple depths. 

Important bit of information we have to present is how we chose the most promis-
ing models from all the candidates. Even when we use really small sample size we get 
a large amount of candidates in hash table during the run of algorithm. This number is 
about 20,000 to 4,000,000 for sample B and 10,000 to 1,500,000 for smaller samples 
A, A' and A''. Different numbers of candidates are due to different sizes of model 
space at different triple depths. Because candidates include all possible models for all 
possible senses we have to select only the most promising ones at the end. We de-
cided to select the best ones for each triple depth separately because then we can ob-
serve the impact of different triple depth on constructed models. For every model 
candidate we also computed the number of instances that support it and use this num-
ber as a guide when choosing the best models. In evaluation we included 5-10 most 
supported models from selected triple depths. 

From the presented results of evaluation we can conclude that the best models ade-
quately satisfy chosen criteria. Also, we expect even better results when we will con-
struct and evaluate models from all input triples (instead of only small sample). Small 
samples can be biased when randomly chosen from such large dataset depending on 
which triples we include: meaningful or not, with similar meaning or not, containing 
very specific or very general words etc. Additionally, we found out that we should 
add additional weights for some concepts because they have a very large negative im-
pact on quality of results. For example, the word “he” is in a lot of cases represented 
with the concept of Helium although we know that most of the text contains the word 
“he” as a pronoun. 

5   Conclusions and Future Work 

In this paper we presented an approach to constructing generalized models describing 
triples extracted from text fragments. One of the challenges we tackled was the size of 
the dataset we used. Google’s n-grams dataset is one of the largest publicly available 
datasets describing real world text. A lot of work is required to develop and imple-
ment algorithms that are fast enough so we can process such amount of data in a rea-
sonable time. One important property of the dataset we used is that the source data for 
it was taken from the web. Therefore, we can observe some significant differences 
when we compare our extracted triples to manually or semi-automatically constructed 
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triples currently available to the public. One major difference it the level of noise pre-
sent in our dataset and consequently in extracted triples. 

We described an approach for efficient triple extraction from text fragments. Com-
pared to full deep parsing we achieved a major speedup (about 100 times) and better re-
sults. This will allow us to extract triples from other interesting data sources  
(e.g. Wikipedia articles) that are too large to process using deep parsing. We also pre-
sented an approach for constructing generalized models describing similar triples. 
Evaluation showed that constructed models were meaningful and could be used in many 
interesting settings. 

Our approach still has to be more thoroughly tested. We hope that in the near fu-
ture we will be able to test it indirectly by measuring the performance of applications 
using our data. This will allow us to fine-tune the parameters. The current choice of 
parameters was mainly based on the limited knowledge we have about the future  
applications. 

In the future we want to extend our approach to work with wider choice of input 
data. Our design allows for easy extension and modification of various parts. We can 
use a different ontology (currently we use WordNet) for generalizing concepts and 
therefore cover other more specific domains. Moreover, we can add new or change 
existing patterns for triple extraction and by doing so modify our approach to work 
with longer text fragments or even whole sentences. By changing the POS tagger and 
chunker we can extract triples and construct models for other natural languages, too. 
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Abstract. We consider the problem of designing data wrapping ontolo-
gies whose purpose is to describe relational data sources and to provide
a semantically enriched access to the underlying data. Since such ontolo-
gies must be close to the data they wrap, the new terms that they intro-
duce must be “supported” by data from the relational sources; i.e. when
queried, they should return nonempty answers. In order to ensure non-
emptiness, those wrapping ontologies are usually carefully handcrafted
by taking into account the query answering mechanism. In this paper
we address the problem of supporting an ontology engineer in this task.
We provide an algorithm for verifying emptiness of a term in the data
wrapping ontology w.r.t. the data sources. We also show how this al-
gorithm can be used to guide the ontology engineer in fixing potential
terms unsupported by the data. Finally, we present an implemented tool
and an empirical study showing benefits of our approach.

1 Introduction

The use of a conceptual model or an ontology to wrap and describe relational
data sources has been shown to be very effective in several frameworks involving
management and access of data. These include federated databases [1], data
warehousing [2], information integration through mediated schemata [3], and the
Semantic Web [4] (for a survey see [5]). Ontologies provide a conceptual view of
the application domain, which is closer to the user perspective. The automated
reasoning can be leveraged to provide a better user support in exploring and
querying the underlying data sources.

In this paper we focus on the problem of designing ontologies which describe
relational data sources, and whose purpose is to provide a semantically enriched
access to the underlying data. We use the term data wrapping ontologies to
distinguish these ontologies from domain ontologies; whose purpose is to model
a domain.

In order to illustrate the different roles of the two kinds of ontologies let us
consider a scenario in which several independent databases containing data on
a given domain (e.g. showbiz) should be accessed through a single web portal
driven by an ontology. This ontology is tailored to provide a general view over the
domain and enable the users (or software agents) to retrieve information from
the portal. For this reason the “portal ontology” doesn’t necessarily use the same
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vocabulary as the data sources and we consider it a domain ontology. In order
to retrieve data from the sources, the domain ontology should be “connected”
to the data sources. This can be done either by defining mappings from the
relational tables in the data sources to the terms in the ontology (see e.g [6]),
or by creating smaller ontologies wrapping the data sources and aligning those
with the domain ontology.

We believe that the second approach has several advantages over the use of
direct mappings over the data sources. First of all, it enhances the modularity
of the system, since the different components can be designed independently
and then integrated. In fact, the domain ontology can be designed almost inde-
pendently of the details of the data sources; while data wrapping ontologies are
smaller and can be automatically bootstrapped from the data sources (see [7]).
Moreover, there are well established techniques to support the alignment of
ontologies (see [8]).

In order to maximise the benefits of using data wrapping ontologies, these
should be rich enough to ease their integration with the domain ontology and,
at the same time, precisely characterise the data they wrap. Ontologies extracted
automatically from data sources (e.g. by analysing the constraints in the logical
schema) are faithful representations of the data sources; however, they are usu-
ally shallow and with a limited vocabulary. For this reason, they can be used as
bootstrap ontologies, and the task of enriching the extracted ontology is crucial
in order to build a truly effective ontology-based information access system. The
process of enriching an ontology involves at least the introduction of new axioms
and/or new terms. While, from a purely ontological viewpoint, an ontology can
be arbitrarily modified, we need to bear in mind that the ultimate purpose of
the data wrapper is to access the information available from the data sources.
This means that we should be able to use the newly introduced terms in order
to retrieve data from the sources.

It is easy to provide examples where such new terms can be completely use-
less; in the sense that queries over these terms will always return empty answers.
This not necessarily because they are unsatisfiable in the usual model theoretic
meaning, but because there is no underlying data supporting them. Let us con-
sider a simple example depicted in Figure 1, where the bottom part represents
the logical schema, the middle part the data source terms (connected with the
relational sources by means of mappings, depicted with dashed arrows) and the
top part the enriched fragment of the ontology. It is obvious that any query
on Actor would always return empty answer, whatever the data sources may
contain; while the concept represented by the same term would be satisfiable.
The situation would be different if Actor was also restricted to elements whose
range w.r.t. person_role was bound to ActingRole1. In this case, there could be
instances of the database for which the same query on Actor would return a non
empty answer.

1 In Description Logics terminology this corresponds to an inclusion assertion of the
form ∃person_role.ActingRole � Actor.
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Fig. 1. Example of simple data wrapper

In order to ensure that queries over ontologies wrapping data sources provide
sensible answers, these ontologies must be carefully handcrafted by taking into
account the query answering algorithm. To the best of our knowledge, little or
no research has been devoted to the support of the ontology engineer in such a
complex and error prone task. Our research is directed to techniques and tools
to support this modelling process.

The foundation of our technique is the problem of verifying the emptiness of
a given term w.r.t. a set of data source terms (i.e. terms “connected” to data
sources). Given a Description Logic (DL) theory composed by Tbox and Abox
over a given vocabulary (see Section 2.1 for details), we define a subset of the
concepts and roles as data source terms. Given a Tbox, a concept or role term
is empty iff the certain answer of the query defined by the term is empty for all
possible Aboxes whose assertions are restricted to data source terms. The idea
is that data (by means of Abox assertions) can only be associated to data source
terms. Clearly the problem is different from classical (un)satisfiability, because
we impose a restriction on the kind of allowed Abox assertions. Note that the
two problems coincide when all the DL terms are considered as data sources.

In [9] we introduced the above problem and presented some preliminary
results; while the contribution of this paper is a generalisation of the results
presented in [9], by providing algorithms to verify term emptiness for a more
expressive class of ontology languages (see [10]). In particular, a crucial gain in
terms of expressive power of the language adopted in this work is the ability to
express inclusions among roles. In addition, we describe how this algorithm can
be used to support the user in the “repair” of the empty terms (cf. Section 5), and
present a Protégé plug-in implementing it (cf. Section 6.1). Finally, we discuss
an empirical study showing the benefits of our approach (cf. Section 6.2).

2 Formal Framework

In this section we introduce the formal framework for representing the ontology,
queries over the ontology, and show how the actual ontology is linked to relational
data sources.
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2.1 Ontology Language and Queries

The ontology language is based on the DL ELHI [10]. An ELHI basic concept
B has the form A, ∃R, ∃R−, ∃R.A, ∃R−.A, or B1 � B2, where A is an atomic
concept, R is an (atomic) role. A TBox T is a set of inclusion assertions of
the form B1 � B2 or R1 � R2. We consider constants in ELHI to be defined
over the alphabet ΓO of constant symbols for objects. An ABox A is a set of
membership assertions of the form A(a) or R(a, b) with a and b constants in ΓO.
An ELHI ontology K is a pair 〈T ,A〉, with T a TBox and A an ABox.

We assume the “standard” Description Logics semantics, as defined e.g. in [11],
with the unique name assumption; i.e., different constants in ΓO are interpreted as
different objects in the interpretation domain. The ELHI DL is expressive enough
to represent the commonly used data modelling constructs.

Example 1. Consider the ER diagram in Figure 1. The constraints expressed in
the diagram can be represented in ELHI ontology using the following assertions:

(1) ∃person_role � Person (4) ActingRole � Role
(2) ∃person_role− � Role (5) Actor � Person
(3) Role � ∃person_role−.Person

Assertions (1) and (2) correspond to the role typing of relationship person_role,
stating, respectively, that the first component of person_role is of type Person,
while the second, i.e., its inverse, is of type Role. Assertion (3) instead states
mandatory participation for Role to relationship person_role, at the same time
restricting the domain of person_role to the elements of Person. (4) and (5)
express is-a relations among the respective terms.

To formulate queries over the ELHI ontology K we use conjunctive queries
(CQs) [12] that are of the form q(x) ← body(x, y), where body(x, y) is a con-
junction of atoms involving concept and role names in K. Given a CQ q and
an ELHI ontology K, the answer to q over K is the set of tuples qI of con-
stants that substituted to x make the formula ∃y.body(x, y) true in I, for I an
interpretation that is a model for K.

2.2 Wrapping Relational Sources

The purpose of data wrapping ontologies is to access data from relational sources.
To this end, some of the concepts and roles are mapped to data stored in a
database and described by a relational schema. We consider a fixed denumerable
alphabet ΓV of value constants and we consider databases over ΓV . A relational
schema R consists of relation symbols, and a database instance (or simply a
database) D over R is a set of relations with constants from ΓV as atomic values.

We adopt an ontology to relational data mapping scheme in the spirit of
the framework presented in [6] for linking data to ontologies. We introduce a
new alphabet Λ of function symbols in ELHI, where each function symbol has
an associated arity. Then, we define the set τ(ΓV , Λ) of all function terms of
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the form f(v1, . . . vn) such that f ∈ Λ with arity n > 0, and v1, . . . vn ∈ ΓV .
We require that the set ΓO used to denote objects in ELHI coincides with
τ(ΓV , Λ). Then, we define an ELHI data wrapping ontology with mappings as
a triple Km = 〈T ,M,D〉, where T is an ELHI TBox, D is a database over the
relational schema R, and M is a set of mapping assertions of the form φ� ψ,
with ψ an arbitrary (SQL) query over D, φ an atom of the form A(f(x)) or
R(f1(x1), f2(x2))), A and R, respectively, an atomic concept and role in T , and
f(x) a variable term with f in Λ and x tuple of variables.

Given a source relational schema R, the data wrapping ontology with map-
pings Km = 〈T ,M,D〉 is derived from R in such a way that for each relation
r ∈ R, there are either atomic concepts Adb and A or roles Rdb and R, with
Adb � A (respectively, Rdb � R), such that Adb (Rdb) has an associated map-
ping specifying how to retrieve the data about Adb (Rdb) from the data sources.
By introducing two concepts for a relation, say Adb and A, with a correspond-
ing assertion Adb � A, we “fix” the db subscripted terms as coming from the
data sources, i.e., a syntactic convenience to be used in the emptiness testing
algorithm; however, they both mean the same concept. Hence, in the rest of the
paper, we will refer to such terms as data source terms and denote them by ΣDB.
For details on the semantics of the mappings we refer to [6].

Example 2. For instance, the following mappings are associated to terms Person,
Role and person_role from Figure 12.

Person(pers(id))� SELECT id FROM name
Role(role(id))� SELECT id FROM role_type
person_role(pers(person_id), role(role_id))�

SELECT person_id,role_id FROM cast_info

We next introduce the notion of a virtual ABox, whose assertions are
generated by “compiling” the mapping assertions starting from the data in D.

Definition 1. Given a data wrapping ontology with mappings Km = 〈T ,M,D〉
and a mapping assertion M : φ � ψ in M, a virtual ABox generated by M
from D is the set of assertions of the form A(M,D) = {φ[f(x)/f(v)] | v ∈
ans(ψ,D)}, where φ[f(x)/f(v)] is a ground atom, obtained from φ by substi-
tuting the n-tuple of variable terms f(x) with the n-tuple of constant terms
f(v). Then, the virtual ABox for Km is the set of assertions A(M,D) =
{A(M,D) | M ∈M}.

Observe that by construction, all concept and role names appearing in A(M,D)
are data source terms from ΣDB. Thus, we will consider A(M,D) as an
incomplete database.

It follows, from the semantics of the mappings [6] and the construction
of the virtual ABox, that the models of ELHI data wrapping ontology with

2 For the sake of simplicity, we don’t explicitly display in Figure 1 the corresponding
db terms. As mentioned, all entities and relationships in the middle layer are fixed
to be database terms.
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mappings Km = 〈T ,M,D〉 and those of ELHI ontology with virtual ABox
K = 〈T ,A(M,D)〉 coincide, i.e., we can express the semantics of Km in terms
of ELHI ontology with a virtual Abox. This immediately implies an algo-
rithm to answer queries over an ELHI ontology with mappings: (i) compute
A(M,D), and (ii) apply query answering technique of [13] for ELHI ontology
K = 〈T ,A(M,D)〉. Given this, in the rest of the paper, we will only consider an
ELHI ontology and a virtual ABox as a source (incomplete) database. Notice
however that for the actual emptiness testing algorithm we will not explicitly
build the virtual ABox; nevertheless, we will use this notion for our technical
development described in the next section.

3 Emptiness of Ontology Terms

From now on, we will consider a scenario where an ELHI ontology K derived
form the data sources, i.e., defined over the signature ΣDB, has been enriched
by adding to T new terms and/or assertions.

Given a term η in T of an ontology K, we call a query for η a CQ of the form
q(x) ← η(x) (resp., q(x, y) ← η(x, y)), for η an atomic concept (resp., role) in
T . Our goal is to test whether η is empty w.r.t. the data at the sources, i.e.,
w.r.t. ΣDB. Clearly, such a test should involve the query answering process; thus
we now define the notion of query answering in the presence of an incomplete
database.

Definition 2. Given an ELHI ontology K = 〈T ,A(M,D)〉 and a query q over
K, the certain answers to q w.r.t. K, denoted cert(q,K), are the set of tuples t
such that t ∈ qI for every interpretation I that is a model for K.

Then, we say that a given term is empty, if the certain answers to its corresponding
query are empty for every incomplete database A(M,D).

Definition 3. Let K = 〈T ,A(M,D)〉 be an ELHI ontology and η a term in T
with query q for η. Then, η is empty w.r.t. ΣDB iff cert(q,K) = ∅ for every
database A(M,D).

This defines the problem studied in this paper: given a term η ∈ T with a CQ
q for η, test whether cert(q,K) = ∅ for every A(M,D). Note however that this
does not imply that we will be necessarily computing cert(q,K).

It is well known that the problem of computing answers in the presence of
an incomplete database is often solved via query rewriting under constraints.
Specifically, based on [13], we have that given a query q over an ELHI ontology
K = 〈T ,A(M,D)〉, we can compute another query, a rewriting of q denoted by
rew(q, T ), such that the answers of q over K and the answers of rew(q, T ) over
A(M,D) only coincide, i.e., cert(q,K) = rew(q, T )A(M,D). Thus, we have the
following:

Theorem 1. Let K = 〈T ,A(M,D)〉 be an ELHI ontology and η a term in T
with query q for η. Then, η is empty w.r.t. ΣDB iff rew(q, T )A(M,D) = ∅ for
every database A(M,D).
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4 Testing Emptiness

As follows from the previous section, to test emptiness of a given term we have to
rewrite its corresponding query and check whether the obtained rewriting results
in being empty. Recent work on rewriting conjunctive queries over ELHI ontolo-
gies [13] shows that for a CQ q over K = 〈T ,A(M,D)〉, rew(q, T ) is a Datalog
program. Therefore, according to Theorem 1, our problem now comes down to
testing emptiness of a query predicate q in the rewritten Datalog program.

We first define some notions that will be needed throughout this section.

4.1 Preliminary Notions

A Datalog program Π over an ELHI ontology K consists of (i) a set of rules
of the form head(x) ← body(x, y), where body(x, y) is a conjunction of atoms
involving concept and role names in K; (ii) a special rule that is a CQ with a
query predicate q in the head.

The extensional database (EDB) predicates of a Datalog program Π are those
that do not appear in the head of any rule in Π , all other predicates are called
intentional database (IDB) predicates. Given a (incomplete) database A(M,D),
the evaluation Π(A(M,D)) of Π over an EDB A(M,D), is the evaluation of
the special rule, denoted by qΠ(A(M,D)), taken as a CQ, over the minimum
Herbrand model of Π ∪ A(M,D) [12].

Given a Datalog program Π and an IDB predicate q in Π , the associated
AND-OR tree for q in Π is a set of labelled nodes such that (i) the root of the
tree is a (and-)node labelled by q; (ii) for every and-node labelled by gi, and
for every rule ri of Π having gi in the head, there exists an or-node, child of gi,
labelled by ri; (iii) for every or-node labelled with a rule ri in Π , and for every
atom name gij in the body of ri, there exists an and-node labelled with gij .

An or-branch of an AND-OR tree is a set of and-nodes G that are children of
a unique combination of or-nodes in the tree, i.e., when several sibling or-nodes
are present, only children of one of the or-nodes are contained in G.

4.2 Emptiness Testing Algorithm

The problem of verifying emptiness of Datalog predicates has been addressed by
Vardi [14] in the setting of Datalog optimisation. The author shows that decid-
ing emptiness of IDB predicates in Datalog programs can be done in polynomial
time. The key idea underlying this result is the observation that a Datalog pro-
gram can be viewed as an infinite union of CQs that, in turn, can be described by
means of expansion trees. Importantly, [14] shows that we can get rid of variables
when building expansion trees, obtaining skeletons of expansion trees.

We build our approach on the results of [14], and in particular on the possi-
bility of building finitely labelled trees for IDB predicates. Note that while [14]
presents the problem as decision problem on emptiness of tree automata ([14]
is specifically tailored for the exposition of the use of tree automata), we prefer to
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present direct algorithms (that do not involve tree automata) because working
with skeleton trees, as we will see, is conceptually much simpler.

Given a term η with a CQ q for η in an ELHI ontology K, we devise our
emptiness testing algorithm in four steps: (i) rewrite q using procedure of [13],
obtaining a Datalog program Π , (ii) add to Π auxiliary rules for making IDB
predicates explicit, (iii) for the resulting Datalog program with a query predicate
q, build an AND-OR tree for q, and (iv) visit the obtained tree and mark its
nodes as empty/nonempty corresponding to empty/nonempty predicates, which,
in turn, correspond to empty/nonempty concepts and roles in K. In the following
we will elaborate on steps (ii)-(iv); for details on the rewriting algorithm we refer
to [13].

Adding Auxiliary Rules to Π. Consider a Datalog program Π resulting from
rewriting a CQ for a given term over an ontology K = 〈T ,A(M,D)〉. Then, for
each term η that is not among data source terms in ΣDB and does not appear
in any head of the rules of Π , add to Π an auxiliary rule η(x) ← η(x) (resp.
η(x, y) ← η(x, y)) for η corresponding to an atomic concept (resp. role) in T of
K. We denote the resulting Datalog program by Π∗.

The intuition here is that, since, by construction of the data wrapping ontol-
ogy in Section 2.2, all terms subscripted with db appear only on the left-hand
sides of inclusion assertions, then, by virtue of the rewriting algorithm [13], the
corresponding predicates in Π won’t be saturated and thus are guaranteed to
occur only in the bodies of the rules of Π (i.e., as EDB predicates). However, it
is not the case that the rest of the terms of T (i.e., non database terms) occur
only in the heads of the rules of the rewritten program Π . Therefore, using auxil-
iary rules above, we explicitly make all non data source terms as IDB predicates.
Note that an auxiliary rule η(x) ← η(x) is equivalent to a tautology η(x)∨¬η(x).
Thus, from a logical point of view, we do not change the semantics of the pro-
gram Π . That is, an IDB predicate q is empty in Π iff q is empty in Π∗, with
A(M,D) considered as EDB, i.e., qΠ(A(M,D)) = ∅ iff qΠ∗(A(M,D)) = ∅.

Building Skeleton Tree for q in Π∗. The skeleton tree for a query predicate
q in Π∗, skel(q, Π∗), is an AND-OR tree for q in Π∗ (we assume all rules are
named beforehand), with a condition that an and-node is not expanded (i.e., is
a leaf), if either

– it is labelled with an EDB predicate,
– it has an isomorphic and-node (i.e., a node labelled with the same predicate

symbol) that has already been expanded, or
– it is marked as empty/nonempty i.e., has already been processed before (in

another skeleton tree).

Example 3. Consider the data wrapping ontology in Figure 2(a) and consider
the (part of a) Datalog program with rules r1 to r7 below obtained by rewriting
a CQ q(x) ← TVListing(x), i.e., we want to test emptiness of TVListing. We
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Fig. 2. Data wrapping ontology and skeleton tree for the Datalog program of Example 3

additionally have auxiliary rules r6 and r7 that make acts_in and Actor to be
IDB predicates in the program.

r1 : q(x) ← TVListing(x) r5 : Movie(x) ← Moviedb(x)
r2 : TVListing(x) ← Movie(x) r6 : acts_in(x, y) ← acts_in(x, y)
r3 : Movie(x) ← acts_in(y, x), Actor(y) r7 : Actor(x) ← Actor(x).
r4 : Person(x) ← Actor(x)

The skeleton tree for this Datalog program is shown in Figure 2(b). Note that
the children of r6 and r7, the and-nodes acts_in and Actor are not expanded
anymore, since they have isomorphic nodes that have already been expanded.

Observe that the size of the skeleton tree, as well as the time needed to build
it, is linear in the number of the rules in Π∗, since, by construction of the tree,
each rule in Π∗ is expanded only once. Moreover, it is immediate to see that
an AND-OR skeleton tree obtained in this way represents all the skeletons of
expansion trees as defined in [14]. So, a predicate q is empty, iff all or-branches
of skel(q, Π∗) are empty. We next define emptiness of nodes in skel(q, Π∗).

Visiting Skeleton Tree. Once the tree is built, our algorithm examines it
bottom-up (depth-first) and marks the respective nodes as empty or nonempty.
Specifically, starting from an and-leaf labelled with gij , if gij is an EDB predicate
in Π∗, then it is marked as nonempty. The algorithm then visits next sibling of
gij and checks its emptiness/nonemptiness, so that a parent of gij , an or-node
labelled by a rule ri, is marked as nonempty iff all its children are marked as
nonempty. The algorithm then proceeds to an and-node gi, parent of ri, marking
it as nonempty iff at least one of its children or-nodes are nonempty.

Example 4 (Example 3 continued). We start with acts_in leaf and mark it as
empty (it is not an EDB predicate). This makes also its parent r6 and, in turn,
acts_in empty. To decide for r3, we have to check the or-branch starting with
Actor, which results in being empty. Therefore, r3 is empty. Again, to decide
for Movie, we look at the or-branch on the right-hand side. Moviedb is an EDB
predicate, so it is nonempty. Consequently, we mark r5 and Movie as nonempty,
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which determines non-emptiness for r2 and then TVListing, r1 and finally q.
Indeed, we can construct a CQ q(x) ← Moviedb(x) that guarantees non-emptiness
when evaluated over the actual data.

It is important to note that emptiness of a node is “global”, meaning that if a node
is empty, it will be empty in every skeleton tree it appears in (and the same for
non-emptiness). This is due to the rewriting algorithm [13] which “compiles” in
the Datalog program all the knowledge about a given term. For this reason, as we
have already mentioned, each predicate in a Datalog program is expanded only
once. Finally, notice that the technique proposed in this section is applicable to
ontology languages in the full spectrum of DLs from ELHI to DL-Litecore [15].
This again because of the rewriting technique [13] being able to deal with this
range of languages. The rewriting of a CQ over a DL-Lite KB is a union of
CQs [13], however, a Datalog program can always be viewed as a union of CQs
or a single CQ.

5 Repairing Empty Terms

So far, we have devised a procedure for verifying whether a given term in a
data wrapping ontology is empty w.r.t. the database terms at the sources. We
next present a method for supporting the repair of empty concepts and roles,
consisting of a set of guidelines for ontology engineers.

To suggest a repair for an empty term, we naturally resort to the Datalog
program Π∗ and the skeleton tree generated from Π∗ by our emptiness testing
algorithm. Indeed, the skeleton tree for a term η, by virtue of its construction,
contains as nodes all and only relevant terms for η: those that contribute or
could contribute to its non-emptiness. So an intuitive way to fix an empty term
is to focus on the relevant nodes (in one of the or-branches) of its corresponding
skeleton tree and to possibly expand those nodes by rendering them nonempty.
The possible expansion should obviously be in correspondence with an addition
or refinement of a term or/and assertion in the actual ontology. We elaborate
on this idea in the rest of this section.

Given a skeleton tree constructed by the algorithm with an and-node g in the
tree, let G∗ = [G1, . . . , Gn] denote the sequence of sets of its and-nodes, such
that, intuitively, each Gi contains, in a bottom-up fashion, distinct groupings
of and-nodes in one of the or-branches of the tree that should be marked as
nonempty in order for g to be marked as nonempty. Moreover, G∗ is such that,
in order for and-nodes in Gi to be marked as nonempty in the tree, all the Gks,
k = {1, . . . , i− 1}, have to be marked as nonempty.

Example 5. Suppose rule r5 was not present in the tree of Figure 2(b). Then,
for the and-node TVListing, there would be only one or-branch in the tree, G∗ =
[{acts_in, Actor}, {Movie}]. The intuition here is that both, acts_in and Actor,
and Movie have to be repaired in order for TVListing to become nonempty. And
similarly, to repair Movie, both acts_in and Actor must be rendered to be no
longer empty.
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Thus, for each and-node gij in every Gi, of every or-branch of the skeleton
tree, our strategy is to consider gij as a leaf in the tree, and to examine its
possible expansions, whereas to expand a leaf we mainly need a new rule with its
corresponding atom in the head. Given such a rule, we can track down the needed
terms and assertions in the ontology and provide those repairs as guidelines to
the user. For this purpose, we distinguish two cases: (i) gij corresponds to an
atomic concept A, and (ii) gij corresponds to a role R.

For case (i), our repair service provides two guidelines. First, it suggests to
add an inclusion assertion with A on the right-hand side. This, from the mod-
elling point of view, results in either defining participation constraints for A to a
relationship R, if R appears in any of Gks, k = {1, . . . , i− 1}, of G∗, or asserting
A as a superclass of some class B, verifying beforehand that B is nonempty.
Second, if B(x) ← A(x) is present in the program Π∗ and B is nonempty, the
user is warned with misplaced is-a relationship, i.e., maybe B � A should be
added instead of A � B.

For case (ii) we have again two possible guidelines. The first one hints to add
an inclusion assertion between roles with R on the right-hand side. The second,
if a concept A appears in any of Gks as above, and A is nonempty, the service
suggests to add an assertion A � ∃R, i.e., mandatory participation for A in the
relationship R.

Example 6 (Example 4 continued). We have seen that Actor and acts_in were
empty. For Actor, our repair service suggests to either assert it as a superclass to
some (possibly still to be added) nonempty class, or to replace Actor � Person
with Person � Actor which, evidently, in this case is not appropriate. To repair
acts_in, the user will be suggested to either assert mandatory participation for
Movie to acts_in: Movie � ∃acts_in−, or to make acts_in more general than
some (possibly still to be added) nonempty role.

Finally, if none of the above mentioned repairs are possible, we suggest to explic-
itly map to the sources either the actual empty term or any set of its relevant
terms (i.e. any set from G∗).

6 Implementation and Evaluation

We discuss in this section a Protégé plug-in implementing techniques described
in Sections 4 and 5, and present an empirical study showing usage and benefits
of our approach.

6.1 Tool for Emptiness Testing and Repair

We have implemented our approach as a (preliminary) plug-in for Protégé3 that
enhances the OBDA plug-in4 [16]. The OBDA plug-in provides facilities to design
3 http://protege.stanford.edu
4 http://obda.inf.unibz.it/protege-plugin

http://protege.stanford.edu
http://obda.inf.unibz.it/protege-plugin
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Fig. 3. Emptiness testing and repair in Protégé

Ontology Based Data Access (OBDA) system components (i.e., data sources and
mappings). It supports the definition of relational data sources and GAV-like
mappings to link concepts and roles of the DL-LiteA ontology [6] to data in the
defined sources. It also allows for conjunctive query answering (using SPARQL
syntax).

The key goal of our plug-in is to provide a support for verifying emptiness
of a selected term in an ontology w.r.t. the data at the defined sources, and for
repairing empty terms by allowing the user to explore different repair solutions.
Figure 3 shows the screenshot of our Protégé plug-in when using the wrapping
ontology to query the data (using OBDA plug-in’s ABox Queries tab) at the
underlying database (specified together with mappings in Datasource Manager
tab). As can be seen, for a selected class or property at the left segment of
the plug-in’s window, the user can verify, by clicking on Test emptiness but-
ton, whether that term will return any answer when queried against the source
database (without computing the actual evaluation!). When a term results in
being empty, the user can ask for guidelines to repair that term by clicking on
Show repairs button. The repairs are then devised by the tool and shown in a
text pane in natural language using standard ontology modelling terminology.

6.2 Usability Study

We conducted a small usability study involving ten subjects, all with homoge-
neous understanding of description logics reasoning, ontology-based data access,
and experience using Protégé – most subjects were graduate students that have
attended courses on the mentioned topics and have used Protégé editor for their
practical projects.

We used showbiz domain for the study. In particular, for the sources, we used
IMDB movie database, retrieved using IMDbPY5. The wrapping ontology, that
we call showbiz, was obtained by first automatically extracting the bootstrap
ontology from IMDB database together with mappings [7] (21 in total), and
5 http://imdbpy.sourceforge.net/

http://imdbpy.sourceforge.net/
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then by manually enriching it with terms and assertions to (partly) describe TV
programmes. The obtained ontology contained 24 classes and 14 properties; we
refer to the technical report [17] for the actual terms and assertions.

The subjects were randomly divided into two groups: five subjects without
the support for testing emptiness of ontology terms and repairing them (group
1), and five subjects with the support of the above described plug-in (group 2).
Then, each subject was given four simple queries over showbiz ontology (even
though most subjects were obviously familiar with IMDB domain, none of the
subjects had seen before neither the ontology, nor the queries) but having empty
answers: e.g. asking for all movies that have a genre, all TV listings and their
kinds, etc (see [17]). Given that, the subjects were asked to add to the ontology
new assertions so that the given queries were no longer empty. This involved iden-
tifying atoms responsible for query emptiness and repairing the corresponding
terms. The subjects in group 2 were additionally asked to fill in a questionnaire
concerning their experience using the tool. The goal of this study was to compare
the time taken and effort needed to complete the task between the two groups,
and to evaluate user experience in using the plug-in.

The results of the study are promising. While the assertions added to an
ontology in order to arrive to a solution were mostly correct and alike in both
groups, the time taken to do it in group 2 was between 2-3 times less than in
group 1. Specifically, the average time taken for group 1 was 39 minutes, and 20
minutes for group 2. The average number of changes made to the ontology in
order to repair given queries, which we consider to be as key sub-task, for group
1 was 11, and 6 for group 2. The total number of changes needed for all queries
was 5. This means that, in average, each subject in group 1 made 5 erroneous
changes to repair the given queries, while in group 2 – 1 erroneous change.

As mentioned, we have also collected user reactions to the tool. The ques-
tionnaire used for this purpose was composed of 10 short statements (e.g., “I
found repair guidelines to be adequate”), each accompanied by a 5-point scale of
“strongly disagree” (1 point) to “strongly agree” (5 points). Thus, given 5 subjects
in group 2, each statement scores to maximum of 25 points. The key aspects,
from the usability point of view, are that subjects in group 2 felt that they could
effectively identify the reason for query emptiness using the tool (rated a total
score of 19) and effectively repair empty terms using the tool (21 points), and
strongly agreed that they could identify empty classes/properties and fix them
using the tool faster than without it (25 points). Finally, the overall satisfaction
of using the plug-in scores to 25.

For more details on the results of the study, the reader is referred to [17].

7 Related Work

To our knowledge, little or no research has been devoted for supporting
the problem addressed in this paper. There are several ontology engineering
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methodologies in the literature (see [18] for a survey); but they are mostly focused
on the design of what we call domain ontologies rather than accessing (relational)
data sources. Note that the techniques proposed in this paper can be used with
most of the well established methodologies.

Recently there has appeared a contribution [19], carried out independently
and in parallel with our work, that tackles a very similar problem but comes
up in a different setting. The authors define the notion describing when a term
is relevant for ABoxes formulated over a given signature, with a given TBox in
place, and study its computational complexity for several DLs. Their approach
to decide relevance takes also quite a different approach from ours. While our
algorithm is via translation to emptiness of IDB predicates in Datalog, [19]
instead uses reduction to standard ABox reasoning.

As described in Section 4, our core algorithm is strictly related to the prob-
lem of emptiness of intensional predicates in Datalog programs (see e.g. [20]).
However, those techniques cannot be applied directly because of the fact that we
adopt the DL ELHI instead of Datalog. The former is better suited for charac-
terising the kind of axioms required for capturing common ER/UML constructs,
and part of the upcoming OWL2 W3C recommendation.6

Finally, we refer to the work in [21] as related, where, for queries having
answers solely determined by the database predicates (the so-called DBox pred-
icates with closed semantics, as apposed to the ABox), the authors show how
to find a rewriting over such predicates. The restriction to determinacy may be
however in some cases too strong, as for instance TVListing in Figure 2(a) is
not determined by the data source terms but can be (in the classical setting)
rewritten to a data source term.

8 Conclusions

This paper presents a technique for supporting ontology engineers in the devel-
opment of ontologies for accessing relational data sources. We introduced the
problem of deciding emptiness of a given query w.r.t. a DL theory where data
can be accessed only through a subset of the concepts and roles (analogously to
the EDB/IDB predicates distinction in Datalog programs). Moreover, we have
shown how the algorithm to decide the above problem can be exploited in order
to support the engineer in repairing the ontology.

We enhanced the OBDA Protégé plug-in in order to support our technique
and we evaluated its effectiveness and usability with an experiment involving
external users.

The algorithm presented can be applied in other scenarios, e.g. for optimis-
ing the rewriting. Indeed, rules with empty predicates in the rewriting will not
contribute to an answer, and thus can be eliminated. For instance, rule r3 in Ex-
ample 3 can be removed from the program: when evaluated against the actual
data, it won’t return any answer.

6 http://www.w3.org/TR/2009/CR-owl2-profiles-20090611/

http://www.w3.org/TR/2009/CR-owl2-profiles-20090611/
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Abstract. The problem of identity and reference is receiving increasing
attention in the (semantic) web community and is emerging as one of the
key features which distinguish traditional knowledge representation from
knowledge representation on the web with respect to data interlinking
and knowledge integration on a large scale. As part of this debate, the
OKKAM project proposed the creation of an Entity Name System which
provides rigid identifiers, named OKKAMids, for any type of concrete and
particular entities, and links OKKAMids to existing identifiers which have
been created elsewhere for the same entity. The introduction of these
identifiers raises some practical and conceptual concerns. In this paper
we address them by extending two proposed ontologies (IRE and IRW)
to accomodate the notion of OKKAMid, describe their formal properties,
illustrate why they may play an important role in the construction of
the Semantic Web and discuss how they can be integrated with other
approaches for mapping URIs onto each others.

1 Introduction

One of the most ambitious visions of the Semantic Web is to create an open,
decentralized space for sharing and combining knowledge, like the web did for
hypertexts. In a note from 1998, Tim Berners-Lee described this vision as follows:

Knowledge representation is a field which currently seems to have the
reputation of being initially interesting, but which did not seem to shake
the world to the extent that some of its proponents hoped. It made sense
but was of limited use on a small scale, but never made it to the large
scale. This is exactly the state which the hypertext field was in before
the Web [. . . ]. The Semantic Web is what we will get if we perform the
same globalization process to Knowledge Representation that the Web
initially did to Hypertext.

� This work is partially supported by the FP7 EU Large-scale Integrating Project
OKKAM – Enabling a Web of Entities (contract no. 215032). For more details,
visit http://www.okkam.org/. We are grateful to Stefano Bocconi for his helpful
comments on an early draft of this paper.
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As a contribution to this vision, the EU-funded OKKAM project1 has started
the design and development of a so-called Entity Name System (ENS) [2], a
web-scale, open service which supports users and applications in the systematic
reuse of global and stable identifiers for entities which are named and described
in distributed collections of data and content. The main goal of the project is
to consolidate the information space of the web of data by reducing the number
of URIs which are used for referring to the same entity in different datasets,
making the integration and fusion of RDF data and content much easier and
faster.

However, the very idea of an ENS has raised some theoretical and practical
concerns which need to be addressed before such a service may be adopted by
the community at large. This paper aims at solving some of these issues by
proposing a conceptual model in which we draw a clear distinction between the
meaning and the role of the HTTP URIs which are used as identifiers by the
ENS (OKKAMids) and the standard RDF URIs which are used in RDF datasets.
The underlying intuition is that OKKAMids provide a form of direct reference
to real-world entities, whereas RDF URIs provide a description-based reference
to entities (which means that different RDF URIs may be needed to publish
different representations of the “same” entity). We will discuss why, in our view,
both types of URIs are needed for building the Semantic Web, and show how
they can easily cohexist in practical methods for publishing RDF data.

The OKKAM conceptual model (OCM) distinguishes these two views clearly
at a foundational level by providing a formal definition of OKKAMids and RDF
URIs. The underlying intuition is that these two types of identifiers need not be
perceived as mutually exclusive. On the contrary, they serve different (comple-
mentary) purposes, and therefore they should be used together to bring knowl-
edge representation on the web to its full potential. In section 2 we clarify some
important conceptual issues concerning the fundamental relations between URIs,
the Semantic Web and the real world. Section 3 introduces the OCM model for-
malized in first order logic. In section 4 we give justification to the distinction
between the linguistic function of OKKAMids as rigid and direct identifiers and
the linguistic function of RDF URIs as identifiers based on descriptions. In sec-
tion 5 we discuss some practical consequences of the difference between the two
linguistic functions.

2 Identity and Reference in the Semantic Web

Similarly to what happened for the hypertext web with URLs and HREF ref-
erences, one of the key factors for realizing the vision we quoted above is to
enable a global and uniform naming space for the “entities” which are named in
a piece of data and content, so that people and machines can always refer unam-
biguously to whatever entity they need to name. The proposal is to exploit the
Web architecture and use URIs (more precisely HTTP URIs2) as such naming
1 http://www.okkam.org/
2 http://www.w3.org/DesignIssues/LinkedData.html

http://www.okkam.org/
http://www.w3.org/DesignIssues/LinkedData.html
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mechanism. Indeed, an important feature of URIs is that the same URI is always
dereferenced in the same way, no matter where it appears.

The question is whether the idea works in the other direction as well:
does it make sense to request that the same entity is always referred
to by the same (HTTP) URI? The answer to this question is not so
straightforward. The most important objection is conceptual, and has to
do with the following issue: does a URI make direct reference to an en-
tity, or is it “equivalent” to a description of that entity? The current trend
is to view URIs as basically equivalent to descriptions, namely the sets of
RDf statements which we obtain when the URIs are dereferenced. In this
view, the two identifiers http://www.w3.org/People/Berners-Lee/card#i
and http://dblp.l3s.de/d2r/resource/authors/Tim_Berners-Lee provide
different (and potentially inconsistent) information about a person (Tim
Berners-Lee), and since these two descriptions should not be confused, it makes
sense to have two different URIs for the same person. From a different per-
spective, however, there are researchers who stress that the above issue can be
understood only if one assumes that the two URIs are indeed about the same
entity. Therefore it must be the case that a name is somehow “attached” directly
to an entity without the mediation of any particular description. In short, in the
first view reference is essentially mediated by description, and the latter is more
fundamental than the former; in the second view, reference is not necessarily
mediated by any particular description, as reference is a primitive and direct
relation between a real world entity and its identifier.3

The discussion is far from being a mere academic debate on the theory of
reference. Indeed, it has a deep practical impact on how people are develop-
ing the Semantic Web, and in particular the so-called Web of Data. The first
view offers a very elegant DNS-based method for publishing and accessing sets
of statements about an entity (and to evaluate their level of trust). In addi-
tion, it provides the technical basis for enabling the web-style exploration of
semantic data via RDF browsers, like the Tabulator4, Disco5 or the OpenLink
RDF browser.6 The second enables very powerful forms of URI-based data re-
trieval (e.g. through semantic search engines, like Sigma7, Sindice8 or Falcons9),
makes semantic mashups very easy and straightforward, and enables web-scale
distributed reasoning. In order to unleash the full power of the technologies
that have been developed by the community, we propose a formal model that
distinguishes both views at a foundational level.

3 See [8] for a philosophical discussion of this thesis. In [7], the concept of direct
reference is presented in a slightly different way as the idea that “on the Web, the
resource identified by a URI is whatever was intended by the owner”. We’ll explain
later on why the two definitions have different consequences on our argument.

4 http://dig.csail.mit.edu/2007/tab/
5 http://www4.wiwiss.fu-berlin.de/bizer/ng4j/disco/
6 http://demo.openlinksw.com/DAV/JS/rdfbrowser/index.html
7 http://sig.ma/
8 http://sindice.com/
9 http://iws.seu.edu.cn/services/falcons/objectsearch/index.jsp

http://www.w3.org/People/Berners-Lee/card#i
http://dblp.l3s.de/d2r/resource/authors/Tim_Berners-Lee
http://dig.csail.mit.edu/2007/tab/
http://www4.wiwiss.fu-berlin.de/bizer/ng4j/disco/
http://demo.openlinksw.com/DAV/JS/rdfbrowser/index.html
http://sig.ma/
http://sindice.com/
http://iws.seu.edu.cn/services/falcons/objectsearch/index.jsp
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3 The OKKAM Conceptual Model

3.1 Basic Concepts

The architecture of the web forces a subdivision of the universe into things
that exist or might exist on the web and things that cannot exist on the web.
Given that existence on the web amounts to accessibility on the web through
dereferencing URIs, most real world entities, indeed all those that are not com-
putational objects, are things that cannot exist on the web because we cannot
access them directly but only their representations. Accordingly, the OCM draws
the distinction between computational objects and non-web resources.

A computational object is defined as (i) the physical realization of an informa-
tion object and (ii) something that can participate in a computational process
that ensures the resolution of a URI (see [5]). All digital documents, databases,
electronic services, files, applications, are computational objects. Once a com-
putational object is assigned a URI that gives it a location on the web, and
thereby makes it a web-accessible entity, the computational object becomes a
web resource. Non-web resources are all those entities that are not computa-
tional objects. The class of OKKAM entity is a subclass of the class of non-web
resources, more precisely the class of all particular and concrete entities (events
included). This means that classes, properties and abstract concepts do not count
as OKKAM entities. It is worth noting that the class of non-web resources is not
the complement of the class of web resources. Indeed, a computational object
that does not possess a location on the web is neither a web resource nor a non-
web resource. Figure 1 shows the relation of inclusion between the above classes
of entities. One objective of the Semantic Web is to allow people to talk about
things that do not exist on the web and nevertheless to talk about them by using
URIs. There is a tension between the objective of the Semantic Web and the idea
of using URIs for talking about entities that do not exist on the web. Indeed, from
a linguistic point of view, URIs work as descriptions. A URI describes a certain
entity as that entity that can be accessed at a certain location on the web. For ex-
ample, the URI http://www.dit.unitn.it/~bouquet/ denotes by description
a web resource, i.e. Paolo Bouquet’s homepage. The linguistic function of that

Fig. 1. Relations between classes of entities

http://www.dit.unitn.it/~bouquet/
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URI is the same as the linguistic function of the definite description the web re-
source accessible by resolving the URI http://www.dit.unitn.it/~bouquet/.
The idea that the linguistic function of URIs is that of definite descriptions de-
noting web resources gives rise to two main difficulties. The first is that only
computational objects can be accessed on the web. Moreover, while web loca-
tions persist identical over time, the web resources located there can change. For
example, Paolo Bouquet’s homepage might change over time due to the updating
of his publications, teaching activities, academic appointments etc. The second
difficulty, then, is that URIs, as descriptions denoting web resources, are not
rigid designators,10 because there is no guarantee that by employing the same
URI we will always be talking about the same entity, while in talking about non-
web resources we would like to use rigid designators that are guaranteed not to
change their referents. Therefore, the very idea of employing URIs as names for
entities seems to require the distinction between two separate linguistic func-
tions of URIs. One is the function of denoting by description and the other is
the function of naming by reference [10]. The Semantic Web needs URIs that
can be used as names that denote web resources by description and URIs that
can be used as names that refer to non-web resources.

There are two ways of solving such linguistic ambiguity. One is to use dif-
ferent URIs according to the linguistic function performed, the other is to use
the context of use for disambiguating the two linguistic functions. According to
the first solution, RDF URIs are used to make reference to non-web resources.
RDF URIs are so configured that when they are dereferenced the web server
returns a 303 redirection code redirecting to another URI that might resolve
into a web resource or start a further process of redirection. This view makes
the distinction between the RDF URIs’ linguistic function of making reference
to non-web resources and the URIs’ linguistic function of denoting web resources
by description. It tells that being denoted by description consists in being refer-
enced by a URI, while being referred to consists in being named by a RDF URI
which redirects to another URI. Thus, RDF URIs working as names referring to
non-web resources are distinguished from URIs working as definite descriptions
denoting web resources.

The aim of OCM presented in this paper is to enlarge that way of solv-
ing the linguistic ambiguity of URIs to a global scale – though restricted to
concrete and particular non-web resources. The main idea underlying OKKAM
is that OKKAMids are fundamental tools for enlarging and integrating the use
of RDF URIs as identifiers of non-web resources. As is represented in IRW,
some RDF URIs can be treated as identifiers of non-web resources. In fact, the
irw:identifies property, i.e. the linguistic function of reference defined in IRW
over RDF URIs and non-web resources, is functional. The problem with this pic-
ture is that the meachanism by which RDF URIs make reference to entities is
still based on description. RDF URIs identify their referents as those entities
that satisfy the information conveyed in the web resources that are referenced

10 An identifier is a so-called rigid designator if in all possible worlds it denotes the
same object. See e.g. [8] for Kripke’s introduction to this notion.

http://www.dit.unitn.it/~bouquet/
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Fig. 2. URI’s linguistic functions

by the URIs to which the RDF URIs redirect. It follows that we might have –
and indeed this is already the case with many RDF URIs – different RDF
URIs expressing different descriptions of the same entity in different contexts.
OKKAMids allow us to make it explicit in the web community that two or more
RDF URIs identify one and the same entity, though from different points of view.
Figure 2 shows the URIs’ linguistic function – defined in OCM – of denoting web
resources, the RDF URIs’ linguistic function – defined in IRW – of designating
non-web resources by description and the OKKAMids’ linguistic function – defined
in OCM – of referring rigidly and directly to OKKAM entities.

3.2 Formalization

The conceptual model we present is built on top of the ontologies for identity and
reference on the Web (IRE, IRW) which have been presented in [6, 5, 10, 7]. OCM
adds new concepts which are specifically related to OKKAM in order to model
the relations between OKKAM, the real-world and the web. IRE specializes the
DOLCE ontology and some of its modular extensions, namely Spatial Relations,
DnS with Information Objects, and Knowledge Content Objects (KCO) and On-
tology Design Ontology (ODO) modules. Figure 3 shows the relation of inclusion
between the concepts defined below and the relations of directlyRefersTo(x,
y) defined over OKKAMids and OKKAM entities, referencedBy(x, y) defined over
web resources and URIs, and irw:identifies(x, y) defined over RDF URIs and
non-web resources. In the following we present the definitions and axioms that
form the OKKAM Conceptual Model11:

OkkamEntity(x) =def Entity(x)∧
Particular(x) ∧ dol : Concrete(x) ∧ ¬od : ComputationalObject(x) (1)

Definition 1 states that only concrete and particular entities are OKKAM en-
tities, i.e. entities apt for being assigned OKKAMids. Note that Entity(x) and
Particular(x) are implicit in DOLCE. Here we use them for the sake of
exposition.
11 The OWL specification of the OCM can be found at http://models.okkam.org/

OKKAM-conceptual_model.owl. The name space for the OCM objects is http://

models.okkam.org/OKKAM-conceptual_model.owl#

http://models.okkam.org/
OKKAM-conceptual_model.owl
http://
models.okkam.org/OKKAM-conceptual_model.owl#
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Fig. 3. Map of OCM concepts and relations

ire : URI(x) → xsd : Datatype(x) (2)

Axiom 2 gives a characterization of the concept of URI in terms of XSD datatype
as is usual practice.

OkkamID(x) =def ire : URI(x)∧
(Pattern(x) =′ http : //www.okkam.org/ens/id < UUID >′) (3)

URIokkamProfile(x) =def ire : URI(x)∧
(Pattern(x) =′ http : //www.okkam.org/ens/id < UUID > /about.rdf ′)(4)

Definitions 3 and 4 define the concepts of OKKAMid and URI for OKKAM profiles
by specifying their patterns.12 The OKKAM web server returns a 303 redirection
code response for a request of an OKKAMid and gives the URI for the OKKAM
profile as the new location of the document.

ire : hasIdentifier(x, y) → dol : Region(x) ∧ xsd : Datatype(y) (5)

Axiom 5 characterizes the relation of having an identifier between regions and
datatype identifiers.

ire : AbstractWebLocation(x) =def

dol : AbstractRegion(x) ∧ ∃y(ire : URI(y) ∧ ire : hasIdentifier(x, y)∧
¬∃z(ire : URI(z) ∧ y �= z ∧ ire : hasIdentifier(x, z))) (6)

ire : AbstractWebLocation(x) →
¬∃y, z(ire : URI(y) ∧ ire : AbstractWebLocation(z) ∧ x �= z

∧ire : hasIdentifier(x, y) ∧ ire : hasIdentifier(z, y)) (7)

12 < UUID > as defined in http://java.sun.com/j2se/1.5.0/docs/api/java/util/

UUID.html

http://java.sun.com/j2se/1.5.0/docs/api/java/util/
UUID.html
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Definition 6. and axiom 7. state that an abstract web location is a point in the
combinatorial regions identified by the URI metric such that it is identified by
at most one URI and cannot be identified by any other URI already employed
to identify another abstract web location.

ire : webLocationOf(x, y, t) =def

dol : eAbstractLocationOf(x, y, t) ∧ ire : AbstractWebLocation(x)
∧od : ComputationalObject(y) ∧ dol : Time(t) (8)

Definition 8 defines a relation between abstract web locations, computational
objects and times and specializes the relation dol:eAbstractLocationOf(x,y)
imported from the Spatial Relations module.

ire : ResolutionMethod(x) → edns : Method(x) (9)

RedirectionMethod(x) → edns : Method(x) (10)

ire : WebResource(x) =def

∃m(ire : ResolutionMethod(m) ∧ edns : involves(m, x))
∧∃y, t(ire : webLocationOf(y, x, t)) (11)

Axioms 9 and 10 and definition 11 state that web resources are computational
objects accessible on the web by dereferencing a URI. We add time(x) – which
might be an interval of time – because there can be a computational object that
lacks an abstract web location at time t, but gets one at time t’ or viceversa a
computational object that has an abstract web location at t and then it loses it
at t’.

NonWebResource(x) =def Entity(x) ∧ ¬od : ComputationalObject(x) (12)

Definition 12 defines the concept of non-web resource. OkkamEntity(x) is a
subclass of NonWebResources(x).

OkkamProfile(x) =def

∃u, y, t(URIokkamProfile(y) ∧ ire : hasIdentifier(u, y)∧
ire : webLocationOf(u, x, t)) (13)

Definition 13 defines the notion of OKKAM profile. An OKKAM profile is a web
resource that is accessible on the web by dereferencing an OKKAMid.

referencedBy(x, y) =def

ire : WebResource(x) ∧ ire : URI(y)∧
∃m(ire : ResolutionMethod(m) ∧ edns : involves(m, x))∧
∃z, t(ire : webLocationOf(z, x, t) ∧ ire : hasIdentifier(z, y)) (14)
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Definition 14 defines the relation of being referenced over web resources and
URIs. The property referencedBy(x,y) in OCM is different from the property
irw:isReferencedBy(x, y) and equivalent to the inverse of the irw:accesses
(x, y) property.

redirectsTo(x, y) =def

ire : URI(x) ∧ ire : URI(y) ∧ ∃m(RedirectionMethod(m)∧
edns : involves(m, x) ∧ edns : involves(m, y))∧

∃z(referencedBy(z, y)) (15)

Definition 15 defines the relation of redirection over URIs.

assignsTo(x, y, z) =def

OkkamProfile(x) ∧ OkkamID(y) ∧ OkkamEntity(z) ∧ ∃t, s(dol : Time(t)
∧edns : InformationObject(s) ∧ edns : realizes(x, s, t)∧
edns : about(s, z, t) ∧ ∃u, w(ire : URIokkamProfile(w)∧

ire : hasIdentifier(u, w) ∧ ire : webLocationOf(u, x, t)∧
RedirectsTo(y, w))) (16)

Definition 16 captures the idea that an OKKAM profile does not describe an
entity but is used to perform a baptism of an entity with an OKKAMid. (More on
the idea of baptism in the following section).

∃x, y(assignsTo(x, y, z) ∧ assignsTo(x, y, w)) → z = w (17)

Axiom 17 states that two different OKKAM entities cannot have the same
OKKAMid.

directlyRefersTo(x, y) =def

OkkamID(x) ∧ OkkamEntity(y) ∧ ∃z(OkkamProfile(z)
∧assignsTo(z, x, y)) (18)

Definition 18 defines the relation of direct reference over OKKAMids and
OKKAM entities. The directlyRefersTo(x, y) property in OCM is a functional
property and aims to capture the Berners-Lee’s direct reference position.
The property directlyRefersTo(x, y) is distinct from the irw: refersTo(x,
y) property, since the latter is not a functional property. The irw:identifies
property, too, is a functional property defined over RDF URIs and non-web re-
sources. However, OKKAMids make rigid and direct reference to entities, whereas
RDF URIs refer to entities through the mediation of a description.

Okkamised(x) =def

OkkamEntity(x) ∧ ∃y(OkkamID(y) ∧ directlyRefersTo(y, x)) (19)

Definition 19 defines the concept of having an OKKAMid and states that only
Okkam entities can be assigned OKKAMids.

webProxyFor(x, y, t) =def
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ire : WebResource(x) ∧ ¬OkkamProfile(x) ∧ Entity(y) ∧ dol : Time(t)
∧∃z(edns : InformationObject(z) ∧ edns : realizes(x, z, t)∧

edns : about(z, y, t)) (20)

Definition 20 states that in order for x to bear the webProxyFor(x, y, t) relation,
x must be a resource that realizes an information object about the entity y at t
and cannot be an OKKAM profile.

WebProxyResource(x) =def ∃y, t(webProxyFor(x, y, t)) (21)

Definition 21 states that a web proxy resource x is a web resource that stands
in the webProxyFor relation to an entity y at time t.

WebSemanticResource(x) =def

∃y, t, z, w(webProxyFor(x, y, t) ∧ edns : InfomationObject(z)∧
edns : FormalLanguage(w) ∧ edns : realizes(x, z, t) ∧ edns : about(z, y, t)∧

edns : orderedBy(z, w)) (22)

Definition 22 states that a web semantic resource is a web proxy resource that
realizes an information object about an entity by a codification in a formal
language for the web. Example: http://dbpedia.org/page/Eiffel_Tour

RDFURI(x) =def

ire : URI(x) ∧ ∃w, y, u, t(WebSemanticResource(y) ∧ ire : URI(w)∧
ire : hasIdentifier(u, w) ∧ ire : webLocationOf(u, y, t)∧

redirectsTo(x, w)) (23)

Definition 23 states that a RDF URI is a URI that redirects to the URI of a web
semantic resource.13

dereferenceableAlternativeIDOf(x, y) =def

RDFURI(x) ∧ okkamised(y) ∧ ∃w, z, u, t(ire : URI(w)∧
ire : hasIdentifier(u, w) ∧ ire : webLocationOf(u, z, t)∧

webProxyFor(z, y, t) ∧ redirectsTo(x, w)) (24)

Definition 24 defines the relation of being a dereferenceable alternative ID of
an OKKAM entity that has an OKKAMid. Dereferenceable alternative IDs of
OKKAM entities are RDF URIs.

corefer(x, y) =def

RDFURI(x) ∧ OkkamID(y) ∧ ∃z(Okkamized(z)∧
directlyRefersTo(y, z) ∧ dereferenceableAlternativeIDOf(x, z)) (25)

13 It must be noted that the content negotiation might ask for “text/html”, so what
is here presented as a RDF URI might redirect to a URI that retrieves a HTML
page. Therefore, replacing the term “RDFURI” with another term like, say, “Linked-
DataURI” might seem more appropriate. We leave such terminological question
aside. Nothing conceptually important follows if one uses “LinkeDataURI”, since
the redirection is to only one representation per media type.

http://dbpedia.org/page/Eiffel_Tour
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Definition 25 defines the relation of coreference between RDF URIs and OKKAMids
that holds when the entity identified by an RDF URI is the same entity directly
referred to by an OKKAMid. Of course, more than one RDF URI can bear the
corefer(x,y) relation to the same OKKAMid.

coidentify(x, y) =def

RDFURI(x) ∧ RDFURI(y) ∧ ∃z(OkkamID(z)∧
corefer(x, z) ∧ corefer(y, z)) (26)

Definition 26 defines the relation of coidentification between RDF URIs. The
raltion can be inferred from the fact that two RDF URIs are deferenceable
alternative IDs of the same OKKAM entities.

4 OKKAM IDs and RDF URIs

One aspect of OCM above others deserves special clarification. The fact is that
one might consider the objection that OKKAMids and RDF URIs are not really
distinguished. Indeed, URIs of both types can be dereferenced and the act of
dereferencing them triggers a process of redirection to URIs for web resources.
OKKAMids redirect to URIs for OKKAM profiles, whereas RDF URIs redirect
to URIs for other web resources. OKKAM profiles give information about the
OKKAM entities referred to. Therefore, the mechanism of reference of OKKAMids,
too, seems to be mediated by description. The objection, then, is that there
is no structural and web architectural difference between OKKAMids and RDF
URIs to the effect that the linguistic distinction between them looks arbitrary
and unjustified. Why do OKKAMids make rigid and direct reference to OKKAM
entities, whereas RDF URIs identify non-web resources by descriptions?

We reply to this objection by granting the indiscernibility of OKKAMids and
RDF URIs from the structural and web architectural point of view. However,
the ground of the distinction can be found elsewhere, namely in the purpose of
using such URIs. Our reply is that the linguistic distinction between OKKAMids
and RDF URIs has a pragmatic ground. The purpose of creating and using
OKKAMids is to give the start to a linguistic practice by an act of baptism and
by following acts of subscription to that linguistic practice. Such a practice is
not assessed in terms of truth and falsity, which amounts to saying that the
information contained in an OKKAM profile need not be true of the entity
being assigned the OKKAMid. It is sufficient that the web community converges
on that information in order to fix the referent of that OKKAMid.

To make the point clear it might be helpful to adapt a famous example
(from [3]) in philosophy of language to our case. Imagine that Jane and John are
enjoying a party. They give a look at a man holding a martini glass. For some
reasons they are willing to assign a proper name to that man and agree on the
following convention: lets us call the man drinking martini “Jack”. In order for
their convention to be successful it is not necessary that the liquid in the glass
be martini. However, even if the description the man drinking martini does not
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denote the man standing in front of Jane and John – because, say, the liquid
in the glass is water – the act of baptism is successful provided that both Jane
and John share the belief that that man is drinking martini, no matter how false
that belief is. In fact, the description the man drinking martini is not used to
express information about the man standing in front of Jane and John, but to
fix the referent of the newly introduced name “Jack”. Jane and John are not so
much concerned as to whether that man is drinking martini or not, as to the
fact that they both share that belief and use it to fix the referent of the name
“Jack”.

The use of the information conveyed in an OKKAM profile is the same as
the use of the description the man drinking martini in the above scenario: it
is not used to express information about an entity but to fix the referent of
a name, i.e. an OKKAMid. Very likely, most of the information conveyed in an
OKKAM profile will be true de facto of the entity to which that profile assigns
the OKKAMid. That circumstance does not alter the fact that users need not
endorse such information as true. To make the point clear, consider the above
scenario again. Imagine Clark, too, is at the party and comes to know Jane
and John’s convention of naming the man standing in front of them “Jack” and
that they believe that that man is drinking martini. Clark, however, knows that
the liquid in the glass is water and not martini. Nevertheless, Clark can appeal
to Jane and John’s false belief to disambiguate utterances of the name “Jack”,
although Clark does not endorse such belief as true. For example, if Clark says
“Jack is a computer scientist” and Jane or John replies “Jack who?”, Clark might
answer “the man who is drinking martini” to fix the referent of his utterance of
the name “Jack” and to say of the man named “Jack” by Jane and John that
he is a computer scientist.

The idea underlying our view is that OKKAM profiles are not about OKKAM
entities in the same way as the information conveyed in other web resources is
about non-web resources. More precisely, an OKKAM profile is not a description
of an entity but constitutes the virtual context for the assignment of an OKKAMid
to an entity. One should think of the assignment of an OKKAMid to an entity
as a baptism that dubs that entity with a name. A baptism is a performative
speech act. Performatives, unlike constatives, which are assessed in terms of truth
or falsity, can only be assessed as felicitous or infelicitous (see Austin’s felicity
conditions [1]). A baptism is a speech act with its own felicity conditions. One of
them is the existence and the salience of the entity being dubbed. No baptism can
take place if there is no entity to be dubbed and if that entity is not cognitively
available as the most salient to the persons who have the authority to make the
baptism. An OKKAM profile serves exactly to make the entity to be dubbed
salient, and its purpose is not to provide a description of that entity. On the
other hand, accessing an OKKAM profile by dereferencing an OKKAMid amounts
to the speech act of subscribing to the linguistic practice of using that OKKAMid
as a name for a certain non-web resource. The creator of the OKKAM profile
for an entity is the producer of that linguistic practice, whereas the users who
access that OKKAM profile since its creation are the consumers of that linguistic
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practice(see [4] Ch. 11). It is not necessary that the information in the OKKAM
profile be true of a non-web resource in order for the baptism to be successful.
For the accomplishment of the baptism it is sufficient that the web community
shares or converges on that (mis)information. Consider the following example,
borrowed from [4]. Take the poet known to his contemporaries as “Homer” (or
known by some name from which “Homer” descends); we think of the claim
“Homer wrote the Iliad” as a substantial hypothesis about the authorship of
the poem. But suppose the hypothesis is false. We might still use that piece
of (mis)information to create an OKKAM profile assigning an OKKAMid to the
Iliad, and saying that the Iliad was written by Homer. So long as a community
converges on that piece of (mis)information, the baptism is felicitous.

OCM mirrors the semantic distinction between OKKAMids and RDF URIs by
the stipulation that the former redirect to URIs for OKKAM profiles and the
latter to URIs for web proxy resources, and that OKKAM profiles are not web
proxy resources. The justification of that distinction is not fully expressed by the
definitions and the axioms in OCM. Indeed, the axioms by themselves simply
stipulate that there is a linguistic difference between OKKAMids and RDF URIs.
Nevertheless, the distinction can be justified from pragmatic reflections on the
purpose of using OKKAMids and RDF URIs. RDF URIs are used to express and
endorse information about entities, whereas OKKAMids are used to fix the referent
of RDF URIs within the whole web community and eventually to make it explicit
that two or more different RDF URIs are different names of the same entity
independently of the information retrievable by dereferencing those RDF URIs.

5 Conclusions

Practice shows that RDF URIs are commonly used for three different things:

1. Redirecting to a set of assertions about a non-web resource. As mentioned
in the first part of this paper, dereferencing a RDF URI usually results in
the retrieval of RDF triples describing non-web resources.

2. Linking from one set of assertions to another. Employing the owl:sameAs
construct, a link can be established between one RDF URI and another. The
semantics of this will be further addressed in this section.

3. Providing a surrogate/substitute/proxy for non-web resources. This is the
typical case for the notion of “identifier for an individual” in a Description
Logics knowledge base.

Cases (1) and (2) form a vital mechanism of the Linked Data approach. From our
point of view, case (2) implies some very important semantics that have to be
respected. First of all, there is a certain mismatch of the use of the owl:sameAs
property in the Linked Data approach, and its intended semantics in the OWL
specification [9]: collapsing all equivalent RDF nodes into a single one and thus
joining the set of all axioms about these equivalent nodes onto the collapsed node,
thus losing the ability to distinguish which nodes the statements were about in
the first place, is the defined semantics of owl:sameAs. The actual use of this
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construct today however is one of linkage, i.e. the author of such a statement
rather intends semantics of pointing to, or even endorsing, more axioms about
the same real-world entity provided by another source. And indeed, losing the
provenance of the axioms is not only undesirable, but also not commonly prac-
ticed. In Semantic Web applications, the owl:sameAs property is often directly
translated to a hypertext link which the user can click to navigate to another set
of assertions, as for example in the Tabulator application. Or the assertions are
retrieved following case (1) and presented in an aggregated view, but preserving
provenance, in order for example to gather feedback from users which is fed into
a trust model about data sources, as practiced e.g. in the sig.ma application.

Case (3) has been the cause for lengthy discussions especially within W3C,
which started from the opinion that a URI cannot identify a non-web resource
and a web resource at the same time. The agreed recommendation [11] on how
to solve this conflict is to use status codes of the underlying HTTP protocol to
inform an agent whether a URI is identifying a web resource or not, and use a
redirection mechanism that provides a web resource.

While this approach solves the problem of knowing what kind of resource a
URI identifies, it does not address the question of which non-web resource such
a URI identifies, and does not guarantee that it identifies always the same one.
This fact makes mere RDF URIs problematic, even if they are well-implemented
(i.e. providing the right status codes and redirection mechanism).

In OCM we are devising a way to add precision to the management and in-
terpretation of identifiers on the Semantic Web. While RDF URIs satisfy cases
(1) and (2), and can be implemented technically to conform to W3C recommen-
dations, OKKAMids add the possibility to refer rigidly and directly to a non-web
resource. This means that to become a “cool URI”, we recommend one of the
following solutions: (i) using directly OKKAMids for non-web resources, whenever
possible; or (ii) adding a corefer statement for each non-web resource named
in the dataset (in OKKAM, this is called “OKKAMization”); or (iii) makes sure
that applications aiming at aggregating different RDF datasets make a runtime
call the ENS for retrieving the OKKAMids of the non-web resources named in a
dataset.

The adoption of such an approach has three important benefits; first, RDF
URIs will maintain their intended use of being interpreted into a set of triples.
Secondly, as a consequence, RDF URIs are perfectly suited to implement Linked
Data, preserving provenance and context. Finally, ad-hoc solutions for calcu-
lating the transitive closure over owl:sameAs statements can be often avoided
because identity is syntactically evident. If transitive closure is required, the ENS
accomodates for the notion of dereferenceable alternative ID and provides the
community with the practical solution of maintaining these closures in a defined
location.

To sum up, our recommendation is that the owl:sameAs statements are re-
served to cases in which one intends to express a strong semantic link of compat-
ibility between two different descriptions of the same non-web resource. Whereas
coidentification statements, i.e. statements about the fact that two or more RDF



60 P. Bouquet et al.

URIs identify the same non-web resource, should be inferred from the fact that
different RDF URIs are mapped onto the same OKKAMid in the ENS through
the corefer(x,y) relation defined in 25. In this picture, one can think of an
OKKAM profile as a gateway to information about a non-web resource exist-
ing on the Web. It turns out that the relation of redirection should be thought of
as performing two distinct functions for RDF URIs and OKKAMids. The processes
of redirection and resolution that connect RDF URIs to pieces of information
should be thought of as functional in the following sense: a RDF URI – via redi-
rection and the owl:sameAs relation – should be connected to one and only one
coherent piece of information about a non-web resource and keep tracks of its
sources. On the contrary, the process of redirection and resolution that connect
OKKAMids to pieces of information in general is not functional, as the OKKAM
profile of an entity should not be interepreted nor used as an additional piece of
information about the entity, but only as information which a community agrees
to use in order to fix the referent of that OKKAMid.
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Abstract. Understanding which ontology characteristics can predict a “good” 
quality ontology, is a core and ongoing task in the Semantic Web. In this paper, 
we provide our findings on which structural ontology characteristics are usually 
observed in high-quality ontologies. We obtain these findings through a task-
based evaluation, where the task is the assessment of the correctness of 
semantic relations. This task is of increasing importance for a set of novel 
Semantic Web tools, which perform fine-grained knowledge reuse (i.e., they 
reuse only appropriate parts of a given ontology instead of the entire ontology). 
We conclude that, while structural ontology characteristics do not provide 
statistically significant information to ensure that an ontology is reliable 
(“good”), in general, richly populated ontologies, with higher depth and breadth 
variance are more likely to provide reliable semantic content. 

Keywords: semantic relations, knowledge reuse, Semantic Web. 

1   Introduction 

Ontologies are fundamental Semantic Web (SW) technologies, and as such, the 
problem of their evaluation has received much attention from areas such as ontology 
ranking [8], selection [16][21], evaluation [11] and reuse [22]. Various approaches 
have been proposed in these fields, ranging from manual evaluation to (semi-) 
automatic evaluation of a single ontology to benchmark evaluation of the entire 
Semantic Web, and, finally, to task-based evaluations of a single ontology or a 
collection of ontologies. These studies have explored a variety of ontology 
characteristics that could predict ontology quality, including characteristics such as 
the modeling style of the ontologies, their vocabulary, structure, or performance 
within a given task. In this paper we continue the investigation of what makes a 
“good” ontology by using a task-based approach to evaluate the collection of 
ontologies available on the SW in terms of measures relating to their structure.   

The context of our work is that of fine-grained knowledge reuse, i.e., the reuse of 
ontology parts rather than the ontology as a whole. This kind of knowledge reuse is 
increasingly frequent, particularly for the new family of applications that take 
advantage of the large scale of the Semantic Web and the set of mature technologies 
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for accessing its content1 in order to reuse online knowledge. In the case of these 
applications, knowledge reuse happens at run-time, and therefore it primarily focuses 
on the reuse of small parts of ontologies, typically at the level of a semantic relation 
[17]. This is why it is essential to automatically detect the quality of such relations.  

The task we focus on in this paper is the evaluation of a single semantic relation 
(and not that of an entire ontology). We have built an algorithm that explores online 
ontologies in order to perform this task [18]. The performance of the task depends on 
the selection of these ontologies. We experiment with a set of structure-based 
ontology characteristics to select appropriate ontologies and decide which 
characteristics are more important by measuring their influence on the performance 
achieved when predicting the quality of relations. The correlation between structure-
based ontology characteristics and ontology correctness arises from our own 
experience in previous works [10][18], and other ontology evaluation studies where 
this distinction seems to be natural, useful and recurrent (see e.g. [15]). 

Our findings show that while structural ontology characteristics do not provide 
statistically significant information to identify a correct ontology, some of them point 
to valuable information that can help enhance ontology selection techniques. In 
particular, we conclude that richly populated ontologies with a high breadth and depth 
variance are more likely to be correct, and should be ranked higher by ontology 
selection algorithms.  

The contribution of our paper is two-fold. On the one hand, we further advance 
work on automatic relation evaluation by providing our findings on the ontology 
characteristics which could predict which ontologies are most likely to provide correct 
relations. On the other hand, a side-effect of this work is a large-scale investigation of 
what are the core structural characteristics that can predict a good-quality ontology. 

The rest of the paper is structured as follows. We present related work in Section 2 
and describe some motivating scenarios in the context of fine-grained knowledge 
reuse in Section 3. Section 4 introduces the task we focus on, the evaluation of a 
single semantic relation, and its implementation. We present the evaluation setup in 
Section 5 and detail experimental results in Section 6. We conclude in Section 7.  

2   Related Work 

As the number of ontologies on the Web increases, the need arises to determine which 
ontologies are of the highest quality or are the most appropriate for a certain task. 
There are several conceptions of what makes a “good” ontology, which will be 
discussed in this section.  

Significant work has been done in the area of ontology quality assessment [6][14]. 
Most of these attempts try to define a generic quality evaluation framework. As a 
result, specific applications of ontologies are not taken into account, and the ontology 
is considered as a whole during its quality evaluation.  

Existing evaluation methods rely on rather simple ways of specifying an 
information need, such as (sets of) keywords or a corpus from which sets of keywords 
are abstracted and output their results as a ranked list of ontologies [21]. 
                                                           
 1 http://esw.w3.org/topic/TaskForces/CommunityProjects/LinkingOpenData/ 
   SemanticWebSearchEngines 
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Table 1. Summary of existing approaches to ontology evaluation and the evaluation criteria 
they explore (adapted from [22]) 

Quality 
Framework 

Syntax 
Evaluation 

Domain 
cohesion 

Structural 
evaluation 

Population 
of classes 

Usage 
statistics 

AKTiveRank [2]  X X   
OntoClean [11]   X   
OntoKhoj [16]  X   X 
Ontometric [14] X     
OntoQA [23]   X X  
OntoSelect [5]   X   
Semiotic metrics [6] X X   X 
Swoogle [8]     X 

 
There are three major categories of ontology evaluation approaches: 

• Manual approaches are those based on human interaction to measure ontology 
features not recognizable by machines [14]. 

• Automatic approaches are those that evaluate an ontology by comparing it to a 
Golden Standard, which may itself be an ontology [15] or some other kind of 
representation of the problem domain [4]. 

• Task-based approaches are those that evaluate the ontologies by plugging them 
in an application, and measuring the quality of the results that the application 
returns [19]. 

The different existing methods of evaluation also vary with regard to their selection 
criteria and evaluation metrics. Aspects that are generally considered to be useful for 
the evaluation of the quality of an online ontology, shown in Table 1 are: 

• Evaluation of syntax checks if an ontology is syntactically correct. This is most 
important for ontology-based applications as the correctness reflects on the 
application [14]. 

• Cohesion to domain and vocabulary measures the congruence between an 
ontology and a domain [4][6][16]. 

• Structural evaluation deals with the assessment of taxonomical relations versus 
other semantic relations, i.e., the ratio of Is-A relationships and other semantic 
relationships in an ontology is evaluated [5]. 

• Population of classes measures instance-related metrics such as how instances 
are distributed across classes or average population [23]. 

• Usage statistics and metadata evaluate those aspects that focus on the level of 
annotation of ontologies, i.e., the metadata of an ontology and its elements 
[6][9][8].  

In this work we report on a task-based evaluation of online available ontologies, 
where we investigate which structural and popularity characteristics of these 
ontologies are good indicators to measure their quality.  
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3   Use Cases in the Context of Fine-Grained Knowledge Reuse 

In this section, we describe two motivating scenarios where fine-grained knowledge 
reuse is performed rather than reuse of ontologies as a whole. 

Embedded in the NeOn Toolkit's ontology editor, the Watson plugin2 allows the 
user to reuse a set of relevant ontology statements (equivalent to semantic relations) 
drawn from online ontologies in order to construct new knowledge. Concretely, for a 
given concept selected by the user, the plug-in retrieves all the relations in online 
ontologies that contain this concept (i.e., concepts that have the same label). The user 
can then integrate any of these relations into his ontology through a mouse click. For 
example, for the concept Book the plugin would suggest relations such as: Book ⊆ 
Publication, Chapter ⊆ Book or Book -containsChapter- Chapter. These semantic 
statements are presented in an arbitrary order. Because of the typically large number 
of retrieved semantic statements it would be desirable to rank them according to their 
correctness.  

Our second scenario is provided by PowerAqua [13], an ontology-based Question 
Answering (QA) system which receives questions in natural language and is capable 
of deriving an answer by combining knowledge gathered from multiple online 
ontologies. In a nutshell, the system breaks up the user query in several triple-like 
structures, which are then matched to appropriate triples (or relations) within online 
ontologies. PowerAqua derives the final answer by combining these ontology triples. 
As in the case of the Watson plug-in, PowerAqua does not evaluate the quality of 
these relations. Our work on establishing a correlation between certain ontology 
characteristics and the quality of the relations they provide would improve 
PowerAqua’s ability to discard noise or irrelevant semantic information.  

4   The Task: Evaluating the Quality of Semantic Statements 

The task we use as a means to get an insight into the quality of online ontologies is 
that of evaluating the quality of a semantic relation. We define a semantic relation <s, 
R, t> as a triple where s represents the source term, t represents the target term, and R 
represents the relation between those terms, e.g., <Helicopter, ⊆ , Aircraft>. R can 
represent a wide range of relation types, such as hyponymy, disjointness, or simply 
any associative relation.  

In our work, for any given relation we want to evaluate, we are capable to identify 
all online ontologies that directly or indirectly link s and t. Fig. 1 shows the example 
of three ontologies (O1, O2, O3) that can lead to a relation between Aircraft and 
Helicopter. O1

3
 contains a direct subclass relation while O2

4 contains a direct disjoint 
relation between Aircraft and Helicopter. O3

5 provides an implicit subclass relation 
between these two concepts, which can be inferred from the following derivation 
path:  Helicopter ⊆ Rotorcraft ⊆ HeavierThanAirCraft ⊆ Aircraft 

                                                           
 2 http://watson.kmi.open.ac.uk/WatsonWUI/ 
 3 http://reliant.teknowledge.com/DAML/Transportation.owl 
 4 http://reliant.teknowledge.com/DAML/Mid-level-ontology.owl 
 5 http://www.interq.or.jp/japan/koi_san/trash/aircraft3.rdf 
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Fig. 1. Example of finding relations between Helicopter and  Aircraft on the SW 

In this example we can see that different ontologies provide information of a 
different quality. While O1 and O3 provide a correct relation in terms of domain 
modeling, this is not the case for O2. Further, note that even if they agree on the relation 
between Helicopter and Aircraft, ontologies O1 and O3 have different ways to declare 
this relation: explicitly (derivation path length = 1) or implicitly (derivation path length 
= 3). In this work we make use of the fact that different ontologies provide relations 
between the same terms in order to investigate which ontology characteristics can 
predict the ontology that is most likely to provide a correct relation.  

To perform our task we use a software package that, given two terms, can identify 
all online ontologies that lead to a relation between these terms, as well as the actual 
relation and its derivation path. We implemented this package using the services of 
the Watson6 SW gateway. Watson crawls and indexes a large number of online 
ontologies7 and provides a comprehensive API which allows us to explore these 
ontologies. 

The relation extraction algorithm is highly parameterized8. For the purposes of this 
study we have configured it such that for each pair (A,B) of terms it identifies all 
ontologies containing the concepts A' and B' corresponding to A and B from which a 
semantic relation can be derived between these terms. Correspondence is established 
if the labels of the concepts are lexical variations of the same term. For a given 
ontology (Oi) the following derivation rules are used: 

• If A'i ≡ B'i  then derive A ≡ B. 
• If A'i ⊆ B'i  then derive A ⊆ B. 
• If A'i ⊇ B'i  then derive A ⊇ B. 
• If A'i ⊥ B'i  then derive A ⊥ B. 

                                                           
 6 http://watson.kmi.open.ac.uk 
 7 Estimated to 250,000 during the writing of this paper. 
 8 A demo of some of these parameters and an earlier version of the algorithm are available at 

http://scarlet.open.ac.uk/ 
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• If R(A'i , B'i) then derive A R B. 
• If Pi  such that A'i ⊆ Pi  and B'i ⊆ Pi  then derive A sibling B. 

Note that in the above rules the relations between A'i and B'i represent both explicit 
and implicit relations (i.e., relations inherited through reasoning) in Oi. For example, 
in the case of two concepts labeled DrinkingWater and tap_water, the algorithm 
deduces the relation DrinkingWater ⊆ tap_water through the following subsumption 
chain in the TAP9 ontology: DrinkingWater ⊆ FlatDrinkingWater ⊆ TapWater.  

5   Evaluation Setup 

This section describes the evaluation setup. Here we explain the set of measures and 
datasets that we have selected to perform the evaluation. 

5.1   Measures 

Twelve different measures have been considered to evaluate the quality of the 
ontologies. Because these measures are investigated in the context of applications that 
need to select semantic knowledge at runtime, they must accomplish two main 
requirements: generality and performance. Generality refers to the applicability of the 
measures to any potential ontology available in the Web, independent of its language, 
size, or any other characteristic. Performance refers to the availability of these 
measures at runtime. This requirement generally implies that the measures are either 
lightweight in terms of computational requirements or pre-computed. The list of 
selected measures has been divided in two main groups:  

a) Knowledge coverage and popularity measures  

• Number of classes: number of classes in a given ontology. 
• Number of properties: number of properties in a given ontology. 
• Number of individuals: number of individuals in a given ontology. 
• Direct popularity: number of ontologies importing a given ontology. 

b) Structural ontology measures 

• Maximum depth: size of the longest branch in the given ontology. 
• Minimum depth: size of the shortest branch in the given ontology. 
• Average depth: average size of the branches of the given ontology. 
• Depth variance: variance of the size of the branches in the ontology. 
• Maximum breadth: size of the largest level of the ontology. 
• Minimum breadth: size of the narrowest level of the ontology. 
• Average breadth: average size of the levels of the ontology. 
• Breadth variance: variance of the size of the levels in the ontology. 

5.2   Datasets 

As experimental data we used datasets from the domain of ontology matching, in the 
form of alignments obtained in two different test cases put forward by the Ontology 
 

                                                           
 9 http://139.91.183.30:9090/RDF/VRP/Examples/tap.rdf 
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Table 2. Overview of the experimental datasets and their characteristics 

Data Set Nr. Of Relations Type of Relations Domain 
AGROVOC/NALT 380 , , Agriculture 
OAEI’O8 301 112 , , Academia 
OAEI’O8 302 116 , , Academia 
OAEI’O8 303 458 , , Academia 
OAEI’O8 304 386 , , Academia 
Total 1452    

Alignment Evaluation Initiative10 (OAEI), an international body that coordinates 
evaluation campaigns for this task. 

The AGROVOC/NALT dataset has been obtained by performing an alignment 
between the United Nations' Food and Agriculture Organization (FAO)'s AGROVOC 
ontology and its US equivalent NALT. The relations established between the concepts 
of the two ontologies are of three types: ⊆, ⊇, and ⊥. Each relation has been 
evaluated by experts, as described in more detail in [17]. 

The OAEI'08 dataset represents the alignments obtained by the Spider system on 
the 3** benchmark datasets and their evaluation [20]. This dataset contains four 
distinct datasets representing the alignment between the benchmark ontology and the 
MIT (301), UMBC(302), KARLSRUHE(303) and INRIA(304) ontologies 
respectively. Besides the ⊆, ⊇, and ⊥ relation types, this dataset also contains 
named relations, e.g. <Article, inJournal, Journal>. Table 2 provides a summary of 
these datasets and their characteristics. 

6   Evaluation Results 

In this section we describe the study we conducted to evaluate the discriminative 
effect of the proposed measures when selecting the ontologies that are most likely to 
provide correct relations. For this purpose we have used the datasets presented in 
Section 5.2 and the implementation described in Section 4. 

6.1   Evaluating the Quality of Semantic Statements: Types of SW Matches 

As we can see in Section 5.2, the datasets selected for the study contain four different 
types of relations R: ⊆, ⊇, ⊥ and named. For each individual triple <s, R, t> in the 
dataset a user evaluation is available, stating whether the relation R between s and t is 
correct. 

Each triple <s, R, t> is then searched in the SW using the methodology described 
in Section 4. As a result, all online ontologies that directly or indirectly link s and t are 
identified. For each relation R to be evaluated we consider five different potential 
matches within online ontologies: ⊆, ⊇, ⊥, named and sibling.  

For example, for the semantic relation <fog, ⊆, weather>, which users have 
evaluated as a correct relation, we found two different matches in the SW: The 

                                                           
10 http://oaei.ontologymatching.org/ 
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ontology http://morpheus.cs.umbc.edu/aks1/ontosem.owl with the match <fog, ⊆, 
weather> and the ontology http://sweet.jpl.nasa.gov/ontology/phenomena.owl with 
the match <fog, hasAssociatedPhenomena, weather>. 

Considering the semantic relation, its corresponding user evaluation and the 
relation matched in the ontology, we distinguish three different types of matches: 

• Correct matches: they provide exactly the same relation that the users are 
considering true. 

• Incorrect matches: they provide exactly the same relation that the users are 
considering false or a different relation to the one the users are considering true. 

• Unknown matches: the rest of the cases in which we cannot determine if the 
ontologies are providing correct or incorrect information without a manual 
evaluation. 

Table 3 summarizes the rules that we use to automatically judge the correctness of a 
match in online ontologies based on the value of the original relation (column 1) and 
the user evaluation of the original relation (column 2).    

Table 3. Quality of identified matches 

 Match quality 
Original 
relation  

User  
evaluation 

Correct Unknown  Incorrect 

⊆ True ⊆ Named, sibling ⊇, ⊥ 
⊇ True ⊇ Named, sibling ⊆, ⊥ 
⊥ True ⊥ Named ⊆, ⊇, sibling 
named True  named, sibling, ⊆, ⊇, ⊥  

⊆ False  ⊇, ⊥, named, sibling ⊆ 
⊇ False  ⊆, ⊥, named, sibling ⊇ 
⊥ False  ⊆, ⊇, sibling, named ⊥ 
named False  ⊆, ⊇, ⊥, named, sibling  

For the 1452 semantic relations described in the five different datasets we have 
found 53726 matches in 283 online ontologies using the services provided by Watson. 
Following the classification mechanism described above, we have extracted 1498 
correct matches from 140 different ontologies (Ocm), 2279 incorrect matches from 148 
different ontologies (Oim) and 49949 unknown matches from 275 different 
ontologies(Oum). Note that the same ontology can fall within the three different 
subsets if it provides correct, incorrect and unknown mappings for the various 
semantic relations of the dataset. 

6.2   Selecting Correct and Incorrect Ontologies  

The identified correct and incorrect matches will help us distinguish between two 
different subsets of ontologies: Or, reliable ontologies when assessing the quality of a 
semantic relation and Onr, unreliable ontologies. In order to select these subsets of 
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ontologies we try to maximize two different criteria: a) the number of matches 
generated by the ontology and b) over those matches, the percentage of correct ones 
in the case of Or and incorrect ones in the case of Onr. Fig. 2 and 3 show the 
distribution of the ontologies meeting these two criteria. Note that in these figures the 
percentages are expressed on a per unit basis. 

As we can see in both figures, the percentage of correct and incorrect matches 
decreases in correlation with the increase in the number of matches. This is due to the 
fact that, for those ontologies that are able to provide a higher number of matches, the 
majority of identified matches have an unknown quality, i.e., we cannot determine if 
they are correct without a manual evaluation. This effect partially invalidates the 
criterion of maximizing the number of matches in order to select Or  and Onr. To avoid 
this effect we consider that: a) those ontologies that provide a number of matches 
greater than or equal to the average obtain the maximum score for this criterion and b) 
the criterion of maximizing the percentage of correct and incorrect matches should 
have slightly more relevance than the criterion of maximizing the number of matches. 
Considering these constraints we define Or  and Onr  as: 
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Where: moi is the set of matches found for the ontology oi, mcoi  is the subset of correct 
matches found for the ontology oi, mioi  is the subset of incorrect matches found for the 
ontology oi, n is the total number of ontologies that provided matches for the relations 
in our dataset (283), α is a constant parameter that determines the relevance for each 
criterion and λ is a certain threshold that discriminates the final subset of ontologies.  

 

Fig. 2. Distribution of ontologies according to the number of matches and percentage of correct 
matches 
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Fig. 3. Distribution of ontologies according to the number of matches and percentage of 
incorrect matches 

For our experiments α has been empirically set to 0.4, providing less relevance to 
the criterion of maximizing the number of matches. λ has been empirically set to 0.5 
in the selection of Or and to 0.6 in the selection of Onr in order to obtain the top 40 
ontologies for each subset (|Or | = |Onr| = 40). 

A relevant aspect to consider in the selection of Or is that we have discarded all 
the ontologies potentially involved in the generation of the experimental dataset  
in order to avoid biased information. An example of these ontologies is: 
http://oaei.ontologymatching.org/2004/Contest/228/onto.rdf.  

6.3   Studying the Discriminative Effect of Ontology Quality Measures 

Or and Onr represent respectively reliable an unreliable online semantic content in the 
context of assessing the quality of semantic relations, i.e., Or represents the subset of 
correct ontologies and Onr the subset of incorrect ontologies.  In this section we study 
how well the previously introduced measures (Section 5.1) are able to discriminate 
between these two types of ontologies. We therefore compute the measures for the 80 
ontologies selected (40 belonging to Or  and 40 belonging to Onr). 

The analysis has been performed using the preprocessing tools of the Weka11 data 
mining software. For each measure we present a figure that contains the ranges of 
values for the measure on the x-axis and the number of reliable versus unreliable 
ontologies that fall in each of these ranges on the y-axis. Reliable ontologies are 
presented in blue, and unreliable ones are presented in red. 

6.3.1   Knowledge Coverage and Popularity Measures 
Fig. 4 shows the results obtained for the knowledge coverage and the population 
measures. As we can see in the figure, the number of classes in the ontologies varies 
 

                                                           
11 http://www.cs.waikato.ac.nz/ml/weka/ 
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Number of classes Number of properties 

Number of instances Ontology Direct Popularity 

 

Fig. 4. Discriminative effect of the knowledge coverage and popularity measures 

between 1 and 5609. The higher percentage of ontologies contains between 1 and 
1000 classes and this includes reliable and unreliable ones. Only two reliable 
ontologies present a number of classes higher than 1000 but this number of ontologies 
is not statistically significant to claim that ontologies with a higher number of classes 
provide more reliable semantic relations. 

The number of properties varies from 0 to 94 in the selected subset of ontologies. 
We can see that reliable ontologies tend to have fewer properties than the unreliable 
ones on average. However, this measure does not draw a clear line between the two 
subsets of ontologies either. 

The number of individuals varies between 0 and 287. While there is a small subset 
of reliable ontologies able to provide a higher number of individuals, again this is not 
discriminative enough to consider that, in general, more populated ontologies provide 
better semantic relations. 

The popularity measure varies between 0 and 14 imports per ontology. All 
ontologies with a popularity value higher than 6 are considered unreliable. However, 
there are only three ontologies in the dataset showing this effect, and therefore this 
measure cannot be considered discriminative either.  
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6.3.2   Structural Ontology Measures 
Structural measures aim to study the topology of the ontologies, and more 
concretely their depth and breadth. We hypothesize that these measures can help 
us to better understand how conceptual relations are spread within the ontologies 
and therefore to determine which ontologies are better when assessing the quality 
of the relations. 

The first group of measures that we have considered for this evaluation is 
related to the depth of the ontology. As we can see in Fig. 5, the minimum depth is 
always 2 so this measure is not discriminative at all. However, the rest of the 
measures slightly show that in general, those ontologies with higher levels of 
maximum depth, average depth and depth variance belong to Or . Over the three 
measures we should highlight the ontology depth variance, since all ontologies 
with values higher than 0.9 are considered reliable. Even though these results are 
not statistically significant, there is a tendency that shows that those ontologies 
with higher depth variance can be considered “better” when assessing the quality 
of semantic relations. 

Maximum depth Minimum depth 

Average depth Depth variance 

 

Fig. 5. Discriminative effect of the ontology depth measures 
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Maximum breadth Minimum breadth 

Average breadth Breadth variance 

 

Fig. 6. Discriminative effect of the ontology breadth measures 

The second group of measures that we have considered in this study is related to 
the breadth of the ontology. Here the tendency is not as visible as in the case of the 
depth measures, but we can also see that all ontologies with maximum breadth values 
higher than 100 and breadth variance values higher than 20 always belong to Or.  

In summary we can conclude that, even though there is no statistically significant 
information to affirm that the topology characteristics of the ontologies are 
discriminative measures to distinguish reliable versus unreliable ontologies, there is a 
tendency showing that those ontologies that present higher values of depth and 
breadth variance are able to provide better semantic relations. 

7   Conclusions  

Understanding which ontology characteristics can predict “good quality ontologies” is 
a core and ongoing task in the SW. In this paper we studied the effect of several 
structural ontology measures to discriminate a “good ontology” in the context of a 
task-based evaluation, the assessment of correct semantic relations. 
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Our study shows that there is no statistically significant information to assure that 
these measures are able to identify the best semantic content in the context of this 
task. However, we have detected some tendencies which may show that the “best” 
ontologies are generally those that are more populated and have higher values of 
depth and breadth variance in their structure. 

Several issues remain open nonetheless. On the one hand, the selection of Or and 
Onr (the correct and incorrect subsets of ontologies) can be biased by the high number 
of unknown matches (relations provided by the ontologies where we can only be sure 
if they are correct or not by means of manual evaluation). On the other hand, the 
datasets selected for this experiment only cover two domains: agriculture and 
academia. It would therefore be desirable to have more heterogeneous and completed 
evaluated datasets in order to discern with more accuracy if structural ontology 
measures can identify the best ontologies to assess the correctness of semantic 
relations. 
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Abstract. Developing ontologies is not an easy task and often the resulting on-
tologies are not consistent or complete. Such ontologies, although often useful,
also lead to problems when used in semantically-enabled applications. Wrong
conclusions may be derived or valid conclusions may be missed. To deal with
this problem we may want to repair the ontologies. Up to date most work has
been performed on finding and repairing the semantic defects such as unsatisfi-
able concepts and inconsistent ontologies. In this paper we tackle the problem of
repairing modeling defects and in particular, the repairing of structural relations
(is-a hierarchy) in the ontologies. We study the case where missing is-a relations
are given. We define the notion of a structural repair and develop algorithms to
compute repairing actions that would allow deriving the missing is-a relations in
the repaired ontology. Further, we define preferences between repairs. We also
look at how we can use external knowledge to recommend repairing actions to
a domain expert. Further, we discuss an implemented prototype and its use as
well as an experiment using the ontologies of the Anatomy track of the Ontology
Alignment Evaluation Initiative.

1 Introduction

Developing ontologies is not an easy task and often the resulting ontologies are not
consistent or complete. Such ontologies, although often useful, also lead to problems
when used in semantically-enabled applications. Wrong conclusions may be derived
or valid conclusions may be missed. Defects in ontologies can take different forms
(e.g. [7]). Syntactic defects are usually easy to find and to resolve. Defects regarding
style include such things as unintended redundancy. More interesting and severe defects
are the modeling defects which require domain knowledge to detect and resolve, and
semantic defects such as unsatisfiable concepts and inconsistent ontologies. Most work
up to date has focused on finding and repairing the semantic defects in an ontology (e.g.
[5,6,7,13]). Recent work has also started looking at repairing semantic defects in a set
of mapped ontologies [4] or the mappings between ontologies themselves [11].

In this paper we tackle the other difficult problem, i.e. the repairing modeling de-
fects. In particular, we focus on the repairing of structural relations (is-a hierarchy) in
the ontologies. In this setting it is known that a number of intended is-a relations are
not present in the source ontology. The missing is-a relations can be discovered by in-
spection of the ontologies by experts or they can be generated by automated tools. For
instance, in the case of task 4 in the Anatomy track in the 2008 Ontology Alignment
Evaluation Initiative (OAEI) [10], two ontologies, Adult Mouse Anatomy Dictionary
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[1] (MA, 2744 concepts) and the NCI Thesaurus - anatomy [12] (NCI-A, 3304 con-
cepts), and 988 mappings between the two ontologies are given. Based on the structure
of the source ontologies and the given mappings, it can be derived that 178 is-a relations
in MA and 146 in NCI-A are missing.1

Once missing is-a relations are found, the problem is to add is-a relations (or sub-
sumption axioms) to the ontology such that the missing is-a relations can be derived.
Although the easiest way to do this, is to just add the missing is-a relations, this may
not be the most interesting solution for the domain expert. For instance, in MA an is-a
relation between wrist joint and joint is missing and could be added to the ontology.
However, knowing that there is an is-a relation between wrist joint and limb joint in
MA, a domain expert may want to add an is-a relation between limb joint and joint.
This is more informative and would lead to the fact that the missing is-a relation can be
derived. In general, such a decision is preferably made by a domain expert. Therefore,
in this work, we develop algorithms to generate and recommend possible ways to repair
the structure of the ontology and develop a tool that allows a domain expert to repair
the structure of an ontology in a semi-automatic way.

In section 2 we formally define the notion of structural repair. As not all possible
ways to repair an ontology are equally useful, we also define a number of preference re-
lations between repairs. Section 3 describes our algorithms for generating, recommend-
ing and executing repairing actions. Our prototype system and its use are described in
section 4. Further, we discuss experiments on repairing MA and NCI-A in section 5.
Related work is presented in section 6 and the paper concludes in section 7.

2 Theory

The setting that we study is the case where the ontology is defined using named concepts
and subsumption axioms2. Most ontologies contain this case and many of the most
well-known and used ontologies, e.g. in the life sciences, are covered by this setting.
We therefore use the following definition.

Definition 1. Let O = (C, I) be an ontology with C its set of named concepts and I
⊆ C x C a representation of its is-a structure. Let M⊆ C x C be a set of missing is-a
relations (i.e.M represents a set of missing subsumptiom axioms). A structural repair
for the ontology O with respect to M is a set of pairs of conceptsR ⊆ C x C such that
for each (Ai, Bi) ∈M: (C, I ∪ R) |= Ai → Bi.

The definition states that a structural repair of an ontology given a set of missing is-a
relations, is a set of is-a relations such that when these is-a relations are added to the
ontology, then all missing is-a relations can be derived from the extended ontology. The
elements in a structural repair we call repairing actions.

1 A number of these are actually redundant. For instance, it may be that when repairing one
missing is-a relation, others are repaired as well. Using this property we can remove 57 missing
is-a relations from MA (with 121 remaining) and 63 from NCI-A (with 83 remaining).

2 In this paper we denote subsumption axioms often using →. A → B means that A is-a B.
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An immediate consequence is that the set of missing is-a relations is itself a struc-
tural repair. Another consequence is that adding is-a relations to a structural repair also
constitutes a structural repair.

Not all structural repairs are equally useful or interesting for a domain expert. To
deal with this issue we introduce a number of preference relations.

In some structural repairs there may be is-a relations that do not contribute to the
derivation of the missing is-a relations. In other structural repairs some of the is-a rela-
tions may be derivable from the other is-a relations in the structural repair and therefore
redundant. For example, the missing is-a relation between wrist joint and joint can be
repaired in MA by adding the is-a relation between limb joint and joint. In that case, the
missing is-a relation between elbow joint and joint is also repaired since there is a is-a
relation between elbow joint and limb joint. Therefore, an is-a relation between elbow
joint and joint in the structural repair is redundant. The first preference relation prefers
not to use these redundant or non-contributing is-a relations for repairing.

Definition 2. Let R1 and R2 be structural repairs for the ontology O with respect to
M, thenR1 is axiom-preferred toR2 (notationR1 �A R2) iffR1 ⊆ R2.

As discussed in the introduction, just adding the missing is-a relations, is not always the
most interesting solution for the domain expert. For instance, repairing the missing is-a
relation wrist joint and joint by adding an is-a relation between limb joint and joint may
be more informative. When one is-a relation can be derived from another in the context
of the ontology, we say that the second is-a relation is more informative than the first.
The second preference relation prefers to use as informative is-a relations as possible
for repairing.

Definition 3. We say that (X1,Y1) is more informative than (X2,Y2) iff X2 → X1 and Y1
→ Y2. LetR1 andR2 be structural repairs for the ontologyO with respect toM. Then
R1 is information-preferred toR2 (notationR1 �I R2) iff ∃ (X1,Y1) ∈ R1, (X2,Y2) ∈
R2: (X1,Y1) is more informative than (X2,Y2).

Further, some structural repairs may introduce equivalence relations for concepts
which were only connected by an is-a relation in the original ontology. Although such
a structural repair may result in a consistent ontology, this is usually not desired from
a modeling perspective. For example, in MA we have is-a relations between posterior
communicating artery and artery, and between communicating artery and artery.
However, there is a missing is-a relation between posterior communicating artery
and communicating artery. This could be repaired by adding an is-a relation between
artery and communicating artery. However, this also introduces an equivalence be-
tween communicating artery and artery. The third preference relation prefers not to
change is-a relations in the original ontology into equivalence relations.

Definition 4. Let R1 and R2 be structural repairs for the ontology O = (C, I) with
respect to M. Then R1 is strict-hierarchy-preferred to R2 (notation R1 �SH R2) iff
∃ A, B ∈ C: (C, I) |= A → B and (C, I) �|= B → A and (C, I ∪ R1) �|= B → A and (C, I
∪ R2) |= B → A.

In general, we would want structural repairs that are maximally preferred.
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Input:
Source ontology, missing is-a relations.
Output
Repairing actions.
Algorithm
1. Initialize KB with ontology;
2. For every missing is-a relation (Ai,Bi): add the axiom Ai → Bi to the KB;
3. For each (Ai, Bi):

3.1 Source(Ai, Bi) := super-concepts(Ai) - super-concepts(Bi);
3.2 Target(Ai, Bi) := sub-concepts(Bi) - sub-concepts(Ai);

4. Missing is-a relation (Ai, Bi) can be repaired by choosing an element
from Source(Ai, Bi) x Target(Ai, Bi).

Fig. 1. Algorithm for generating repairing actions - 1

Definition 5. A structural repairR for the ontologyO with respect toM is maximally
preferred with respect to the preference relation � iff for all structural repairs R1 for
O with respect to M it holds that ifR1 �R thenR�R1.

3 Repairing the Structure of an Ontology

A naive way to compute all possible structural repairs would be to take all sub-sets of
C x C and for each sub-set, add its elements as is-a relations to the ontology and check
whether the missing is-a relations can be derived. This is in practice infeasible as it re-
quires checking too many cases. Even for small ontologies, it is not practical as domain
experts usually deal with one or a few missing is-a relations at a time, rather than choos-
ing between large sets of possible repairs including all missing is-a relations. Therefore,
we develop algorithms that generate possible repairing actions for the missing is-a re-
lations, taking into account the preferences defined in section 2. We also provide an
algorithm that recommends repairing actions. The user can then select a missing is-a
relation to repair (and we rank these in terms of the number of possible repairing ac-
tions). Further, we developed an algorithm that, upon the repairing of a missing is-a
relation, detects for which missing is-a relations the set of repairing actions needs to be
updated, and updates these.

3.1 Generating Repairing Actions

Algorithm 1. In our first algorithm (see figure 1), when generating repairing actions
for a missing is-a relation, we take into consideration that all missing is-a relations will
be repaired, but we do not take into account the actual repairing actions that could be
performed for other missing is-a relations.

In the algorithm we store the ontology in a knowledge base and add the missing is-a
relations to the ontology. As we know that these should be derivable in the repaired
ontology, adding them introduces the desired new connections. Then, we generate cor-
rect ways to introduce more informative is-a relations that would allow us to derive the
missing is-a relations. Therefore, for a repairing action (Si,Ti) regarding missing is-a
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Fig. 2. Example 1

relation (Ai, Bi) we require that Ai → Si and Ti → Bi (preference�I in definition 3).
This also ensures that we only compute repairing actions that are relevant for repairing
the missing is-a relations (preference�A in definition 2.) At the same time we do not
want to introduce new equivalence relations, where in the source ontology we have only
is-a relations (preference�SH in definition 4). This is realized by the selection of the
elements in the Source and Target sets.

The proposed repairing actions for a missing is-a relation (Ai, Bi) all lead to the
derivation of (Ai, Bi) in the extended ontology. In general, a user may repair the ontol-
ogy by choosing for each missing is-a relation (Ai, Bi) an element from Source(Ai, Bi)
and an element from Target(Ai, Bi). However, as we have not taken into account all in-
fluences of possible repairing actions for other missing is-a relations, a better strategy is
to repair one missing is-a relation and recompute repairing actions for the other missing
is-a relations in the partially repaired ontology.

As an example, consider the case presented in figure 2, where O1 = (C1, I1) is an
ontology with concepts C1 = {1, 2, 3, 4, 5, 6, 7} and is-a relations (shown in full lines
in figure 2) I1 = {(7,5), (7,6), (5,3), (2,1), (6,4), (4,1)}. (I1 represents the is-a hierarchy
and thus also all is-a relations derived from the elements in I1.) The set of missing
is-a relations (shown in dashed lines in figure 2) isM1 = {(5,4), (3,2)}. The algorithm
will then generate the following Source and Target sets: Source(5,4) = {5, 3, 2, 1, 4} -
{4, 1} = {5, 3, 2}; Target(5,4) = {4, 6, 7, 5} - {5, 7} = {4, 6}; Source(3,2) = {3,
2, 1} - {2, 1} = {3}; Target(3,2) = {2, 3, 5, 7} - {3, 5, 7} = {2}. For missing is-
a relation (3,2) the only generated repairing action is (3,2). For missing is-a relation
(5,4) any of the repairing actions (5,4), (5,6), (3,4), (3,6), (2,4), (2,6) together with (any
of) the generated repairing action(s) for (3,2) leads to the derivation of the missing is-
a relation (5,4) in the extended ontology. The example also shows the importance of
initially adding the missing is-a relations to the knowledge base. The possible repairing
action (2,4) for missing is-a relation (5,4) would not be generated when we do not take
into account that missing is-a relation (3,2) will be repaired.3 Further, the example also
shows that we do not introduce repairing actions that would turn is-a relations in the
original ontology into equivalence relations. For instance, adding (1,4) would lead to
the fact that missing is-a relation (5,4) would be derivable in the extended ontology, but
also leads to making 1 and 4 equivalent.

3 So this means that repairing one is-a relation may influence the repairing actions for other
missing is-a relations. However, when generating repairing actions in algorithm 1 the only
influence that is taken into consideration is the fact that missing is-a relations are or will be
repaired (least informative repairing action), but not the actual (possibly more informative)
repairing actions that could be performed.
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Input:
Source ontology, missing is-a relations.
Output
Repairing actions.
Algorithm
1. Initialize KB with ontology;
2. For every missing is-a relation Ai → Bi:

2.1 create new concepts Xi and Yi in the KB;
2.2 add the axioms Ai → Xi, Xi → Yi, Yi → Bi to the KB;

3. For each (Ai, Bi):
3.1 Source-ext(Ai, Bi) := super-concepts(Ai) - super-concepts(Xi);
3.2 Target-ext(Ai, Bi) := sub-concepts(Bi) - sub-concepts(Yi);

4. Missing is-a relation (Ai, Bi) can be repaired by choosing an original ontology element
from Source-ext(Ai, Bi) and an original ontology element from Target-ext(Ai, Bi).

Fig. 3. Algorithm for generating repairing actions - 2

Algorithm 2. Our second algorithm for finding repairing actions for a particular missing
is-a relation (see figure 3) takes into account influences of other missing is-a relations
that are valid for all possible choices for repairing actions for the other missing is-a re-
lations. The difference between the basic algorithm and our extended algorithm occurs
mainly in steps 2 and 3. Instead of adding the missing is-a relations to the knowledge
base, in the extended algorithm we introduce for each missing is-a relation (Ai, Bi) two
new concepts Xi and Yi in the knowledge base as well as the axioms Ai → Xi, Xi →
Yi, Yi → Bi. (Xi, Yi) satisfies the requirements that each possible repairing action for
(Ai, Bi) should satisfy. As they are new concepts in the knowledge base, the properties
and relations of Xi, respectively Yi, to other concepts in the knowledge base represent
the properties and relations that are common to the source concepts, respectively target
concepts, of the possible repairing actions for (Ai, Bi). The Source and Target sets are
now computed relative to the Xi and Yi.

As an example, consider the case presented in figure 4, where O2 = (C2, I2) is an
ontology with concepts C2 = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10} and is-a relations (shown in
full lines in figure 4) I2 = {(7,6), (6,5), (5,2), (2,1), (7,4), (10,4), (10,9), (9,8), (8,3),
(3,1), (4,1)}. (As before, I2 represents the is-a hierarchy and thus also all is-a relations
derived from the elements in I2.) The set of missing is-a relations (shown in dashed

Fig. 4. Example 2
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lines in figure 4) is M2 = {(5,4), (8,4)}. The algorithm in figure 1 will then generate
the following Source and Target sets: Source(5,4) = {5, 4, 1, 2} - {4, 1} = {5, 2};
Target(5,4) = {4, 8, 9, 10, 5, 6, 7} - {5, 6, 7} = {4, 8, 9, 10}; Source(8,4) = {8, 4, 1, 3} -
{4, 1} = {8, 3}; Target(8,4) = {4, 8, 9, 10, 5, 6, 7} - {8, 9, 10} = {4, 5, 6, 7}.

The extended algorithm in figure 3 will add the nodes x1, y1, x2, y2 and the is-a
relations 5 → x1, x1→ y1, y1 → 4, 8 → x2, x2→ y2, and y2→ 4 (shown in dotted lines
in figure 4). It then generates the following Source and Target sets: Source-ext(5,4) =
{5, 4, 1, 2, x1, y1} - {4, 1, x1, y1} = {5, 2}; Target-ext(5,4) = {4, 8, 9, 10, 5, 6, 7, x1, y1,
x2, y2} - {5, 6, 7, x1, y1} = {4, 8, 9, 10, x2, y2}; Source-ext(8,4) = {8, 4, 1, 3, x2, y2} -
{4, 1, x2, y2} = {8, 3}; Target-ext(8,4) = {4, 8, 9, 10, 5, 6, 7, x1, y1, x2, y2} - {8, 9, 10,
x2, y2} = {4, 5, 6, 7, x1, y1}. The sets generated by the extended algorithm indicate that
there is an influence between the two missing is-a relations. Indeed, when a choice is
made for repairing the first missing is-a relation, we have essentially added equivalence
relations between x1, respectively y1, and concepts in the ontology. The appearance of
x1 and y1 in the Target-ext set for the second missing is-a relation indicates that the
concept chosen to be equivalent to x1 (and all concepts between this concept and 5) are
now also candidates for the Target for the second missing is-a relation. For example,
when choosing (2,4) as a repairing action for missing is-a relation (5,4) then (3,2) is a
possible repairing action for missing is-a relation (8,4).

Similarly to the basic algorithm, the proposed repairing actions for a missing is-
a relation (Ai, Bi) all lead to the derivation of (Ai, Bi) in the extended ontology. In
general, a user may repair the ontology by choosing for each missing is-a relation (Ai,
Bi) an element from Source(Ai, Bi) and an element from Target(Ai, Bi). However, as
the algorithm only takes into account influences that are common to all possible choices
for repairing actions, a user may want to repair one missing is-a relation and recompute
repairing actions for the other missing is-a relations.

3.2 Recommending Repairing Actions

As there may be many possible repairing actions, we develop a method for recommend-
ing repairing actions based on domain knowledge. We assume that we can query the
domain knowledge regarding subsumption of concepts. There are several such sources
such as general thesauri (e.g. WordNet) or specialized domain-specific sources (e.g the
Unified Medical Language System). In our algorithm (see figure 5) we generate recom-
mended repairing actions for a missing is-a relation starting from the Source and Target
sets generated by the algorithm in figure 14. The algorithm selects the most informative
repairing actions that are supported by evidence in the domain knowledge. The variable
visited in the algorithm in figure 5 keeps track of already processed repairing actions.
The variable recommended stores recommended repairing actions at each step and its
final value is returned as output. It is initialized with the missing is-a relation itself.
This is the least informative repairing action that can be performed for repairing the
missing is-a relation. Steps 3 and 4 compute the set Xe of maximal elements with re-
spect to the is-a relation in the Source set and the set Ye of minimal elements with
respect to the is-a relation in the Target set. The elements from Xe x Ye are then the

4 We have also extended the algorithm in figure 5 to deal with Source and Target sets derived by
the algorithm in figure 3.
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Input:
domain knowledge, source ontology, missing is-a relation (Ai, Bi),
Source and Target for the missing is-a relation as computed by algorithm in figure 1.
Output
Recommended repairing actions.
Algorithm
Global Variable visited: stores already processed repairing actions.
Global Variable recommended: stores recommended repairing actions.
1. Set visited = {(Ai, Bi)};
2. Set recommended = {(Ai, Bi)};
3. Set Xe = {xe : xe ∈ Source(Ai, Bi)

∧
∀x ∈ Source(Ai, Bi): if xe → x then x = xe};

4. Set Ye = {ye : ye ∈ Target(Ai, Bi)
∧

∀ y ∈ Target(Ai, Bi): if y → ye then y = ye};
5. For each pair (xe, ye) ∈ Xe x Ye: call QCheck(xe, ye);
6. Return recommended;
Function QCheck(concept x, concept y)
i. If (x, y) ∈ visited then return;
ii. Add (x, y) to visited;
iii. If ∃ (xr, yr) ∈ recommended: x → xr ∧ yr → y then return;
iv. If x is a sub-concept of y according to the domain knowledge then

Remove all (xr, yr) from recommended for which xr → x and y → yr;
add (x, y) to recommended;

else
Let Ysup be the set of direct super-concepts of y;
For each ys ∈ Ysup ∩ Target(Ai, Bi): call QCheck(x, ys);
Let Xsub be the set of direct sub-concepts of x;
For each xs ∈ Xsub ∩ Source(Ai, Bi): call QCheck(xs, y);

Fig. 5. Algorithm for recommending repairing actions

most informative repairing actions. For each of these elements (x,y) we check whether
there is support in the domain knowledge in step 5. Steps i and ii in the function QCheck
do bookkeeping regarding the already processed repairing actions. Step iii assures that
we do not add recommended is-a relations that are less informative than others already
recommended. In step iv we check whether there is support in the domain knowledge
for the repairing action. If so, then the repairing action is recommended and all less
informative repairing actions are removed from the recommendation set. If not, then
we check whether there is support in the domain knowledge for the repairing actions
that are less informative than (x,y). Among these we start with the most informative
repairing actions.

3.3 Executing Repairing Actions

When a user has chosen a repairing action for a particular missing is-a relation, it may
influence the set of possible repairing actions for other missing is-a relations. Therefore,
the repairing actions for the other missing is-a relations need to be recomputed based
on the ontology extended with the chosen repairing action.

For instance, figure 6 shows the new situation when choosing the repairing action
(2,9) (shown in thick line) for repairing missing is-a relation (5,4) for the example in
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Fig. 6. Example 2 - update

figure 4. In this case the Source and Targets sets become the following for the basic
algorithm: Source(8,4) = {8, 4, 1, 3} - {4, 1} = {8, 3}; Target(8,4) = {4, 8, 9, 10, 2,
5, 6, 7} - {8, 9, 10, 2, 5, 6, 7} = {4}; and the following for the extended algorithm:
Source-ext(8,4) = {8, 4, 1, 3, x2, y2} - {4, 1, x2, y2} = {8, 3}; Target-ext(8,4) = {4,
8, 9, 10, 2, 5, 6, 7, x2, y2} - {8, 9, 10, 2, 5, 6, 7, x2, y2} = {4}. When we compare
the computed repairing actions after the choice of (2,9) for repairing (5,4) with the re-
pairing actions computed before the choice (see section 3.1), we note that the repairing
actions that introduce equivalence relations (e.g. (8,6)) are removed after the choice of
(2,9) (preference�SH in definition 4). However, before (2,9) is chosen these repairing
actions do not necessarily introduce equivalence relations. For instance, we could have
repaired (8,4) first using one of these actions, and afterwards repaired (5,4).

For small ontologies, computing the repairing actions does not take much time and
the approach is feasible in a real setting. For large ontologies the computation time may
not be small enough to guarantee immediate updates in an implemented tool for repair-
ing. Therefore, in the algorithm5 in figure 7 we have introduced a way to keep track
of the influences between different missing is-a relations. The missing is-a relations for
which the Source and Target sets can change are the missing is-a relations for which
at least one of the concepts is a sub-concept or super-concept of at least one of the
concepts in the chosen repairing action for the repaired missing is-a relation. We only
update the Source and Target sets for these missing is-a relations. In addition, we also
remove the other missing is-a relations that have been repaired by the current repairing
action.

3.4 Ranking Missing is-a Relations

In general, there may be many missing is-a relations that need to be repaired. Although
it is possible to repair the missing is-a relations in any order, it may be easier for the user
to start with the ones where there are the fewest choices. We have therefore implemented
an algorithm that ranks the missing is-a relations according to the size of the Source(Ai,
Bi) x Target(Ai, Bi). The missing is-a relations with the fewest number of elements in
its set are presented highest in the list of missing is-a relations.

5 The algorithm in figure 7 deals with the case when we use the basic algorithm for finding
repairing actions. We also have a version for when we use the extended algorithm.
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Input
Ontology, the repaired missing is-a relation(Ar, Br), the repair action (Xr, Yr) taken for (Ar, Br),
the set of non-repaired missing relations Mr .
Output
Updated Source and Target sets.
Algorithm
1. Add (Xr, Yr) to the KB;
2. For each missing is-a relation (Ai, Bi) ∈ Mr:

2.1 If Ai → Xr then recompute super-concepts(Ai);
2.2 If Bi → Xr then recompute super-concepts(Bi);
2.3 If Ai → Xr or Bi → Xr then Source(Ai, Bi) := super-concepts(Ai) - super-concepts(Bi);
2.4 If Yr → Ai then recompute sub-concepts(Ai);
2.5 If Yr → Bi then recompute sub-concepts(Bi);
2.6 If Yr → Ai or Yr → Bi then Target(Ai, Bi) := sub-concepts(Bi) - sub-concepts(Ai);

Fig. 7. Algorithm for updating repairing actions

4 Implemented System

We have implemented a prototype system that allows a user to repair the structure of an
ontology using the algorithms described in section 3. We show its use using a piece of
MA regarding the concept Joint. As input our system takes an ontology in OWL format
as well as a list of missing is-a relations6. We use a framework and reasoner provided
by Jena (version 2.5.7) [3]. The domain knowledge that we use is WordNet [15] and the
Unified Medical Language System [14].

The ontology and missing is-a relations can be imported using the Load/Derive Miss-
ing IS-A Relations button. The user can see the list of missing is-a relations under the
Missing IS-A Relations menu (see figure 8). In this case there are 7 missing is-a rela-
tions7. Clicking on the Compute Repairing Actions button, results in the computation
of the Source and Target sets and the missing is-a relations in the list are ranked as
described in section 3.4. The user can select which one to repair first. The first missing
is-a relation in the list has the fewest possible repairing actions, and may therefore be
a good starting point. When the user chooses a missing is-a relation, the Source and
Target sets for the repairing actions are shown in the panels on the left and the right,
respectively. The concepts in the missing is-a relation are highlighted in red.

Figure 9 illustrates the Source and Target sets for the missing is-a relation between
wrist joint and joint as they were generated by our extended algorithm from figure 3.
We see that, as the Target set displays x’s and y’s, there are a number of influences
from other missing is-a relations. For instance, through x4 and y4, we see that re-
pairing (knee joint, joint) may influence the repairing actions of the current missing
is-a relation. The user can also ask for recommended repairing actions by clicking the

6 We actually also allow to add two ontologies together with mappings. The system will then
derive missing is-a relations for an ontology based on the other ontology and the mappings in
a similar way as the approach described in [8].

7 The missing is-a relations were actually derived using NCI-A and mappings between MA and
NCI-A.
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Fig. 8. Missing is-a relations

Fig. 9. Possible repairing actions for the selected missing is-a relation

Recommend button. In our case, the system recommends to add an is-a relation between
limb joint and joint. In general, the system presents a list of recommendations. By se-
lecting an element in the list, the concepts in the repairing action are highlighted in the
panels. The user can repair a missing is-a relation by selecting a concept in the Source
panel and a concept in the Target panel and clicking on the Repair button. The repairing
action is then added to the ontology, and the relevant Source and Target sets and recom-
mendations for other missing is-a relations are updated. At all times during the process
the user can inspect the ontology by clicking the Show Ontology button. Newly added
is-a relations will be highlighted (see figure 10). After adding the is-a relation between
limb joint and joint, not only (wrist joint,joint) is repaired, but all other missing is-a re-
lations as well, as they can be derived in the extended ontology. The list of missing is-a
relations is therefore updated to be empty. After completing the repair of all missing
is-a relations, the repaired ontology can be exported into an OWL file by clicking the
Save Repair button.



Repairing the Missing is-a Structure of Ontologies 87

Fig. 10. The repaired ontology

5 Experiment

In our experiment we repair the two ontologies from the 2008 Anatomy track in OAEI.
As described before, MA contains 2744 concepts and NCI-A contains 3304 concepts.
Using the 988 mappings between the two ontologies, it can be derived that 178 is-a
relations in MA and 146 in NCI-A are missing. After removing redundancy, we still
have 121 missing is-a relations for MA and 83 for NCI-A. In the remainder we use
these smaller sets of missing is-a relations.

Generating repairing actions. For MA our basic algorithm generates for 15 missing
is-a relations only 1 repairing action (which is then the missing is-a relation itself). This
means that these could be immediately repaired. For NCI-A this number is 8. Of the
remaining missing is-a relations there are 65 missing is-a relations for MA that have
only 1 element in the Source and 2 missing is-relations that have 1 element in the Target
set. For NCI-A these numbers are 20 and 3, respectively. These are likely to be good
starting points for repairing. Figure 11 shows for different ranges how many Source and
Targets sets had a size in that range. We see that for most of the missing is-a relations
these sets are small and thus can be easily visualized in the panels of our system.

Figure 12 shows the influences between different missing is-a relations that can be
computed using our extended algorithm. In figure 12 the last column (ST) shows the
number of missing is-a relations where x’s and y’s of other missing is-a relations oc-
cur in both Source and Target sets. For the other columns the x’s and y’s only occur
in Source or Target, but not in both. For instance, for MA there are 23 missing is-
a relations whose Source or Target set contain x and y from one other missing is-a

total 1 2-10 11-20 21-30 31-40 41-50 51-100 101-200 201-300 301-400 >400
MA - Source 121 76 45 0 0 0 0 0 0 0 0 0
MA - Target 121 17 50 5 9 4 6 5 18 3 0 4
NCI-A - Source 83 28 55 0 0 0 0 0 0 0 0 0
NCI-A - Target 83 11 52 6 2 0 0 5 4 1 2 0

Fig. 11. Sizes of Source and Target sets
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total 1 2 3 4 5 6 7 8 9 10 11-15 16-35 ST
MA 92 23 5 3 0 25 9 9 0 4 0 13 0 1
NCI-A 67 15 21 3 1 2 0 0 0 0 0 6 6 13

Fig. 12. Influence between repairing actions of different missing is-a relations - in Source or
Target

relation. We see that for a majority of the missing is-a relations (92/121 for MA
and 67/83 for NCI-A) there are influences. An interesting observation is that in
several cases missing is-a relations that have the same number of influences from
other missing is-a relations, actually influence each other. For instance, in NCI-A
we find missing is-a relations between each of Bronchus Basement Membrane,
Bronchus Cartilage, Bronchus Lamina Propria, Bronchus Submucosa, and the
concept Bronchus Connective Tissue. Repairing one of these missing is-a relations
influences the repairing actions of all the others. We found several such clusters, among
others for instance, in MA concerning body cavity/lining, lymphoid tissue, and brain
nucleus with 7, 4 and 6 missing is-a relations, respectively.

Recommending repairing actions. In the experiment with the full ontologies we
generated recommendations using WordNet only. The running time for generating rec-
ommendations for all missing is-a relations was circa 40 minutes for MA and circa
1 hour for NCI-A. In our tool, however, we do not generate recommendations for all
missing is-a relations at once, but only on demand for a particular missing is-a relation.

For NCI-A the system recommended8 repairing actions for only 5 missing is-a rela-
tions and each of those received one recommended repairing action. For MA 22 missing
is-a relations received 1 recommended repairing action, 12 received 2 and 2 received 3.
The recommendation can come from small sets of repairing actions or from large sets.
For instance, for MA the system recommends for the missing is-a relation (mandible,
bone) the three following repairing actions (oral region cartilage/bone, bone), (vis-
cerocranium bone, bone), and (mandible, lower jaw). The repairing actions are rec-
ommended from a Source set of 177 concepts (and 15 influencing missing is-a relations)
and a Target set of 3 concepts.

Executing repairing actions. To obtain information on the time it could take to
repair real-case ontologies, as well as on the influences of the updates, we have run
repairing sessions for MA and NCI-A with the basic algorithm. This test run was done
by the authors. As we are not domain experts, we have used [2] to decide on possible
choices and used the recommendation algorithm, although we cannot guarantee the
correctness of our repairs. Clearly, we aim to redo this experiment with domain experts.
However, this run already gives us some interesting information. After the ontologies
were loaded and the first repairing actions were computed, the test run for NCI-A took
about 40 minutes and for MA circa 90 minutes. In most cases the recommendations
seemed useful. In the NCI-A session one missing is-a relation was removed as a result
of repairing other is-a relations; in the MA session 18 were removed in three steps.
Repairing influenced the number of repairing actions for other missing is-a relations.

8 We do not count the missing is-a relation itself as a recommendation.
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For the last 13 missing is-a relations for NCI-A (of 83 to start with) and 28 for MA (of
121 to start with) the Target set was too large to have a good visualization in the tool.

6 Related Work

We are not aware of other work that addresses the problem of repairing missing struc-
ture in ontologies. The closest is our work in [8] where we used structural repair in the
context of ontology alignment. One of the methods included repairing the source on-
tologies by adding the missing is-a relations derived from a partial reference alignment,
i.e. a set of given mappings, and the structure of the ontologies. Essentially, we used a
least informative repair. However, in [8] there was no intention of trying to find better
ways to repair the ontologies.

Other work that looks at the problem of repairing modeling defects is [9], where
ontology repair is used when a formula can be derived from an ontology, but, in the
words of the authors, it is not correct according to the world. In this case a mapping is
computed such that the mapped formula is correct according to the world and can be
derived from the mapped ontology, or such that the mapped formula cannot be derived
from the mapped ontology. The setting where this is used is a framework where agents
use ontologies and when certain tasks cannot be performed, communication between
the agents takes place to identify mismatches between the ontologies and revise them.

There is more work that addresses repairing semantic defects in ontologies. In [13]
minimal sets of axioms are identified which need to be removed to turn an ontology
coherent. In [7,6,5] strategies are described for repairing unsatisfiable concepts, expla-
nation of errors, ranking erroneous axioms, and generating repair plans. In [4] and [11]
the setting is extended to repairing mapped ontologies. In this case semantic defects
may be introduced by integrating ontologies. In [4] semantic defects are repaired by
removing axioms in the source ontologies, while in [11] repairing removes mappings.
The solutions are often based on the computation of minimal unsatisfiability-preserving
sets or minimal conflict sets.

7 Conclusion

In this paper we introduced algorithms and a tool for repairing missing is-a relations
in an ontology. We defined the notion of structural repairs and developed algorithms
for generating, recommending and executing repairing actions. We also discussed an
experiment for repairing the two ontologies of the Anatomy track of OAEI.

There are a number of directions that are interesting for future work. In our experi-
ment we have repaired MA and NCI-A separately. However, as we have mappings be-
tween them, we want to investigate whether repairing them together could influence the
quality of the generation or recommendation of repairing actions. Further, it may also
be interesting to investigate possible influences between semantic defects and model-
ing effects. Regarding the user interface we intend two work on at least the following
issues. For large ontologies with many missing is-a relations, the first generation of
repairing actions may take time and thus we want to investigate ways to partition the
set of missing is-a relations into parts that can be processed independently. Further, we
want to investigate new ways to visualize the Source and Target sets.
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Abstract. Ambiguities, which are inherently present in natural languages 
represent a challenge of determining the actual identities of entities mentioned 
in a document (e.g., Paris can refer to a city in France but it can also refer to a 
small city in Texas, USA or to a 1984 film directed by Wim Wenders having 
title Paris, Texas). Disambiguation is a problem that can be successfully solved 
by entity resolution methods.  

This paper studies various methods for estimating relatedness between 
entities, used in collective entity resolution. We define a unified entity 
resolution approach, capable of using implicit as well as explicit relatedness for 
collectively identifying in-text entities. As a relatedness measure, we propose a 
method, which expresses relatedness using the heterogeneous relations of a 
domain ontology. We also experiment with other relatedness measures, such as 
using statistical learning of co-occurrences of two entities or using content 
similarity between them. Evaluation on real data shows that the new methods 
for relatedness estimation give good results. 

Keywords: Entity resolution, text mining, semantic annotation, ontology 
mapping. 

1   Introduction 

Integration and sharing of data across different data sources is the basis for an 
intelligent and efficient access to multiple heterogeneous resources. Since a lot of 
knowledge is present in plain text rather than a more explicit format, an interesting 
subset of this challenge is integrating texts with structured and semi-structured 
resources, such as ontologies. This is especially interesting in the context of Open 
Linked Data, where the main motivation is to have cross-dataset mappings across as 
many datasets as possible. However, textual datasets have to be treated differently in 
some ways. This involves dealing with natural language ambiguities in names of 
entities. We formulate this as an entity resolution problem, where we are trying to 
choose the correct corresponding entities from the ontology for the entities mentioned 
in text.  

Our goal is to explore possible improvements of entity resolution quality by using 
ontologies in different ways along with statistical knowledge. To achieve this, we 
experiment with using different kinds of available data that could help in improving 
in-text entity resolution quality. Since entities, which are related, tend to appear 
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together in documents more often, we explore the possibilities of expressing 
relatedness in different ways, such as similarities of entities’ descriptions, the entity 
graph topology and entity co-occurrence information.  

For example, in the case when we have a document where there are two unknown 
entities referred to by the names "Elvis" and "Memphis". The first is a common 
personal name and the second one the name of several locations. We would like to 
use this relatedness information between those two entities to help in resolving 
“Elvis” as a well-known singer and “Memphis” as a city in Tennessee, where the 
identified singer lived. 

A long-term goal of this work is to improve the quality of in-text entity resolution 
using existing ontologies and mappings between them. In other words, we would like 
to be able to bootstrap existing knowledge with the intention of obtaining new 
knowledge. 

2   Related Work 

Machine learning methods are successfully being used in text mining and analysis of 
documents [1]. Problems, analogous to entity resolution appear in many different 
areas. The theoretical foundations of entity resolution are defined in the theory of 
record linkage [2]. Related challenges can also be found in database integration [3,4], 
object identification [5], duplicate detection [6] and word sense disambiguation [7,8].   

When observing our problem statement from a natural language processing 
perspective, we can describe our approach as disambiguation using background 
knowledge, which is a pattern, often found in literature [10,11,12]. For the purposes 
of this paper we use the ontology as background knowledge represented as a graph of 
entities, identified with URIs, described with attributes and interconnected with 
different relationships. Such models can be easily constructed from RDF data [13], 
which is general enough to describe other domains, such as entity-relational and class 
models [14]. We also require that we are aware of possible phrases that represent 
possible labels1 of entities. As we will show in subsequent sections, we can also 
benefit from having descriptions2 of entities, which can be used beneficially for entity 
resolution via vector space model similarity [11,15,16,17]. 

There also exist methods which use relational information for disambiguation, 
[18], which estimates relevance with a PageRank score over candidate meanings. A 
collective approach using Markov logic is shown in [19]. Since different relation 
types have different meaning, [20] suggests an adaptive method of determining 
relational significance.  

When solving the entity resolution problem, the usual approach involves 
performing graph clustering over the entity graph using a certain similarity criterion 
[9].  In context of relational data, it is a combination of attribute similarity and 
relational similarity. However, such approaches are more often found in structured 
data, whereas our approach attempts to use these techniques on linking unstructured 
text with semi-structured data. Also, when using ontologies as a sense inventory, 

                                                           
1 http://www.w3.org/2000/01/rdf-schema#label 
2 http://www.w3.org/2000/01/rdf-schema#comment 
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relationships between entities are heterogeneous. The proposed novel method for 
determining relatedness in collective entity resolution is based on using relational 
entity resolution. A distinction in entity resolution approaches can be made in regard 
to the entity resolution independence assumptions: 

• Pair-wise resolution - decisions are being done independently for each mention of 
an entity in the document 

• Collective resolution - decisions do not assume independence of resolution 
decisions, enabling us to use relatedness data in the subsequent decisions. 

Since collective entity resolution can take relatedness between entities into account, 
we experiment with the following definitions of relatedness: 

• Content similarity as a relatedness measure can be used in situations where only 
available data is in form of attributes and textual descriptions and no explicit 
relationships between entities, as shown in [22]. 

• Entity co-occurrences as a relatedness measure are useful in situations where 
we can obtain a corpus of documents, annotated with resolved in-text entities, 
which can be used as a training set for a supervised approach to entity resolution. 
In general, co-occurrences are a common source of training data for information 
retrieval problems, analogous to entity resolution. Use cases that apply this 
technique can be found in [23], who uses it for protein identification and [24], who 
successfully resolves geographical locations. Utilization of entity co-occurrences 
for identifying synonyms in a unsupervised approach, which is analogous to entity 
resolution, can be seen in [25]. Co-occurrences have also been used to construct a 
generative model [8] for entity resolution.  

• Explicit relationships as a relatedness measure: relationships between entities 
are the most explicit form of relatedness. However, not all relationships have the 
same significance. This paper proposes one such possible approach to 
heterogeneous relational entity resolution which bases relational significance on 
the frequency of the relation appearing in the ontology with regard to entity types. 
This measure was suggested in [21] as one of the suggested methods of 
determining a minimal informative subgraph of a graph. Since this problem as well 
as multi-relational entity resolution both use the notion of relational significance, 
this paper will explore the possibilities of using this measure as a means of 
quantifying relatedness between entities. 

3   Entity Resolution from Text 

3.1   Treating Disambiguation as Entity Resolution 

For representing the text as a collection of entities, the necessary first step is to 
identify potential entities in the text. However, since the entity resolution algorithm 
can benefit from better information on the in-text entity, we added a named entity 
extraction step. For this purpose we used the Stanford Named Entity Recognizer [26]. 
Before using our background knowledge base, we can still perform a part of co-
reference resolution with the identified entities, such as canonicalization, partial name 
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consolidation and acronym consolidation. Simple de-duplication of extracted entities 
also helps to reduce the search space when performing collective entity resolution. 
Once we have a basic understanding of which distinct entities we are trying to 
resolve, we can search our ontology for possible candidates that could match the 
named entities. We then perform a series of decisions, where entities from the 
document are matched with the most relevant ontology entity based on some 
relevance criteria. This is then repeated as long as there are unmatched entities in the 
documents or none of the remaining candidates fulfill the minimum criteria for 
matching.  

3.2   Pair-Wise Entity Matching 

When matching an entity from the document to a candidate entity, we employ some 
heuristics to evaluate the confidence of their match. One such heuristic is description 
similarity. Note that since this scenario has no a priori matches of document entities 
with ontology entities, we have no use for relational information. 

When a single entity has multiple documents, as shown in example in Fig.2, our 
task is to evaluate each candidate and finally match the document entity with the top 
candidate. Description similarity is defined as the cosine similarity of TF-IDF vectors 
of descriptions that represent the given entities. Since one of the entities is a document 
entity, its descriptions is the document text itself. We then resolve each entity in the 
document to its most similar candidate among the candidates from the ontology.  

3.3   Collective Resolution with Relatedness 

While leaving behind assumptions of independence, we can then benefit from using 
information on relatedness between entities. Collective candidate selection is 
performed with the following sequence of steps, adapted from the relational clustering 
algorithm [9] and adapted from the general dataset reconciliation domain to a text-
ontology alignment scenario. 

 
 Required: document entities, candidate entities; 
 Initialize priority queue q, list selected_matches; 
 
 For each potential pair between document entity f and candidate entity e: 
  Insert (pairwise_relevance(f,e), f, e) into q; 
 While q is not empty: 
  Pop (relevancef,e, f, e) from q; 
   Add (relevancef,e, f, e) to selected_matches;   
  For each entry in q containing f: 
   Remove entry from q; 
 For each entry in q,: 
  Update collective_relevance(eentry, fentry, selected_matches); 
 Return selected_matches 

Fig. 1. Collective in-text entity resolution algorithm 
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, , , · ∑ ,| ;  , 0 |   
Fig. 2. Collective relevance estimate as a combination of pair-wise and relational similarity 

Fig. 1 describes the adapted entity resolution algorithm. The high-level operation is 
the same for all of the described approaches.   

The three approaches differ only in the calculation details of the relatedness 
estimate, which is used in collective relevance calculation, as seen in Fig. 2. The 
following chapters will describe the respective relatedness estimation approaches. 

3.3.1   Using Semantic Relations from the Ontology 
In Fig. 3, the blue nodes (Elvis and Memphis on the left) represent the document 
entities, whereas all the other nodes (colored pink) represent entities from the 
ontology. In this case, the relatedness between the entities is expressed explicitly in 
the form of RDF statements in the background knowledge - as shown in Figure 3. 
Consider the case where the subject »Elvis Presley in relation »Hometown« (as his 
»origin«) to the subject »Memphis, Tennessee«. For use in our resolution model, we 
interpret relations as links with a specified weight. If the relations in the ontology are 
only of a single type, they can all be treated equivalently. However, when dealing 
with heterogeneous ontologies, as is often the case, one has to estimate the importance 
of each link. For instance, if the ontology contained the RDF statement <Elvis 
Presley, type, Person>, this would not be too useful, since it would likely encompass 
every entity called "Elvis" since they are mostly of the type »Person«. On the other 
hand, the relation <x, Hometown, Memphis_Tennessee> is a strong indicator, because 
it covers a much smaller set of entities. This property is defined as selectivity, and its 
value can be used as a weighting of links in the graph. Determining the selectivity of 
the links is a problem, similar to finding the most informative subgraph in a given 
semantic graph, described in [21]. The authors wanted to find the smallest subgraph, 
which would be sufficiently informative. For the purposes of determining subsets of 
 

Fig. 3. Using different semantic relations as a relatedness measure 
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the links they have developed a few metric to estimate the selectivity. One of the 
proposed metrics, which is also suitable for our domain, is Instance Participation 
Selectivity, which stipulates that the selectivity of the assertion <s, p, o> is inversely 
proportional the number of statements RDF which correspond to the <type (s), p, type 
(o) > where the predicate “type(x)” is defined as the relation of rdf:type of the entity. 
Let π(type(s),p,type(o)) be the set of all statements in the domain ontology, where 
type of subject is type(s), the predicate is p and type of object is type(o).  , , 1| , , | 
To balance the estimate values for our use case, this paper modifies the equation 
slightly to: , , 1log 1 , ,  

The consequence is that the link type <Person, Origin, Area> is less selective than 
<Person, Origin, City>, which is also what we want to model. This approach 
therefore enables us to quantify the relatedness of a pair of entities based on ontology 
data. The direct relatedness score is then calculated as: ,  ∑ , ,, , , ,  

However, when considering actual relatedness, we also take into account not only 
direct relations, but also indirect ones – the relations to entities that are in the common 
neighborhood. We define this as:  ; ,  0  ,    

We define indirect relatedness as an average of paths between both entities: 

, ∑ ,, ,  

We compute the final semantic relatedness score as a linear combination of direct and 
indirect relatedness: , ,  ,   
3.3.2   Using Content Similarity 
In some situations, we do not have explicit relations between entities. If the entities 
have descriptive attributes, we use them to estimate relatedness with comparing their 
content similarity, as illustrated in Fig. 4. One advantage of such approach is that we 
do not require any more data than with pair-wise resolution, which adds to the 
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Fig. 4. Using content similarity as a relatedness measure (the green dotted lines represent 
selected entities) 

 

Fig. 5. Using mutual information form entity co-occurrences as relatedness 

flexibility of this method. This approach was first explored in [22] and is formulated 
as: ,  ,  

3.3.3   Using Co-occurrences 
We can also represent relatedness between entities as co-occurrences, as shown in 
Fig. 3.Data on the co-occurrences of two events are successfully used in information 
retrieval problems such as cross-language information retrieval [29] and determining 
the importance of words [30,31], which is a problem related to entity resolution. 
Intuition for the use of the co-occurrences is, the more often that the two events occur 
together more frequently than by chance, the more likely is that they are related. This 
principle was also demonstrated in [11] with a collective generative model. In our 
domain, we can model relatedness with point-wise mutual information [32] of two 
entities occurring in the same document. 
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,   ,  ,8  

Since this procedure requires supervised statistical learning, its output quality depends 
on the quality and coverage of the training corpus.  

3.4   Combining Methods 

Since each relevance estimation method produces its own relevance score, it would 
make sense to have means of combining them. This can be done with expressing the 
relatedness function as a linear combination of all relatedness estimation functions. 
 ,  , ,,   

Fig. 6. Combining relatedness estimations 

The lambda parameters in Fig. 6. are experimentally obtained using a hill-climbing 
approach by maximizing the average F0.2 score for the test set. 

4   Data 

Our assumption is that the ontology consists of knowledge database that contains 
enough data to be able to perform the following tasks. First, it should be able to refer 
to each entity with multiple aliases to facilitate candidate retrieval., Second, it should 
be able to provide enough additional entity features, which we can use to compare 
those entities to each other and to article anchors that we attempt to link to. Following 
these requirements, we chose to use a part of DBpedia, as described in [34] for the 
facts that it provides both description and attribute data from Wikipedia, as well as 
references to other ontologies that describe other aspects of the same real-world 
objects. For the purpose of having rich heterogeneous relational data, we also used the 
Yago ontology, defined [35], which maps Wikipedia concepts to corresponding 
WordNet classes. Since a direct mapping from Yago to DBpedia exists, merging the 
two together is trivial. However, both ontologies are much broader than what our 
approach requires – we currently only use information on aliases, textual descriptions, 
rdf:type attributes and Yago categories of entities. 

5   Evaluation 

5.1   Methodology 

For determining the quality of the methods we have used precision and recall, 
measured at a certain level of confidence in the suggested entities for a given article. 
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We then compared the suggested entities for those articles with manually identified 
entities of those articles.  

Precision and recall are balanced with a relevance score threshold, selecting only 
those entities whose relevance score is above this threshold. This serves as a useful 
balancing tool, since in many examples the entity cannot be correctly resolved 
because they do not even exist in the domain ontology. In those cases, even the best 
candidate has a relatively low score. 

We report the final results the value of Fα, which is the weighted harmonic average 
of precision and recall. Namely, in some applications we want to rate precision higher 
than recall, as false positives are much less desired than false negatives. Therefore, we 
provide results for two α values, one with equally weighted precision and recall  (α=1) 
and one that weights precision higher than recall (α=0.2).  

We perform evaluation using the New York Times article corpus [33], using 39953 
articles from January 2007 to April 2007 as training data for construction of TF/IDF 
weighted vectors. The articles were then processed with an implementation of the 
described algorithm. For evaluating the performance of different approaches we 
manually selected and evaluated 945 entity resolution decisions from 79 articles as 
either correct or incorrect. Those articles were then used as a test set on which we 
based our quality estimation. Since the methods of pair-wise content comparison, 
collective content comparison and collective relational comparison are unsupervised, 
they do not require any pre-labeled articles as training data. On the other hand, using 
co-occurrences as a relatedness measure requires training data for statistical learning. 
For this purpose, we take the remainder of the articles that we did not use as a test set 
and process them with the collective relational comparison method. Since we wish to 
maximize the training data quality with our best effort, we use only entities whose 
relevance estimate is above a certain threshold. We used the same threshold which 
gives us 95% precision and 45% recall on our test data. The collective relational 
comparison is used because it gives the highest quality output for this purpose. We 
experimentally determined the parameters for the methods to maximize the F0.2. These 
values depend on a specific ontology and text corpus, so they are not necessarily 
universally applicable. 

5.2   Results 

Results show that additional information does indeed show improvement in F0.2, as 
can be seen in Table 1. However, on higher recall (on values over 0.55), collective 
methods show a tendency for having performance barely similar to the baseline 
method of pair-wise resolution. This is evident in relatively low F1.0 scores. The 
reason for this behavior is that because collective resolution depends on earlier 
 

Table 1. F-scores of respective methods 

Method Relatedness  max F1.0 max F0.2 
Pair-wise  0.749 0.772 
Collective Content similarity 0.750 0.789 
Collective Co-occurrences 0.721 0.747 
Collective Relations 0.728 0.789 
Collective Combined 0.741 0.799 
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Table 2. Precision and recall at max F0.2 

Method Relatedness  Precision at max F0.2 Recall at max F0.2 
Pair-wise  0.784 0.717 
Collective Content similarity 0.836 0.616 
Collective Co-occurrences 0.818 0.522 
Collective Relations 0.868 0.541 
Collective Combined 0.882 0.543 

 
decisions when deciding on an entity candidate, it is sensitive to the case of 
misjudging an early decision within a document. However, this high precision at low 
recall comes at the expense of precision at high recall. In that case, it is merely 
comparable to that of the baseline method of pair-wise entity resolution. This is also 
the cause of the small differences we see in the F1.0 score. 

Further observations in Table 2. confirm that while precision successfully increases 
for the max F0.2 scenario, there is something to be desired regarding recall at that 
point.  

 

Fig. 7. Comparison of entity resolution quality of different relatedness heuristics 
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Table 3. Recall at two levels of high precision: 80% and 90% precision 

Method Relatedness  Recall at 80% prec. Recall at 90% prec. 
Pair-wise  0.51 / 
Collective Content similarity 0.66 0.28 
Collective Co-occurrences 0.55 / 
Collective Relations 0.61 0.27 
Collective Combined 0.65 0.48 

 
Fig. 7 shows that additional precision can in fact be obtained by performing 

relational entity resolution and this even applies to scenarios where we do not have 
homogenous relations between entities. 

As is confirmed in Table 3., all collective methods have an advantage over the 
baseline when looking at recall at 90% precision. Here we can also demonstrate 
improvement with combining all of the aforementioned methods, which yields the 
best overall result. We can also state that we have reached our goal of operating with 
higher precision, which would not be possible at all with simple pair-wise resolution.  

When observing all the collective methods that we discuss in this paper, the best 
performing ones were collective resolution with content similarity and collective 
resolution with relational weighing. However, we are not able to confidently prove 
whether any of them is significantly better than the other. On the other hand, both 
outperformed the statistical learning method of counting entity co-occurrences. The 
cause of the lower performance of collective resolution with co-occurrences as 
relatedness is most likely the choice of the training set. Since it was not feasible to 
manually construct a training set of sufficient size, we decide to automatically 
construct a training corpus with the best performing method without using prior co-
occurrences. For this purpose, we used collective resolution with combined multi-
relational and content similarity. We selected only those entities, whose estimate was 
greater than the threshold that yielded 48% recall at 90% precision on the test set. The 
resulting performance is between the baseline and the performance of the training set 
for the greater part of the curve. This method of collective resolution with co-
occurrences also exhibits a significant drop in precision at higher recall values. 
However, we can still conclude that even this method performs favorably to the 
baseline at higher thresholds. The best performance is obtained with collective 
combined method that is outperforming the other tested methods in the part with high 
precision and high recall. In the best performing range of recall between 0.3 and 0.5 
this combined method is the only one that achieves precision over 0.9.  

One of the causes for this sort of behavior is that some documents tend to discuss 
unrelated entities. Furthermore, in longer texts, the entities, mentioned at the 
beginning of the document are not necessarily related to the ones on the other parts of 
the document, which suggests that we should experiment with taking the document 
paragraph structure into account. 
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6   Conclusion 

This paper proposes a framework for collective resolution of in-text entities on the 
basis of different notions of relatedness. As examples for this, we used three different 
relatedness estimation methods, each appropriate for a particular type of background 
knowledge. Among these methods we present and evaluate a novel method for 
determining relatedness based on commonness of ontological relations between two 
entity types and compare it to a supervised co-occurrence based approach and an 
approach using content similarity as relatedness. We confirm the previous related 
research that using collective resolution improves resolution precision and 
demonstrate this on various relatedness measures. Further improvement could be 
obtained by the use of machine learning on other segments of the problem, such as a 
means of determining the importance of relations rather than calculating their 
selectivity. A possible application in also in determining the significance of individual 
relevance estimates in the last step of calculation the total assessment.  

The proposed solution capable of entity resolution from text is an important part of 
the knowledge extraction. The next level of this scenario would in addition to in-text 
entities, also identify the relations that occur between them. These newly identified 
relations between entities can be a basis for constructing new RDF statements, further 
building our ontology, thus closing the loop where we can use existing knowledge to 
obtain even more knowledge. This process brings new challenges, particularly in the 
field of selection of the appropriate statements on the basis of suitability for including 
them in the ontology, as discussed in [36]. Using this technology can also be useful 
for other purposes. Semantically expressed entities enable integration and 
interoperability with external data sources [37]. Also, visualization of the contents of 
the text in the format as described in [38] is also a use case for entity resolution. 

 On the other hand, our paper barely touches the possibilities that could be 
employed by using globally identified data approaches, opening way for better data 
integration, visualization and using annotated documents to enable semantic search. 
We expect that the proposed semantic article enrichment method to yield even more 
improvement on tasks that depend on the added semantic information, such as 
document summarization, triple extraction and recommendation systems. What all of 
those use cases have in common is dependence on a high quality output of the entity 
resolution phase. 
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Abstract. Most existing ontology matching methods are based on the
linguistic information. However, some ontologies have not sufficient or
regular linguistic information such as natural words and comments, so
the linguistic-based methods can not work. Structure-based methods are
more practical for this situation. Similarity propagation is a feasible
idea to realize the structure-based matching. But traditional propagation
does not take into consideration the ontology features and will be faced
with effectiveness and performance problems. This paper analyzes the
classical similarity propagation algorithm Similarity Flood and proposes
a new structure-based ontology matching method. This method has two
features: (1) It has more strict but reasonable propagation conditions
which make matching process become more efficient and alignments
become better. (2) A series of propagation strategies are used to
improve the matching quality. Our method has been implemented in
ontology matching system Lily. Experimental results demonstrate that
this method performs well on the OAEI benchmark dataset.

1 Introduction

Currently more and more ontologies are used distributedly and built by different
communities. Many ontologies describe similar domains but use different
terminologies. Such ontologies are referred to as heterogeneous ontologies. It
is the major obstacle to realize semantic interoperation. Ontology matching,
which captures relations between ontologies, aims to provide a common layer
from which heterogeneous ontologies could exchange information in semantically
sound manners.

Some ontology matching methods have been proposed in recent years. In these
methods, calculating linguistic similarity is the most popular way to discover
alignments. However, not all ontologies provide sufficient and regular linguistic
information. For example, the adult mouse anatomy ontology1 uses codes
like MA 0000436 to name the concepts. Some ontologies have few comments
1 http://webrum.uni-mannheim.de/math/lski/anatomy09/mouse anatomy 2008.owl
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and labels to help the readers to understand their elements, and the 248-266
ontologies in the OAEI benchmark dataset are such extreme cases. For this
situation, linguistic-based methods would miss a lot of alignments. Therefore, a
practical matching system should consider the structure similarity to compensate
for the disadvantages of linguistic-based methods.

The structure-based ontology matching is different from the geometrical
graph matching because the latter can not reflect the semantic matching.
So the traditional graph matching algorithms [1] are not suitable here. For
ontology matching, the structure-based methods usually employ the similarity
propagation idea “similar objects are related to similar objects”. Several
similarity propagation matching algorithms have been used for database or
XML schema matching [2,3]. However, in our practice, we find these traditional
similarity propagation matching algorithms can not be used for ontology
matching directly. For example, we implement Blondel’s graph matching
algorithm [4] for ontology matching and can not obtain good results, but a
modified method [5] performs well on the OAEI benchmark.

This paper analyzes the classical similarity propagation matching algorithm
Similarity Flood [2], then proposes an effective similarity propagation method
according to the ontology features. The new method can avoid some
disadvantages of the previous one has, and can solve the ontology structure
matching problem efficiently. The original contributions of this paper include: (1)
We propose an effective similarity propagation method for matching ontologies,
especially for the ontologies without sufficient and regular linguistic information;
(2) The new method has more strict but reasonable propagation condition which
makes matching process become more efficient and alignments become better; (3)
A series of similarity propagation strategies are used in the method to improve
the matching quality; (4) We implement the new method and the experimental
results show the method is effective for ontology matching.

The remainder of this paper is organized as follows: Section 2 discusses the
structure similarity problem in ontology matching. Section 3 presents the new
similarity propagation method. Section 4 describes the propagation strategies.
Some experimental results and discussions are presented in Section 5. Section 6
is a brief overview of related work and section 7 is the conclusion.

2 Structure Similarity Problem in Ontology Matching

Usually, an ontology contains concepts, relations, instances and axioms. The
ontology matching can be defined as follows:

Definition 1 (Ontology Matching). The matching between two ontologies
O1 and O2 is a set of quadruples: M = {mk|mk =<sei, tej , r, s>}, where mk

denotes an alignment, sei and tej represent the expressions which are composed
of elements from O1 and O2 respectively; r is the semantic relation between sei

and tej, and r could be equivalence(=), generic/specific(�/�), disjoint(⊥) and
overlap (�), etc.; s is the confidence about an alignment and typically in the
[0, 1] range.
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Fig. 1. An ontology matching example

This paper focuses on the matching about concept− concept and relation−
relation with equivalence semantic relation.

Usually if we have enough and regular linguistic information about the
elements, the alignments can be discovered easily. But the real world ontologies
can not always provide sufficient and regular linguistic information. For example,
Fig.1 is a matching snapshot in OAEI benchmark. ontology A has necessary
comments for the concepts. The labels and comments in Ontology A are the
regular natural words. But in ontology B some concepts have meaningless label
and there is no any comments to explain these concepts. In our view, two reasons
may cause this phenomenon. Firstly, some ontology engineers do not provide
sufficient annotation for each element. Secondly, the ontology engineers would
use some particular labels to name the elements. For instance, concept “Address”
may be nameds as “Add” , “Adr” or “Dizhi” (in Chinese spelling). Therefore, it
is necessary to find a way to discover the alignments for the ontologies without
sufficient and regular linguistic information.

When the ontologies lack of linguistic information, matching methods usually
utilize ontology structure information to find alignments. Although an ontology
can be described as a graph, ontology matching is not equal to a graph matching
problem. In graph matching, two elements are matched means they are similar
in geometrical view other than they have semantic relation. Moreover, graph
matching is a N–P problem [1], so it can not process ontology matching efficiently.
For example, when we try to use the graph matching API provided by SOQA−
SimPack [6] to match ontology graphs, we find it needs more than several
days or even several weeks for a normal matching task. Most importantly, only
the graph topology can not represent the semantic information in ontology, so
the geometrical graph similarity can not imply the corresponding elements are
semantically similar. Therefore, it is not suitable to treat ontology matching as
a simple graph matching problem.
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Currently most structure-based ontology matching methods are inspired by
the simple idea: “similar objects are related to similar objects”. This idea
also derives some heuristic rules, such as “concepts may be similar when their
super/sub concepts are similar” and “concepts may be similar when they have
similar instances”. These rules have been used by some matching system [7,8].
But when the ontologies have little regular linguistic information, the heuristic
rules usually can not work. It is because that the similarity between elements’
neighbors can not be determined by linguistic information, the similarity between
elements can not be determined too.

A feasible way is similarity propagation, namely, current similarity can
propagate to neighbors in the graph to get more similarity results. After each
propagation, the similarity results are normalized. The propagation process is
terminated until the similarity results is convergent. Based on such similarity
propagation idea, researchers have proposed some similarity propagation models
[2, 3, 4, 5, 9]. Among these models, similarity flood is the most influential one.
This paper will modify the similarity flood to solve the matching problem for
the ontologies without sufficient or regular linguistic information.

The similarity flood includes three steps: (1) constructing pairwise
connectivity graph; (2) constructing induced propagation graph; (3) computing
fixpoint values for matching. Similarity flood is a versatile matching algorithm
and can be implemented easily, but it is not sensitive for the initial similarity.
Similarity flood algorithm has been used for schema matching in database and
XML data. However, similarity flood is not a perfect algorithm. Melnik and his
colleagues summarize six disadvantages [2], such as the neighbors have similarity
is the necessary precondition of this algorithm. After we try to use similarity
flood to match ontologies directly, we also find the algorithm can not work
smoothly for ontology matching. First, similarity flood does not consider the
similarity between edges, so the edge matching between ontologies can not be
determined. Secondly, the maximum pairwise connectivity graph is NA∗NB (NA

and NB are the numbers of edges in two ontologies), and it will greatly increase
the time complexity for fixpoint computing and space complexity for storing the
pairwise connectivity graphs. In real world matching tasks, the ontology graph
may be thousands scale, so the corresponding pairwise connectivity graphs would
become very large. For the above reasons, the similarity flood algorithm can not
be used directly for ontology matching.

3 Similarity Propagation Method with Strong Constraint
Condition

Ontology graph consists of the triples like <si, pi, oi>. The propagation condition
is the core for a similarity propagation method. In ontology graph matching, a
reasonable similarity propagation should consider both vertexes (si and oi) and
edges (pi) in the triples. As far as similarity flood, the propagation condition
presumes that all edge pairs (px, py) have 1.0 similarity value, and the similarity
of one vertex pair (sx, sy) will be propagated to another vertex pair (ox, oy). This



An Effective Similarity Propagation Method for Matching Ontologies 109

propagation condition obviously has the disadvantages: (1) It would produce
a large number of alignment candidates and generate a large scale pairwise
connectivity graph; (2) The propagation condition would produce many incorrect
alignment candidates.

To provide a new similarity propagation method for dealing with ontology
matching, this paper proposes a new propagation condition for ontology triples
as definition 2, namely, the strong constraint condition for similarity propagation.

Definition 2 (Strong Constraint Condition for Similarity Propagation
in Triples). Given two triples ti =<si, pi, oi > and tj =<sj, pj , oj >, and let
Ss,Sp and So denote the corresponding similarities of (si, sj), (pi, pj) and (oi, oj)
for the two triples. The similarity can be propagated iff ti and tj satisfy the
following three conditions:

(1) In Ss, Sp and So, at least two similarities must be large than threshold θ;
(2) If ti includes ontology language primitives, the corresponding positions of

tj must be the same primitives;
(3) ti or tj has at most one ontology language primitive.

Condition (1) ensures the final similarity result is creditable after propagating.
We set θ = 0.005 in the implementation. The ontology language primitives
refer to RDF vocabularies and OWL vocabularies. Condition (2) ensures
two triples use same ontology language primitive to describe the facts. For
example, <Conference Paper, rdfs :subClassOf, Paper> and <Paper, rdfs :
subClassOf, Document> use the RDF primitive rdfs:subClassOf as predicate,
so the similarity can be propagated between them. Condition (3) ensures there
is no definition and declaration triples during propagating, because such triples
may cause incorrect matching results. For example, two triples <PhDStu, rdf :
type, rdfs : Class > and < Paper, rdf : type, rdfs : Class > will cause wrong
alignment: PhDStu=Paper.

After once propagation, the similarity of one element pair will be increased
by the amount of other two pairs. Taking the similarity Ss as an example after
ith propagation, its new similarity is:

Si
s = Si−1

s + wpo × Si−1
p × Si−1

o (1)

Analogously, the Si
p and Si

o are:

Si
p = Si−1

p + wso × Si−1
s × Si−1

o (2)

Si
o = Si−1

o + wsp × Si−1
s × Si−1

p (3)

The wpo, wso and wsp are propagation factors, and we will discuss them later.
All similarities will be normalized after each similarity propagation.
Based on the strong constraint condition, the new similarity propagation

method still can be divided into three steps as follows:
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Fig. 2. Similarity propagation method with strong constraint condition

(1) Constructing pairwise connectivity graph
Traditional similarity flood is not sensitive to the initial similarity seeds, so
all initial similarity values can be set to 1.0. However, in ontology matching,
similarity propagation can not use the same setting, because it would not only
cause very large pairwise connectivity graph but also generate many wrong
alignments. In our view, the quality of the initial similarity seeds is very
important for matching ontologies. We believe correct alignments would generate
more correct alignments during similarity propagation, but wrong alignments
would be noise in similarity propagation. Therefore, this paper try to use some
high quality alignments as the initial similarity seed.

The seeds can be calculated by other linguistic-based matching methods
or provided manually. This paper uses a method called semantic description
document to produce the initial seeds. The detail about this linguistic-based
matching method can be referred to our other work [10].

According to the initial similarity seed and the strong constraint condition,
the pairwise connectivity graph can be constructed as Fig. 2 shows. Obviously,
the pairwise connectivity graph is influenced by similarity seeds. Different seeds
would cause different pairwise connectivity graphs.

(2) Constructing propagation graph
According to formula (1)-(3), the similarity from two element pairs always
be propagated to the third pair. The propagation factor measures how many
similarity can be propagated. There are three kinds of propagation factor: wsp,
wso and wpo. Take wsp as an example, it denotes how many similarity come
from Ss and Sp can be propagated to So. Let fsp denote the number of the

triple pairs having (si, sj)
(pi,pj)−−−−→ (ox, oy) style in pairwise connectivity graph,

then wsp = 1/fsp. wso and wpo can be defined and calculated similarly.
Propagation graph can be represented by a bipartite graph as Fig. 2 shows.

The weights of edges denotes the propagation factors. In the implementation,
for the reason that the propagation factors can be directly obtained according
to the pairwise connectivity graph, we can just record the propagation factors
but need not to store the propagation graph.
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(3) Computing fixpoint
The similarity propagation between ontology graphs can be computed iteratively
until the final similarity matrix converges. Under the strong constraint condition,
the fixpoint can be computed by formula (4), where normalization is omitted for
clarity.

Actually, formula (4) is the synthesized style for formula (1)-(3). For each
element pair (x, y), it would be subject pair, predicate pair or object pair, so
its new similarity in the (i + 1)th propagation would come from four parts: (1)
the similarity in ith propagation; (2) the propagating similarity when (x, y) is
object pair; (3) the propagating similarity when (x, y) is subject pair; (4) the
propagating similarity when (x, y) is predicate pair.

si+1(x, y) = si(x, y) +
∑

<au,pu,x>∈A
<bu,qu,y>∈B

si(au, bu) · si(pu, qu) · wsp

+
∑

<x,pv,av>∈A
<y,qv,bv>∈B

si(av, bv) · si(pv, qv) · wpo

+
∑

<at,x,ct>∈A
<bt,y,dt>∈B

si(at, bt) · si(ct, dt) · wso

(4)

4 Propagation Strategies

To improve the efficiency of similarity propagation and the quality of propagation
results, some reasonable strategies are adopted in the propagation. In general,
this paper uses six strategies to make the matching results better and to improve
the matching efficiency.

I. Propagation Scale Strategy
We should select the right parts in ontologies for similarity propagation. This
paper studies four propagation scale strategies as follows:

(1) Full graph propagation
In similarity propagation, full ontology graph is the most direct propagation
scale. It can assure that there is no ontology information to be missed. However,
this propagation scale strategy also has obvious disadvantages: (a) For the large
scale ontology graph, it is possible to cause large pairwise connectivity graph.
(b) More triples do not mean better propagation results. Some triples are not
important for describing the semantics. So too many triples may increase the
uncertainty in propagation and bring negative affection for matching results.

(2) Independent semantic subgraph propagation
In an ontology, a semantic subgraph of an element is used to describe the element’s
meaning precisely. The definition and extracting algorithm of the semantic
subgraph can be found in our other work [10]. If we constrain the propagation
scale in the semantic subgraphs, the propagation can avoid the triples without
important semantics. Therefore, the similarity propagation result would be
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determined by the semantic subgraphs. Given two elements a and b and the
corresponding semantic subgraphs Gs

a and Gs
b, the similarity S(a, b) is obtained

by the similarity propagating between Gs
a and Gs

b. If two ontologies have n and m
elements respectively, this strategy needs n×m times propagation.

(3) Combined semantic subgraph propagation
The semantic subgraphs are combined in this strategy. We implement two
combining ways: (a) combine all semantic subgraphs; (b) combine all semantic
subgraphs of concepts to a graph Gc

C , and then combine semantic subgraphs of
relations to another graph Gc

R. When we match concepts, we just consider Gc
C .

Similarly, the matching between relations just uses Gc
R.

(4) Hybrid semantic subgraph propagation
This strategy is a mix of strategy (2) and strategy (3). In the propagation, one
side is a semantic subgraph of an element e, and another side is the combined
graph Gc

C or Gc
R. After a propagation, we can get the similarity about e to all the

elements in another ontology. Obviously, this strategy needs n times propagation.

II. Incremental Updating for Pairwise Connectivity Graph
The strong constraint condition greatly reduces the scale of pairwise connectivity
graph. After once similarity propagation, the similarity matrix would change
and new similarity values would appear. Therefore, we need to construct a new
pairwise connectivity graph for the next propagation. It is a time consuming
process.

To reduce the constructing cost, we adopt an incremental updating way. After
a propagation, the new pairwise connectivity graph need not to be reconstructed,
but it can be extended based on the previous one. Namely, we just update the
parts in the pairwise connectivity graph whose similarities have been changed.

III. Trust the Credible Seeds
In the initial similarity seeds, we regards the alignments having high similarity
value as right alignments. Therefore, we keep these alignments during the
propagation. The first advantage of this strategy is assuring some correct
alignment can not be changed. Another advantage is avoiding some unnecessary
similarity propagation computing. If S(ai, bj) is a credible seed, then all
similarity propagation like S(ai, bx) and S(ay, bj) can be skipped. In short,
credible seeds not only can reduce the propagation cost, but also decrease the
negative affection in propagation.

IV. Cross Validation for Propagation Result
This strategy only works for hybrid semantic subgraph propagation scale
strategy. Given an element ai, we can get a set of similarities {S(ai, bx)}(x =
1, ..., n). Given another element bj in the opponent ontology, we also can get
another similarity set {S(ay, bj)}(y = 1, ..., m). Therefore, we will have two
similarity matrices. The similarity value at S(ai, bj) may be different. This paper
calculates the average of two similarity matrices as the final propagation result.
The two similarity matrices have the function of validating crossly, so it can
improve the quality of propagation result.
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V. Penalty for Propagation
For an ideal similarity matrix, correct alignments should have higher confidence
values and incorrect alignments should have lower confidence values. The real
world similarity matrix is far away from the perfect one. So it is necessary to
penalize the propagation result. The penalty should make little influence for
alignments having high confidence value and make the potential misalignments
have lower confidence value.

We provide two penalty factors pa and pb as follows:

pa =
s(ai, bj)

max(smax(ai, bx), smax(ay, bj))
(5)

pb =
1

1 + e−αt
, t = (

N + 1
ni + 1

/log(N + 1)), α ≥ 1 (6)

N is the sum of columns and rows of similarity matrix; ni is the number of the
alignments whose confidence values are large than 0 in ith column and jth row.
After being penalized, the new similarity value is:

S
′
(ai, bj) = S(ai, bj) · pa · pb (7)

pa penalizes the alignments having low similarity values, and pb penalizes the
alignments whose column and row have too many alignments with S(x, y) > 0.
We set α = 3 in the implementation.

VI. Termination Condition
Our propagation should satisfy two termination conditions: (1) The cosine
between two sequential similarity matrices is not bigger than the given threshold.
Propagation should assure the final similarity matrix is convergent. Melnik and
his colleagues have proved that fixpoint computing can be convergent if the
pairwise connectivity graph is a strongly connected graph [2]. (2) There is no
updating for the pairwise connectivity graph. Besides the two conditions, to
avoid the matrix needs too many times propagation to converge, we also set the
maximum propagation times as 8 in the implementation.

5 Experimental Evaluation

We have implemented the new similarity propagation method in ontology
mapping system Lily. Lily is implemented by Java and C++. More information
about Lily can be found at http://ontomappinglab.googlepages.com/lily.htm.

The dataset is OAEI benchmark2. It includes more than 50 matching tasks
having non-sequential number from 101 to 304. According to the dataset
feature, we divide the dataset into 5 groups: (1) 101-104: this group contains
same, irrelevant, language generalized and restricted ontologies. (2) 201-210:
the ontology structure is preserved, but the labels and identifiers are replaced
2 http://oaei.ontologymatching.org
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by random names, misspellings, synonyms and foreign names. The comments
have been suppressed in some cases. (3) 221-247: This group can be divided
into two subgroups: 221-231 and 232-247. The first subgroup contains 11
kinds of modifications, such as the hierarchy is flattened or expanded, and
individuals, restrictions and data types are suppressed. In the second subgroup,
the modifications are the combinations of the ones used in 221-231. (4) 248-266:
This is the most difficult test set. All labels and identifiers are replaced by
random names, and the comments are also suppressed. (5) 301-304: This group
contains 4 real matching tasks.

This paper uses the classical criterion: precision, recall and F-measure to
evaluate the matching results. Let Q is the real matching result and T is the
reference result, then the precision, recall and F-measure are:

P =
|Q ∩ T |
|Q| , R =

|Q ∩ T |
|T | , F−measure =

2PR

P + R
(8)

5.1 Evaluating the Propagation Scale Strategies

This experiment aims to compare different propagation scale strategies. The
dataset is 248 task. The experimental result (F-measure) is showed in
Table 1. Size is the semantic subgraph size. Seed denotes the initial similarity
seeds obtained by the linguistic matching method. C1, C2, C3 and C4 represent
the four kinds of propagation scale strategies. Notice that C3A denotes all
semantic subgraphs are combined; C3B denotes concept semantic subgraphs and
relation semantic subgraphs are combined independently. C4A and C4B are both
hybrid semantic subgraph propagation scale strategy, but in C4A the ontology
has been enriched. The last row of Table 1 provides the average values for the
semantic subgraphs from size 5 to 35.

Comparing with the seeds, Table 1 shows the similarity propagation can
improve the quality of matching results. For all propagation scale strategies, their
matching qualities can rank as: C4B >C4A>C3B >C3A>C1>C2. Through

Table 1. Comparison of different propagation scale strategies

Size Seed C1 C2 C3A C3B C4A C4B
0 0.020 0.020 0.020 0.020 0.020 0.020 0.020
1 0.371 0.603 0.604 0.422 0.246 0.537 0.496
2 0.431 0.653 0.604 0.547 0.352 0.570 0.552
3 0.418 0.531 0.476 0.541 0.400 0.715 0.736
5 0.493 0.608 0.529 0.658 0.607 0.761 0.802
10 0.536 0.587 0.592 0.675 0.693 0.828 0.828
15 0.586 0.643 0.586 0.662 0.658 0.849 0.837
20 0.557 0.610 0.630 0.671 0.675 0.822 0.785
25 0.561 0.629 0.598 0.662 0.731 0.789 0.832
30 0.561 0.648 0.690 0.658 0.706 0.753 0.879
35 0.561 0.620 0.651 0.621 0.653 0.716 0.826
Avg. 0.531 0.621 0.611 0.658 0.675 0.788 0.827
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analyzing the experimental data, we have the conclusions: (1) Full graph strategy
does not produce good results as we expect. (2) Independent semantic subgraph
strategy causes the worst results. The reason is that the misalignments would
have high similarity values when the similarity matrix is normalized after the
propagation. So it is difficult to determine the correct alignments. (3) The results
of C3A and C3B are very close; (4) C4A and C4B produce the best results.
Surprisingly, the C4B without ontology enrich preprocess performs well than
C4A with original ontology. The fact implies that some ontology preprocess may
cause negative affection for similarity propagation.

5.2 Initial Similarity Seeds

We need validate whether and how our similarity propagation method is sensitive
to the initial similarity seeds. In this experiment, we modified the seeds manually
to keep the seeds always have the feature: Precision = Recall = F−measure.
The seed quality F-measure decreases from 1.0 to 0 with step 0.1. The dataset
is 248 task too. For an experiment at F−measure=x, we execute the matching
three times. In each time, we modifies the seed randomly. We treat the average
of the three results as the final F−measure value.

The experimental result is showed in Fig. 3, where line B denotes the seed
quality; C1, C3A and C4B are F-measure lines for the corresponding propagation
scale strategies. We can draw the conclusions: (1) The initial seed influences the
matching result greatly. With the change of seed quality, the matching result
quality changes monotonously. (2) After propagating, the result is usually better
than the initial seed. (3) C4B scale strategy is influenced by the seed slightly, so
C4B is the preferred propagation scale strategy in the implementation.

Fig. 3. Influence of initial seed to matching results
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5.3 Overall Matching Results

Fig. 4 compares the matching results with similarity propagation and the results
without similarity propagation. P1, R1 and F1 denote the precision, recall and
F-measure for the method without similarity propagation. P2, R2 and F2 are
the quality criterions about the method in this paper.

According to Fig. 4: (1) The similarity propagation method proposed in this
paper improves the matching result quality, especially for the 248-266 dataset.
(2) When the ontologies have not sufficient or regular linguistic information, we
also find that our similarity propagation method can increase the recall greatly.
Therefore, the similarity propagation method can discover more matching results
using limited linguistic information.

Ontology mapping system Lily has implemented the similarity propagation
methods in this paper, and Lily is one of the best systems in the OAEI benchmark
evaluation in recent years. Table 2 shows results of some matching systems in
OAEI-2008 benchmark evaluation [11, 12]. The evaluation divides the dataset

Fig. 4. Matching without similarity propagation VS with similarity propagation

Table 2. Overall matching results of some systems (OAEI 2008)

Systems ASMOV DSSim Anchor-Flood RiMOM AROMA
Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec.

1xx 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
2xx 0.95 0.85 0.97 0.64 0.98 0.59 0.96 0.82 0.96 0.70
3xx 0.81 0.77 0.90 0.71 0.95 0.31 0.80 0.81 0.82 0.71
H-mean 0.95 0.86 0.97 0.67 0.98 0.62 0.96 0.84 0.95 0.70
Systems CIDER GeRoMe SPIDER SAMBO Lily

Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec.
1xx 0.99 0.99 0.96 0.79 0.99 0.99 1.00 0.98 1.00 1.00
2xx 0.97 0.57 0.56 0.52 0.97 0.57 0.98 0.54 0.97 0.86
3xx 0.90 0.75 0.61 0.40 0.15 0.81 0.95 0.80 0.87 0.81
H-mean 0.97 0.62 0.60 0.58 0.81 0.63 0.99 0.58 0.97 0.88
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Fig. 5. Performance under different propagation scale strategies

into three groups: 1XX, 2XX and 3XX. The evaluation results show our system
performs well on the benchmark dataset.

5.4 Performance

In Lily, we find the similarity propagation process occupies about 30%-50%
matching time. It is necessary to analyze the major performance factors in
propagation. In practical matching tasks, small semantic subgraphs would cause
small pairwise connectivity graph, and the iteration process for calculating
fixpoint would also terminate quickly. On the contrary, big semantic subgraphs
would increase the burden in the propagation. So we believe the semantic
subgraph size is a key factor for the performance. Fig. 5 demonstrates the running
time with various subgraph size under different propagation scale strategies.

According to Fig. 5, (1) For full graph or combined subgraph scale strategies,
the running time of propagation has no direct relevance to the semantic subgraph
size. So C1, C3A and C3B are almost steady. When the semantic subgraph
size is large than 5, the size of pairwise connectivity graph will keep stable.
So the running time of C1, C3A and C3B would have little correlation with
semantic subgraph size. (2) But for C4 propagation scale strategy, the running
time increases with the semantic subgraph size quickly. It means we should set
suitable semantic subgraph size for hybrid semantic subgraph scale strategy.

6 Related Work

Many ontology matching approaches are proposed in recent years. Some
researchers have gave several excellent reviews for this topic [13, 14, 15]. This
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paper mainly focuses on the matching problem for the ontologies without
sufficient or regular linguistic information. Structure-based matching method is
a feasible way to deal with this special matching situation. For the reason that
the ontology graph topology can not represent the semantics reasonably, the
way using classical graph matching algorithm can not obtain good alignments,
and it also have the serious performance problem due to high time complex of
graph matching. Therefore, the method based on similarity propagation idea is
the feasible way to solve the problem.

Blondel and his colleagues proposed a iteration equation for measuring the
similarity between directed graphs [4]. This method is based on the Hub −
Authority idea. Based on the similar idea, in [9] the authors proposed a more
universal measurement for the vertex similarity in network, and they also pointed
out that Blondel’s method is a special case of their method. These graph
matching algorithms can only calculate the vertex similarity in graph, but they
can not deal with the edge similarity. To overcome the problem, the bipartite
graph is used to represent the ontology graph [5]. Tous and Delgado represent
the ontology graph as the vector space method [16]. Similarity flood [2] is the
most popular algorithm inspired by the similarity propagation, but it can not be
directly used for ontology matching. In ontology mapping system RiMOM, three
propagation strategies are used for structure matching: (1) propagation between
concepts; (2) propagation between relations; (3) propagation between concepts
and relations [17]. In another matching system PROMPT [8], a similarity
propagation algorithm called AnchorPROMPT is used to find alignment.

The structure-based matching method based on our similarity propagation
method is an effective solution for the ontologies without sufficient or regular
linguistic information. Especially, our propagation method is reasonable for the
ontology. We also propose some strategies to improve the propagation results
and accelerate the matching process such as the propagation scale is constrained
in the semantic subgraphs.

7 Conclusion

This paper proposes an effective similarity propagation method for matching the
ontologies without sufficient or regular linguistic information. The new method
is based on the strong constrained condition, and it is reasonable for ontology
model. Some useful propagation strategies are also adopted to improve the
matching results. Experiments shows that this structure-based matching method
performs well on OAEI benchmark dataset.
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Abstract. Significant research efforts in the Semantic Web community
are recently directed toward the representation and reasoning with fuzzy
ontologies. As the theoretical counterpart of fuzzy ontology languages,
fuzzy Description Logics (DLs) have attracted a wide range of concerns.
With the emergence of a great number of large-scale domain ontolo-
gies, the basic reasoning services cannot meet the need of dealing with
complex queries (mainly conjunctive queries), which are indispensable in
data-intensive applications. Conjunctive queries (CQs), originated from
relational databases, play an important role as an expressive reasoning
service for ontologies. Since, however, the negation of a role atom in a
CQ is not expressible as a part of a knowledge base, existing tableau al-
gorithms cannot be used directly to deal with the issue. In this paper, we
thus present a tableau-based algorithm for deciding query entailment of
fuzzy conjunctive queries w.r.t. fuzzy SHIN ontologies. Moreover, the
data complexity problem was still open for answering CQs in expressive
fuzzy DLs. We tackle this issue by proving a tight coNP upper bound
for the problem in f -SHIN , as long as only simple roles occur in the
query. Regarding combined complexity, we prove that the algorithm for
query entailment is co3NExpTime in the size of the knowledge base and
the query.

1 Introduction

In order to achieve reusability and a high level of interoperability of knowledge,
ontologies are commonly used to express domain knowledge in the context of the
Semantic Web. A key component of the Semantic Web is thus the representation
and reasoning of ontologies. Description logics (DLs, for short) [1] are the logical
foundation of the Semantic Web, which support knowledge representation and
reasoning by means of the concepts and roles. As the logic underpinnings of Web
Ontology Languages (OWLs)1, DLs have attracted much more attentions due
to their inherently built reasoning services.

In the real world, there exists a great deal of uncertainty and imprecision
which is likely the rule than an exception. Based on Zadeh’s fuzzy set theory[2],
there have been substantial amounts of work carried out in the context of fuzzy
DLs [3][4], and fuzzy ontology knowledge bases [5] are thus established.
1 http://www.w3.org/submission/owl11-overview/

A. Gómez-Pérez, Y. Yu, and Y. Ding (Eds.): ASWC 2009, LNCS 5926, pp. 120–134, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Conjunctive queries originated from research in relational databases, and,
more recently, have also been identified as a desirable form of querying DL
knowledge bases. Conjunctive queries provide an expressive query language with
capabilities that go beyond standard instance retrieval. There are close ties
among conjunctive query answering, conjunctive query entailment and conjunc-
tive query containment in the sense that they can be transformed into one an-
other. The first conjunctive query algorithm [6] over DLs was actually specified
for the purpose of deciding conjunctive query containment for DLRreg. Recently,
query entailment and answering have been extensively studied for tractable DLs,
i.e., DLs that have reasoning problems of at most polynomial complexity. For
example, the constructors provided by DL-Lite family [7] are elaborately cho-
sen such that the standard reasoning tasks are PTime-complete and query
entailment is in LogSpace with respect to data complexity. Moreover, in DL-
Lite family, as TBox reasoning can usually be done independently of the ABox,
ABox storage can be transformed into database storage, thus knowledge base
users can achieve efficient queries by means of well-established DBMS query en-
gines. Another tractable DL comes from EL with PTime-complete reasoning
complexity. It was shown that union of conjunctive queries (UCQs) entailment in
EL and in its extensions with role hierarchies is NP-complete regarding the com-
bined complexity [8]. The data complexity of UCQ entailment in EL is PTime-
complete [9]. Allowing, additionally, role composition in the logic as in EL++,
leads to undecidability [10]. Query answering algorithms for expressive DLs are
being tracked with equal intensity. CARIN system [11], the first framework for
combining a description logic knowledge base with rules, provided a decision pro-
cedure for conjunctive query entailment in the description logic ALCNR, where
R stands for role conjunction. The conjunctive query entailment algorithms for
more expressive DLs, e.g., SHIQ and SHOQ, are presented in [12][13].

When querying over fuzzy DL KBs, as in the crisp case, same difficulties
emerged in that existing fuzzy DL reasoners, such as fuzzyDL2 and FiRE3,
are not capable of dealing with CQs either. Some work has been done in a
relative narrow range, mainly focused on lightweight fuzzy ontology languages,
e.g. [14] and [15] on f -DL-Lite, [16] on f -ALC and [17] on f -ALCN . In [18], A
fuzzy extension of CARIN is provided, along with an fuzzy version of existential
entailment algorithm for answering conjunctive queries.

In this paper, we extend the results obtained in [18] for fuzzy ALCNR and
in [19] for crisp SHIN to fuzzy SHIN . This paper makes the following major
contributions:

– It presents a tableau-based algorithm for deciding query entailment over
f -SHIN KBs.

– It provides complexity upper bounds w.r.t both combined complexity and
data complexity.

The remainder of this paper is organized as follows. Section 2 briefly reviews
the necessary background knowledge of fuzzy sets, fuzzy logics, the syntax and
2 http://gaia.isti.cnr.it/∼ straccia/software/fuzzyDL/fuzzyDL.html
3 http://www.image.ece.ntua.gr/∼nsimou
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semantics of f -SHIN , and the formal definition of a fuzzy query language.
Section 3 presents the conjunctive query entailment algorithm for f -SHIN along
with complexity analysis. Section 4 concludes this paper.

For the lack of the space, we omit most of the proofs, which can be found in
a accompanying technical report [20].

2 Preliminaries

2.1 Fuzzy Set and Fuzzy Logic

In classical set theory, an element in a set either belongs or0 does not belong to
the set. By contrast, in fuzzy set theory, an element belongs to a set with certain
degree, which is described with the aid of a membership function valued in the
real unit interval [0,1].

A fuzzy set A with regard to a universe U is characterized by a member-
ship function μA : U → [0, 1] (or simply A(x) ∈ [0, 1]), which assigns a mem-
bership degree to each element u in U , denoted by μA(u). μA(u) gives us an
assessment of the degree that u belongs to A. Typically, if μA(u) = 1 then u
definitely belongs to A, whereas μA(u) ≥ 0.8 means that u is “likely” to be an el-
ement of A. In addition, when using Gödel T-norm, T-conorm and Lukasiewicz
negation for interpreting conjunctions, disjunctions and complements respec-
tively, we have: for all u ∈ U and for all fuzzy sets A1, A2 with respect to
U , μA1∩A2(u) = min{μA1(u), μA2(u)}, μA1∪A2(u) = max{μA1(u), μA2(u)}, and
μĀ(u) = 1− μA(u), where Ā is the complement of A in U .

As for fuzzy logics, the degree of membership μA(u) of an element u ∈ U
w.r.t. the fuzzy set A over U is regarded as the truth-value of the statement “u
is in A”. Accordingly, in fuzzy DL, (i) a concept C, rather than being interpreted
as a classical set, will be interpreted as a fuzzy set and, thus, concepts become
imprecise; and, consequently, (ii) the statement “o is in C”, i.e. o : C, will have
a truth-value in [0,1] given by the degree of membership of being the individual
o a member of the fuzzy set C.

2.2 Fuzzy SHIN
We introduce the basic terms and notations used throughout this paper. In
particular, we introduce the syntax and semantics for fuzzy DL f -SHIN [4].

Let NC , NR, and NI be countable infinite and pairwise disjoint sets of concept,
role and individual names, respectively. We assume that the set of role names NR

can be divided into two disjoint subsets, NtR and NnR, where the former stands
for the subset of transitive role names, and the latter stands for the subset of
non-transitive role names. This assumption can be written as NR = NtR ∪NnR

and NtR ∩NnR = ∅.
f -SHIN roles (or roles for short) are defined as R ::= RN |R−, where RN ∈

NR, R− is called the inverse role of R.
A role inclusion axiom is of the form R � S, with R, S roles. A role hierarchy

(also called a RBox) R is a finite set of role inclusion axioms.
For the sake of brevity and clarity, we use following notations:
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1. To avoid using verbose role expressions of the form R−− or even R−−−, we
use an abbreviation Inv(R) to denote inverse role of R, i.e. Inv(R) = R− if
R ∈ NR, and Inv(R) = S if R = S− with S ∈ NR.

2. For a RBox R, we define �∗
R as the reflexive transitive closure of � over

R ∪ {Inv(R) � Inv(S)|R � S ∈ R}. We use R ≡∗
R S as an abbreviation for

R �∗
R S and S �∗

R R.
3. For a RBox R and a role S, we define the set TransR of transitive roles as
{S| there is a role R with R ≡∗

R S and R ∈ NtR or Inv(R) ∈ NtR}.
4. A role S is called simple w.r.t. a RBoxR if, for each role R such that R �∗

R S,
R /∈ TransR.

The subscript R of �∗
R and TransR is dropped if clear from the context.

f -SHIN concepts (or concepts for short) are formed out of concept names
according to the following abstract syntax, where A ∈ NC , R ∈ NR, p ∈ IN , and
S a simple role:

C, D ::= �|⊥|A|¬A|C �D|C �D|∀R.C|∃R.C| ≤ pS| ≥ pS

A TBox is a finite set of concept definition axioms of the form A ≡ D and
general concept inclusion axioms (GCIs) of the form C � D.

An ABox consists of fuzzy assertions of the form C(o) �� n, R(o, o′) � n, or
o ≈/ o′, where o, o′ ∈ NI , �� stands for any type of inequality, i.e., ��∈ {≥, >,
≤, <}. We use � to denote ≥ or >, and � to denote ≤ or <. We call ABox
assertions defined by � positive assertions, while those defined by � negative
assertions. Note that, we consider only positive fuzzy role assertions, since nega-
tive role assertions would imply the existence of role negation, which would lead
to undecidability [18].

An f -SHIN knowledge base (KB) K is a triple (T ,R,A) with T a TBox, R
a RBox and A an ABox.

Let C be a fuzzy concept, R a RBox, we denote by sub(C,R) the set of sub-
concepts of C. We define sub(A,R) =

⋃
C(o)��n∈A

sub(C,R). R is dropped if clear

from the context.
The semantics of f -SHIN are provided by a fuzzy interpretation, which is

a pair I = (ΔI ,.I ). Here ΔI is a non-empty set of objects, called the domain
of interpretation, and .I is an interpretation function which maps different in-
dividual names into different elements in ΔI , concept name A into membership
function AI : ΔI → [0,1], role R into membership function RI :ΔI ×ΔI → [0,1].
The semantics of f -SHIN concepts and roles are depicted as follows.

– �I(o) = 1
– ⊥I(o) = 0
– (C �D)I(o) = min{CI(o), DI(o)}
– (C �D)I(o) = max{CI(o), DI(o)}
– (¬C)I(o) = 1− CI(o)
– (∀R.C)I(o) = info′∈ΔI{max{1−RI(o, o′), CI(o′)}}
– (∃R.C)I(o) = supo′∈ΔI{min{RI(o, o′), CI(o′)}}
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– (≥ pS)I(o) = supo1,...,op∈ΔI{minp
i=1{RI(o, oi)}}

– (≤ pS)I(o) = info1,...,op+1∈ΔI maxp+1
i=1 {1−RI(o, oi)}

– Inv(R)I(o, o′) = RI(o′, o)

Given an interpretation I and an inclusion axiom C � D, I is a model of
C � D, if CI(o) ≤ DI(o) for any o ∈ ΔI , written as I |= C � D. Similarly,
for ABox assertions, I |= B(o) �� n (resp. I |= R(o, o′) �� n), iff BI(oI) �� n
(resp. RI(oI , o′I) �� n), and I |= o ≈/ o′ iff oI �= o

′I . As for RBox, I |= R � S iff
∀〈o, o′〉 ∈ ΔI × ΔI , RI〈o, o′〉 ≤ SI〈o, o′〉, and I |= Trans(R), iff ∀o, o′, o′′ ∈ ΔI ,
RI(o, o′′) ≥ supo′∈ΔI{min(RI(o, o′), RI(o′, o′′))}. Note that the semantics of
transitive roles result from the definition of sup-min transitive relation in fuzzy
set theory.

If an interpretation I is a model of all the axioms and assertions in a KB K,
we call it a model of K. A KB is satisfiable iff it has at least one model. A KB
K entails (logically implies) a fuzzy assertion ϕ, written as K |= ϕ, iff all the
models of K are also models of ϕ.

Given a KB K, we can w.l.o.g assume that the following conditions hold.

1. All concepts are in their negative normal forms (NNFs), i.e. negation occurs
only in front of concept names. Through de Morgan law, the duality between
existential restriction (∃R.C) and universal restriction (∀R.C), and the du-
ality between atmost restriction (≤ pS) and atleast restriction (≥ pS), each
concept can be transformed into its equivalent NNF by pushing negation
inwards.

2. All fuzzy concept assertions are in their positive inequality normal forms
(PINFs). A negative concept assertion can be transformed into its equivalent
PINF by applying fuzzy complement operation on it. For example, C(o) < n
is converted to ¬C(o) > 1− n.

3. All fuzzy assertions are in their normalized forms (NFs). As is shown in [21],
by introducing a positive, infinite small value ε, a fuzzy assertion of the form
C(o) > n can be normalized to C(o) ≥ n + ε. The model equivalence of KB
K and K’s normalized form is also proved in [21].

4. There are only fuzzy GCIs in the TBox. A fuzzy concept definition axiom
A ≡ D can be eliminated by replacing every occurrence of A with D. The
elimination is also known as knowledge base expansion. Note that the size
of the expansion can be exponential in the size of the TBox. But if we follow
the principle of “Expansion is done on demand” [22], the expansion will have
no impact on the algorithm complexity of deciding fuzzy query entailment.

2.3 Fuzzy Conjunctive Queries

In general, existing fuzzy DL reasoners can provide most of the basic fuzzy
inference services [3], such as checking of fuzzy concept satisfiability, fuzzy con-
cept subsumption, and ABox consistency. In addition, some fuzzy DL reasoners
support different kinds of simple queries over a KB K for obtaining assertional
knowledge. These queries include
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– retrieval given a fuzzy KB K, a fuzzy concept C, and n ∈ (0, 1], to retrieve
all instances o occurring in the ABox, such that K| = C(o) ≥ n holds,

– realisation given a fuzzy KB K, a individual name o, and n ∈ (0, 1], to
determine the most specific concept C, such that K| = C(o) ≥ n holds. In
other words, for any fuzzy concept D, K| = D(o) ≥ n implies K| = C � D.

– instantiation given a fuzzy KB K, a fuzzy concept assertion C(o) ≥ n, to
decide whether or not K| = C(o) ≥ n.

In fact, fuzzy DL reasoners deal with these queries by transferring them into
basic inference tasks. For example, the instantiation problem K| = C(o) ≥ n
can be reduced to the (un)satisfiability problem of the KB K ∪ {¬C(o) < n},
while the latter one is a basic inference problem. There is, however, no support
for queries that ask for n-tuples of related individuals or for the use of variables
to formulate a query, just as conjunctive queries do.

Conjunctive queries stemmed from the domain of relational databases, and
have attracted much attention recently in Semantic Web. With the emergence
of a good number of large-scale domain ontologies, it is of particular importance
to provide users with expressive querying service.

Recently there have been quite a lot of work on answering Conjunctive queries
over fuzzy DLs. In [14], Straccia defined a conjunctive query language over fuzzy
KBs. Conjunctive queries over a fuzzy KB K are expressions of the form q(x) ←
∃y.conj(x, y), where vector x is constituted by distinguished variables (also
known as answer variables), which can be bound with individual names in a
given knowledge base to answer the conjunctive queries, y is constituted by
non-distinguished variables, which are treated as existential quantified, i.e., we
just require the existence of a suitable element in the model, but this element
does not have to correspond to an individual explicitly named in the ABox.
conj(x, y) is a conjunction of atoms of the form B(z) or R(z1, z2), where B and
R are basic concept and role in K respectively. The concept and role atoms are
syntactically equal to concept and role assertions except that z, z1 and z2 may
be variables in x or y, besides constants in K.

The query language in [14] has the same syntax as that of crisp DLs, and
thus cannot express queries such as “find me hotels that are very close to the
conference venue (with membership degree at lest 0.9) and offer inexpensive
(with membership degree at lest 0.7) rooms”. For this reason, a query language,
which allows a threshold for every query atom, was proposed in [23]. Clearly,
threshold queries give users more flexibility in that users can specify different
thresholds for different atoms.

In this study, we mainly deal with conjunctive query entailment problem. As
is generally believed in database community, however, there is a tight connec-
tion among the problems of conjunctive query containment, conjunctive query
answering, and query entailment [24].

2.4 Fuzzy Query Language

Following [18], we provide the formal definition of the syntax and semantics of
the fuzzy querying language used in this paper.
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Let NV be a countable infinite set of variables and is disjoint from NC , NR,
and NI . A term t is either an individual name from NI or a variable name from
NV . A fuzzy query atom is an expression of the form 〈C(t) ≥ n〉 or 〈R(t, t′) ≥ m〉
with C a concept, R a simple role, and t, t′ terms. As with fuzzy assertions, we
refer to these two different types of atoms as fuzzy concept atoms and fuzzy role
atoms, respectively. We also w.l.o.g. assume all the query atoms are in their
NNFs, PINFs, and NFs.

Definition 1. (Fuzzy Boolean Conjunctive Queries) A fuzzy boolean conjunctive
query q is a non-empty set of fuzzy query atoms of the form q= {〈at1 ≥ n1〉,
. . . , 〈atk ≥ nk〉}. Then for every fuzzy query atom, we can say 〈ati ≥ ni〉 ∈ q.

We use Var(q) to denote the set of variables occurring in q, Ind(q) to denote the
set of individual names occurring in q, and Term(q) for the set of terms in q, i.e.
Term(q) = Var(q) ∪ Ind(q).

The semantics of a fuzzy query is given in the same way as for the related
fuzzy DL by means of fuzzy interpretation consisting of an interpretation domain
and a fuzzy interpretation function.

Definition 2. (Models of Fuzzy Queries) Let I = (ΔI ,.I ) be a fuzzy interpre-
tation of an f -SHIN KB, q a fuzzy boolean conjunctive query, and t, t′ terms
in q. We say I is a model of q, if there exists a mapping π : Term(q) → ΔI such
that π(a) = aI for each a ∈ Ind(q), CI(π(t)) ≥ n for each fuzzy concept atom
C(t) ≥ n ∈ q, RI(π(t), π(t′)) ≥ n for each fuzzy role atom R(t, t′) ≥ n ∈ q.

If I |=π at for every atom at ∈ q, we write I |=π q. If there is a π, such that
I |=π q, we say I satisfies q, written as I |= q. We call such a π a match of q
in I. If I |= q for each model I of a KB K, then we say K entails q, written as
K |= q. The query entailment problem is defined as follows: given a knowledge
base K and a query q, decide whether K |= q.

3 Query Entailment Algorithm

As for basic inference services and simple queries, our algorithm for deciding
fuzzy query entailment is also based on tableau algorithms. The query entailment
problem is, however, not reducible to the knowledge base satisfiability problem,
since the negation of a fuzzy conjunctive query is not expressible with existing
constructors provided by an f -SHIN knowledge base. For this reason, tableau
algorithms for reasoning over knowledge bases is not sufficient. A knowledge base
K may have infinitely many possibly infinite models, whereas tableau algorithms
construct only a subset of finite models of the knowledge base. As is defined in
Section 2.4, the query entailment holds only if the query is true in all models of
the knowledge base, we thus have to show that inspecting only a subset of the
models, namely the canonical ones, suffices to decide query entailment.

As with the tableau algorithm for f -SHIN [4], our algorithm works on a
data structure called completion forest. A completion forests is a finite relational
structure capturing sets of models of a KB K. Roughly speaking, models of K
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are represented by an initial completion forest FK. Then, by applying expansion
rules repeatedly, new completion forests are generated. Since every model of K
is preserved in some completion forest that results from the expansion, K |= q
can be decided by considering a set FK of sufficiently expanded forests. From
each such F a single canonical model is constructed. Semantically, the finite set
of these canonical models is sufficient for answering all queries q of bounded size.
Furthermore, we prove that entailment in the canonical model obtained from F
can be checked effectively via a syntactic mapping of the terms in q to the nodes
in F .

3.1 Completion Forests

Definition 3. (Completion Forest) A completion tree T for a f -SHIN KB is
a tree all whose nodes are generated by expansion rules, except for the root node
which might correspond to a individual name in NI. A completion forest F for
a f -SHIN KB consists of a set of completion trees whose nodes correspond to
individual names in the ABox, an equivalent relation ≈ among nodes, and an
inequivalent relation ≈/ among nodes.

Each node x in a completion forest (which is either a root node or a node in a
completion tree) is labelled with a set L(x) = {〈C,≥, n〉}, where C ∈ sub(A),
n ∈ (0,1]. Each edge 〈x, y〉 (which is either one between root nodes or one inside
a completion tree) is labelled with a set L(〈x, y〉) = {〈R,≥, n〉}.

If 〈x, y〉 is an edge in a completion forest with 〈R′,≥, n〉 ∈ L(〈x, y〉) and
R′ �∗ R ∈ R, then y is called an R≥,n-successor of x and x is called an R≥,n-
predecessor of y. Ignoring the inequality and membership degree, we can also
call y an R-successor of x and x an R-predecessor of y. Ancestor and descendant
are the transitive closure of predecessor and successor, respectively. The union
of the successor and predecessor relation is the neighbor relation. The distance
between two nodes x, y in a completion forest is the shortest path between them.

Starting with an f -SHIN KB K = 〈T ,R,A〉, the completion forest FK is
initialized such that it contains a root node o, with L(o) = {〈C,≥, n〉 | C(o) ≥
n ∈ A}, for each individual name o occurring in A, and an edge 〈o, o′〉 with
L(〈o, o′〉) = {〈R,≥, n〉 | 〈R(o, o′) ≥ n〉 ∈ A}, for each pair 〈o, o′〉 of individual
names for which the set {R | R(o, o′) ≥ n ∈ A} is non-empty. We initialize the
relation ≈/ as {〈o, o′〉|o ≈/ o′ ∈ A}, and the relation ≈ to be empty.

Now we can formally define a new blocking condition, called k-blocking, for
fuzzy query entailment depending on a depth parameter k ≥ 0.

Definition 4. (k-tree equivalence) The k-tree of a node v in T , denoted as T k
v ,

is the subtree of T rooted at v with all the descendants of v within distance k.
We use Nodes(T k

v ) to denote the set of nodes in T k
v . Two nodes v and w in T

are said to be k-tree equivalent in T , if T k
v and T k

w are isomorphic, i.e., there
exists a bijection ψ : Nodes(T k

v ) → Nodes(T k
w) such that (i) ψ(v) = w, (ii) for

every node o ∈ Nodes(T k
v ), L(o) = L(ψ(o)), (iii) for every edge connecting two

nodes o and o′ in T k
v , L(〈o, o′〉) = L(〈ψ(o), ψ(o′)〉).
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Definition 5. (k-witness) A node w is a k-witness of a node v, if v and w are k-
tree equivalent in T , w is an ancestor of v in T and v is not in T k

w. Furthermore,
T k

w tree-blocks T k
v and each node o in T k

w tree-blocks node ψ−1(o) in T k
v .

Definition 6. (k-blocking) A node o is k-blocked in a completion forest F iff
it is not a root node and it is either directly or indirectly k-blocked. Node o is
directly k-blocked iff none of its ancestors is k-blocked, and o is a leaf of a tree-
blocked k-tree. Node o is indirectly k-blocked iff one of its ancestors is k-blocked
or it is a successor of a node o′ and L(〈o′, o〉) = ∅.

An initial completion forest is expanded according to a set of expansion rules
that reflect the constructors allowed in f -SHIN . The expansion rules, which
syntactically decompose the concepts in node labels, either infer new constraints
for a given node, or extend the tree according to these constraints (see Table
1). Termination is guaranteed by k-blocking. We denote by FK the set of all
completion forests obtained this way.

There should be some explanation for the �-rule, which is applicable for fuzzy
GCIs in the TBox. In the context of crisp DLs, the solution to GCIs is, for each
C � D, to construct an universal concept ¬C�D and let the label of every node
within the completion forests contain this universal concept, thus ensuring the
model satisfies the TBox. In fuzzy cases, however, this solution is not feasible in
that ¬C �D cannot capture the semantics of C � D. Li et al. [25] and Stoilos
et al. [21] proposed two similar methods for dealing with fuzzy GCIs in parallel.
In the �-rule, NA and N q denotes the sets of membership degrees in the ABox
A and in CQ q, respectively, i.e., NA = XA ∪ {1 − n|n ∈ XA}, where XA =
{0, 0.5, 1} ∪ {n|C(o) ≥ n ∈ A, or R(o, o′) ≥ n ∈ A}, N q = {n|C(t) ≥ n ∈ q,
or R(t, t′) ≥ n ∈ q}. In addition, for each fuzzy concept C occurring in q, we
augment the TBox with a fuzzy GCI C � C. This clearly has no logical impact
on the knowledge base, but it ensures that, for each node o in the completion
forest, a decision is made as to whether C(o) ≥ n or ¬C(o) ≥ 1−n+ε (C(o) < n)
holds, according to the �-rule in Table 1.

For a node o, L(o) is said to contain a clash, if it contain one of the following:
(i) a pair of triples 〈C,≥, n〉 and 〈¬C,≥, m〉 with n + m > 1, (ii) one of the
triples: 〈⊥,≥, n〉 with n > 0, 〈C,≥, n〉 with n > 1, (iii) some triple 〈≤ pR,≥, n〉,
and o has p+1 R≥,n′-neighbors o1, . . . , op+1, with oi ≈/ oj for all 1 ≤ i < j ≤ p+1
and n′ = 1− n + ε.

Definition 7. (clash-free completion forest) A completion forest F is called
clash free if none of its nodes and edges contains a clash.

Definition 8. (k-complete completion forest) A completion forest is called k-
complete if (under k-blocking) no rule can be applied to it. We denote by ccfk

(FK) the set of k-complete and class-free completion forests in FK.

Example 1. Let K = (T ,R,A) be an f -SHIN KB with T = {C � ∃R.C}, A =
{C(a) ≥ n} and R = ∅. Figure 1 shows a 1-complete and clash-free completion
forest F for K. The node x4 in T 1

x3
-tree is directly blocked by x2 in T 1

x1
-tree,

indicated by the dashed line.
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Table 1. Expansion rules

Rule Description


≥
if 1. 〈C 
 D,≥, n〉 ∈ L(x), x is not indirectly k-blocked, and

2. {〈C,≥, n〉, 〈D,≥, n〉} � L(x)
then L(x) → L(x) ∪ {〈C,≥, n〉, 〈D,≥, n〉}

�≥
if 1. 〈C � D,≥, n〉 ∈ L(x), x is not indirectly k-blocked, and

2. {〈C,≥, n〉, 〈D,≥, n〉} ∩ L(x) = ∅
then L(x) → L(x) ∪ {C′}, where C′ ∈ {〈C,≥, n〉, 〈D,≥, n〉}

∃≥
if 1. 〈∃R.C,≥, n〉 ∈ L(x), x is not k-blocked.

2. x has no R≥,n-neighbor y s.t. 〈C,≥, n〉 ∈ L(y),
then create a new node y with L(x, y) = {〈R,≥, n〉} and L(y) = {〈C,≥, n〉}

∀≥
if 1. 〈∀R.C,≥, n〉 ∈ L(x), x is not indirectly k-blocked.

2. x has an R≥,n′ -neighbor y with 〈C,≥, n〉 /∈ L(y), where n′ = 1 − n + ε,
then L(y) → L(y ∪ {〈C,≥, n〉}

∀+

if 1. 〈∀R.C,≥, n〉 ∈ L(x) with Trans(R), x is not indirectly k-blocked, and
2. x has an R≥,n′ -neighbor y with 〈∀R.C,≥, n〉 /∈ L(y), where n′ = 1 − n + ε,

then L(y) → L(y ∪ {〈∀R.C,≥, n〉}

∀′
+

if 1. 〈∀S.C,≥, n〉 ∈ L(x), x is not indirectly k-blocked, and
2. there is some R, with Trans(R) and R �∗ S,
3. x has an R≥,n′ -neighbor y with 〈∀R.C,≥, n〉 /∈ L(y), where n′ = 1 − n + ε,

then L(y) → L(y ∪ {〈∀R.C,≥, n〉}

≥≥
if 1. 〈≥ pR,≥, n〉 ∈ L(x), x is not k-blocked,
�{xi ∈ NI |〈R,≥, n〉 ∈ L(x, xi)} < p,
then introduce new nodes, s.t. �{xi ∈ NI | 〈R,≥, n〉 ∈ L(x, xi)} ≥ p

≤≥

if 1. 〈≤ pR,≥, n〉 ∈ L(x), x is not indirectly k-blocked,
2. �{xi ∈ NI |〈R,≥, 1 − n + ε〉 ∈ L(x, xi)} > p and
3. there exist xl and xk, with no xl ≈/ xk,
4. xl is neither a root node nor an ancestor of xk.

then (i) L(xk) → L(xk) ∪ L(xl)
(ii) L(x, xk) → L(x, xk) ∪ L(x, xl)
(iii) L(x, xl) → ∅, L(xl) → ∅
(iv) set xi ≈/ xk for all xi with xi ≈/ xl

≤r≥

if 1. 〈≤ pR,≥, n〉 ∈ L(x),
2. �{xi ∈ NI |〈R,≥−, 1 − n〉 ∈ L(x, xi)} > p and
3. there exist xl and xk, both root nodes, with no xl ≈/ xk,

then 1. L(xk) → L(xk) ∪ L(xl)
2. For all edges 〈xl, x

′〉,
i. if the edge 〈xk, x′〉 does not exist, create it with L(〈xk, x′〉) = ∅,
ii. L(〈xk, x′〉) → L(〈xk, x′〉) ∪ L(〈xl, x

′〉).
3. For all edges 〈x′, xl〉,
i. if the edge 〈x′, xk〉 does not exist, create it with L(〈x′, xk〉) = ∅,
ii. L(〈x′, xk〉) → L(〈x′, xk〉) ∪ L(〈x′, xl〉).
4. Set L(xl) = ∅ and remove all edges to/from xl.
5. Set x′′ ≈/ xk for all x′′ with x′′ ≈/ xl and set xl ≈ xk

.

�
if 1. C � D ∈ T and

2. {〈¬C,≥, 1 − n + ε〉, 〈D,≥, n〉} ∩ L(x) = ∅ for n ∈ NA ∪ Nq ,
then L(x) → L(x) ∪ {C′} for some C′ ∈ {〈¬C,≥, 1 − n + ε〉, 〈D,≥, n〉}
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a 〈C,≥, n〉, 〈∃R.C,≥, n〉

x1 〈C,≥, n〉, 〈∃R.C,≥, n〉

x2 〈C,≥, n〉, 〈∃R.C,≥, n〉

x3 〈C,≥, n〉, 〈∃R.C,≥, n〉

x4 〈C,≥, n〉, 〈∃R.C,≥, n〉

〈R,≥, n〉

〈R,≥, n〉

〈R,≥, n〉

〈R,≥, n〉

Fig. 1. A 1-complete and clash-free completion forest F for K

3.2 Models of a Completion Forest

We now show that every model of a KB K is preserved in some complete and
clash-free completion tree F . We first define models of F , then prove that, for
each model I of K, there exists some F , such that a extended model I ′ of I is
a model of F .

If we view all the nodes (either root nodes or generated nodes) in a completion
forest F as individual names, we can define models of F in terms of models of
K over an extended vocabulary.

Definition 9. (Models of completion forests) An interpretation I is a model of
a completion forest F for K, denoted I |= F , if I |= K and for all nodes v, w in
F it holds that (i) CI(vI) ≥ n if 〈C,≥, n〉 ∈ L(v), (ii) RI(vI , wI) ≥ n if there
exists an edge 〈v, w〉 in F and 〈R,≥, n〉 ∈ L(〈v, w〉), (iii) vI �= wI if v ≈/ w ∈ F .

Apparently, the initial completion forest FK and K share the same models in
that there are only root nodes in FK, which correspond individual names in K.
Then, each time an expansion rule is applied, every model of K is preserved
in some expanded completion forest [4]. It thus holds that for each model I of
K, there exists some F ∈ ccfk(FK) and a model of F which extends I (for
any k > 0). Since the set of k-complete and clash-free completion forests for K
semantically captures K (modulo new generated nodes), query entailment K |= q
can be transferred to logical consequence of q from completion forests as follows.
For any completion forest F and CQ q, let F |= q denote that I |= q for every
model I of F .

Proposition 1. Let k > 0 be arbitrary. Then K |= q iff F |= q for each F ∈
ccfk(FK).

3.3 Checking Query Entailment within Completion Forest

Now we will show that, if k is large enough, we can decide F |= q for each
F ∈ ccfk(FK) by syntactically mapping the query q into F .

Definition 10. (Query mapping) A fuzzy query q can be mapped into F ,
denoted q ↪→ F , if there is a mapping μ : Terms(q) → Nodes(F), such that
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– μ(a) = a for every individual name a,
– for each fuzzy concept atom C(x) ≥ n in q, 〈C(x),≥, n〉 ∈ L(μ(x)),
– for each fuzzy role atom 〈R(x, y) ≥ n〉 in q, μ(y) is a R≥n-neighbor of μ(x).

We use nq to denote the number of fuzzy role atoms in a fuzzy query q.

Theorem 1. Let k ≥ nq, where nq denote the number of fuzzy role atoms in a
fuzzy query q. Then K |= q iff for each F ∈ ccfk(FK), it holds that q ↪→ F .

The if direction is easy. If q can be mapped to F via μ, then q is satisfied in each
model I of F by assigning to each variable x in q the value of its image μI(x).
By Proposition 1, K |= q.

To prove that the converse also holds, we have to show that if k is large enough,
a mapping of q into F ∈ ccfk(FK) can be constructed from a distinguished
canonical model of F . The canonical model IF of F is constructed by unravelling
the forest F in the standard way , where the blocked nodes act like ‘loops’ [4].
Its domain comprises the set of all paths from some root in F to some node of
F (thus, it can be infinite). Note that in order for IF to be a model, F must be
in ccfk(FK) for some n ≥ 1. For the complexity of the formal definition of IF ,
we provide an example.

Example 2. By unravelling F in Figure 1, we obtain a model IF that has as
domain the infinite set of paths from a to each xi. Note that a path actually
comprises a sequence of pairs of nodes, in order to witness the loops introduced
by the blocked variables. When a node is not blocked, like x1, the pair x1

x1
is

added to the path. Since T 1
x1

tree-blocks T 1
x3

, every time a path reaches x4,
which is a leaf of a blocked tree, we add x2

x4
to the path and loop back to the

successors of x2. In this way, we obtain the following infinite set of paths:

p0 =
[a

a

]
, p1 =

[a

a
,
x1

x1

]
, p2 =

[a

a
,
x1

x1
,
x2

x2

]
,

p3 =
[a

a
,
x1

x1
,
x2

x2
,
x3

x3

]
, p4 =

[a

a
,
x1

x1
,
x2

x2
,
x3

x3
,
x2

x4

]
,

p5 =
[a

a
,
x1

x1
,
x2

x2
,
x3

x3
,
x2

x4
, ,

x3

x3

]
, . . .

This set of paths constitute the domain ΔIF . For each concept name A, we
have AIF (pi) ≥ n, if 〈A,≥, n〉 occurs in the label of the last node in pi. For
each role R, R(pi, pj) ≥ n if the last node in pj is an R successor of pi. If role
R ∈ Tran, the extension of R is expanded according to the sup-min transitive
semantics. In the following, let nq denote the number of fuzzy role atoms in q,
and let k ≥ nq. Since IF |= q, there exists a mapping σ : Nodes → ΔIF s.t. for
each fuzzy concept atom〈C(x) ≥ n〉 in q, CIF (σ(x)) ≥ n, and for each fuzzy
role atom R(x, y) ≥ n in q, RIF (σ(x), σ(y)) ≥ n. For any k-complete and clash
free completion forest F , a mapping μ of q into F can be obtained from σ. We
use GIF to denote the graph that has as nodes the domain of IF , and as arcs the
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R-successor edges of IF for each role occurring inq. For any two nodes qi and qj

in IF , let d(qi, qj) denote the distance between qi and qj in GIF . Let the image
of q under σ as a graph Gq, then the length of a path in Gq connecting the
images σ(x) and σ(y) of any two variables x and y in q will be at most nq. If F
is k-complete with k ≥ nq, then for every path in Gq there will be an isomorphic
one in F . Therefore, a k-complete completion forest is large enough to find a
mapping whose image is isomorphic to Gq.

We can, from the only if direction of Theorem 1, establish our key result,
which reduce query entailment K |= q to finding a mapping of q into every F in
ccfk(FK).

Example 3. Given F and q = 〈R(〈x, y〉) ≥ n〉∧C(x) ≥ n, we can easily recognize
a mapping q ↪→ F .

3.4 Complexity Analysis

For the standard reasoning tasks, e.g., knowledge base consistency, the combined
complexity is measured in the size of the input knowledge base. For query en-
tailment, the size of the query is additionally taken into account. The size of
a knowledge base K or a query q is simply the number of symbols needed to
write it over the alphabet of constructors, concept, role, individual, and variable
names that occur in K or q, where numbers are encoded in binary.

Theorem 2. Given an f -SHIN KB K and a fuzzy conjunctive query q all of
whose roles are simple, deciding whether K |= q is in co-3NexpTime.

Proof. (sketch) The proof is quite similar with the one presented in[26]. We use
||K, q|| to denote the total size of the string encoding the knowledge base K and
the query q in a query entailment K |= q. The branches in each completion tree
within a completion forest F ∈ FK is polynomially bounded in ||K, q||, and the
maximal height of a non-isomorphic k-tree is double exponential in ||K, q||, if k
is polynomial in ||K, q||. F thus has at most triple exponentially many nodes.
Since each expansion rule can be applied only polynomially often to a node, the
expansion of the initial completion forest FK into some F ∈ FK terminates in
nondeterministic triple exponential time in ||K, q|| for k = nq. Checking whether
q ↪→ F is thus in triple exponential time in ||K, q||.

As for data complexity, we consider the ABox as the only input for the al-
gorithm, i.e., the size of the TBox, the role hierarchy, and the query is fixed.
Therefore, each completion forest F ∈ FK has linearly many nodes in |A| and
any expansion of FK terminates in polynomial time. Deciding whether q ↪→ F
is thus polynomial in the size of F .

Theorem 3. Given an f -SHIN KB K and a fuzzy conjunctive query q all
of whose roles are simple, deciding whether K |= q is in co-NP w.r.t. data
complexity.
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4 Conclusion

Fuzzy Description Logics-based knowledge bases are envisioned to be useful in
the Semantic Web. Existing fuzzy DL reasoners either are not capable of answer-
ing complex queries (mainly conjunctive queries), or only apply to DLs with less
expressivity. We thus present an algorithm for answering expressive fuzzy con-
junctive queries, which allow the occurrence of both lower bound and the upper
bound of threshold in a query atom, over the relative expressive DL, namely
fuzzy SHIN . The algorithm we suggest here can easily be adapted to exist-
ing (and future) DL implementations. Future direction concern applying the
proposed technique to even more expressive logics, for example fuzzy DLs addi-
tionally extended with nominals and datatype groups [27], or to more expressive
fuzzy query language as suggested in [15].
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Abstract. In this paper we propose algorithms for combining and ranking 
answers from distributed heterogeneous data sources in the context of a multi-
ontology Question Answering task. Our proposal includes a merging algorithm 
that aggregates, combines and filters ontology-based search results and three 
different ranking algorithms that sort the final answers according to different 
criteria such as popularity, confidence and semantic interpretation of results. An 
experimental evaluation on a large scale corpus indicates improvements in the 
quality of the search results with respect to a scenario where the merging and 
ranking algorithms were not applied. These collective methods for merging and 
ranking allow to answer questions that are distributed across ontologies, while 
at the same time, they can filter irrelevant answers, fuse similar answers 
together, and elicit the most accurate answer(s) to a question. 

Keywords: Merging, Ranking, Fusion, Question Answering, Semantic Web. 

1   Introduction  

Large-scale, open-domain question answering has been addressed with a variety of 
approaches in the last decades. Firstly, open domain Question Answering (QA) across 
unstructured Web data has been stimulated since 1999 by the TREC QA track 
evaluations. Secondly, the intuition that it would be easier to obtain answers from 
structured data (i.e., an ontology) where ambiguities in the queries can be resolved 
using reasoning techniques, has lead to much interest in Natural Language Interfaces 
(NLI) to knowledge bases, and in particular on NLI systems that directly query a 
given ontology [2, 4, 15]. However, although existing ontology-based NLI systems 
are generally domain independent or portable across domains, their scope is limited to 
one (or a set of) a-priori selected domain(s) at a time. A third recent trend in obtaining 
structured answers in a an open domain scenario has seen several industrial startups 
such as Powerset, START, Wolfram Alpha, True Knowledge1, among others. A well-
established approach for these systems is to semi-automatically build their own 
comprehensive factual knowledge bases. For example, similarly to OpenCyc and 
                                                           
1 http://www.powerset.com/, http://start.csail.mit.edu/, http://www.wolframalpha.com/index.html, 
    http://www.trueknowledge.com/ respectively 
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Freebase2, the Wolfram Alpha knowledge inference engine builds a broad trusted 
knowledge base about the world by ingesting massive amounts of information 
(currently storing approximately 10TBs, still a tiny fraction of the Web). True 
Knowledge relies on users to add and curate its information, while PowerSet uses 
Freebase and annotates Wikipedia with its semantic resources. 

Differently from this last trend, PowerAqua [9] attempts to perform open domain 
QA by taking advantage of the freely available structured information on the 
Semantic Web (SW)3. This is a key difference as, unlike the previous systems, 
PowerAqua does not impose an internal structure on its knowledge nor does it claim 
ownership of its knowledge base, but rather explores the increasing number of 
multiple, heterogeneous knowledge sources available on the Web. As such, 
PowerAqua supports users in searching and exploring information on the SW. Users 
introduce a factual query in natural language and PowerAqua is able to match it into 
one or many ontological facts, from which an answer can be inferred. 

A major challenge faced by PowerAqua is that answers to a query may need to be 
derived from different ontological facts and even different semantic sources and 
domains. Often, multiple, redundant information needs to be combined (or merged) to 
obtain a reduced number of answers. Then, because different semantic sources have 
varying levels of quality and trust, when multiple answers are derived to a query it is 
important to be able to rank them in terms of their relevance to the query at hand. 

In this paper we present merging and ranking methods for combining results 
(answers given as ontological facts) across ontologies. These methods have been 
integrated in PowerAqua and evaluated in the context of a multi-ontology QA task. 
The question that we try to answer here is: are aggregated answers from many 
heterogeneous independent semantic sources better than answers derived from single 
ontological facts? Or, similarly to the hypothesis of Wisdom of Crowds4, are the many 
smarter than the few? These initial experiments confirm that the quality of derived 
answers can be improved by cross-ontology merging and ranking techniques.  

The rest of the paper is structured as follows. Section 2 introduces a motivating 
scenario, Sections 3 and 4 describe the merging and ranking algorithms respectively. 
Section 5 describes the evaluation setup and the analysis of the results. We present 
related work in Section 6, and conclude in Section 7. 

2   Motivating Scenario: Question Answering on the Semantic Web 

Because PowerAqua derives answers from multiple online semantic resources, thus 
operating in a highly heterogeneous search space, it requires mechanisms for merging  
 

                                                           
2 www.opencyc.org, http://www.freebase.com 
3 To be precise, PowerAqua accesses multiple ontologies through the Watson semantic gateway 
   (http://watson.kmi.open.ac.uk/WatsonWUI/) or by exploring information stored in online 
  servers.  
4 A book written by Jame Surowiecki in 2004, primarily on the fields of economic and 

psychology, stating that “a diverse collection of independently-deciding individuals is likely 
to make certain types of decisions and predictions better than individuals or even experts.” It 
is also connected to social and collective intelligence on the Web (http://en.wikipedia.org/ 
wiki/The_Wisdom_of_Crowds).  
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Fig. 1. PowerAqua components 

and ranking answers to generate a commonly agreed set of answers across ontologies. 
Consider, for example, the query “Which languages are spoken in Islamic 
countries?”. PowerAqua is designed following a cascade model (see Fig. 1). Steps 1, 
2 and 3 are have been detailed in [9], so here we only summarize the key aspects of its 
behavior. At the first stage, the linguistic component using the GATE NL processing 
tool [5] transforms the NL query into an intermediate format called Query-Triples 
(QT). These QTs relate words together and mimic the structure of triples in the 
ontology but using the NL terms in the user query.  For instance, our example query is 
initially translated into the QT <languages, spoken, Islamic countries>.  

At the next step, the QTs are passed on to the PowerMap component, which 
identifies potentially suitable ontologies to answer a query, producing initial element 
level mappings between the QT terms and the entities in these sources. The output of 
PowerMap is a set of Entity Mapping Tables (EMTs), where each table associates 
each QT term with a set of entities found on the SW. To identify all semantic sources 
that are likely to describe QT terms, PowerMap maximizes recall by searching for 
approximate (lexical overlap) and exact (lexical equality) mappings. These are jointly 
referred to as equivalent mappings. PowerMap also uses both WordNet and the SW 
itself as sources of background knowledge to perform query expansion and to find 
lexically dissimilar (but semantically similar) matches – including synonyms, 
hypernyms and hyponyms. A semantic validation component attempts to generate 
WordNet synsets for all classes and individuals included in the EMTs. PowerMap 
uses the Watson5 semantic search engine as a gateway to the SW. In addition, 
PowerMap can also query its own repositories and offers the capability to index and 
add new online ontologies6. 

In the third step, the Triple Similarity Service (TSS) matches the QTs to 
ontological expressions.  The TSS takes as input the EMTs returned by PowerMap 
and the initial QTs, and returns a set of Triple Mapping Tables (TMTs), which define 
a set of complete mappings between a QT, and the appropriate Onto-Triples (OTs). 
The TSS chooses whenever possible the ontologies that better cover the user query 
and domain. In our example, as PowerMap does not find any covering ontology with 
mappings for both arguments in the QT: “languages” and “Islamic countries”, the 
TSS algorithm reiterates again by splitting the compound term “Islamic countries”, 
and consequently modifying the QT into: <languages, spoken, countries / Islamic> 
and creating a new QT for the compound <Islamic, ?, countries>. For the QTs 
 

                                                           
5 http://watson.kmi.open.ac.uk/WatsonWUI 
6 PowerMap uses Lucene (lucene.apache.org) for the offline creation of the inverted indexes in 

order to provide efficient keyword searches to an ontology store in platforms such as Sesame. 
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Table 1. Triple Mapping Tables returned by PowerAqua for the example query 

QT1: <languages,  spoken, countries / islamic>

Dbpedia_infoboxes OT1 <language, regionalLanguage, Country> - 164 answers. E.g.:

English (Pakistan), Arabic (Somalia), French (Algeria), Kurdish (Iran), Pashto (Pakistan), 
Welsh (United Kingdom), Albanian (Serbia), Catalan (Spain), Munji (Afghanistan). 

Dbpedia_infoboxes OT2 <language, states, country > - 713 answers. E.g.:

Canadian_French (Canada), Japanese (Japan), Russian (Poland), Bukawa (Papau New 
Guinea,  Malay (Philippines), Filipino (Philippines), Hindi (India), Wakhi (Pakistan)

QT2: <Islamic,  ?, countries>

Dbpedia_infoboxes OT3 <country, governmenttype, Islamic_republic> - 3 answers :

Afghanistan (Afghanistan), Islamic_State_of_Afghanistan, Iran, Pakistan
Dbpedia_infoboxes OT4 <Country, country, Islamic University> - 1answer:  Bangladesh

SWETO ontology OT5 <Country, occurred_in, Terrorist_Attack>
<Terrorist_Attack, responsible_for, Armed Islamic Group> - 2 answers:

Algeria (Aug31,1998,ArmedIslamicGroup_Bombing),  
France (Jul11,1995,ArmedIslamicGroup_Shooting)  

obtained in this second iteration, the TSS extracts, by analyzing the ontology 
relations, a small set of covering ontologies containing the valid OTs that jointly 
cover the user query and produce an answer. The TMTs generated for each QT by the 
TSS are presented in Table 1.  

Finally, because each resultant OT only leads to partial answers, they need to be 
combined into one complete answer. The goal of the fourth component is to merge 
and rank the various interpretations that different ontologies may produce. In our 
example, this is achieved by intersecting the answers from both QTs to obtain as a 
final set of answers those in “languages spoken in a country” whose “country” is 
shared with the answers obtained from “countries that are Islamic”. Among other 
things, merging requires to identify similar entities across ontologies, e.g., “France” 
and “French republic”.  

In our example, from a total of 885 partial answers retrieved by PowerAqua the 
final set of answers obtained after merging contains 63 answers (e.g.: Aramaic (Iran), 
Abduyi_dialect (Iran), Kurdish (Iran), Pashto (Pakistan), Wakhi (Pakistan), among 
others.  However, from those 63 answers 57 are correct. The 7 incorrect answers are 
derived from the partial answer “France” from the SWETO ontology, namely the 
languages, regional languages or extinct languages in France: French, Breton, 
Zarphatic, Balearic, Shuadit, Judeo-Spanish, Basque. Nevertheless, ranking measures 
can be applied to sort the answers and filter these results. As will be explained in 
Section 4, a ranking measure based on OTs confidence is capable of providing a 
lower confidence to answers derived from the SWETO OT than OTs formed from 
other ontologies by a direct relationship. This example illustrates how merging and 
ranking algorithms can enhance the quality of the search results. We now describe 
these algorithms. 

3   Merging Algorithm 

A side effect of the fact that PowerAqua explores multiple knowledge sources to obtain 
an answer is that, the TSS frequently associates the query to several OTs from different 



 Merging and Ranking Answers in the Semantic Web: The Wisdom of Crowds 139 

ontologies, each OT generating an answer. Depending on the complexity of the query, 
i.e., the number of QTs it has been translated to and the way each QT was matched to 
OTs, these individual answers may fall in one of the following categories: a) valid but 
duplicated answers, b) part of a composite answer and c) alternative answers derived 
from different ontological interpretations of the QTs. Different merging scenarios suit 
different categories: some cases require the intersection of the partial answers while 
other cases require their union. In this section we discuss the various merging scenarios 
(Section 3.1) and the fusion algorithm they rely on (Section 3.2). 

3.1   Merging Scenarios  

Scenario 1. A query translates into one QT only. These are the simplest queries, and 
therefore the easiest ones to merge, as each OT provides an answer on its own. The 
final set of answers is the union of all OTs across ontologies. E.g., “find me cities in 
Virginia”. 

Scenario 2. A query translates into two QTs that are linked together by the first QT 
term (the subject). Because each QT only leads to partial answers, they need to be 
merged to generate a complete response. This is achieved by intersecting the answers 
from both QTs. E.g., for the question “which Russian rivers flow into the Azov sea?” 
the final answers are composed by intersecting the results obtained with “rivers in 
Russia” and “rivers that flow in the Azov sea”.  

Scenario 3. A query translates into two QTs that are linked together by the object of 
the first one and the subject of the second one. In this scenario a complete answer can 
only be assigned by merging the partial answers. The answers for the first main QT 
are conditioned by the answers for the second QT. E.g., for the query “which rivers 
flow in European countries?” the final set of answers are the set of all countries in 
which rivers flow, <rivers, flow, country>, which are linked to the set of European 
countries <countries, ?, European>. 

Scenario 4. Complex queries which are translated into multiple QTs.  These queries 
are solved in a similar way as a combination of scenarios 1, 2 and 3. E.g., for the 
query “What are the main cities located in US states bordering Georgia?”, where 
Georgia is an ambiguous term that can represent a state in the USA or a country in the 
Caucasus, the valid answers come from the intersection or condition between first 
“cities in US states” and second “cities bordering Georgia” (both as a state and as a 
country) or “US states bordering Georgia”. Both alternative paths result in cities in 
the state of Georgia (USA), rather than those in the country of Georgia.  

In sum, the merging procedure deals with these four scenarios by applying three 
types of operators over the set of retrieved answers: union, intersection and condition. 
The union operator combines answers related to the same QT but coming from 
different ontologies (scenario 1). The intersection operator is needed when a query 
specifies more than one constraint for a single first query term (scenario 2). The 
intersection operator merges the answers from two corresponding QTs and removes 
those, which only occur in one answer set. The condition operator is similar to the 
intersection one; however, the condition operator filters the answers not by the first 
query term but by the second one (scenario 3). These operators can be applied to any 
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complex cases in which the query is translated into several combinations of QTs 
(scenario 4) so all answers produced by alternative paths are merged. 

3.2   The Co-reference Fusion Algorithm   

The merging procedure assigns the individuals returned as answers from different 
ontologies into subsets of answers that represent identical entities. The union 
operation processes a set of answers from a single QT and merges the similar answers 
representing identical entities. For example, the QT: <countries, locatedIn, Asia> 
returns, among its answers, “Thailand” from the TAP ontology and “Kingdom of 
Thailand” from the KIM ontology. These answers need to be grouped into a single 
subset as they refer to the same entity. As described above, depending on the query 
type, these subsets of answers can afterwards be combined by various operations.  

The atomic procedure performed by all of these operations is matching. Two 
answers are compared and a decision is made about whether or not they are identical. 
To increase the speed, initial matching is performed only between the labels and local 
names of the returned entities. The entities are considered identical either if they are 
WordNet synonyms or if one of the used string similarity functions (Jaro, edit 
distance) returns a value above a certain threshold. A special case is the processing of 
ambiguity, which occurs when an entity has two potentially identical matching 
entities that belong to the same ontology. E.g., in “Give me all cities in the USA,” a 
single entity, “arlington” from the FAO ontology, has two potential matches, 
“arlingtonVa” and “arlingtonTx” from the UTexas geographic ontology. Assuming 
that individuals belonging to the same ontology are distinct, the system tries to choose 
the best match out of the two using additional context data from the ontologies. The 
system receives, for each entity, all of their property values from their respective 
ontologies and compares these sets using the same similarity functions as above on 
their elements. Thus, in our example, context sets for both of the entities “arlington” 
and “arlingtonVa” mention “Virginia”, while “arlingtonTx” mentions “Texas” 
instead. The similarity between the context sets of “arlington” and “arlingtonVa” is 
greater and, therefore, these entities are merged.  

Pairwise comparison of entities would make the complexity of the procedure N2 
with respect to the input set size. In order to avoid this, candidate matches are selected 
using a search over the indexes and the comparison focuses only on the entities that 
appear among the search results. This makes the complexity linear with respect to the 
answer set size. 

4   Ranking Algorithms 

As we can see in Fig. 2, a filtered set of answers for each query is obtained after the 
merging step. While an unsorted list of answers can be manageable in some cases, the 
search system may become useless if the retrieval space is too big. In these cases a 
clear ranking criteria is needed to sort the final list of answers. The aim of the ranking 
measures presented here is to: a) assign a score to each individual answer and b) 
cluster the set of answers according to their score. Cluster analysis of ranking data 
attempts to identify typical groups of rank choices. In our case, according to the 
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Fig. 2. Flow of the data retrieval, merging and ranking process 

chosen ranking criteria, clusters identify results of different quality, popularity or 
meaning. The cluster ranked at position one (C@1) represents the best subset of 
results according to the chosen ranking method.  

The ranking component defines three different ranking algorithms: 

• Ranking by semantic similarity: this ranking criterion exploits a semantic standard 
(WordNet) to compute the distance between OTs (Section 4.1). 

• Ranking by confidence: this ranking criterion is based on the confidence of the OTs 
from which the answer is extracted. The quality of the OT depends on the type of 
the mapping between the OT and the QT (e.g., direct or indirect - Section 4.2).  

• Ranking by popularity: this ranking criterion is based on the popularity of the 
answer, defined as the number of ontologies from which this answer can be 
derived (Section 4.3).  

4.1   Ranking by Semantic Similarity 

Answers are ranked according to the popularity of the semantic interpretation of the 
OT they belong to. The hypothesis behind this is that if an answer is derived from an 
OT that has similar interpretations to other OTs from different ontologies, it is more 
likely to be correct than answers coming from unique semantically different 
interpretations. This criterion takes advantage of the knowledge inherent in the 
ontology and WordNet high quality descriptions, and combines some well-founded 
ideas from the Word Sense Disambiguation community to compute semantic 
similarity distance across ontological entities as detailed in [8].  

Let’s clarify this idea with the example “Give me cities in Virginia”, a query 
matched by PowerAqua into eight ontologies (and eight OTs). The final set of 
answers obtained after merging should be the union of all the answers describing 
cities in Virginia. However, an instance labeled “Copenhagen” appears between the 
set of merged answers. In order to rank last this inaccurate answer, semantic similarity 
between OTs is computed by comparing the distance path and common ancestors 
between the WordNet synsets for each ontological concept representing the subject 
and object of the triple (predicates are not well covered in WordNet, and in the case of 
instances we look at its type). The WordNet synset (i.e. the true meaning) of an 
ontological term A, is determined by its parents in the hierarchy of the ontology (that 
is, those synsets of A that are similar to at least one synset of its ancestors in the 
ontology), and by its intended meaning in the user query (those synsets of A that are 
similar to at least one synset of the user term it matches to, if their labels differ). 
Having said that, while “city” has similar meanings in all its eight ontological 
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matches (the synsets are semantically similar, even if they are not exactly the same), 
the ontological meaning of “Virginia” differs. Indeed, seven of the ontologies are 
referring to Virginia as an instance of an state or province (in USA), while the answer 
“Copenhagen” is derived from an eighth ontology about film festivals with the only 
semantically different OT, namely <city, hasActorWinner, VirginiaMadsen>, where 
“VirginiaMadsen” is classified as person in the ontology and not as a state, and 
therefore the intended meaning of the OT differs from the previous ones. 

Ranking among answers is then calculated according to the popularity of the 
interpretation of the OT they belong to. Therefore, the first complete set of ranked 
answers comes from the union of the answers from the seven semantically similar 
OTs referring to cities in the state or province of Virginia. The answer, labeled 
“Copenhagen” because its derived from the only semantically different OT, it would 
be ranked lower than the previous answers.  

To conclude with, the score for each answer is the number of ontologies that share 
the semantic interpretation of the OT they belong to, or -1 if an answer is coming 
from two OTs with different semantic interpretation. The C@1 groups all the answers 
ranked with score 2 or highest (at least two ontologies with the same semantic 
interpretation). 

4.2   Ranking by Confidence 

The quality of the matching between a QT and one (or, in some cases, two) OTs often 
has an influence on the quality of the derived answers. We identified a set of rules to 
predict which of these OTs are likely to be more reliable and potentially lead to a 
better set of answers. These rules are listed in the same order as they are applied, i.e., 
from the most to the least significant. The rules we use can be seen as nodes in a 
decision tree. Their order of preference is discriminative in order to avoid conflicts. 

1) OTs that are based on only equivalent (i.e., exact and approximate match) or 
synonym type mappings to the corresponding QT terms are ranked highest. E.g., 
for QT <capitals, ?, USA> (“Find me capitals in the USA”) the OT1 = <capital 
(exact), isCityOf, State> <State, isStateOf, USA (exact)> with only equivalent 
mappings is ranked higher than OT2 =<City (hypernym), attribute_country, USA 
(exact)> which contains an hypernym. 

2) OTs that link the two arguments in the QT through an IS-A relation (instead of an 
ad-hoc relationship) are ranked lower than any other triples. The reason for this is 
that many online ontologies misuse IS-A relations to model other types of 
relations (e.g., partonomy). We do not apply this rule when the original question 
contains an IS-A relation, as this is an indication that such a relation is expected 
(e.g. “which animals ARE reptiles?”). For instance, the QT <person, plays, 
Nirvana> (“Who play in Nirvana?”) is matched to OT1 = <person, hasMember, 
MusicianNirvana> and OT2 = <Nirvana Meratnia, IS-A, person>. Note that while 
rule 1 ranks these two triples equally, this rule ranks OT1 higher (even if, in this 
particular case, OT2 complies with correct modeling). 

3) OTs that cover not only all of the terms in the QT, but also the linguistic relation 
(mapped as an ontological entity), are ranked first over triples that do not cover 
the relation. E.g., for the QT <states, bordering, Colorado> (“what are the states 
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bordering Colorado?”) the OT <state, borders, Colorado (state)> is ranked higher 
than <state, runsThrough, Colorado (river)>.   

4) The OTs containing more exact mappings are preferred. E.g., for QT <london, 
capital, country> (“is London the capital of any country?”), the OT <London 
(exact), hasCapitalCity, Country(exact)> is preferred over <capital_city 
(synonym), has_capital_city, country (exact)>. This rule is similar to rule 1, but 
because it is applied at a later stage, it is more restrictive. 

5) For “who queries”, OTs formed with “person” are preferred over “organization”. 
6) OTs based on direct mappings (1:1 mapping between a QT and an OT) are 

preferred to those relying on indirect mappings (1:2 mapppings). E.g, <person, 
works, open university> (“who works in the open university?”) is translated to 
both OT1= <person, memberOf, openUniversity> and to OT2 = <person, 
mentions-person, kmi-planet-news (subclassOf publication)>, <kmi-planet-news, 
mentions-organization, the-open-university>. OT1 is ranked higher than OT2. 

Once the score is assigned to each answer the clusters are created as follow: C@1 is 
all the answers ranked highest (score 1), C@2 is all the answers ranked in position 2, 
and so on. 

4.3   Ranking by Popularity 

Finally, answers are ranked according to their popularity, i.e., the number of 
individual ontologies from which they are derived. For instance, “where is Paris?” 
produces two answers: France (or French Republic) and United States (as Paris is a 
city in the state of Texas). In this case, France is the most popular answer across 
ontologies and therefore is ranked first. The number of ontologies for a given answer 
is provided by the merging algorithm described in section 3. An answer is C@1 if its 
popularity is higher than 1 (more than 1 ontology). 

4.4   Ranking by Combination 

Finally, we propose a last strategy to improve ranking, by the combined use of all the 
ranking methods presented before. We argue that, due to the different nature of these 
approaches, relevant answers not selected and irrelevant answers not filtered by one 
specific method, are suitable to be selected or filtered by the others. For the 
combination strategy we have used the weighted Borda method [1], in which votes 
are weighted taking into account the quality of the source. The combined weight for 
the answer i within the context of the query q, Wi,q,  is therefore computed as: Wi,q = 
2*x (x=1, i ∈ confidence C@1) + 1*x (x=1, i ∈ confidence C@2) + 1*x (x=1, i ∈ 
semantic similarity C@1) + 1*x (x=1, i ∈  popularity C@1).  

We have empirically tested that the most important ranking algorithm is 
confidence. With the proposed combination we attempt, on the one hand, to provide 
this measure for a significant number of answers (selecting C@1 and C@2) and, on 
the other hand, to provide a higher score to those answers with a higher confidence 
value. Once the scores are computed each answer is then clustered according to: a) its 
final score value and b) the selected degree of relevance for precision and recall 
measures in the final answer. To maximize precision, C@1 is generated with all the 
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answers for which Wi,q > 1. To maximize recall, C@1 is generated with all the 
answers for which Wi,q >2. 

5   Evaluation 

In this section we describe the evaluation of PowerAqua’s merging and ranking 
capabilities for queries that require to be answered by combining multiple facts from 
the same or different ontologies. The design of this evaluation is focused around two 
main questions: 

a) How do we measure if the quality of the collective results obtained after merging 
and ranking are better than the individual answers? 

b) Which datasets are more suitable to be used for this evaluation? 

Because there are different steps in the merging and ranking process that can influence 
the final quality of the answers, we have divided the evaluation in three main stages: 

• Evaluation of the efficiency and effectiveness of the fusion algorithm. 
• Evaluation of the level of filtering performed by the merging algorithm over the 

initial set of answers retrieved by PowerAqua. 
• Evaluation of the three proposed ranking algorithms applied to the final set of 

answers obtained after the merging process. 

This initial evaluation is conducted using our own benchmark which comprises: 

• Ontologies and Knowledge Bases: We collected around 4GBs of data stored in 
130 Sesame repositories. Each repository contains one or more semantic sources. 
We have collected in total more than 700 documents. The dataset includes high-
level ontologies, e.g., ATO, TAP, SUMO, DOLCE and very large ontologies, e.g., 
SWETO (around 800,000 entities and 1,600,000 relations) or the DBPedia 
Infoboxes (around 1GB of metadata). This set of ontologies is stored in several 
online Sesame repositories. Even though PowerAqua can access larger amounts of 
SW data through Watson, in this experiment we decided to use a substantial static 
dataset in order to make these experiments reproducible. 

• Queries: We collected a total of 40 questions selected from the PowerAqua 
website7 and from previous PowerAqua evaluations that focused on its mapping 
capabilities [10]. These are factual questions8 that PowerAqua maps into several 
OTs, each of them producing partial answers. Merging and ranking is needed for 
these queries to generate a complete answer, or to rank between the different 
interpretations. 

• Judgments: In order to evaluate the merging and ranking algorithms a set of 
judgments over the retrieved answers is needed. To perform this evaluation two 
ontology engineers provided a True/False manual evaluation of answers for each 
query. 

                                                           
7 http://technologies.kmi.open.ac.uk/poweraqua/fusion-evaluation.html 
8 Factual queries formed with wh-terms (which, what, who, when, where) or commands (give, 

list, show, tell,..) vary in length and complexity:from simple queries, with adjunct structures 
or modifiers, to complex queries with relative sentences and conjuctions/disjunctions. 
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The construction of this benchmark was needed due to the lack of SW standard 
evaluation benchmarks comprising all the required information to judge the quality of 
the current semantic search methods [7].  

5.1   Evaluating the Fusion Algorithm  

The gold standard for the evaluation of the merging algorithm was created by 
manually annotating the answer sets produced by the 40 test queries. For each answer 
set, subsets of identical answers were identified. The generated gold standard was 
compared to the fusion produced by the merging algorithm and standard precision and 
recall measures were calculated. Each pair of answers correctly assigned to the same 
subset was considered a “true positive” result, each pair erroneously put into the same 
subset constituted a “false positive” result, and each pair of individuals, which were 
assigned to different subsets, while being in the same subset in the gold standard, 
represented a “false negative” result. The results are shown in Table 2. 

Table 2. Test results of the co-reference resolution stage 

Gold standard size Precision Recall F1-measure 
1006 0.946 0.931 0.939 

When analyzing the results we found that most errors of the merging stage were 
caused by: 

• Syntactically dissimilar labels for which no synonyms could be obtained from 
WordNet, e.g: #SWEET_17874 (Longview/Gladewater), or grammatical mistakes 
(like “she_sthe_one” instead of “she_the_one”). 

• Homonymous or syntactically similar labels for different entities. 
• Incorrectly modeled ontologies, which contain duplicate instances under different 

URIs: e.g., in SWETO the city of Houston, Texas has 5 distinct URIs. Since such 
errors were not caused by the merging algorithm, they were not counted during the 
evaluation experiments. 

5.2   Evaluating the Level of Filtering Performed by the Merging Algorithm 

The major advantage of merging the multiple answers derived by PowerAqua is that 
irrelevant answers are filtered out (eliminated). The filtering obtained by the merging 
algorithm described in this paper allows, on the one hand to eliminate duplicated 
information by means of fusing redundant answers together and, on the other hand, to 
compose a complete answer using different subsets of partial responses. The filtering 
of duplicated and partial information helps to eliminate non relevant responses from 
the initial set of results. The following measure is used to compute the level of non 
relevant results filtered by the merging algorithm.  

fq =
| Rq |− | Rqm |

| Rq |
 

Where fq  is the percentage of filtering for the query q, Rq  is the set of initial results 
retrieved by PowerAqua for the query q and Rq,m is the set of answers that remain 
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after merging. Note that, for simplicity, we consider that all the eliminated answers 
are irrelevant. This is not necessarily true when the merging algorithm intersects 
partial answers. For those cases, the rate of false positives (or number of relevant 
results lost in the filtering process) has been computed (section 5.1) and discarded as 
irrelevant.  Results are presented in Section 5.4. 

5.3   Evaluating the Three Proposed Ranking Algorithms 

Here we present the evaluation of the three ranking algorithms detailed in Section 4 in 
terms of Precision and Recall. As the golden standard for the evaluation we consider 
the completed list of answers for query q including all the potential relevant and 
irrelevant results as the unsorted list of answers obtained after the merge step, Rq,m  
(see Fig. 2 for further details). For each ranking metric we consider as retrieved list of 
answers for the query q the first ranked cluster (C@1). Taking into account this, we 
define Precision and Recall as: 

Pq =
|{Re lq ∩C@1q} |

|C@1q |
,Rq =

|{Re lq ∩C@1q} |

|Re lq |
 

Where: Pq  is precision for query q, Rq is recall for the query q, Relq is the set of 
relevant answers included in Rq,m for the query q and C@1,q  is the set of retrieved 
answers, or answers included in the first ranked cluster. 

Once these measures have been defined we compare the results obtained by our 
three different ranking metrics against our baseline, Rq,m. For the ranking based on 
confidence the precision is computed not just for the first ranked cluster C@1 but also 
for the union of the first two clusters C@1 U C@2. As explained in Section 4.4, the 
most accurate ranking algorithm is confidence, therefore both confidence clusters are 
used in the combined ranking. 

5.4   Results 

The results of our experiments are reported in Tables 3 and 4 for the 40 selected 
queries. Table 3 contains the queries merged by union while Table 4 contains the 
results for the queries merged by intersection and condition. The different columns of 
the table represent:  

1) The type of merging done for that query (U=union, I=intersection, C=condition)/ 
the number of ontologies involved in the merging process. 

2) The percentage of irrelevant queries filtered by the merging algorithm. 
3) The precision obtained for the set of answers returned after the merging process 

(the baseline ranking). 
4) The error type as explained below. 
5) Precision/Recall measures for the confidence ranking at the level of the first 

cluster C@1. 
6) Precision/Recall measures for the confidence ranking at the level of the first two 

clusters C@1 U C@2. 
7) Precision/Recall measures for the popularity ranking at the level of the first 

cluster C@1. 



 Merging and Ranking Answers in the Semantic Web: The Wisdom of Crowds 147 

8) Precision/Recall measures for the semantic similarity ranking at the level of the 
first cluster C@1. 

9) Precision/Recall measures for the combined approach at the level of the first 
cluster C@1 with the target of optimizing recall. 

10) Precision/Recall measures for the combined approach at the level of the first 
cluster C@1 with the target of optimizing precision. 

An empty sets {} represent that no answer was retrieved for that cluster while – 
indicates that the query generates only 1 unique answer after merging, and therefore 
there is nothing to rank. 

As we can see in the tables, the merging component is able to filter an average of 
93% of irrelevant answers for intersections/conditions and 32% for unions. For 
instance, in Q14: find me university cities in Japan, 20 final answers are selected out 
of 991 partial answers, by intersecting 417 from cities with a university from dbpedia 
ontology and 574 from cities in Japan from fao, ato, KIM, tap, SWETO. The average 
recall of the fusion algorithm, as shown in Section 5.1, is 0.93, i.e., a 0.07 loss in 
recall occurs in the case of intersections/conditions when partial answers representing 
the same individual are not recognized. The average precision of the fusion algorithm 
is 0.94, which indicates that most of the answers are correctly fused. The high 
precision and recall values obtained for the fusion algorithm, as well as the high 
percentage of filtering of irrelevant answers performed by this method, reflect 
PowerAqua’s ability to derive valid semantic interpretations to a query across 
ontologies.  

The causes of the merging algorithm leading to irrelevant results in the final 
answers are: 

• Incorrect modeling of the ontological elements in the OTs that lead to the answer 
(M). For instance in Q30: what mountains are in Alaska?, the instance Germany is 
given as an answer because it is defined as rdf:type {country, mountain} in one of 
the ontologies. 

• An inaccurate semantic interpretation given by PowerAqua (I). For instance Q36: 
who belongs to the Open University?. Among OTs representing people that work 
for the Open University, there is an OT : <organization, type, open universities>. 

• Retrieval of irrelevant answers (R). E.g., the answer Houston to Q29: Where is 
Houston? 

These sets of errors are often filtered out afterwards by the ranking algorithms. As we 
can see in the tables, for the union queries all ranking methods are able to provide 
better precision than the baseline, with an increase of 0.22 points of precision for the 
best ranking algorithm, in this case ranking by confidence at C@1. This increase in 
precision is usually translated in a recall loss as in the case of the popularity ranking 
algorithm where recall drops to 0.31. However, the rest of the ranking metrics are able 
to keep the recall measure between 0.77 and 0.94. Finally, the best combined 
approach is able to enhance with 0.12 points the precision of the baseline without 
causing a drop in recall.  
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5.5   Discussion on the Results 

For the intersection and condition queries all the ranking methods are able to keep or 
increase the precision, except in the case of the popularity algorithm that decreases 
precision to 0.31 points. The same effect occurs with recall. All the ranking 
algorithms are able to provide levels of recall between 0.98 and 1, which means 
nearly no loss of relevant answers, except for the popularity ranking, which reduces 
recall to 0.54. The best ranking method for intersection and condition queries is the 
ranking by confidence at C@1. This ranking slightly increases precision with 0.03 
points with respect to the baseline, keeping at 0.98 the level of recall. Finally, for this 
set of queries, the best combined approach is able to preserve the same precision and 
recall values as the baseline: 0.96/1. In other words, the effect of ranking measures on 
intersection queries is neutral, this was expected as for intersection and condition 
queries the filtering has already eliminated most (if not all) of the inaccurate answers.  

In summary, we can say that the best ranking method for both subset of queries is 
the ranking by confidence at C@1 that is able to produce a 0.22 percentage increase 
of precision for union queries and a 0.03 for intersection ones. Semantic similarity 
depends on being able to calculate the semantic interpretation of each OT, but that’s 
not the case if the OT entities are not covered in WordNet, or the taxonomical 
information is not significant enough to elicit the meaning of the entity in the 
ontology. The worst ranking method in both cases is ranking by popularity. It drops 
precision by 0.14 points for union queries and by 0.31 points for intersection and 
condition queries. This is because popularity at C@1 (answers obtained from at least 
two ontologies) is empty in the cases in which no answers were fused from different 
ontologies (empty set {} being equivalent to 0/0 for precision/recall). Interestingly, in 
the 25 cases where C@1 is not empty, this measure gives precision 1 in 22 cases. 
Therefore, precision would have been closer to 1 than with any other ranking if we 
would have chosen to C@1 all the answers with popularity 1, when there are not 
answers with popularity 2 or higher (empty set {} equivalent to 1/1 for 
precision/recall as all the answers are rank at the same level). The effect in recall is 
even worse, dropping to 0.31 for union queries and to 0.54 for the intersection and 
condition ones. At this early stage of the SW, PowerAqua’s results are hampered by 
the knowledge sparseness and its low quality. We believe that any extension of the 
online ontologies and semantic data will result in direct improvements for both 
popularity and semantic similarity ranking measures. 

Even with the different behavior of these ranking methods, the combined algorithm 
is over-performed by the confidence ranking in terms of precision but it is able to 
improve the precision and recall ratio. Contrary to what was expected, maximizing 
precision does not improve the precision value on the combined measure. This is 
because the average measure was affected by queries in which none of the answers 
ranked high enough (C@1={}). 

These results confirm our initial hypothesis that the use of cross-ontological 
information to rank the retrieved answers helps to enhance the precision of the results, 
and therefore, to provide, from the wisdom of semantic crowds, better answers to 
users. An important remark is that, this increase of precision does not imply, in any 
case except for the popularity algorithm, a significant loss in recall. 
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Table 3. Test results for union queries 

 

Table 4. Test results for intersection and condition queries 
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6   Related Work 

The problem of retrieving information by means of the aggregation of data from 
different sources on the Web has been tackled in Sig.ma (http://sig.ma/). In this 
system the user enters a keyword and is able to explore all the aggregated data coming 
from the search engine Sindice. Their contribution at this early stage of the SW is to 
show that “the sum is really bigger that the single parts”. The system uses large scale 
indexing, data aggregation heuristics, and ontology alignments for automatic semi-
structured data discovery and consolidation. However, as opposed to our approach, 
sig.ma does not attempt to automatically disambiguate or rank between different 
interpretations. 

More specifically, the problem of merging, or finding identical individuals, was 
mostly considered in the context of offline data fusion scenarios. Basic similarity 
metrics based on string comparison were developed in the database community (e.g., 
[3, 16]). These metrics are used as a basis for the majority of algorithms, which 
compare values of attributes of different data instances and aggregate them to make a 
decision about two instances referring to the same entity (see [6] for a survey). The 
main distinction of our work is that, in the PowerAqua scenario, the fusion of answers 
is done in real time. 

The problem of ranking applied to semantic search results has been also addressed 
in the literature. Among these works we can highlight [10, 11, 13]. [10] provides a 
criterion for query result ranking in the SEAL Portal based on a similarity measure 
between query results and the original KB without axioms. [11] proposes the 
expansion of query results through arbitrary ontology relations starting from the initial 
query answer, where the distance to the initial results is used to compute a similarity 
measure for ranking. [13] proposes a sentence ranking scheme based on the number 
of times an instance appears as a term in a relation type, and the derivation tree by 
which a sentence is inferred. To our knowledge, none of these works is applied to 
results derived from different knowledge sources, therefore, they do not consider the 
so-called “wisdom of the crowds” paradigm within their ranking algorithms. 

7   Conclusions and Future Work 

In this work we present a set of merging and ranking algorithms that aim to integrate 
information derived from different knowledge sources in order to enhance the results 
obtained by semantic search systems. These algorithms have been integrated and 
tested in an open QA system, PowerAqua. The experiments are promising, showing 
that the ranking algorithms can exploit the increasing amount of collectively authored, 
highly heterogeneous, online semantic data, in order to obtain, more accurate answers 
to a questions. On the one hand, the merging algorithm is able to filter out a 
significant subset of irrelevant results. On the other hand, the ranking algorithms are 
able to increase the precision of the final set of, thus showing a deeper semantic 
“understanding” of the intent of the question. 

The merging algorithm is able to filter out up to 91% (32% on average) for  
union-based queries, and up to 99% (93% on average) for intersection based queries. 
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The best ranking algorithm (ranking by confidence) is able to obtain an average of 
96% precision for union queries and 99% for intersection queries. An interesting, 
observed, side effect of this approach is that, answers to some questions that are 
distributed across ontologies can only be obtained if the partial results are merged. In 
this case, the introduction of the merging algorithm provides PowerAqua with the 
capability to answer queries that cannot be answered when considering a single 
knowledge source. 

The high precision values produced by the merging and ranking algorithms, that 
are responsible for amalgamating information from different sources, support the 
comparison with the idea of the Wisdom of Crowds that we suggested in the paper. 
We further observe that it is known that the Wisdom of crowds only works if the 
crowd is diverse and free to think independently[14], allowing it to converge on good 
solutions. Similarly PowerAqua works well where ontologies have different 
emphasis, to allow the assembly of composite answers, but also overlaps between 
ontologies exist, to allow mapping and identification of ranking criteria, such as 
popularity. Both too much homogeneity and isolated "silo" ontologies would weaken 
our approach. 

Another interesting side-effect of this approach is that, apart from the obvious 
advantage to the final user, the filtering of negative results and the ranking 
capabilities of the retrieval system increase its adaptability for other tasks, e.g., query 
expansion using SW resources. 

An issue remains nonetheless open: the use of our own dataset to perform the 
experiments. However, to our knowledge, the SW community has not yet proposed 
standardized benchmarks to evaluate semantic merging and/or ranking evaluation. 
Despite this fact we have tested our algorithms with a significant amount of queries 
and large amounts of distributed semantic metadata (around 4GB). 

Finally, we are currently working on a trust propagation mechanism where the user 
can rank the answers as a way of giving feedback to the system. We believe that this 
mechanism will further improve the ranking so that answers replicated across many 
ontologies do not bias less frequently occurred facts generated from specialist 
knowledge from trusted ontologies. 
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Abstract. People conventionally refer to an action or occurrence taking
place at a certain time at a specific location as an event. This notion is
potentially useful for connecting individual facts recorded in the rapidly
growing collection of linked data sets and for discovering more complex
relationships between data. In this paper, we provide an overview and
comparison of existing event models, looking at the different choices they
make of how to represent events. We describe a model for publishing
records of events as Linked Data. We present tools for populating this
model and a prototype “event directory” web service, which can be used
to locate stable URIs for events that have occurred, provide RDFS+OWL
descriptions and link to related resources.

1 Introduction

Though their specific methods differ significantly, both historians and journalists
work to produce narrative chains of events to explain phenomena in the past.
The resulting historical records of events constitute valuable cultural heritage of
interest to academics as well as the general public. The Linked Data1 effort seeks
to publish and connect RDF data sets on the Web using dereferenceable URIs for
identifying web documents, real-world objects, links between them and/or other
pieces of information. Yet, while standard and widely used vocabularies have
emerged for representing people, places, and other types of entities as Linked
Data, none has yet emerged specifically for events.

The term “event” has several meanings. It is used to mean both phenom-
ena that have happened (e.g. things reported in news articles or explained by
historians) and phenomena that are scheduled to happen (e.g. things put in cal-
endars and datebooks). Various standards and formats have been proposed for
representing the latter as structured data, usually for personal information man-
agement purposes. In this paper, we focus on the former category: phenomena
that have happened in the past.

This paper makes two contributions. First, we compare existing models for
representing historical events (Section 2). These models serve different communi-
ties and have different strengths. Our goal is not to propose yet another ontology
1 http://linkeddata.org/
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per se, but rather to build an interlingua model that solves an interoperability
problem by providing a set of axioms expressing mappings between existing event
ontologies (Section 3). Second, we present tools for populating this model with
data coming from existing sources, such as Wikipedia timelines. We describe
a prototype of an “event directory”2 web service which can be used to locate
stable URIs for past events and to provide RDFS+OWL descriptions of those
events and links to related resources (Section 4). Finally, we give our conclusions
and outline future work in Section 5.

2 Comparison of Existing Event Models

A number of different RDFS+OWL ontologies providing classes and properties
for modeling events and their relationships have been proposed (see Table 1).
In this section, we present an analysis based on their main constituent prop-
erties: type (Section 2.2), time (Section 2.3), space (Section 2.4), participation
(Section 2.5), causality (Section 2.6) and composition (Section 2.7). This builds
upon previous work in which we examined a number of different non-RDFS+
OWL models for representing information about events [9].

2.1 Event Models Overview

Though all of the ontologies presented in Table 1 provide classes and properties
suitable for representing events, they were created to serve different purposes.
The CIDOC CRM [2] and ABC [6] ontologies aim at enabling interoperability
among metadata standards for describing complex multimedia objects held by
museums and libraries. The events they intend to describe include both historical
events in the broad sense (e.g. wars, or births) as well as events in the histories
of the objects being described (e.g. changes of ownership, or restoration).

Table 1. Ontologies for representing events

Event model Ontology URL

CIDOC CRM http://cidoc.ics.forth.gr/OWL/cidoc_v4.2.owl

ABC Ontology http://metadata.net/harmony/ABC/ABC.owl

Event Ontology http://purl.org/NET/c4dm/event.owl#

EventsML-G2 http://www.iptc.org/EventsML/

DOLCE+DnS Ultralite http://www.loa-cnr.it/ontologies/DUL.owl

F http://events.semantic-multimedia.org/ontology/2008/12/15/model.owl

OpenCYC Ontology http://www.opencyc.org/

The Event Ontology (EO) [7] was developed by the Centre for Digital Music
to be used in conjunction with music-related ontologies. Although intended to
2 We provide an interface for searching and browsing linked descriptions of events at
http://www.linkedevents.org

http://cidoc.ics.forth.gr/OWL/cidoc_v4.2.owl
http://metadata.net/harmony/ABC/ABC.owl
http://purl.org/NET/c4dm/event.owl#
http://www.iptc.org/EventsML/
http://www.loa-cnr.it/ontologies/DUL.owl
http://events.semantic-multimedia.org/ontology/2008/12/15/model.owl
http://www.opencyc.org/
http://www.linkedevents.org
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describe events such as performances or sound generation, there is nothing spe-
cific to the music domain. It is currently the most commonly used event ontology
in the Linked Data community. EventsML-G2 has been developed by the Inter-
national Press Telecommunications Council (IPTC) for exchanging structured
information about events among news providers and their partners. It describes
both planned, past or breaking events as reported in the news.

DOLCE+DnS Ultralite (DUL) is a lightweight “upper” ontology for ground-
ing domain-specific ontologies in a set of well-analyzed basic concepts. It is a
combination and simplification of the DOLCE foundational ontology and the
Constructive Descriptions and Situations pattern for representing aspects of so-
cial reality [3]. The F Event Model is a formal model of events built on top of
DUL. It provides additional properties and classes for modeling participation in
events, as well as parthood relations, causal relations, and correlations between
events. F also provides the ability to assert that multiple models represent views
upon or interpretations of the same event [8]. OpenCYC is also an “upper” on-
tology, but at the other end of the spectrum from DUL: rather than being a
lightweight set of core concepts it provides hundreds of thousands of concepts
intended to model “all of human consensus reality”.

2.2 Fundamental Types of Events: Aspect and Agentivity

Given their different intended applications, these ontologies define events in vary-
ing ways. Table 2 provides a comparison of the prose descriptions for the top-
level event classes. Furthermore, all of these ontologies, with the exception of
EO, make an attempt to distinguish among some fundamental types of events.
The basis upon which these distinctions are made vary.

One way to distinguish types of events is their aspect, i.e. whether the event
involved is an ongoing activity or process, or the completion of some activity
or transition between states. For example, OpenCYC defines a concept called
Situation and uses aspect to distinguish between two main specializations of
this concept: StaticSituation and Event. The former denotes a situation in

Table 2. Definitions of top-level event-related classes

cidoc:E2.Temporal-

Entity

“[E2.Temporal Entity] comprises all phenomena, such as the in-
stances of E4.Periods, E5.Events and states, which happen over
a limited extent in time.”

abc:Event “An Event marks a transition between Situations.”
eo:Event “An arbitrary classification of a space/time region, by a cognitive

agent.”
eventsml:Event “...something that happens and is subject to news coverage.”
dul:Event “Any physical, social, or mental process, event, or state.”
f:Event “...perduring entities (or perdurants or occurants) that unfold

over time, i.e., they take up time..”
cyc:Situation “...a state or event consisting of one or more objects having cer-

tain properties or bearing certain relations to each other.”
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which some state of affairs has persisted throughout the situation’s interval of
time, while the latter denotes a situation in which some change has occurred
during the situation’s interval of time.

CIDOC makes a similar but conceptually less clear distinction between two
types of E2.Temporal Entity: E3.Condition State and E5.Event. It is less
clear because CIDOC also introduces the concept E4.Period, a type of tempo-
ral entity that is not static, but does not necessarily involve a change of state.
E3.Condition State is also defined narrowly to denote only descriptions of “the
prevailing physical condition of any material object or feature” which would
seem to exclude descriptions of, for example, the relative state of two things.
E3.Condition State is similar to the ABC ontology’s Situation concept, in-
stances of which describe the states of tangible things at particular times. The
ABC ontology then uses this Situation concept to narrowly define an Event
concept as a transition between two different Situation instances. This makes it
difficult to describe an event that is characterized by a change in the relationship
between two things rather than a change in the state of a single object.

Another distinction is whether an agent is identified as having produced the
event. Both OpenCyc and DUL distinguish an Action as a particular type
of Event, and CIDOC distinguishes an E7.Activity as a particular type of
E5.Event. The ABC ontology also distinguishes an Action concept as some-
thing performed by an agent, but rather than being a specialization of the Event
concept, it is defined as disjoint with the Event concept, which can “contain”
actions via a hasAction property. Thus the ABC ontology suggests that events
are fully described as sets of actions taken by specific agents, which may be an
issue for modeling events such as earthquakes.

One potential problem with building these types of classifications into an on-
tology for modeling things that happened is that they force a knowledge engineer
to adopt a particular perspective on what happened. This is desirable for precise
modeling in specific domains that share a descriptive paradigm, but it is unde-
sirable if the goal is to enhance access to documents which may present different
interpretations of the same events. Distinctions based on aspect or agentivity
are not necessarily inherent to what happened, but instead are rooted in par-
ticular interpretations. Whether a historical event or a event reported in the
news involves an identifiable change or not, or whether agency can be assigned,
is often a matter of debate, and its resolution should not be a prerequisite for
representing what happened using a concept from an ontology.

This desire to separate events from their interpretations is what drives the
approach taken by DUL, which provides a Situation concept, instances of which
may describe different views or interpretations of the same Event instance. Using
the DUL ontology, the types of classifications discussed above would be applied
to instances of Situation rather than to instances of Event3.

3 DUL does specialize its Event concept on the basis of agentivity, providing the
Action concept for events that have at least one participating agent and the Process
concept for events that are not recognized having participating agents.
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2.3 Events and Temporal Intervals

Temporality is a major distinguishing feature of events as entities, requiring
modeling spans of time and relating events to these. The relationship between
events and chronological spans of time is analogous to the relationship between
places and spatial coordinate systems. In each case, instances of the former have
persistent, socially attributed meanings, while the latter are arbitrary systems
for subdividing an abstract space. One approach to linking events to ranges
of time uses datatype properties, directly relating event instances with RDF
literals representing calendar dates (and thus typed using one of the date-related
XML Schema datatypes such as xsd:date or xsd:dateTime). Another approach
introduces a class for representing temporal intervals, and uses object properties
to link event instances with instances of this class. Temporal interval instances
can then be linked to calendar values using datatype properties.

ABC, CIDOC, and EO all take the second approach, with ABC and CIDOC
introducing classes for temporal intervals, and EO using the TemporalEntity
class from OWL-Time [5]. DUL allows both approaches: dates for an event can
be directly asserted using the hasEventDate datatype property, or the temporal
interval involved can be made explicit by instantiating the TimeInterval class
and linking an event instance to it using the isObservableAt object property.

The advantage of associating dates directly with events is simplicity: there
are fewer abstractions to deal with, and it is simple to filter or sort events using
standard date parsing and comparison routines. This also makes it simple to
export lists of events for visualization on a timeline. But the tradeoff for this
simplicity is an inability to express more complex relationships to time, such
as temporal intervals that do not coincide with date units, or uncertainty about
when precisely an event took place within some bounded temporal interval. This
is a problem for representing historical events.

By introducing classes for representing temporal intervals, one can use a tem-
poral calculus for reasoning about these more complex relationships. For exam-
ple, if the precise date of a historical event is not known but some boundaries
can be established within which it must have occurred, the time between these
boundaries can be represented as a temporal interval, and a containment rela-
tionship can be asserted between that interval and the (unknown) interval during
which the event occurred. The drawback to such an approach is that it can be
off-puttingly complex as it introduces a number of abstract entities. The prob-
lem also arises of how to either mint URIs to identify these entities or deal with
the problems introduced by using blank nodes.

2.4 Events, Spaces and Places

Events can be linked to abstract temporal regions (Section 2.3) and to abstract
spatial regions or to semantically significant places. ABC, CIDOC and EO only
support linking to spatial regions. CIDOC provides a class (E53.Place) for “ex-
tent in space” to which events can be related via the P7.took place at property.
Instances of E53.Place may have names (E44.Place Appellation), but there
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is no way to link an event to a place name except through a specific spatial ex-
tent. ABC’s Place class also emphasizes spatial location rather than meaningful
place. EO’s place property has a range of wgs84:SpatialThing, which is also
defined in terms of spatial extent.

Only DUL makes an explicit place/space distinction between Place and
SpaceRegion. An event instance can be related to a Place via the hasLocation
property, or related to a SpaceRegion via the hasRegion property. This is the
most flexible approach, as it allows one to make assertions about events that
occurred in places not easily resolvable to geospatial coordinate systems. For
example, scholars of ancient history may work with documents that do not dis-
tinguish between real and mythical events. These scholars may wish to indicate
that some event is recorded as having occurred at a mythical place. Similar prob-
lems are posed by contemporary events which may occur at virtual places such
as those found within massive multi-player online environments. In both cases
it is convenient to be able to associate events to such places without having to
specify geospatial coordinates for them. Furthermore, making a clear distinction
between named places and spatial regions enables one to deal properly with the
phenomenon of places changing their absolute spatial location over time.

2.5 Participation in Events

The event ontologies also provide properties for linking agents, such as people
and organizations, and the things involved in them.

Object Involvement in Events. ABC defines two types of properties for relat-
ing an Event to a tangible thing (an Actuality in ABC parlance). The involves
property does not imply anything beyond simple involvement. The hasResult
property relates an Event to a tangible thing or attribute of a thing which ex-
ists as a result of that Event. ABC also defines various sub-properties of these
two properties that further specialize these meanings. For example destroys is
a specialization of involves implying that the involved Actuality ceased to
exist as a result of its involvement in the Event.

CIDOC defines a property P12.occurred in the presence of, which like
ABC’s involves relates an E5.Event to a E77.Persistent Item (endurant)
without committing to any implied role for that item beyond simple involve-
ment. P12.occurred in the presence of is the root of a hierarchy of proper-
ties expressing more specialized forms of involvement such as P25.moved and
P31.has modified. Unlike ABC’s Actuality, CIDOC’s E77.Persistent Item
encompasses not only tangible entities but also intangible concepts or ideas,
making CIDOC’s P12.occurred in the presence of a broader concept than
ABC’s involves. DUL defines a hasParticipant for relating an Event to an
Object. Like CIDOC’s E77.Persistent Item, DUL’s Object includes social
and mental objects as well as physical ones. EO’s factor property, having no
range defined, is similarly broad. EO also defines a product property that, like
ABC’s hasResult, links an Event to some thing that exists as a result of that
Event.
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Agent Participation in Events. ABC defines a hasPresence property for
weakly asserting that an agent was present at an event without implying that
the agent took an active role. It is specialized by the hasParticipant property,
which does imply an active or causal role for the agent. CIDOC’s equivalent
of ABC’s hasPresence is P11.had participant, and its equivalent of ABC’s
hasParticipant is P14.carried out by. DUL’s involvesAgent property is a
specialization of hasParticipant for relating an Event to an Agent. EO provides
the agent property for the same purpose.

F stands apart from the other ontologies in what it offers for modeling par-
ticipation. Using DUL, one can assert that a given object or agent participated
in an event. F uses the descriptions and situations (DnS) pattern[3] to enable a
further classification of this participation as an instance of some role-based class.
For example, using DUL one might state that the agents Brian Boru and Máel
Mórda mac Murchada participated in the Battle of Clontarf. Using F, one can
further state that the Battle of Contarf is classified as a battle, that battles have
commanders, and that Brian and Máel Mórda are classified as commanders.

CIDOC’s P14.1 in the role of property provides some support for classify-
ing an agent’s participation in an event as an instantiation of a particular role.
However, since it is defined as a property of the P14.carried out by property,
it requires the use of OWL Full. Furthermore, there does not seem to be a way
to associate roles with generic event schemas in the manner described above.

2.6 Events, Influence, Purpose and Causality

Event models vary in their approaches to modeling relations of causality, pur-
pose, or influence. Both EO and CIDOC provide properties for making broad
assertions linking events to any relevant thing (tangible or not). CIDOC de-
fines P15.was influenced by, while EO defines factor. EO does not distin-
guish between a thing’s participation in an event and a thing’s influence upon
an event, using the same property for both relations. Likewise, it seems that
the only difference between CIDOC’s P12.occurred in the presence of and
P15.was influenced by is whether the relevant thing was physically present
(and, by implication, a E77.Persistent Item). The only support that ABC
offers for making assertions about causality is the hasResult property.

In historical discourse there is often a lack of consensus about causality, pur-
pose, or influence. Thus simple properties like these are unlikely to be adequate
for modeling assertions about such relations. Here the F model’s DnS pattern
provides a more powerful and flexible modeling tool. Unlike the other models, F
takes the position that only other events can stand in causal relation to an event.
Rather than directly linking events via a property expressing causality, events
are included in an EventCausalitySituation. The EventCausalitySituation
includes not only the events being classified as the cause and the effect, but also
the theory under which causality is being asserted. Using the F model’s interpre-
tation pattern, one can assert that a given EventCausalitySituation is part
of a specific interpretation of an event. Thus multiple, potentially conflicting
causality relations can be asserted for the same set of events by specifying the
interpretive context in which the relations are made.
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2.7 Events, Parts and Composition

Often, it is desirable to model an event A as being part of some other event
B. While an event A’s being part of event B implies that event B ’s timespan
contains event A’s timespan, event parthood is more than temporal contain-
ment. One may get married during the Olympics, but that does not make one’s
marriage part of the Olympics. Thus, event ontologies must distinguish between
mere temporal containment and mereological relationships between sub-events
and some greater event. Ontologies that make a distinction between temporal
spans and events can clearly distinguish between the two types of relationships.

CIDOC distinguishes between time-spans and periods/events, and provides
the P86.falls within property to express containment relations among time-
spans, and the P9.consists of property to express part-of relationships among
events. EO defines a sub event property, and ABC defines an isSubEventOf
property for expressing mereological relationships among events. Since ABC con-
ceptualizes events as sets of actions taken by specific agents, it also provides the
hasAction property for linking events to the actions they contain.

DUL defines two properties for linking events to sub-events: hasPart and
hasConstituent. hasPart can be used both for temporal containment relation-
ships such as “the 20th century contains year 1923” and for semantic relation-
ships such as “World War II included Pearl Harbour”. dul:hasConstituent
attempts to capture the notion that we sometimes model aspects of the world as
consisting of layers at different levels of abstraction, which are not strictly parts
of one another. Thus society is constituted of individual people, even though
you might not want to say that people are “parts” of society because people
and societies exist at different levels of abstraction. This distinction is useful
for events as well, as it allows us to describe a large and complex event like
the French Revolution as being constituted of many smaller events, even though
these smaller events may not be “parts” of the larger event in the same sense
that a set is part of a tennis match.

In keeping with its use of the DnS pattern, F enables one to define a high-
level description of how an event can be composed of smaller events. Specific
situations (i.e. specific groups of events) can then satisfy this description. This
allows one to simply describe the conditions under which an event is considered
to be part of another event, and infer parthood based on this description, rather
than requiring parthood to be explicitly asserted every time. For large events
that may contain large numbers of sub-events, this could be quite useful. And,
of course, F’s interpretation pattern allows for multiple, potentially conflicting
decompositions of the same event.

3 Towards a Linked Data Event Model

We propose a minimal model that encapsulates the most useful properties of
the models reviewed. Our goal is to enable interoperable modeling of the “fac-
tual” aspects of events, where these can be characterized in terms of the four Ws :
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Table 3. Excerpt of approximate mappings between properties from various event
models

ABC CIDOC DUL EO LODE

atTime P4.has time-span isObservableAt time atTime

P7.took place at place inSpace

inPlace hasLocation atPlace

involves P12.occurred in the presence of hasParticipant factor involved

hasPresence P11.had participant involvesAgent agent involvedAgent

What happened, Where did it happen, When did it happen, and Who was
involved. “Factual” relations within and among events are intended to represent
intersubjective “consensus reality” and thus are not necessarily associated with
a particular perspective or interpretation. Our model thus allows us to express
characteristics about which a stable consensus has been reached, whether these
are considered to be empirically given or rhetorically produced will depend on
one’s epistemological stance. We exclude properties for categorizing events or for
relating them to other events through parthood or causal relations. We believe
that these aspects belong to an interpretive dimension best handled through the
DnS approach of the F event model.

Table 3 shows the main properties of our model, aligned with approximately
equivalent properties from the models discussed above. For the actual equiv-
alence relations, see the ontology itself at http://linkedevents.org/model/.

Agentivity. Our model is agnostic with regard to judgements of aspect or
agentivity (see Section 2.2). Users are free to model historical or reported events
without taking a position on what has changed or where agency lies. This agnos-
ticism has consequences for mapping our Event class to those defined by other
models. We consider our Event class to be directly equivalent to those defined
by EO and DUL, as both of these are also agnostic with respect to aspect and
agentivity. Our event class is not equivalent to the E5.Event class, since CIDOC
defines E5.Event to exclude ongoing states, activities, or processes. Because we
wish to support the modeling of such static entities as events, we define our Event
class to be a subclass of CIDOC’s E2.TemporalEntity, which is the superclass
of E5.Event (via E4.Period) and E3.Condition State. Our Event class is a
subclass of E2.TemporalEntity because the latter is defined as “anything that
happens over a limited extent in time”, which is more general than the definition
we wish to give. Specifically, we want to restrict our definition to only include
those things happening over a limited extent in time that have been reported as
events by some agent, e.g. a historian or journalist.

Time. We link events to ranges of time via instances of a temporal inter-
val class. Like EO, we use TemporalEntity from OWL-Time as our tem-
poral interval class, so our atTime property is directly equivalent to EO’s
time property. atTime is a subclass of DUL’s isObservableAt property, as

http://linkedevents.org/model/
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it restricts the domain of the latter to include only events. Likewise, atTime
is a sub-property of CIDOC’s P4.has time-span because it restricts the
domain of the latter to include only events (as we define them here)
rather than any temporal entity (recall that our event class is a subclass
of CIDOC’s E2.TemporalEntity). We also define atTime to be an OWL
FunctionalProperty, meaning that an event can be associated with at most
one interval of time. Where there may be disagreement about the interval of
time associated with an event, this disagreement should be modeled at an in-
terpretive level beyond the scope of our model, and the value of atTime should
either be specified as the shortest temporal interval that includes the conflicting
interpretations, or left unspecified.

Space. We follow DUL in making an explicit distinction between abstract spa-
tial regions and semantically significant places. Our inSpace property relates
an event to some subjectively imposed spatial boundaries, i.e. a region of space.
Like atTime, inSpace is a FunctionalProperty, so an event can be related to
at most one such region of space. inSpace is a sub-property of DUL’s hasRegion
because it restricts its domain to include only events, not all entities, and because
it restricts its range to include only spatial regions, not any dimensional space. In
keeping with EO, we use SpatialThing from the Basic Geo (WGS84 lat/long)
Vocabulary as our spatial region class, so our inSpace property is directly equiv-
alent to EO’s place property. Because our concept of an event is broader than
the one defined by the CIDOC CRM, inSpace is a super-property of CIDOC’s
P7.took place at. While the range of inSpace is an abstract spatial extent, it
is often desirable to express relationships to socially defined places. We define an
atPlace property to associate an event with some meaningful place(s), whether
or not it is possible to define spatial boundaries for those places. Unlike inSpace,
atPlace is not a FunctionalProperty, so an event can be related to any number
of places. atPlace is a sub-property of DUL’s hasLocation property, because
it restricts the latter such that the domain includes only events and the range
includes only places (not any entity).

Participation. Like DUL, we define a property for linking events to ar-
bitrary things (involved) and a single specialization of this property for
linking events to agents (involvedAgent). These two properties are directly
equivalent to DUL’s hasParticipant and involvesAgent, respectively. They
are roughly equivalent to CIDOC’s P12.occurred in the presence of and
P11.had participant (though not directly equivalent given our broader event
concept). The mapping to EO is more complicated. involved is more specific
than EO’s factor property because it restricts the range of the latter to
include only objects and not, for example, “abstract causes.” But it is also more
general, because it does not imply (as factor does) a “passive” role for the
involved object. Thus there is no formal equivalence relationship stated between
the two. involvedAgent is a super-property of EO’s agent property because
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it generalizes the latter to include all relations to agents, whether or not their
role is “active” or “passive.” Judgments of activity or passivity are higher-level
interpretations that go beyond our goal of modeling only “factual” aspects.

Causality. Finally, as discussed above, our model contains no properties for
expressing relations of influence, purpose, or causality. Therefore, there are no
properties equivalent to CIDOC’s P15.was influenced by or EO’s factor. Sim-
ilarly, we provide no properties for expressing parthood relations among events.
We believe these higher-level interpretations are best handled via a layer of de-
scriptions and situations over the basic statements expressible using our model.
The F event model provides an exemplary blueprint.

4 Applications

For demonstrating the usefulness of our proposed model, we set up two experi-
ments. First, we extract events from Wikipedia timelines in order to test whether
we can represent these events accurately in the Web of Data (Section 4.1). Sec-
ond, we load existing instances of events represented according to the various
event models reviewed in this paper in order to test the interoperability we claim
our model brings (Section 4.2). We provide an interface for searching, browsing
and visualizing all these events at http://www.linkedevents.org.

4.1 Extracting Events from Wikipedia Timelines

The events found in Wikipedia timelines vary widely in scope and domain, mak-
ing them a good challenge for modeling. We also demonstrate that Wikipedia
timelines provide a source of structured data not yet tapped by projects such as
DBpedia4 and Freebase5. Since timelines on related topics are spread through-
out Wikipedia, extracting their events and modeling them as linked data is
useful for enabling aggregated views of these events and for exploring related
topics.

Timelines appear in Wikipedia in two major forms. Dedicated topic-specific
timeline articles, such as “Timeline of historic inventions”, take the form of a
list or table of events. As of October 2008, there were approximately 1000 such
articles in Wikipedia. The list or table of events is usually divided into temporal
groups (e.g. September 1939 or 12th century) by subheadings. Each event
consists of (at a minimum) a date and a short description. The description gen-
erally contains words or phrases linked to other articles in the typical Wikipedia
manner. The second form of timeline found in Wikipedia is date-specific timeline
articles, such as “1996 in Ireland”. In addition to short lists of events in the
form described above, these articles usually also include some type-specific lists
of events such as births, deaths, and sporting events that took place in that

4 http://dbpedia.org/
5 http://freebase.com/

http://www.linkedevents.org
http://dbpedia.org/
http://freebase.com/
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year. The most general form of this type of article is the “Year” article (e.g.
“1979”). Uses of a given year in any Wikipedia article are usually linked to the
corresponding “Year” article. Similarly, uses of a given day of the month (e.g.
“May 24”) are usually linked to the corresponding “Month Day” article. These
two types of article are highly mutually interlinked.

Date-specific timeline articles have a more standard format, making them
more amenable to the extraction of structured data. But the events in date-
specific timelines rarely have anything in common other than the year or day of
the month with which they are associated. Since we were interested in linking
events to one another via places, people, and other topics, we decided to focus
on topic-specific timeline articles. Unfortunately, the formats for topic-specific
timeline articles vary widely, making it difficult to create a generic parser and
scraper. Many topic-specific timelines add additional fields for each event. For
example, the “Timeline of Chinese history” includes a field for ruler or Emperor
as well as the standard date and description. Other timelines group events in
idiosyncratic ways, such as the “Timeline of punk rock” which categorizes the
events of each year into “Bands formed”, “Disbandments”, “Albums [released]”,
and “Singles [released]”. Furthermore, the timelines vary in the temporal granu-
larity of their events: while some timelines specify specific days for their events,
others only specify months or years. These variations illustrate how the structure
of events can vary according to the topical context and the need for a flexible
data model to accommodate them.

To populate instances of our event model, we wrote article-specific parsers for
a number of the most active timeline articles. The parsers identify individual
event entries within articles and from each entry extract the date and textual
description. The parsers also extract the article subheading under which each
entry appears for two reasons. First of all, the date specified in an entry is often
given relative to the subheading. For example, events listed under the subheading
September 1939 may only specify a day of the month, with the month and year
left implicit. Second, the subheadings provide a convenient means of linking back
to the specific article section from which the event was extracted.

After the article-specific extraction, we use the extracted dates and descrip-
tions to model our events. Dates are modeled using OWL-Time and linked to
the event using the atTime property. Links to other Wikipedia articles found
within the descriptions are used to identify other entities related to the event.
We use type ontologies from DBpedia to determine what type of relation to
create between an event and another entity. For example, if an event has the de-
scription “Canada declares war on Germany” and the word “Canada” is linked
to the Wikipedia article of the same name, we then look up the corresponding
resource in DBpedia (http://dbpedia.org/resource/Canada) and see what
types have been assigned to it. http://dbpedia.org/resource/Canada has the
type http://dbpedia.org/ontology/Place assigned to it, so we relate it to our
event with the atPlace property. If DBpedia does not assign any usable types
to the entity, we default to creating an involves relation.

http://dbpedia.org/resource/Canada
http://dbpedia.org/resource/Canada
http://dbpedia.org/ontology/Place


LODE: Linking Open Descriptions of Events 165

Our initial set of events were extracted from four Wikipedia timelines:

– “Timeline of World War II” provides seven year-specific timelines of global
events involving people at the granularity of single days.

– “Timeline of Irish History” provides events from a single geographic location
spread over a wide temporal range, from the Stone Age to present day.

– “Timeline for the day of the September 11 attacks” provides a set of 147
very fine-grained events from a single day.

– “Timeline of evolution” tested our ability to model very coarse-grained
events associated with times far in the past.

4.2 Interoperability with Legacy Event Collections

To evaluate the mappings between our model and other vocabularies, we com-
bined our Wikipedia events with two collections of events modeled using other
event vocabularies: the C4DM Event Ontology and the BIO6 vocabulary for
biographical information. The goal was to be able to browse and view event de-
scriptions using Cliopatria, a generic semantic search web-server [12]. We defined
views and facets only in terms of our event model but rely on our mappings to
translate the legacy event collections to these views.

Congressional Biographies. The Biographical Directory of the U.S. Congress
provides short biographical articles, as a series of statements describing life
events, on every member of the United States legislature from 1774 to the
present. The consistent structure allows simple extraction and modeling of
events. In earlier work 69,228 events were modeled using the BIO vocabulary.

The Emma Goldman Chronology. The Emma Goldman Papers editors
maintain a day-by-day chronology detailing where Emma Goldman and her as-
sociates were and what they were doing. This chronology serves as an internal
reference tool, allowing the editors to make inferences about when or where doc-
uments may have been produced and to check for inconsistencies in historical
accounts. Starting with a text document for the years 1910 through 1916, we
produced an RDF data set by parsing dates, geocoding place names, and dis-
ambiguating personal names by linking them to DBpedia. These 1,041 Emma
Goldman events were modeled using the C4DM Event Ontology.

Issues Mapping Between Vocabularies. To combine these legacy event col-
lections with our Wikipedia events we used the mappings defined between our
event model and the BIO and EO vocabularies. We found that our mappings were
not sufficient to achieve our goal of using a single generic view to browse all three
data sets, as there is not yet widespread support for the owl:equivalentClass
and owl:equivalentProperty predicates, upon which our mappings rely.
However, we were able to achieve our goal by making additional mapping
statements using rdfs:subClass and rdfs:subProperty. These mappings
enable us to work with multiple event collections as a unified whole without
re-modeling.
6 http://vocab.org/bio/0.1/

http://vocab.org/bio/0.1/
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5 Conclusions and Future Work

There is a tremendous amount of timeline and chronology data on the web.
There is also increasing interest in mining descriptions of historical events from
narrative text, whether for temporal visualization of search results or for explo-
ration of archival records. Historians and journalists are increasingly interested
in presenting their work as structured data complementary to or in lieu of tradi-
tional narrative text. Yet, without some effort to bridge the various data models
being developed and employed within these various applications, it will remain
difficult to build the dense network of relations among them that could lead
to new discoveries or novel modes of experiencing historical narrative. In this
paper, we have presented a principled model for linking event-centric data that
draws upon a close analysis of existing event ontologies. Our initial investigations
show that it is useful for modeling a variety of timeline events and for mapping
between events modeled using other vocabularies.

A number of questions remain to be answered. We have argued that a core
event model should include only those relations about which a stable con-
sensus has been reached, leaving more interpretive relations to a higher-level,
application-specific models. But further application experience is needed be-
fore we can determine whether we have correctly identified those relations that
are intersubjectively stable, or whether (for example) participation relations are
interpretation-specific and ought to be moved outside the core model. A related
problem is the question of event identification. In the applications discussed
above, an event is identified with a single textual description. We have made no
attempt to map multiple textual descriptions to the “same” event identifier. The
reason for this is that it is not clear when (if ever) we should consider two textual
descriptions to be of the “same” event. If we consider (as many contemporary
philosophers of history do) events to be linguistic phenomena rather than ob-
jectively existing in the past, then there is no basis for arguing that two textual
descriptions of an event refer to the same thing. At best we could say that they
share a name, or that they refer to the same people, places, or spans of time.
On the other hand, we clearly would like to say that two descriptions of past
occurrences only differing in spelling or punctuation are the same event. These
are deep philosophical questions about the nature of events that will likely only
be answerable pragmatically, as we see which approaches are or are not useful
for specific applications.

In future work, we plan on finding and working with more event collections
modeled using the other ontologies discussed here, and putting these collections
to use in a variety of applications. Current applications in development include
event-centric searching and browsing of full-text historical scholarship, retrieval
and display of historical context for documents by querying for related events,
and interfaces for exploration, visualization, and comparison of events from a
particular period or region.
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Abstract. Wiki is a well-known Web 2.0 content management platform. The
recent advance of semantic wikis enriches the conventional wikis by allowing
users to edit and query structured semantic annotations (e.g., categories and typed
links) beyond plain wiki text. This new feature provided by semantic wikis, as
shown in this paper, enables a novel, transparent, and light-weight social Web
application model. This model let developers collectively build Web applications
using semantic wikis, including for data modeling, data management, data pro-
cessing and data presentation. The source scripts and data of such applications
are transparent to Web users. Beyond a generic description for the Web appli-
cation model, we show two proof-of-concept prototypes, namely RPI Map and
CNL (Controlled Natural Language) Wiki, both of which are based on Semantic
MediaWiki (SMW).

1 Introduction

The success of social Web applications (often called “Web 2.0” applications), such
as Twitter, Wikipedia and Facebook, is evidenced by the fast growing, dynamic Web
content contributed by millions of networked Web users. Unlike the conventional Web
applications, where contents are primarily static and are exclusively contributed by the
websites’ owners, social Web applications grow contents by promoting Web users’ col-
laborative contributions. These successful social Web applications share at least two
common features:
• Simple publishing: a user can create, edit and publish a Web page without knowing

much Web technologies, such as HTML and Web server configuration. For example, a
Web form or a What-You-See-Is-What-You-Get (WYSIWYG) editor hides the details
of HTML Web page editing; a click of “upload” button hides the details of uploading
and publishing Web pages to a Web server.
• Social interaction: content publishing can be the result of user participation: users

can collaboratively compose and improve one article on Wikipedia, or can update their
status and opinions with their friends on Facebook. Such an interactive social con-
tent contribution mechanism promotes a network effect where the value of a service
provided by a user increases as more people benefit from the service [5].

A. Gómez-Pérez, Y. Yu, and Y. Ding (Eds.): ASWC 2009, LNCS 5926, pp. 168–183, 2009.
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Among successful Web 2.0 platforms, wikis, exemplified by Wikipedia, are known
for promoting the convergence of collaborative writing. “The Wiki Way” [11] empha-
sizes the principle that the content of a wiki page should be collaboratively written
using some simple markup languages in Web browsers, and collaborations are expected
to grow and improve the content.

Social Web applications, including wikis, usually offer limited support to user con-
tributed structured content. For example, a blog is usually submitted via a Web form
with a fixed set of properties like title, content and tags. Although users may assert tags
to annotate the semantics of a Web 2.0 page, they cannot declaratively publish the de-
tailed structure or semantics of the content. Moreover, users have to follow the fixed
user interaction design to access the structured annotation (e.g. author and date) of the
published content. For example, the posts in the Craigs’ list (www.craigslist.org) ap-
parently contains latent structures (e.g., “2004 honda civic 2dr,...”), but users can only
use text search to locate or filter their interested ones. This limitation leaves Web users
limited means for preserving the structure of data to (i) avoid unnecessary overhead
in natural language understanding and (ii) leverage smart services (such as semantic
search and inference) that utilize the preserved semantics.

A number of efforts have been recently observed in addressing the above limitations
with Semantic Web technologies. In particular, semantic wiki systems, such as Semantic
Mediawiki (SMW) [9] and IkeWiki [13], have been developed to extend conventional
wikis by additionally supporting simple semantic annotations on wiki pages, such as
categories and typed links. A wiki page in semantic wikis may contain both conven-
tional wiki text and structured data, and the structured data can be further accessed by
customizable queries using some simple query languages.

By supporting both annotation and query of structured data on wiki pages, semantic
wikis may serve as a platform for light-weight data modeling, computation and presen-
tation tasks that are traditionally out of end users’ control. Semantic wikis, therefore,
promote a new application model with a couple of interesting characteristics:

• Rich data modeling: User contributed content may be a mixture of text and struc-
tured data, and semantic wikis can best preserve structured data without forcing struc-
tured representation of the free text part. With the structured data, a semantic wikis can
function like a light-weight database or a knowledge base, and users can model data
using several common modeling methods, e.g., relational modeling or rule modeling.
• Transparent data processing: as wiki allows simple computing logics (such as

declaring an object and applying a data processing rule) to be published in forms of
wiki, they are transparent to all wiki users and can be collaboratively authored and
improved in Web browsers.
• Social programming: The transparency of data modeling and data processing and

the convergence model of wiki itself opens up the development of Web applications to
all interested users.

In this paper, we provide a generic description about the semantic wiki based Web
application model, and then present two proof-of-concept prototypes, namely RPI Map
and CNL (Controlled Natural Language) Wiki, both of which are based on SMW. The
main contributions of the paper are the following:
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– Identification of a light-weight Web application development model that possesses
the aforementioned characteristics (Section 2);

– Working prototypes that embodies the identified model using the SMW platform
(Section 3 and 4). In particular, we show that templates in SMW are useful in
supporting some common data modeling and data processing tasks.

Although our description and demonstrations are limited to SMW-based implementa-
tions, the identified model is not necessarily limited to SMW or wiki-based implemen-
tations. We note that our demonstrations still carry some limitations which are mainly
related to the SMW implementation. As more and more Web 2.0 applications are pro-
vided with semantic extensions (e.g., Drupal1), we believe results discussed in this
paper can also be observed in other platforms.

2 Semantic Wiki Based Web Application Model

In this section, we introduce a semantic wiki based Web application model in the context
of the evolution of Web application models.

2.1 Comparison of Web Application Models

The advance of Web technology drives the evolution of Web application models. Start-
ing from just being able to browse Web pages, Web users are now able to control content
publishing with the help of Web 2.0 technologies. Wikis, blog systems (e.g., Drupal and
Wordpress) and similar online content management systems further provide extensible
computing infrastructures that support scripting and/or customizable plugins to facili-
tate collective Web application development. Recent advance in social semantic Web,
such as SMW, allows users to collaboratively control structured data management. In
Figure 1, we compare several Web application models.

In the Conventional Model, a Web application is composed of three clearly-separated
major components, namely the Web browser, the Web server and the backend storage
system (e.g., a database or a file system). Users of such an application are provided
with limited control for contents in the application, such as browsing or search. The
representation, computation and presentation components are primarily hosted on the
server side and are controlled by webmasters only.

Other models have extended the Conventional Model with extra client-side control
of data or computation. The AJAX Model [3], which adds an AJAX engine to act as
a mediator between the browser and the server, is getting increasing popularity due
to its powerful client side computing ability. It improves user experience in both data
transfer (e.g., asynchronous data retrieval from the server without interfering with page
display) and data presentation. For example, a powerful word processing system (e.g.,
Google Docs) can be used within a browser where the data is actually stored on the
Web. It is notable that users may also insert client side scripts into Web applications for
customized processing.

The Wiki-based Model enables end users to directly control some data content and
presentation on the server side. For example, Wikipedia articles are collaboratively

1 http://drupal.org/project/rdf
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Fig. 1. A comparison of several Web application models

maintained by users and complex wiki templates are frequently used to enable advanced
page layout (e.g., to render a calendar). A user may also call extensions of a wiki plat-
form (e.g., “parser functions” in MediaWiki, the system used by Wikipedia) to perform
certain computation tasks such as string processing, mathematical computation and vi-
sualization. It is also notable that a wiki page may embed external script languages (e.g.,
JavaScript) for advanced tasks.

Both the AJAX model and the Wiki-based model increase the user’s control over
data processing. The SemWiki (Semantic Wiki)-based model further grants users ad-
ditional control on the management and consumption of structured data. For example,
in Wikipedia, it is not yet possible to assert a structured, queryable annotation for a
person’s page, or to execute a query that “all European countries that have female gov-
ernment leaders”. Semantic wikis address those limitations by extending wikis with the
ability to create and query about structured annotations using a relatively simple mod-
eling script and query language. As a result, users are now equipped with increasing
ability to control data in the application. In particular, the SemWiki model enables a
comprehensive in-browser scripting environment such that a light-weight Web applica-
tions can be built collectively with high transparency on computational logics (as com-
putational scripts are included in wiki pages) and minimal required knowledge on Web
server configuration. By light-weight we mean that the data structure, data processing
logic and user interface of the application are relatively simple. In what follows, we
elaborate the components of the SemWiki based model and several design patterns of
this model.

2.2 Data Modeling

Semantic wikis are often built upon RDF triple stores for storing structured data. Thus,
data in a semantic wiki does not required to be stored with a pre-defined schema (while
it is also possible to do so) as an RDBMS will require. This conforms to the open na-
ture of the Web and enables significant flexibility and extensibility in data modeling.
Please also note that the semantic wiki model allows the hybrid modeling with prede-
fined “schema”, schema-free user added metadata, and unstructured data, thus makes
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the extension of an application much easier. For example, users can always add new
attributes as needed to a specific article in addition to existent attributes.

Some semantic wikis (like SMW) not only preserve semantic structure of data, but
also provide light-weight query ability (with its role similar to that of SELECT queries
in SQL). For example, in SMW it is possible to pose a query

{{#show [[Category:Article]][[tag::<q>Category:food</q>]] }}

to find all articles tagged with “food” or its subtags (like “donut”).
Note that since the modeling specification and queries themselves are also presented

as some semantic wiki pages, they can be accessed, updated or deleted in the same fash-
ion as for other wiki pages in the browser. Thus, semantic wikis function as a virtual
abstraction layer over the Web server and database/file systems, such that program-
mers are not required to directly access the layers hidden below semantic wikis. This
characteristic naturally enables collective construction of an application.

2.3 Data Processing

Several MediaWiki extensions provide scripting functionalities similar to that of the
basic constructs of a programming language. When combined with templates, semantic
annotations and semantic queries, these extensions can be used to support a wide range
of light-weight data processing abilities. Some most useful extensions include2:

• Variables: General variables are supported by the Variable Extension so that users
can name a long expression as a variable, and then reuse it later on the same wiki page.
A special type of wiki pages called “template” pages also allow the use of variables as
input parameters.
• Datatypes: The String Functions extension provides some common string func-

tions such as string length and concatenation; the Array Extension provides array
operations (e.g., search and sort) and set operations (e.g., union and intersect) on
arrays.
• Control Flow: The Parser Functions Extension offers: (i) expression calculation

that evaluates, e.g., mathematical expression like “(1+2)”, and logical expressions like
”(true and false)”; and (ii) conditional statements such as a IF-THEN-ELSE conditional
flow. The Loop Extension supports loop structures such as WHILE and DO-WHILE.

2.4 User Interface

In SMW, many elements of a user interface (UI) in an application can be constructed
using scripts. For example, the Semantic Forms3 extension offers a form-based edit-
ing interface for users to edit template-based data. Utilizing templates and queries also
allow us to control the look-and-feel of the user interface and present the data with var-
ious visual elements (e.g., table, picture and tree). Since templates and forms are also
wiki pages and can be edited in browsers, the design and improvement of UI are also
supported by collective scripting enabled by the semantic wiki model.

2 See http://tw.rpi.edu/wiki/ASWC2009Bao#Links for their URLs
3 http://www.mediawiki.org/wiki/Extension:Semantic Forms
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In addition, in MediaWiki (thus, also in SMW) users can also inject JavaScript code
into a wiki page, either by including server-side scripts or code in some client-editable
special wiki pages. Some SMW-based applications (e.g., wikicafe.metacafe.com and
metavid.org) have developed advanced UIs such as video browsing and annotation. By
aggregating the data management and data processing features with JavaScript, we are
able to design interactive, visualized interfaces for the manipulation of semantically
enriched data.

2.5 Strength and Limitations

By allowing data modeling, processing and presentation (via a user interface) abilities,
semantic wikis provide a transparent platform for light-weight Web application devel-
opment. In particular, such a development model enjoys several advantages:

• Flexibility: Because contents and scripts are both stored as wiki pages, users can
always read and update them directly through browsers. Thus, the improvement to both
contents and the application (as constructed with scripts) becomes a dynamic, highly
portable, and easily accessible process.
• Socialization: Semantic wikis inherits the inherent collaborative nature of wikis, in

particular the support of social user participation, e.g., user login, collaborative editing,
and revision history. This may encourage large-scale, collaborative interactions between
users.
• Inference Ability: The availability of semantically enriched content in semantic

wikis makes it possible to do some inference with data, thus allows potentially better
means in the consumption of data (e.g., search and query).

Nevertheless, it should be noted that the semantic wiki based model may carry some
limitations:

• Efficiency: Semantic wikis often use a triple store for data storage. The state-of-
the-art of triple stores has not yet reached the same level of maturity and scalability as
that of relational databases. This may present some efficiency problem for applications
with very large number of wiki pages. In addition, overhead of parsing and rendering
structured data in semantic wiki pages often results in delays in response. Performance
tuning for commercial deployment is thus often crucial.
• Modeling Ability: The native modeling support of semantic wikis is usually lim-

ited to a subset of RDF or OWL. The page-centric structure of knowledge organization
in semantic wikis also makes the modeling of complex knowledge structure and data
structure difficult. Thus, building an application that requires very complex data struc-
ture or logic with the semantic wiki based model can be challenging. This will be further
discussed in Section 5.
• Safety: As wikis in general are designed to be an open collaborative environment,

safety control is usually not natively supported, or with only limited realization. For
Web applications requiring stronger access control to avoid malicious changes to the
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content of the application, additional efforts are required to ensure data and application
safety4.

It should be noted that these limitations are mainly related to the current implementation
of semantic wiki systems (like SMW), not to the general semantic wiki based model we
have presented. We believe that many of these limitations will be overcome or alleviated
with the advance in the semantic wiki development community.

In the next two sections, we will introduce two concrete examples of Web applica-
tions based on SMW, namely RPI Map and CNL Wiki. They illustrate, with emphasis of
different usage patterns, how SMW enables light-weight data modeling, data processing
and user interface building with an open, extensible architecture.

3 Case Study: RPI Map

This section introduces RPI Map (http://map.rpi.edu), a SMW-based Web application
that exemplifies the general methodology we described in the previous section.

RPI Map is a campus map application for the Rensselaer Polytechnic Institute (RPI)
community. It integrates and visualizes location based information, such as buildings,
events and classes, on an interactive map using the Google Map API5. At its core is
a Semantic MediaWiki along with a set of mediators that perform data mash-up from
multiple external data sources. In what follows, we will describe in details how SMW
help build RPI Map.

3.1 Data Modeling

Fig. 2. Data Schema of RPI Map

Template as Schema. In RPI Map, tem-
plates play an important role for data or-
ganization as they serve as a “virtual”
schema for data involved. Main types of
data on RPI Map include locations (and
its subtypes such as buildings and park-
ing lots), people, events, courses, campus
shuttle routes and real time shuttle posi-
tions. Many of these data are published
by various individual entities across RPI.
For example, event information is pub-
lished as an RSS feed of the institutional
calendar, course information is available
from the RPI catalog as a text table, and
people information is provided as down-
loadable vCard files from the RPI direc-
tory. To integrate these data in RPI Map,
for each external data source there is a

4 We noticed some recent advance in SMW access control, e.g., the HaloACL extension from
Ontoprise.

5 http://code.google.com/apis/maps/
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mediator (implemented as server-side scripts6) to transform the original data into a form
that can be consumed by the wiki platform. These data will then be linked by various
semantic queries based on the location information (e.g., the building name) inside of
them.

We use templates as the general output format of these mediators. Each template
corresponds to a type of data in the system and describes a set of attributes that one
such data instance must possess. For example, Template:LocationInfo defines a
template with parameters of a location, e.g., its name, latitude, longitude and aliases.
Together, these templates define a “schema” to organize data in the application, which
is shown in Fig. 2.

Please note that while RPI Map uses schema-like templates for data modeling, these
templates should not be understood as a relational schema in the database domain.
These templates provide, on the basis of the triple-based data representation infras-
tructure of SMW, a higher level abstraction of some related triples. It is not required in
RPI Map to have all data fits in a rigidly defined schema, or an instance of a template
not having extra data that beyond what the template describes. Such an ability brings
additional flexibility in accommodating data from heterogenous data sources.

3.2 Data Computation

Stored Query. Many queries are repeatedly used in many different components of RPI
Map. For example, one commonly used query is to map a location based on its aliases.
Such a query is stored as a template page Template:Alias:

{{#ask: [[Has alias::{{PAGENAME}}]] |link=none|limit=1}}

It may be embedded in other pages that need such a query.
Thus, templates can play a role similar to that of stored procedures in a relational

database. As those templates can be edited in the browser by users (with some nec-
essary protection mechanisms), it is more transparent and easier to access than stored
procedures (which are normally hidden behind a server-side DBMS).

Data Cleansing. SMW can also help clean up corrupt or inaccurate data in the course
of integrating data into RPI Map. For example, in transforming people information (in
the vCard format) into wiki, the same location (e.g., a person’s office address) may
be called in a couple of different names across different branches of the university. In
addition, new variations of a location’s name may be discovered when new data is added
(e.g., from the event RSS feed on daily basis). A special name recognition template was
designed, partly leveraged by a fuzzy string similarity comparison parser function, to
identify the closest known location or its aliases.

3.3 User Interface

Query-based Map Generation. Each of the map pages on RPI Map is based on some
semantic queries. For example, the ”Today Event” page relies on a query in the form7:

6 It is also possible to use client-side script to do data importing, thus users may add other types
of data to the system.

7 For ease of presentation, the query is simplified from the actual query.
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{{#vardefine: eventLocations|
{{#ask:[[Category:Event]]

[[has end time::> {{LOCALMONTHNAME}}
{{LOCALDAY}},{{LOCALYEAR}} 00:00]]

|?has location=|mainlabel=-|link=none}} }}
{{#map_objects:

{{#ask: [[Has alias::
{{#var:eventLocations}}]]

| ?Has LatLong
...
|limit=200|link=none }} }}

where map_objects is a function that will automatically generate a map via Google
Map API from the result of the “ask” semantic query. The query asks for “all the lo-
cations (potentially in their alias forms) of today’s events and their latitude/longitude
(some other attributes omitted)”. Please note that the example also demonstrates the
use of variables in constructing complex queries.

Fig. 3. RPI Map Main Interface

Integration with JavaScript.
In RPI Map, JavaScript is in-
tensively used together with
wiki scripts. Some examples
are:

• Popping up a new win-
dow with additional informa-
tion of a location, e.g., its full
name, picture and services;
• Generating labeled mark-

ers and customizing icons;
• Validating of user-input

location information;
•Displaying geographic in-

formation in an extant data
format, e.g., Keyhole Markup
Language (KML).

The main page of RPI Map
is shown in Fig. 3.

Part of RPI Map source code for data representation and navigation has been released
as the Tetherless Map Extension to Mediawiki8.

4 Case Study: CNL Wiki

CNL Wiki (http://tw.rpi.edu/proj/cnl) is another application we developed that con-
forms to the architecture described in Section 2. The CNL Wiki is motivated at provid-
ing an end-user friendly interface for collaborative ontology building. We use a SMW

8 http://www.mediawiki.org/wiki/Extension:Tetherless Map
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as the application platform exploiting its inherent collaborative nature, high portability
and accessability. In addition, we utilizes Controlled Natural Language (CNL) to pro-
vide some support for ontology development in OWL with the intention to improve the
comprehensibility of generated knowledge statements to end users. In this section, we
will introduce in details how SMW enables the representation of strongly structured
data (i.e., OWL knowledge bases), data computation (e.g., CNL sentence generation),
and user interface generation. Additional details about CNL Wiki can be found in [1].

4.1 Data Modeling

In this subsection, we introduce how SMW templates can be used in modeling struc-
tured data and generating semantic data.

Modeling Structured Data. In order to accommodate ontology construction in OWL
within SMW, we need to address a number of expressivity constraints associated with
SMW. Currently, SMW does not provide full native support for OWL modeling. In or-
der to address this limitation, we developed a meta-model extension to SMW, called
SMW-mOWL (where “m” stands for meta model). Please refer [1] for a complete de-
scription of SMW-mOWL.

SMW-mOWL represents an OWL ontology using a set of wiki pages, each of which
encodes some ontology elements (i.e., classes, properties, individuals and axioms) as
wiki template instances. For example, suppose we have an OWL statement saying that
“every father is a person that has a child who is also a person”, which can be given in
the OWL Abstract Syntax (OWL-AS) as:

Class(Father partial Person restriction
(hasChild someValuesFrom(Person)))

This statement can be broken down into several template instances and represented
as SMW pages. For example, on the page “Category:Father”, the above statement in
OWL-AS is represented with three template instances:

{{NamedClass |label=Father |plural=Fathers }}
{{NamesClassRelation |type=subClassOf |class=Person }}
{{someValuesFrom |on property=hasChild |on class=Person }}

Thus, each category page represents a single class in OWL along with some axioms
about the class. The “Template:NamedClass” describes annotations to this class,
such as comments and natural language labels. “Template:NamesClassRelation”
describes relationship between two classes (here a class inclusion relationship). “Temp-
late:someValuesFrom” represents a restriction that the class in question must satisfy.

Semantic Data Generation. The use of a template-based mechanism for SMW-mOWL
also allows us to store the knowledge model in the SMW database (tuple store). For
example, an instance of Template: someValuesFrom will be persisted as an in-
stance of the ternary property owl:someValuesFrom in the wiki of which the first
element is the class where the template instance resides, the second element is the “on
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property” parameter, and the third element is the the “on class” parameter. Such per-
sisted data in database can be further consumed by other scripts, e.g. for CNL genera-
tion (will be described in the next subsection), or external tools, e.g., a SPARQL query
engine.

4.2 Data Computation

Once the SMW-mOWL meta-model is persisted in the database, the query language for
SMW (SMW-QL) will be used to retrieve specific information from the model, which
can be consumed by other wiki scripts. In this subsection, we describe two such usage
patterns.

Templates as Functions. To query information stored in the SMW tuple store, we
use a set of templates to implement query and some additional processing. In that
sense, templates are used in a role similar to that of functions in a usual programming
language. For example, the Template:CNL.Rabbit.getLabel takes input of a
page’s name (denoted as {{page}}), and do the following queries:

– query if the page is an anonymous class using

{{#ask: [[:{{page}}]][[Category:Anon]]
|format=list|limit=1|link=none }}

The query result will be stored as a variable: it is empty (false) iff the class is an
anonymous class.

– If it is an anonymous class, call Template:CNL. Rabbit.Anon to construct
its label in the Rabbit CNL, otherwise return its label by calling a SMW query:

{{#ask: [[:{{page}}]] |?CnlLabel= |mainlabel=-
|format=list|limit=1|link=none }}

CNL Generation. Queried results from SMW database will be further parsed and pro-
cessed by a set of CNL generation templates. Currently, we support two CNLs in En-
glish, namely Rabbit [4] and Attempto Controlled English (ACE) [7].

For example, the Template:CNL.Rabbit.getSomeRestrictionAssertion

template generates Rabbit CNL sentences about “someValuesFrom” restrictions of a
class “{{page}}”. It preforms the following tasks:

• Use Template:CNL.Rabbit.getLabel to get the natural language label of
the class in question (i.e., the input parameter “{{page}}”).
• Use a query to fetch all “someValuesFrom” restrictions related to “{{page}}”:

{{ask: [[{{page}}]] |?owl:someValuesFrom
|mainlabel=-|format=list|link=none}}

• For each such a restriction, parse its “on property” and “on class” values, use
Template:CNL. Rabbit.getLabel to get their natural language labels, and
generate an Rabbit sentence using the Rabbit grammar. For instance, for the example in
the last subsection, we will have “Every Father has child Person.”.
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Fig. 4. A property represented in the Rabbit CNL

A meta-model template like
Temp late:NamedClass may call
a CNL generation template, such
as Template: CNL.Ace.Concept
(which in turn calls other templates
to construct all CNL sentences about
a specific class). Thus, users will get
CNL description of a knowledge state-
ment whenever the statement is con-
structed by form-base editing or by
importing from an external ontology.
Fig. 4 shows such a CNL generation re-
sult about a property in an ontology in
the Rabbit CNL.

4.3 User Interface

Furthermore, structured data representation in SMW also allows user interface
construction. This is again facilitated by (semantic) templates.

Controlling Page Layout. Similar to conventional wikis, templates in semantic
wikis play important roles in controlling page layout. For example, Template:
Property controls look-and-feel of a property, such as

• Content organization (e.g., as tables), color schema, font size and other visual
elements of a page;
• Linking to the editing interface;
• CNL statements in selected CNL languages, each in a separate table section.

Different from conventional templates, a template in SMW is able to use semantic
queries so that content from other pages can also be displayed on the page in ques-
tion. In addition, by separating text content and semantic content of a page, SMW is
able to partially reuse a page’s content, and does not need to keep the original layout
of the content of other pages. Those features are not available by conventional page
inclusion in MediaWiki.

Light-weight GUI. Using semantic queries, structured information across multiple
pages can be aggregated on one page with graphical representation. One such practice
on the CNL Wiki is query-based class hierarchy tree. The template Template:GUI.
Tree defines a recursive query that fetches class inclusion relations from a root class
in a specified ontology. For example, the following script will create a tree presentation
of all subclasses of Animal in the “Rabbit Ontology”.

{{GUI.Tree |root=Category:Animal |ontology=Rabbit Ontology }}

We believe this approach can be extended to support displaying other types of GUI
elements, such as toolbar, list and menu bar.
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Form Generation. By utilizing the “Semantic Forms” extension of SMW, some tem-
plate instances can be edited using a form-based interface. Generation of such forms
can be automated from the template definition. Thus, having the template-based OWL
meta-model immediately provides us with a light-weight OWL ontology editor within
the SMW environment. Each form comprises some controls (textboxes, checkboxes, ra-
dio buttons, and so on) that support various editing operations. Auto-completion (which
may in turn involves some queries) in semantic forms allows sentence editing using
existing entities in the ontology.

5 Discussion and Related Work

5.1 Collaborative Web Application Development

A recent review [6] on the trends of Web application development has analyzed several
popular Web development models and showed how they benefit from the advance of
technologies and the evolution of user behavior. It showed that collective intelligence
can benefit not only content creation but also application development. Our semantic
wiki based model clearly exemplifies this trend by its emphasis on general-purposed,
in-browser scripting that enables users to contribute to the representational, computa-
tional and visualization capabilities of the target system. Thus, an application could be
extended in a collaborative fashion as the result of activities of multiple individuals,
e.g., by adding new information sources via the creation of client-side mediators, creat-
ing new datatypes and associated templates, and making data available to other systems
by the creation of new export formats.

A number of semantic wikis (e.g., AceWiki [10] and IkeWiki [13]) and Semantic
Web platforms (e.g., HyperDE [12,14] and social semantic desktop [2]) have been used
to support Web application development following the similar approach as we adopted
in the proposed application model. These efforts share common characteristics in that
they all allow social publishing of semantically enriched data. Our approach, different
from these efforts, provides that users can be allowed to contribute not only seman-
tically enriched data but also some data consumption scripts, both using a simplified,
easy-to-use, browser-based publishing process, to collectively build Web applications.

5.2 Users Participation

The semantic wiki based model we proposed has shown some advantages to the ex-
tant Web collaborative programming approaches, including off-browser approaches like
Concurrent Versions System (CVS), and in-browser approaches like Bespin9. The built-
in support for Semantic Web features makes our approach easier to build knowledge-
intensive applications. In addition, since the components of an application (e.g. data
structure and UI) can be all presented as wiki pages, they can be edited via the usual
wiki editing interface without requiring a special client devolvement software. This may
encourage the social participation of users in improving the application, therefore better
exploiting the network effect.

9 http://labs.mozilla.com/projects/bespin/
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We may observe in the proposed model, as in Wikipedia, a “long tail” effect [8] that,
while a large portion of edits is done by a small, core group of “elite” users, the aggre-
gation of the small numbers of edits from the majority of “common” users also con-
tributes a significant portion of contributions. It has be shown that although Wikipedia
was driven by the influence of elite users early on, there has been a shift in increasing
contribution from the common users [8]. We expect the same social participation pattern
to occur in the semantic wiki based application model: there may be an elite group that
intensively involved in designing the templates, data models and UI of the application,
while the majority of users interact mainly with forms-based entry and prebuilt queries,
but also occasionally contribute to the improvement of the application. Yet, it is notable
that this is different from the traditional programming paradigm where developers and
users are two distinctive groups. In the semantic wiki based model, the boundary of the
two groups is not absolute and the change of roles is easy.

5.3 Data Modeling

The data modeling ability in semantic wikis is a tradeoff between the complexity and
flexibility of data models. Semantic wikis extend traditional wikis with the ability to
add and query metadata thus also additional complexity in the scripting language (e.g.,
the syntax for “ask” query). However, the core extension to conventional wiki scripts is
quite small thus is relatively easy to learn. Compared with the conventional techniques
for developing Semantic Web applications, the semantic wiki approach is limited in
providing the ability to model heavy-weight semantic structure, e.g., the page-centric
representation of wiki modeling makes it sometimes hard to freely create knowledge
statements. On the other hand, this simplicity also makes the semantic wiki model easier
to learn and to use, therefore lowers the threshold for mass user participation.

It should be noted that while the demonstrated examples in the paper only use form-
based data entry from users, the semantic wiki based model does not exclude other
forms of editing, e.g., by using an ontology browser in the Halo extension10 or a video
stream editor of the MetaVidWiki extension11.

When compared with the conventional Web model where data is organized with a
pre-defined database schema, the semantic wiki based model shows a clear advantage
from its inherent support for the RDF graph model. This is evident in applications where
database schemas tend to be too rigid and too slow to evolve, as both requirement, user
expectations and data structures are often consistently changing. In semantic wiki based
modeling, relationships between data elements can be represented explicitly and trans-
parently as an RDF graph, thus making it easier for creating, extending and combining
of data, and for an application to utilize unanticipated new data source (e.g., to add a
new GeoRSS source to RPI Map), and vice versa12.

10 http://semanticweb.org/wiki/Halo Extension
11 http://metavid.org/wiki/MetaVidWiki
12 This paragraph is influence by a presentation “Drupal and the Semantic Web” by Jamie Taylor

on Jun 6th, 2009. http://bit.ly/2H5Pil



182 J. Bao et al.

6 Conclusions

In this paper, we present a light weight Web application model based on semantic wikis.
The model utilizes the data modeling, processing and presentation abilities of semantic
wikis, which enable better flexibility, socialization and inference ability in building a
Web application compared with conventional models. We illustrate our approach with
two proof-of-concept applications, RPI Map and CNL Wiki, based on Semantic Medi-
aWiki (SMW). Using the two examples, we show that semantic queries and templates
are useful building components in realizing many of the data modeling, processing and
presentation abilities of semantic wikis.

Our future work will focus on the enhancing of the mentioned prototype systems.
The extensible architecture of the two applications allows them to evolve with user
contributed scripts. For example, in CNL Wiki, we plan to add additional CNL verbal-
ization support by new sets of CNL templates, and the ontology repository management
ability by using a set of ontology templates. The ultimate goal is to better demonstrate
how to create and update an application using semantic wiki thus to encourage the adop-
tion of the proposed semantic wiki based development model.
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Abstract. This paper presents a set of guidelines to help software en-
gineers with the specification and design of large-scale semantic appli-
cations by defining new processes for Requirements Engineering and
Design for semantic applications. To facilitate its use to software en-
gineers not experts in semantic technologies, several techniques are pro-
vided, namely, a characterization of large-scale semantic applications,
common use cases that appear when developing this type of applica-
tion, and a set of architectural patterns that can be used for modelling
the architecture of semantic applications. The paper also presents an
example of how these guidelines can be used and an evaluation of our
contributions using the W3C Semantic Web use cases.

1 Introduction

A large-scale semantic application is an application that makes use of semantic
technologies and that manipulates huge quantities of heterogeneous decentralized
knowledge and semantic data presenting different degrees of quality. The appli-
cation produces and consumes its own and external data and retrieves knowledge
automatically by exploring different sources.

As a particular domain for large-scale semantic applications, the Semantic Web
is a large-scale source of knowledge that requires to design a new generation of Se-
mantic Web applications, which are very different from classic knowledge-based
systems (KBS) [1]. In classic KBS the ontologies (usually one) and instances are
bound to a particular domain. On the other hand, the next generation of Semantic
Web applications permits the execution of the applications in multiple domains,
integrates heterogeneous proprietary and legacy solutions, and makes use of big
networks of ontologies. In addition, the next generation of Semantic Web appli-
cations needs to deal with significant problems associated with the scale, hetero-
geneity, interoperability and distribution of the information processed, such as the
need for searching, accessing and integrating the appropriate knowledge accord-
ing to the task at hand [1]. These problems do not appear in the Semantic Web
but also in other knowledge management or data interpretation systems.

On the other hand, software engineers without expertise in the development
or use of semantic applications do not know how to define or implement the

A. Gómez-Pérez, Y. Yu, and Y. Ding (Eds.): ASWC 2009, LNCS 5926, pp. 184–198, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



Guidelines for the Specification and Design 185

semantic functionalities of applications, and therefore, it is difficult for them to
carry out the development process of these types of applications.

Software development methodologies are broadly used in Software Engineer-
ing and Knowledge Engineering. Nevertheless, while there are methodologies
that support the development of data models (i.e., ontologies) for semantic ap-
plications [2,3], there are no methodologies that support the development of
such applications. Since semantic applications are a subset of software applica-
tions, they could be built by applying any general-purpose software development
methodology. However, a set of guidelines that specifically deals with large-scale
semantic applications will lead to a more efficient development of these types of
applications.

Our goal in the present paper is to provide guidelines for the requirements
analysis and architectural design of a new generation of practical, large-scale
semantic applications that draw on contextualized networked ontologies, hetero-
geneous data and other knowledge-level resources. The guidelines can be easily
adapted and integrated in existing development processes by application de-
velopers whose aim is to design the architecture of semantic applications from
scratch or to include semantic components into traditional information systems.

To do so, we have extended the work presented in [4] by refining the process
and techniques presented there, and by defining a new process and technique for
designing the architecture of a large-scale semantic application.

The main research results here described are the definition of the Require-
ments Engineering and the Design processes for semantic application develop-
ment and the associated techniques for carrying out these processes, namely, a
set of questionnaires for identifying the semantic requirements of the application
being developed, catalogues of common use cases that appear when developing
these types of applications, system models for understanding the context of the
application, and patterns used for modeling the architecture of the application.

This paper is structured as follows. Section 2 presents previous work from
which the guidelines are based. Section 3 provides an overview of the guidelines,
while sections 4 and 5 detail the activities covered by the guidelines. Section 6
illustrates the guidelines with an example application, and Section 7 shows the
results obtained after evaluating the guidelines. Finally, Section 8 presents the
conclusions of this work and future lines of research.

2 Related Work

In order to elicit and analyse the requirements of a semantic application, it
is necessary to understand the characteristics that commonly appear in such
applications and the different scenarios where semantic solutions are applied.
Besides, to obtain the architectural design of large-scale semantic applications
it is also necessary to define, among others, a set of independent components
commonly used in semantic applications.

We have extracted a characterization of semantic applications regard-
ing the characteristics of this type of applications presented in [1,5,6,7]. Figure 1
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(1) Use of a single ontology or a network of ontologies
(2) Design-time or run-time ontology selection
(3) Use of generic or domain-specific ontologies
(4) Generation of new ontologies
(5) Use of internal or external ontologies
(6) Ontologies reuse and reengineering
(7) Non-ontological resources reengineering
(8) Ontologies dynamicity
(9) Centralization or distribution of ontologies
(10) Scalabitlity regarding the number of ontologies
(11) Scalability regarding the number of ontology elements
(12) Ontologies encoding heterogeneity
(13) Ability to resolve conceptual heterogeneity in ontologies

(14) Data domain dependence
(15) Data Generation
(16) Use of internal or external data sources
(17) Use of linked data
(18) Data distribution
(19) Data dynamicity
(20) Design-time or run-time data selection
(21) Data scalability
(22) Use of non-semantic data
(23) Data encoding heterogeneity

(24) Kind of semantic reasoning
(25) Sound reasoning
(26) Complete reasoning
(27) Hybrid reasoning
(28) Reasoning with contradictory data
(29) Reasoning with incomplete data
(30) Reasoning with uncertainty
(31) Distributed reasoning

(32) Interoperability with other applications

Ontologies Data

Reasoning Non-functional

Fig. 1. Characteristics of Large-scale Semantic Applications

shows the result of the analysis made. As can be observed, we have clustered
the characteristics according to the nature of the ontologies used, the data pro-
duced and consumed, the kind of reasoning applied, and other non-functional
characteristics.

In [8], the following set of scenarios for applying ontologies to appli-
cations is presented: (1) Neutral Authoring, where an information artefact is
authored in a single language and converted into a different form so that it can
be used in multiple target systems; (2) Ontology as Specification, where an on-
tology of a given domain is created and used as a basis for the specification
and development of some software; (3) Common Access to Information, where
information is required by one or more persons or by computer applications; this
information, however, is expressed in unfamiliar vocabulary or in an inaccessible
format; and (4) Ontology-based Search, where an ontology is used for searching
an information repository for desired resources.

In [9] there is a classification of the type of ontology usage in Semantic Web
applications from where several scenarios can be derived: (1) Usage as a Com-
mon Vocabulary, (2) Usage for Search, (3) Usage as an Index, (4) Usage as a
Data Schema, (5) Usage as a Media for Knowledge Sharing, (6) Usage for a Se-
mantic Analysis, (7) Usage for Information Extraction, (8) Usage as a Rule Set
for Knowledge Models, and (9) Usage for Systematizing Knowledge. The work
presented in [10] adds the scenario of Collaborative Construction of Knowledge
to those here presented.

The Semantic Web Framework (SWF) [11] is a component-based frame-
work from which Semantic Web applications can be organized and developed;
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this framework provides the skeleton for the specification of the independent
components needed for the component-based engineering of Semantic Web appli-
cations. The SWF describes the functionalities that the components of Semantic
Web applications provide and require, classifies these components, and identi-
fies the main dependences between them. The SWF components are defined at
the conceptual level and are decoupled of the technology that implements such
components.

3 Overview of the Processes Described

The main objective of the guidelines here presented is to lead application devel-
opers from the elicitation of semantic application requirements to the description
of the architecture of pure large-scale semantic applications, as well as to the
description of the semantic part of applications that include semantic compo-
nents. To achieve such a goal, we have described the Requirements Engineering
and Design processes bearing in mind the development processes defined for
Component Based Software Engineering [12] and the agile methods employed in
software development. Figure 2 shows an overview of the overall process.

During the Requirements Engineering process, the requirements of the appli-
cation must be analysed, agreed and documented. On the other hand, Design is
the process of describing the structure of the software to be implemented and
the interfaces between system components [12]. These processes cover different

Semantic Application
Architecture Document

System Models 
Catalogue

Design ProcessRequirements Engineering Process

Obtain Semantic 
Application 

Requirements
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Needs
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Requirements
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Semantic Application
Requirements

Document

Components
Identification

Semantic Application
Questionnaires

Set of Ontological Needs

Ontology Development 
Process

NeOn Methodology
for Building

Contextualized Ontology Networks

Architectural Patterns 
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Use Cases
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Ontology 
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Fig. 2. Overview of the Requirements Engineering and Design processes
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Fig. 4. Description of the Component Identification activity

activities. In this paper, however, we only provide guidelines for carrying out the
Requirements Elicitation and Analysis and Component Identification activities
included in the Requirements Engineering and Design processes, respectively.
Other activities can be carried out by following any of the current software
development methodologies. Figures 3 and 4 show a high level description of
the activities commented above. Next, we summarize each of these activities. A
complete description of the guidelines can be found in [13].
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4 Guidelines for Requirements Elicitation and Analysis

To facilitate the requirement analysis, our guidelines propose that the
requirements be divided into three different types: (1) the Non-semantic Re-
quirements gather the application requirements not related to semantic func-
tionalities; (2) the Semantic Application Requirements bring together the
software requirements that tackle the semantic functionalities of the application;
(3) finally, the Set of Ontological Needs reflects the ontological needs to be
taken into account when developing the ontologies required by the semantic ap-
plication. Such ontologies can be constructed following the guidelines given by
any ontology development methodology, as, for example, the one described in
[14]. Since any software engineering methodology supports the discovery of non-
semantic requirements, our guidelines only provide techniques for obtaining the
last two groups of requirements.

Semantic Application Questionnaires. Accompanying the guidelines, we
provide a set of questionnaires that can be used by application developers for
identifying the semantic characteristics of a given application (see Figure 1).
In these questionnaires, each characteristic is covered with one question. The
questionnaires also serve to identify the set of ontological needs and the data
sets used by application.

Use Cases Catalogue. A catalogue of use case templates is also supplied.
The catalogue describes the scenarios commonly appearing in semantic applica-
tions, such as the performance of a search based on ontologies or the semanti-
cally browsing of resources. Each template is graphically represented using UML
2.0 use case diagrams and includes detailed textual descriptions. The use case
templates have been abstracted from the scenarios analysed in Section 2 (see
Table 1). For identifying the use cases the following guidelines are provided: (1)
to select the appropriate template from the catalogue; (2) to adapt the selected
by modifying the use case information fields; and (3) to append the use case to
the application requirements.

System Models Catalogue. We also provide a catalogue of system models.
System models are graphical representations commonly used in Software En-
gineering that describe business processes, the problem to be solved, and the

Table 1. Mapping between the use cases and the scenarios analysed

State of the art scenarios
Use case Scenario in [8] Scenario in [9]
1. Query Information 3. Common access to

Information
4. Usage as a Data Schema
5. Usage as a Media for Knowledge Sharing

2. Search Resources 4. Ontology-Based Search 2. Usage for Search
3. Browse Resources 3. Usage as an Index
4. Extract Information 7. Usage for Information Extraction

6. Usage for a Semantic Analysis
5. Manage Knowledge 1. Neutral Authoring

2. Ontology as Specification
1. Usage as a Common Vocabulary
8. Usage as a Rule Set for Knowledge
Models
9. Usage for Systematizing Knowledge
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system that is to be developed [12]. In our case, the system models let ap-
plication developers to preliminarily specify the system from (1) an external
perspective, where the context or environment of the application is modelled by
showing the limits of the application and the external systems or applications
that will interoperate with the application, and (2) a structural perspective,
where the structure of the ontologies and the data processed by the application
are modelled.

The system models catalogue contains a set of basic symbols (e.g., ontolog-
ical and non ontological resources, applications) and the relationships between
these symbols, which reflect the aforementioned structural perspective of the
system. The system models will reflect the scenarios identified during the use
case identification task, which is constrained by the application characteristics.

Figure 5 shows an example of a system model template that represents mul-
tiple data sources expressed according to several ontologies or non-ontological
schemas and aligned with a shared vocabulary. The template has been obtained
from the different approaches to ontology-based integration of information de-
scribed in [15]. Figure 6 illustrates an example of an instantiation of the template
shown in Figure 5, where several data sources that conform to an ontology or
to a non-ontological schema are integrated through a shared ontology. Also in
Figure 6, there are an ontology and a set of instances that are discovered at
run-time (e.g., in the Semantic Web).

Application
query

Datasources with shared vocabulary

aligned with aligned with

Datasources with 
schema

1

Datasources with 
schema

N

Shared vocabulary

Fig. 5. Template example: Query Information with a Hybrid Ontology approach
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Fig. 6. Example of an instantiation of the system model template in Figure 5
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Fig. 7. Pattern example

For elaborating the system model we provide the following guidelines: (1) to
associate a basic symbol to each of the resources that the application will deal
with; (2) to identify the existing relationships between the basic symbols; (3)
to identify the system model templates associated to the identified use cases
and application characteristics; (4) to combine the symbols, relationships, and
system model templates in order to conform a unique system model.

5 Guidelines for Component Identification

Our guidelines are focused on obtaining the structure (i.e., the architecture) of
the semantic application using the technique explained next.

Architectural Patterns Catalogue. This catalogue provides 28 architectural
patterns that reflect common organizations of semantic-related software compo-
nents in large-scale semantic applications; the patterns were obtained from the
analysis of the architecture of existing applications such the ones described in
[11]. The components in the architectural patterns are those described in the
SWF [11]. The patterns are represented as UML 2.0 component diagrams.

During the Component Identification activity, the patterns are selected re-
garding each of the symbols, relationships and templates used to depict the
application system model.

Figure 7 shows an example of an architectural pattern used for solving the
scenario depicted in Figure 5. In the pattern, the Semantic Query Editor com-
ponent takes care of all issues related to the user interface. The Semantic Query
Processor component is in charge of all the issues related to the physical pro-
cessing of a query, while the Query answering component is responsible for all
the issues related to the logical processing of a query. The Query Dialog compo-
nent implements the Query Information use case logic, and the Query Facade
component provides the operations to meet the use case responsibilities.

6 Example

This section presents an example of how to carry out the Requirements Elicita-
tion and Analysis and Component Identification activities; the example is drawn
from a fictitious case study whose Business Requirements are explained next:
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A logistics company has proved that setting dynamic shipment routes will
decrease their shipment risks and delivery time, while it will increase its income
due to factors such as weather, transport companies availability and fares, etc.

The company wants to upgrade its system to enable intelligent search of
optimal routes. To do this, the system will take into account weather infor-
mation coming from different Internet providers and information owned by
transport companies, for example, delivery times, transportation costs, and
availability of service for a certain route stretch. The candidate routes are
obtained from maps available on the Web. Besides searching for the most ad-
equate routes and transport companies, the logistics company wants to make
use of the aforementioned integrated information to provide its clients with
real time tracking of their shipments.

The information that the new application will use is encoded according to
different formats: the weather information providers expose their information
as instances expressed according to a given ontology; the transport compa-
nies provide a set of XML resources to facilitate the interoperability with the
logistics companies; and the maps are published in the Semantic Web for-
mats. Additionally, the logistics company will also use information stored in a
relational database included in its own information system.

The logistics company works with several known transport companies. The
information about weather previsions will be discovered at run-time and inte-
grated with the rest of the information.

6.1 Requirements Elicitation and Analysis Activity

This subsection presents how to carry out the three first tasks of a Requirements
Elicitation and Analysis episode starting from the Business Requirements.

Task 1. To Identify the Use Cases. The development team starts by identi-
fying the use cases and then finding the two use cases that are shown in Figure 8.

The purpose of first use case, Obtain Optimum Route, is to identify the inter-
actions between the logistics company and the different external systems when
an optimum route is obtained, whereas the purpose of the second use case, Track
Shipment, is to show the interactions between the customer of the logistics com-
pany with the system and the interactions of the system with the external infor-
mation provider systems. Both use cases can be seen as realizations of the use

System

Logistics
Company

Obtain Optimum 
Route

<<actor>>
Weather Information 

Provider System

Track Shipment

Customer

<<actor>>
Cartography Provider 

System

<<actor>>
Transport Company 

System

<<actor>>
Logistics Company 
Information System

Fig. 8. Use cases identified for the sample case study
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case template Query Information, contained in the catalogue. The template in
the catalogue has to be instantiated by identifying the primary actor and the
stakeholders, including the external systems, and by modifying the flow specified
in the template.

Task 2. To Identify Application Characteristics and Ontological Needs.
As previously seen, the set of characteristics that commonly appear on semantic
applications is intended to help developers to identify the semantic requirements
of the application under development. To answer the questionnaires, developers
are not required to master semantic technologies, but, at least they should have
a minimum knowledge of such technologies.

Next, we provide part of the responses to the questionnaires and the values
obtained for some characteristics.

- Will the ontologies be identified by developers at design-time or located by
the application at run-time?

Response: “Mixed (some at design time and some at run-time)”.
Characteristic: Design-time or run-time ontology selection. Value: “Mixed”

- Will the application aggregate non-semantic data?
Response: “Yes (transport companies data and corporate database)”.
Characteristic: Use of non-semantic data. Value: “Yes”

- Will the application deal with contradictory data?
Response: “Yes (e.g. contradictory weather previsions)”.
Characteristic: Dealing with contradictory data. Value: “Yes”

Task 3. To Identify System Models. Table 2 shows the resources identified
with their associated basic symbols. Table 3 depicts the relationships identified,
obtained from the catalogue of system model templates.

As previously in Task 1, both use cases are associated to the use case tem-
plate Query Information. Therefore, the development team has chosen the sys-
tem model template Query Information with a Hybrid Ontology Approach (see
Figure 5) because of the characteristics previously discovered.

Table 2. Symbols associated to the resources used by the example application

Resource
Identifier

Resource Description Basic Symbol

Cartography
Ontology

Ontology of the cartography provider Static Ontology

Cartography
Instances

Instances of the cartography provider Static Instances

Transport
Schema

XML schema of the transport company
provider

Static Non-ontological Resource Schema

Transport Data XML data of the transport company
provider

Static Non-Ontological Resource Content

Weather
Ontologies

Ontologies of the weather information
providers

Dynamic Ontology

Weather
Instances

Instances of the weather information
providers

Dynamic Instances

Logistics DB Corporate database of the logistics
company

Non-ontological Resource Content that
Conforms to a Given Schema
Abbreviation
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Table 3. Relationships between the resources used in the example application

Resource 1 Resource 2 Relationship
Cartography Instances Cartography Ontology 1. Instances that Conform to a Given Ontology
Transport Data Transport Schema 2. Non-ontological Resource Content that

Conforms to a Given Schema
Weather Instances Weather Ontologies 1. Instances that Conform to a Given Ontology

Weather Information Providers

Logistics Company

Application

Cartography Provider

Transport Company 1

Corporate 
Database

aligned with

aligned with

query

Cartography 
Ontology

Cartography
Instances

conforms to

aligned with

aligned with

Logistics Shared 
Ontology

Transport
Schema 1

conforms to

Transport
Data 1

Weather 
Ontologies

Weather Instances
conforms to

Transport Company N

Transport
Schema N

1

conforms to

Transport
Data N

aligned with

Fig. 9. System model identified for the sample case study

As the template chosen indicates, it is necessary to create and incorporate
another ontology, having a shared vocabulary, that will be aligned with the
rest of the ontologies and schemas to facilitate information integration.
Therefore, several Aligned With relationships must be included in the system
model.

By integrating the basic symbols and their relationships with the Query In-
formation with a Hybrid Ontology Approach, the system model we obtain is the
one shown in Figure 9.

6.2 Component Identification Activity

This subsection presents how to carry out the three tasks of the Component
Identification activity, considering the use cases and system model obtained in
the previous subsection.

Task 1. To Identify Dialogs and System Facades. Within this task the
development team introduces in the architecture a system dialog and a facade
for each use case identified as specified in [16]. The dialog components implement
the logic of each use case, that is, the software that handles the dialog between
the actors of a given use case and the system. The facade components provide
operations for every step specified in the use case flow definition and are used
by the dialog components.
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Table 4. Patterns associated to the repositories used by the sample case study

Resource System Pattern
Transport Data Transport Companies 2. Data Repository
Transport Schema Transport Companies 2. Data Repository
Logistics Shared Ontology Logistics Company 1. Ontology Repository
Corporate Database Logistics Company 2. Data Repository
Weather Ontology Weather Information Prov. 3. Dynamic Ontological Resource Access
Weather Instances Weather Information Prov. 3. Dynamic Ontological Resource Access
Cartography Ontology Cartography Providers 1. Ontology Repository
Cartography Instances Cartography Providers 1. Ontology Repository

Task 2. To Identify Interfaces to Knowledge Sources. Within this task,
the developers catalogue the repositories containing the ontological and non-
ontological data that the application will use. For each ontological and non-
ontological resource reflected in the system model, its containing repository is
identified. Table 4 shows the system and patterns associated to each resource.

Task 3. To Create the Initial Architecture. The architecture shown in
Figure 10 is obtained directly by integrating all the components and patterns.
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Fig. 10. Architecture identified for the sample case study
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7 Evaluation

For evaluating our work, we have analyzed ten use cases, described in the W3C
Semantic Web Case Studies and Use Cases web page1. These test cases are
not related to the applications analysed for developing the guidelines described
in this paper. For each use case we have applied the activities and techniques
proposed in this paper to obtain (1) the characteristics of each application, (2)
the use cases that the application covers, (3) the system models, and (4) the
architecture of the application.

Figure 11 summarizes the values obtained for some characteristics of the appli-
cations analysed; it also shows how many times these values appear in the whole
set of applications. With regard to the scenarios that the applications cover, all
the use cases templates provided by the guidelines address those scenarios. Since
all the use cases described by the guidelines appear in the applications analysed,
almost all the system model templates provided by the guidelines can be used
to model the structure of some of these applications. However, with respect to
the patterns applied to build the architecture, it should be explained that not
all the patterns have been used. The reason is that some patterns described in
the guidelines are used when ontological and/or non-ontological resources are
discovered by the application at run-time, and such dynamic behaviour is not
present in the analysed applications.
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Fig. 11. Values for some characteristics of the W3C Semantic Web Use Cases

Another measure taken during the evaluation has been the time devoted to
analysing the requirements and designing each application. The result is that
the average time spent in each application is of one day (including the study of
the application description in the W3C web page and related papers or technical
reports), which is a short period of time.
1 http://www.w3.org/2001/sw/sweo/public/UseCases/

http://www.w3.org/2001/sw/sweo/public/UseCases/
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8 Conclusions

Large-scale semantic applications require different software development meth-
ods and techniques from those for classic knowledge-based systems because they
manipulate huge quantities of heterogeneous decentralized information, inte-
grate semantic and non-semantic data, and explore different sources at run-
time. Therefore, software engineers without expertise should be provided with
methodological guidelines for the development of semantic applications.

For this purpose, we have adapted the Requirements Engineering and De-
sign processes from methodologies widely accepted in Software Engineering.
This adaptation allows to design the architecture of semantic applications from
scratch and to include semantic components into traditional information sys-
tems, by integrating the activities and techniques here described into existing
application development processes. The techniques described are novel and es-
pecially oriented to the specification and design of the semantic functionalities
of an application.

The architectural patterns dealt with are not bound to a particular imple-
mentation. Therefore, after using the guidelines here presented, the application
architecture will remain independent of concrete component implementations.
Architecture realizations in particular settings are out of the scope of this paper.

The catalogues and patterns presented can be extended, and for this purpose
a collaborative space (e.g., a wiki) will be enabled to facilitate community feed-
back, extension and enrichment. The immediate lines of work include to continue
defining the rest of the development processes (i.e., Implementation, Integration
and Testing). Other future line of work is to specialize the guidelines in order to
deal with particular settings, for example, the Open Linked Data initiative.

Another extension should be to give software support to the guidelines by
building or adapting an existing CASE tool and by formalizing the processes,
activities, methods, catalogues and patterns of the guidelines with ontologies.
The purpose here is twofold: to automatically document the large-scale semantic
application development process and to support the application code generation.
For this last issue, it is necessary to define the rest of the processes and to provide
interoperable implementations of the components involved in the semantic ap-
plication. Finally, the questionnaires will be used to characterize and categorize
existing semantic applications and then to carry out an analysis of the current
panorama of semantic applications.
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Abstract. In this paper, we elaborate on an approach to construction of seman-
tic-linguistic feature vectors (FV) that are used in search. These FVs are built 
based on domain semantics encoded in an ontology and enhanced by a relevant 
terminology from Web documents. The value of this approach is twofold. First, 
it captures relevant semantics from an ontology, and second, it accounts for sta-
tistically significant collocations of other terms and phrases in relation to the 
ontology entities. The contribution of this paper is the FV construction process 
and its evaluation. Recommendations and lessons learnt are laid down.  

1   Introduction 

Search is among the most frequent activities on the Web. However, the search activity 
still requires extra efforts in order to get satisfactory results. One of the reasons is 
heterogeneous information resources and exponential growth of information. There 
are many different approaches proposing a solution for this problem. Some ap-
proaches are relying on semantic annotations (e.g., [2, 19]) by adding additional 
metadata; some are enhancing clustering of retrieved documents according to topic 
(e.g. [13]); some are developing powerful querying languages (e.g. [4]). Therefore, 
many efforts are devoted to research on improvement of information retrieval (IR) by 
the help of ontologies that encode domain knowledge (e.g. [5, 17]). 

The objective of this paper is to discuss our approach to semantic search that builds 
on a concept of feature vector (FV) and elaborate on the FV construction (FVC) proc-
ess. The approach is based on pragmatic use of ontologies by relating the concepts 
(domain semantics) with the actual terminology used in a text corpus, i.e. the Web. 
We propose to associate every entity (classes and individuals) of the ontologies with a 
FV to tailor them to the terminology in a text corpus. First, these FVs are created off-
line and later used on-line to filter, and hence disambiguate search, and re-rank the 
search results from the underlying search system. The proposal is based on a non-
supervised solution that is applicable to any ontology as long as there is some correla-
tion between the ontology and the text corpus. Moreover, the approach is independent 
from a collection of relevant documents. Possibility to use a diverse corpus (the Web) 
is the main advantage of the approach since the approach builds on word sense dis-
ambiguation by utilizing the relationships between the entities. Nevertheless, the FV 
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quality will be highly depended on both the quality of the ontology and the correlation 
of terminologies in the ontology and the text collection. 

In [15], we focused on FVs used to disambiguate search that was evaluated with 
real users. While in [17], the FVC algorithm used in Strasunskas and Tomassen [15] 
was presented. Therefore, in this paper we focus on the aspects of the components of 
FV construction algorithm that affect the feature vector quality. Furthermore, in the 
evaluation we analyse the effect of alternative techniques on the FVs. 

Moreover, many approaches build on similar artefacts as our FVs, although they 
target various application areas (e.g., ontology alignment, ontology mapping, seman-
tic search, ontological filtering), cf. [7, 9, 14, 16]. Despite they are differently built, 
this paper provides useful insights on how the process of FVC can be evaluated and 
the FV quality assessed. 

This paper is organized as follows. In section 2, related work is discussed. In sec-
tion 3, the algorithm of how the FVs are constructed and a small example of the proc-
ess are presented. In Section 4, we present the conducted experiments and explain the 
evaluation. Then in section 5, the results will be analyzed. Finally, in section 6, we 
conclude this paper. 

2   Related Work  

The focus of this paper is the construction of feature vectors (FV). Therefore, scope of 
related work synopsis provided here is limited correspondingly. In general, FVs can 
be classified in three groups, numerical, textual, and a mixture of both. Numerical 
FVs are typically used in machine learning (e.g. [10]) and are not relevant here, which 
neither is the case for approaches using mixed FVs. Textual FVs on the other hand, 
are typically based on a lexical resource like WordNet (e.g. [9]) or extracted from a 
set of documents (e.g. [1, 14, 16, 20]). The latter form of FVs is most relevant and 
will be reviewed in more details.  

There are approaches that depend on highly relevant document collections (e.g. 
[14, 16]) as distinct from our approach. Approaches that are more interesting are 
based on topic signatures. A topic signature is a list of topically related words [1]. 
There are many topic signature approaches (e.g., [1, 20]. Zhou et al. [20] propose a 
Topic Signature Language Model that is used to perform semantic smoothing to in-
crease the retrieval performance. They create topic signatures for each concept de-
fined in domain specific ontology using a highly relevant document collection. The 
topic signature terms are found by collocation. They assume that the concepts are 
unique and consequently circumvent the problem of word disambiguation. For gen-
eral domains where no ontology exists, they propose to use multiword expressions as 
topic signatures. The multiword expressions contains context in nature and are conse-
quently mostly unambiguous.  

While Agirre et al. [1] propose enriching WordNet with topic signatures using the 
Web. A concept in WordNet can contain several senses. Nevertheless, for each sense 
a set of cue-words (hyponyms, hypernyms, etc.) is used to create a highly specific 
query that is submitted to the search engine. The top 100 documents are retrieved and 
keywords are extracted. They experienced formulating the queries being the weakest 
point of their approach. The quality of the queries highly affected the quality of the 
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retrieved documents. In contrast to our approach that is not depended on a high qual-
ity query but uses clustering and domain identification, based on neighbouring enti-
ties, to find relevant documents from a set of diverse documents. 

3   Feature Vector Construction 

Every ontology entity has an associated feature vector with a set of relevant terms 
extracted from the text corpora. An ontology entity can be either a class or an individ-
ual. In this approach, we use the term entity instead of concept because a concept is 
often a synonym for a class when it comes to ontologies. Our approach associates 
feature vectors to both classes and individuals that hereinafter are referred to as enti-
ties. In this section, we will describe the process of how these FVs are constructed, 
but first a definition of a feature vector is provided. At the end of this section, an ex-
ample of the construction process is presented. 

3.1   Definition of a Feature Vector 

The development of the approach is inspired by a linguistics method for describing 
the meaning of objects - the semiotic triangle [11]. In our approach, a feature vector 
"connects" a concept (entity) to a document collection, i.e., the FV is tailored to the 
specific terminology used in a particular collection of the documents. FVs are built 
considering both semantics encoded in an ontology and a dominant lexical terminol-
ogy surrounding the entities in a text corpus. Therefore, a FV constitutes a rich repre-
sentation of the entities and is related to actual terminology used in the text corpus. 
Correspondingly, a FV of an entity e is represented as a two-tuple (see Definition 1): 

Definition 1: Feature Vector (FV) 

FVe = Se,Le | Se ∈Od ,Le ∈Dd  (1) 

Se = ei,DRei( )  

DRei
= Parentsei

∪Childrenei
∪Othersei

= ei,ek{ }⊆ E × E   

  

where Se is a semantic enrichment part of FVe that represents a set of neighbourhood 
entities and properties in an ontology O of a domain d. Le is a linguistic enrichment of 
a entity that is a set of terms (from document collection D of a particular domain d) 
with a significant proximity to an entity and its semantic neighbourhood. 

3.2   Feature Vector Construction 

The Feature Vector Construction (FVC) process is visualized in Figure 1. The algo-
rithm constitutes two phases (main steps). The first phase aims to extract and group 
candidate terms being potentially relevant to each entity. However, the candidate 
terms are not necessarily relevant to the domain defined by the ontology (terms can be 
ambiguous). Consequently, the aim of the last phase is to identify those groups of 
candidate terms being relevant to the entities w.r.t. the ontology. Finally, an FV for 
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Fig. 1. The Feature Vector construction process 

each entity is created based on the most prominent group of candidate terms for each 
entity. The result of this algorithm is a list of entities with corresponding FVs, which 
consist of terms associated to both the entities and the domain terminology (Eq. 1).  

The FVC algorithm is designed to be flexible in the sense that it can be tailored to 
the intended usage of the FVs as well as the different quality of the ontologies. Con-
sequently, the algorithm provides several options at each step. The effect of some of 
these options is evaluated in section 4 and 5, while detail description follows below. 

Step 1: Search and cluster 
This step constitutes four sub-steps where the aim is to extract candidate terms that 
are relevant to each entity. The candidate terms are grouped and then, in Step 2, fur-
ther processed to identify which of the candidate groups being most relevant to the 
domain of interest defined by the ontology. 

Step 1.1: Compose entity query 
In this step, a search query is prepared for each entity while the actual search is per-
formed in Step 1.2. The query is based on the entity label with an option to include 
relevant neighbouring entities and/or keyword(s) (more of this Section 4.2). Here we 
aim at creating a query that reflects on the ontology by considering closest neighbours 
of a particular entity. 

A parent of a class is defined to be its super class, while a parent of an individual is 
the class the individual being an instance of. A child of a class is defined to be its sub 
class or individual, the latter if it does not have a sub class. An individual does not 
have a child. Finally, other neighbouring entities are any other object property defined 
in OWL. The motivation behind expanding the initial query with neighbouring enti-
ties is to create a query that reflects both the ontology and the relationship of each 
entity to other neighbouring entities. 

Larger ontologies tend to include several minor domains. By experimentation we 
found that for diverse ontologies, like the Wine1 ontology that also imports the Food2 
ontology, it can be beneficial to add keyword(s) that represents the overall subject 
domain. The result of using keyword(s) is less unique and more homogeneous FVs 
while omitting keywords would create FVs that are more unique and more true to the 
local variances in the ontology. 

Step 1.2: Entity based search 
The query for each entity created in Step 1.1 is used to retrieve candidate documents 
for each entity. Any search engine can be used in this step. Currently, Yahoo! and 

                                                           
1 Wine, http://www.w3.org/2001/sw/WebOnt/guide-src/wine.owl 
2 Food, http://www.w3.org/2001/sw/WebOnt/guide-src/food.owl 
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Google (for searching in Web documents) and Nutch3 (for searching in local docu-
ments) are supported. In the experiments described in Section 4 Yahoo! is used. The 
retrieval session is keyword-based. 

Step 1.3: Contextual key-phrase extraction 
For each document a set of key-phrases and keywords is extracted, hereinafter re-
ferred to as key-phrases. First, a part of speech (POS) tagger is used to tag the re-
trieved documents (snippet or full text). In the experiments described in Section 4 we 
have selected to use FastTag4, because it is fast and by experiments found it to per-
form adequate on Web documents and snippets with diverse quality. 

Then a set of tagging rules (39 rules), inspired by Justeson and Katz [8], is applied. 
Based on these rules a set of candidate noun key-phrases are extracted. However, only 
those key-phrases within what we call a contextual window are extracted. A contex-
tual window is a frame of a specified size surrounding a keyword (in the experiments 
described in section 4 a window of size 50 is used). If a keyword appears several 
places in the document then more windows are created. Each key-phrase is stemmed 
to remove duplicates by finding their common root. If a duplicate is found then the 
frequencies are summed up and the duplicate removed. Finally, those candidate  
key-phrases above a specified frequency threshold (dependent on the document 
length) are kept and stored in the document feature vector (DFV) of the corresponding 
documents. 

Step 1.4: Cluster search results 
In order to identify (discriminate) different subject domains within the documents 
found for each entity, clustering techniques are used. Recall that the retrieval session 
is keyword-based (Step 1.2) consequently the terms (entities) can be part of many 
different domains. Clustering allows us to find these different domains. Currently the 
Lingo [12] algorithm is used since it performs well for both snippets and full-text 
documents. The result of this step is a set of clusters for each entity. In addition, for 
each cluster a cluster feature vector (CLFV) is created. A CLFV is a combination of 
all the DFVs of a cluster. In the following step, we deal with selecting the relevant 
cluster w.r.t. the domain of interest. 

Step 2: Identify and construct 
This step is constituted of two sub-steps and aims at identifying the most relevant 
clusters w.r.t. the ontology and create the final feature vectors. 

Step 2.1: Identify domain relevant clusters 
A problem at this stage is to identify the correct subject domain, that is, the most 
relevant clusters found in Step 1.4 w.r.t. the ontology. Therefore, we compute the 
similarity between the cluster feature vectors of an entity with the CLFVs of the se-
lected neighbouring entities. In order to find the most prominent cluster, an entity 
must have at least one neighbour otherwise this check would fail. The neighbouring 
entities are grouped according to their relation type, as in Step 1.1, i.e., parents, chil-
dren, and other entities. 

                                                           
3 Nutch, http://lucene.apache.org/nutch 
4 FastTag, http://www.markwatson.com/opensource/ 
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Commonality (i.e. high similarity) here identifies the document sets (clusters) be-
ing relevant to the domain of our interest. The hypothesis is that individual clusters 
having high similarity with neighbouring entities are with high probability of the 
same domain defined by the ontology. This hypothesis is backed up with observed 
patterns of collocated terms within the same domain, and consequently different do-
mains will have different collocation pattern of terms. However, the similarity of 
clusters depends a lot on the quality of the ontology, especially on semantic distance 
between the different entities. 

The result of this step is a Domain Relevance Measure score for each cluster of an 
entity. The relations of each entity are given different weighting according to  
Definition 2. 

Definition 2: Domain Relevance Measure (DRM) 
Let S = {S1, S2, S3} = {parents[e], children[e], other[e]}, ci ∈ {clusters[e]}, and ck ∈ 
{clusters[Sj]} 

DRM e,ci( )= 1

n j

w jS jsim ci,ck( )
k=1

n j

∑
j=1

3

∑  (2) 

where DRM(e, ci) is the Domain Relevance Measure for entity e and cluster ci of e. wj 
is a weight factor set to a default value of 1, and Sj is either 1 if Sj is true or 0 if Sj is 
false. Further, nj is the number of clusters of each neighbouring entity defined in S. 

Step 2.2: Construct feature vector 
The cluster with the highest DRM score, calculated in Step 2.1, is selected for each entity. 
The step of creating the final FV for the selected cluster can either be based on the already 
created CLFV of that cluster (Step 1.4) or a deeper analysis of the documents of the se-
lected cluster can be done. In the experiments described in section 4, the CLFVs were 
used. 

3.3   Feature Vector Construction Example 

In this section, a small example is presented to illustrate the steps of the Feature Vec-
tor Construction algorithm described in Section 3.2.  

Step 1.1: Create entity query 
In order to better illustrate the purpose of the clustering (step 1.4) and the identifica-
tion of the domain relevant clusters in step 2.1, the illustrative query for the entity 
Jaguar, seen in Figure 3, is: <jaguar> 

Step 1.2: Entity based search 
The query created in Step 1.1 is submitted to Yahoo! Search and the three top ranked 
documents (of 30 used in this example), as of 18th of April 2009, are shown in  
Table 1. Not surprisingly was Jaguar the car brand most popular for the moment (23 
of 30 top ranked), then panther (5/30), perfume (1/30), and vodka (1/30). 
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Fig. 2. A small fragment of the Animals5 ontology, where the Jaguar entity is highlighted and 
used in this example 

Table 1. Top three search results for jaguar 

1. Jaguar 
Official site of Jaguar featuring new models and local dealer information.  
http://www.jaguar.com 
2. Jaguar US – Home 
Jaguar USA official website ... Build Your XK. Find Your XK. Locate a Dealer. Build Your Jaguar. Find 
Your Jaguar. Request Brochure ... 
http://www.jaguarusa.com 
3. Jaguar - Wikipedia 
The jaguar, Panthera onca, is a big cat, a feline in the Panthera genus. It is the only Panthera found in the 
Americas. The jaguar is the third-largest feline after the tiger and the lion, and the largest and most power-
ful... 
http://en.wikipedia.org/wiki/Jaguar 
… 

Table 2. A text fragment from the third search result (Table 1) is shown at the top and a set of 
corresponding extracted key-phrases for the whole document is seen at the bottom 

Text fragment of the third search result (Table 1) 
"The jaguar, Panthera onca, is a big cat, a feline in the Panthera genus. It is the only Panthera species 
found in the Americas. The jaguar is the third-largest feline after the tiger and the lion, and the largest and 
most powerful feline in the Western Hemisphere.…" 
Extracted key-phrases from the whole page 
cat (17), culture (11), habitat (13), jaguar (136), panthera (11), population (11), prey (19), range (20), 
species (27), state (11) 

 

Step 1.3: Contextual key-phrase extraction 
For illustration purposes, only a small text fragment is shown in Table 2 to illustrate 
the contextual key-phrase extraction process. The contextual window was of size 50. 
Typical noise in the documents, like menus, is removed. For instance, Wikipedia 
documents got start content and end content tags, which are utilized, and hence 
only the text between theses tags is processed. 

Step 1.4: Cluster search results 
We used the Lingo clustering algorithm. The full text documents were used. Four 
clusters were created for the jaguar entity as shown in Table 3. 
                                                           
5 Animals, http://nlp.shef.ac.uk/abraxas/ontologies/animals.owl 
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Table 3. FVs for clusters found for the jaguar entity 

Cluster#1={advice car (4), auto insurance (4), auto show (2), calculators true cost (1), car (94), chevrolet 
(4), compact awd sport sedan (2), company (13), detailed jaguar (6), drivetrain engine (2), econ msrp (2), 
engine (12), engine trans (2), flagship 4-door sedan line (2), ford (10), information jaguar (2), information 
pictures (6), invoice (14), invoice price (4), jaguar (197), land rover (7), line (3), low dealer price (4), 
market value (2), midsize sport sedan (2), model (23), model name (6), motor (7), motor company (6), msrp 
(16), price (8), quotes inside line (1), review (17), saloon (8), search sitemap company privacy (1), sedan 
(17), select (4), series jaguar (5), sports (8), stars (14), style (5), system premium sound system (1), terms 
(1), tips advice (3), trans fuel (2), truck (29), trucks tips advice (1), xj-series (3), yahoo autos (8), zip (4)}
Cluster#2={accolades (2), conditions (2), contact (2), dealer (1), disclaimer international sites (2), features 
(2), gallery (2), gtr company (2), international sites faq (2), jaguar (2), ownership quality highlights (2), pre-
owned (2), privacy policy (2), profile site (2), request brochure (1), site (2), sites faq gtr (2), site map (2), 
specs (2), terms (2)}
Cluster#3={cat (26), culture (11), habitat (13), jaguar (164), panthera (11), population (11), prey (19), 
range (20), species (27), state (11)}
Cluster#4={accessories (5), blue grass (1), blvd louisville (2), brake (7), car (10), careers (1), contact info 
links (1), deal (1), department (1), exterior jaguar (3), fax (1), genuine (10), genuine parts order (1), inven-
tory (1), inventory pre-owned inventory (1), jaguar (204), jaguar blue (1), jaguar brake (5), jaguar fuel (5), 
jaguar jaguar (71), land rover (2), news (2), order parts service (1), part (24), parts catalogaccessories 
catalogjaguar (1), part number (13), parts service schedule (1), phone (1), pre-owned (1), pre-owned inven-
tory events (1), rotor part number (2), rover jaguar (1), saab land (1), service (1), service contact (1), service 
schedule service contact (1), serviceservice (1), shop jaguar (3), specials events news (1), specialsparts (1), 
specialsservice (1), specialsservice department (1), system (12), technivision (1), tool (4), type (10), up-
coming events news (1), vehicle (10), wagner (1), wagner jaguar (1)}  

Table 4. Cluster DRM for the entity Jaguar 

Cluster # 3 1 2 4 
DRM 0,070 0,011 0,000 0,000 

Step 2.1: Identify domain relevant clusters 
By calculating the similarity with the clusters of the neighbouring entities of Jaguar, 
which are Felidae (super-class) we can identify the relevant cluster for this domain. 
In this case, Cluster#3 had the highest similarity (see Table 4) with a DRM score of 
0,070. This cluster is therefore selected as the candidate cluster for the construction of 
the feature vector to be done in the next step. 

Step 2.2: Construct feature vector 
The last step for the Jaguar entity is to create the final entity feature vector, which in 
this example will be the same as the CLFVs for Cluster#3 as seen in Table 5. At this 
stage, we could do a more thorough analysis of the cluster documents to improve the 
quality of the feature vector even further. 

Table 5. The final fv created for the Jaguar entity 

Jaguar={cat (26), culture (11), habitat (13), jaguar (164), panthera (11), population (11), prey (19), 
range (20), species (27), state (11)} 

4   Experiments 

We have conducted a set of experiments (described in Section 4.2) to validate the fea-
ture vector construction algorithm discussed in Section 3. The goal of the experiments 
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is to measure the sensitivity both w.r.t. some of the components of the approach and 
some ontologies of different granularity (presented in Section 4.1). We are using Nor-
malized Google Distance (NGD) (described in Section 4.3) and two additional meas-
ures to get a representative value of the feature vector quality. In Section 5, we will 
present and discuss the results of the experiments. 

4.1   Ontologies 

FVs’ construction is semantics based and heavily relies on ontologies. Consequently, 
we would like to measure the effect of ontologies of different granularity. We have 
chosen three ontologies that have been used in our earlier experiments [18]. All the 
ontologies are formalized in OWL DL. Next, short descriptions of the ontologies6 are 
provided: 

Animals ontology: this little ontology classifies some species, does not contain any 
individuals, and has only hierarchical properties. The original ontology is adapted to 
be more correct w.r.t. biological classification. The ontology was selected to see the 
effect of applying the approach on a typical taxonomy. 

Travel ontology: A bit more advanced compared to the Animals ontology by hav-
ing individuals and some object properties. This ontology is classified in this work as 
a lightweight ontology. 

Wine ontology: Even more advance than the Travel ontology with more individuals 
than classes and many relations. This ontology was originally constructed to test rea-
soning capabilities. Maybe as a result, the ontology contains some entity labels that 
are not found elsewhere (e.g. the entity McGuinnesso is according to the ontology a 
winery; however a search with Google provides no results). Consequently, there will 
be several entities that will not be populated with this ontology. This ontology can 
indicate the robustness of this approach and is classified in this work as advanced. 

We have selected not to include any large or heavyweight ontologies in this ex-
periment since we believe that larger ontologies will not provide any significant new 
insight except of processing time, which is not the focus of this evaluation. 

The key characteristics of the ontologies are displayed in Table 6. The evaluation 
has restrictions as follows: 

• All OWL object properties are treated as other relations. 
• Disjoint classes as a feature are ignored since we do not consider siblings in this 

evaluation. 
• The following equality features are ignored: equivalentClass, sameAs, and 

differentFrom. 
• No reasoner is used. A reasoner can be used to extract more relationships be-

tween the entities than are available without using a reasoner. These additional 
relationships can be utilized to improve the FV quality. 

• The maximum length of the FVs has been set to 30. In earlier experiments [18], 
the average FV length was 24±3. 

 

                                                           
6 The ontologies used can be found here: http://folk.ntnu.no/steint/ontologies/ 
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Table 6. Ontology key characteristics 

Ontology Classes Individuals Properties 
Animals 51 0 0 
Travel 34 14 6 
Wine 82 155 10 

 
• For query expansion, there have been set a limitation of maximum 3 entities from 

each of the possible neighbour relation types (parents, children, and others), that 
implies query expansion by maximum 9 entities in total. 

4.2   Experimental Configurations 

In this section, we will describe the experiments and the motivation behind them. The 
conducted experiments are summarised in Table 7. Next, we briefly describe each of 
the experiments. 

Baseline (Bl#1, 2): A baseline was created in order to compare the results. For the 
domain identification component (Step 2.1), we selected to use parent entities for 
comparison since it must compare with at least one neighbouring entity. The baseline 
was conducted twice: at the beginning and at the end of the experiments. This was 
done in order to isolate influence of time span (see Section 5). The experiments were 
conducted in a period of one week. 

Query expansion - neighbours (Ex#2-8): We test what kind of neighbouring  
entities (parent, child, other) are optimal to include. 

Query expansion - keywords (Ex#12, 13): By populating an ontology with global 
keywords it is expected that all the FVs will have higher similarity and be less unique 
compared to omitting the global keywords. However, is this the case? 

Number of search results (Ex#14, 15): 30 search results have been set for the base-
line. Is this an optimal number and what implication has it on the FV quality? We test 
if 100 or even 200 are more optimal. We expect that more search results will have a 
positive effect on the FV quality. 

Content (Ex#9): It is expected that using full text documents will provide better 
feature vector quality than using snippets. 

Clustering - input (Ex#10, 11): The clustering algorithms used are optimized for 
processing snippets. As a result, it is assumed that using document feature vectors will 
be a better candidate than using raw full text documents. However, for snippets it 
might be better to use the raw text than creating document feature vectors since snip-
pets do in general provide little information and if only some of the key-phrases are 
extracted then even less information will be available to the clustering algorithm. 

Domain identification (Ex#16-21): It is expected that comparing with neighbouring 
entities by relation type filtering will have a major effect on the feature vector quality. 
Utilizing parents are assumed in general to have the most positive effect. 

Best practice (Ex#22): As the experiment proceeded we started to get some indica-
tions of what components and parameters that had a positive effect on the feature 
vector quality or not. Consequently, we would also like to test if a combination of 
these findings would yield the same positive effect or not. Therefore, we have  
combined some of these findings to assess the effect. 
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Table 7. Summary of the experiments conducted 
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0. Ontology
  Animals X X X X X X X X X X X X X X X X X X X X X X X
  Travel X X X X X X X X X X X X X X X X X X X X X X X
  Wine X X X X X X X X X X X X X X X X X X X X X X X
1. Query expansion
  neighbors
    parents X X X X X X
    children X X X X X
    others X X X X X
  keywords X1 X1

2. Search results
 content
    snippet X X X X X X X X X X X X X X X X X X X X X
    full text X X
  nbr of results 30 30 30 30 30 30 30 30 30 30 30 30 30 30 100 200 30 30 30 30 30 30 100

3. Clustering
 input
    document fv X X X
    text X X X X X X X X X X X X X X X X X X X X
4. Domain identification
 neighbors
    parents X X X X X X X X X X X X X X X X X X X X
    children X X X X X
    others X X X X
1 Animals ontology: 'animals'; Travel ontology: 'travel'; Wine ontology: 'wine'  

4.3   Evaluation Measures 

In this section, we will define the similarity measures used. First, we define the Aver-
age Fv Similarity (AFvS) as follows.  

Definition 3. Average Fv Similarity (AFvS) gives an indication of the uniqueness of 
the FVs. 
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where n is the number of fvs in the ontology o and sim(fvi, fvj) is the traditional cosine 
similarity measure between the two vectors. A score of zero would indicate that all 
FVs are unique. However, this is hardly possible since the approach is based on simi-
larity between the entities to be able to populate the ontology. In general we would 
like this score to be as low as possible, in order to discriminate the entity FVs. How-
ever, this depends a lot on ontology. 

Next similarity score is the Average Fv Neighbourhood Similarity (AFvNS) de-
fined as follows. 

Definition 4. Average Fv Neighbourhood Similarity (AFvNS) indicates the degree of 
overlap with neighbouring entities. 

 (4) 

where n is the number of fvs in the ontology o and m is the number of neighbouring 
entities with fvs of entity i with fvi. In this experiment, we have selected to use all the 
neighbours of an entity and do not differentiate the neighbours by weighting. As for 
AFvS this score will be highly depended on the ontology quality. Nevertheless, the 
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ideal score would depend on the intended usage of the populated ontology (e.g. when 
used in search, for a comprehensive search we would like this value to be higher than 
for a fact-finding kind of search). 

We have chosen to use the Normalized Google Distance (NGD) [6] as a measure to 
evaluate the quality of each feature vector. NGD can be used to compute the semantic 
distance between two terms. The NGD equation [6] is provided below for the clarity:  

NGD x,y( ) =
max log f x( ),log f y( ){ }− log f x,y( )

logN − min log f x( ),log f y( ){ }
 

(5) 

where f(x) denotes the number of pages containing x and f(y) for y, and f(x, y) denotes 
the number of pages containing both x and y. N denotes the "total number" of pages 
assumed index by Google, which in this experiment was set to 20 billion (at this mag-
nitude the precise amount of pages is not significant). The range of NGD is between 0 
and ∞, where 0 denotes best match. However, in practice most values are in the range 
from 0 to 1. Consequently, for the special case where NGD(x, y)>1 we set NGD(x, 
y)=1. The motivation behind this is that the distance is too large to be of any interest 
anyway. Note, for this assumption to be valid the constant N must be set to a repre-
sentative value. NGD is symmetric by definition, however searches with Google are 
not (e.g. a search for "x y" often yield different results than "y x"). We tackle this 
issue by ordering the search term (for instance, always putting the parent entity before 
a child entity). 

NGD will be used in the next similarity scores as follows. 

Definition 5. Average Fv NGD (AFvNGD) indicates the semantic distance between 
the entities and their FVs. 

AFvNGD (o) =
1

n

1

m
NGD fvni,kp j( )

j =1

m

∑
i=1

n

∑  (6) 

where n is the number of fvs in the ontology o and m is the length of the fvi and fvni is 
the name of the fvi, the entity name, and kpj are the key-phrases of fvi. Note if an entity 
got a parent then the name of the parent is also included to provide a more specific 
similarity distance (adapted from Bouquet et al. [3] that in our case is limited to the 
closest parent). FvNGD(fv) will have a score in the same range as NGD. 

Once we have found the AFvS, AFvNS and the AFvNGD measures for an ontol-
ogy the total score can be calculated. The total score is an aggregated score of the 
three measures. The total feature vector quality score is defined as follows. 

Definition 6. Fv Quality Score (FvQS) provides the overall quality of the FVs. 

FvQS(o) = α 1− AFvS( )+ βAFvNS+ γ 1− AFvNGD( ) (7) 

where α+β+γ=1 are weight factors (defaults are 1/3). The total FV quality score for an 
ontology will be in the range (0-1), where 1 indicates the best score. 
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5   Results and Analysis 

In this section, the results of the experiments are presented and analysed. Note, be-
cause of constant change of the Web corpora and update of search engines the results 
of this evaluation may vary in time. Therefore, the evaluation was conducted in a 
week to minimize the issue of results changing due to changes provided by the search 
engine providers. 

Table 8. Experimental results 

AFvS AFvNS AFvNGDS   FvQS AFvS AFvNS AFvNGDS  FvQS AFvS AFvNS AFvNGDS   FvQS
Bl#1 0,019 0,154 0,266 0,623 0,019 0,186 0,253 0,638 0,040 0,286 0,163 0,694

Bl#2 0,020 0,168 0,255 0,631 0,023 0,147 0,253 0,624 0,041 0,286 0,180 0,688
Ex#2 0,048 0,304 0,194 0,687 0,042 0,326 0,227 0,686 0,079 0,412 0,149 0,728
Ex#3 0,021 0,288 0,277 0,663 0,021 0,313 0,254 0,679 0,046 0,322 0,155 0,707
Ex#4 0,021 0,178 0,265 0,631 0,020 0,139 0,241 0,626 0,041 0,304 0,152 0,704
Ex#5 0,040 0,404 0,214 0,717 0,035 0,243 0,231 0,659 0,075 0,403 0,150 0,726

Ex#6 0,048 0,288 0,200 0,680 0,041 0,334 0,231 0,687 0,079 0,409 0,149 0,727
Ex#7 0,020 0,278 0,276 0,661 0,021 0,259 0,258 0,660 0,043 0,316 0,158 0,705
Ex#8 0,039 0,406 0,215 0,717 0,034 0,272 0,233 0,668 0,073 0,412 0,149 0,730
Ex#9 0,015 0,211 0,261 0,645 0,049 0,239 0,246 0,648 0,102 0,458 0,192 0,722

Ex#10 0,019 0,130 0,270 0,613 0,019 0,092 0,241 0,611 0,042 0,277 0,177 0,686
Ex#11 0,014 0,224 0,249 0,654 0,049 0,225 0,229 0,649 0,099 0,446 0,196 0,717
Ex#12 0,182 0,280 0,262 0,612 0,161 0,253 0,243 0,616 0,286 0,452 0,182 0,661
Ex#13 0,133 0,358 0,197 0,676 0,098 0,261 0,220 0,648 0,218 0,467 0,170 0,693
Ex#14 0,017 0,210 0,259 0,644 0,022 0,201 0,241 0,646 0,045 0,386 0,184 0,719

Ex#15 0,015 0,221 0,268 0,646 0,026 0,233 0,249 0,652 0,054 0,397 0,185 0,720
Ex#16 0,022 0,070 0,149 0,633 0,029 0,177 0,249 0,633 0,079 0,345 0,208 0,686
Ex#17 - - - - 0,014 0,195 0,192 0,663 0,048 0,293 0,268 0,659
Ex#18 0,018 0,181 0,260 0,635 0,026 0,136 0,236 0,625 0,045 0,308 0,156 0,703

Ex#19 0,019 0,180 0,259 0,634 0,025 0,132 0,226 0,627 0,043 0,307 0,152 0,704
Ex#20 0,010 0,030 0,150 0,623 0,023 0,151 0,258 0,623 0,059 0,337 0,241 0,679
Ex#21 0,018 0,172 0,231 0,641 0,023 0,137 0,234 0,627 0,042 0,311 0,180 0,696
Ex#22 0,044 0,487 0,198 0,749 0,043 0,343 0,237 0,687 0,101 0,553 0,174 0,759

Animals ontology Travel ontology Wine ontology

 

5.1   Results and Analysis 

Table 9 summarises the test results where the evaluation measures described in  
Section 4.3 were used. In total 23 experiments were conducted. The first experiment 
conducted was Bl#1 while the last was Bl#2 that are used as the baseline for the other 
experiments. In the next section, we will analyse the results. 

Table 9. Experimental analysis 

Bl#1 Ex#2 Ex#3 Ex#4 Ex#5 Ex#6 Ex#7 Ex#8 Ex#9 Ex#10 Ex#11
Animals ontology 0,0% 9,1% 5,3% 0,0% 13,8% 7,9% 4,8% 13,9% 2,3% -2,8% 3,7%
Travel ontology 0,0% 9,7% 8,7% 0,4% 5,5% 10,0% 5,7% 7,0% 3,8% -2,0% 4,0%
Wine ontology 0,0% 5,7% 2,7% 2,2% 5,5% 5,6% 2,4% 6,0% 4,8% -0,3% 4,1%
Average 0,0% 8,2% 5,6% 0,9% 8,3% 7,8% 4,3% 9,0% 3,6% -1,7% 4,0%
Standard deviation 0,0% 2,2% 3,0% 1,2% 4,8% 2,2% 1,7% 4,3% 1,2% 1,3% 0,2%

Ex#12 Ex#13 Ex#14 Ex#15 Ex#16 Ex#17 Ex#18 Ex#19 Ex#20 Ex#21 Ex#22
Animals ontology -3,0% 7,3% 2,2% 2,4% 0,4% 0,6% 0,6% -1,2% 1,7% 18,9%
Travel ontology -1,1% 3,8% 3,5% 4,5% 1,5% 6,2% 0,2% 0,5% 0,0% 0,5% 10,0%
Wine ontology -3,9% 0,7% 4,4% 4,5% -0,3% -4,2% 2,1% 2,2% -1,3% 1,1% 10,2%
Average -2,7% 3,9% 3,4% 3,8% 0,5% 1,0% 1,0% 1,1% -0,9% 1,1% 13,1%
Standard deviation 1,4% 3,3% 1,1% 1,2% 0,9% 7,3% 1,0% 1,0% 0,7% 0,6% 5,1%  
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An overview of the experiments and their percentage difference relative to the 
baseline is shown in Table 9. Since we used Bl#1 as the baseline the values for this 
experiment is set to 0. Further, since we are using the Web and depends on search 
results from a commercial search engine, where we have little control of potential 
changes that might affect the search results, we conducted the same baseline test as 
the final test of these experiments. This new baseline test is denoted as Bl#2. Conse-
quently, Bl#2 serves as deviation value and therefore subtracted from the results 
shown in Table 9. Next, we will provide some comments about the findings of the 
experiments:  

Query expansion - neighbours (Ex#2-8): Ex#8 provided in average the best results, 
and also the best results for the Animals and the Wine ontologies. However, for the 
Travel ontology Ex#8 provided the fourth best results while Ex#6 gave the best re-
sults for this ontology. It was assumed that Ex#2 in average would provide the best 
results however it turned out that it provided the third best results. If we look at both 
the standard deviation and mean results then Ex#2 yields the best results. This could 
indicate that independent of the quality of the ontology Ex#2 would be the best 
choice. 

Query expansion - keywords (Ex#12, 13): The results from Ex12# indicate that 
adding global keywords is not beneficial w.r.t. the overall FV quality score. The 
AFvS score is high for both Ex#12 and Ex#13. Ex#13 indicates an increase but  
compared to Ex#2 it is a decrease. However, as discussed in Section 3 Step 1.1,  
homogeneous FVs can be a feature that is beneficial depending on the intended usage. 

Number of search results (Ex#14, 15): In Ex#14 and Ex#15 we tested if the num-
ber of search results retrieved and processed would affect the FV quality, which  
provide to be the case with 3.4% and 3.8% respectively. More clusters are more ex-
pensive to compute. In Ex#2, the Animals, Travel and Wine ontologies took 3, 3, and 
16 minutes to process respectively while Ex#14 took in average 3 times as long to 
process and Ex#15 took 7 times as long. In this experiment we have not tried to find 
the optimal number of results to process, but just by looking at the increase of FV 
quality from 30 to 100 results versus 200 results indicate that 100 is the best candidate 
in this test w.r.t. both the FV quality and processing time. 

Content (Ex#9): The results of Ex#9 show a slight improvement with an average of 
3.0% compared to the baseline. It is uncertain if this result is optimal since we have 
experienced some difficulties using full text documents. Many sites do not allow 
direct download of Web pages for other purposes than browsing. Consequently, some 
of the documents became unavailable which would influence the quality of the FVs. 
Nevertheless, Ex#9 showed an improvement compared to the baseline. 

Clustering - input (Ex#10, 11): In Ex#11 we tested if it is more beneficial to use 
document FVs, key-phrases extracted from the full text documents, as input to the 
clustering algorithms or snippets. Ex#11 showed some improvement of using docu-
ment FVs compared to Ex#9 with only 0.4%, probably because the document FVs are 
more focused by extracting only those parts of the documents considered most rele-
vant to the search. However, when creating document FVs for the snippets, Ex#10 
showed a decrease in performance by 1.7% indicating that the snippets are best used 
as is. 

Domain identification (Ex#16-21): Not surprisingly we got more or less the same 
results as for the query expansion experiments (Ex#2-Ex#8) where using parents, 
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children, and other neighbouring entities provided the best results (Ex#21). Ex#19 got 
the same results as Ex#21 but with higher standard deviation indicating that Ex#21 
provides better results independent of the ontology quality. Ex#18 and Ex#19 pro-
vides more or less same results. For Ex#16, Ex#17, and Ex#20 the algorithm failed to 
populate most of the entities (see Table 10). In fact, for Ex#17 no entities were popu-
lated for the Animals ontology since the ontology only got super- and sub-class rela-
tionships and hence no other relations. Consequently, the results from Ex#16, Ex#17, 
and Ex#20 can be disregarded. 

Best practice (Ex#22): These experiments were conducted to test the combination 
of some of the best results from the other experiments. Both Ex#22 performed con-
siderable better that the other experiments with an increase of 13.1% and 10.6%  
respectively. 

5.2   Key Findings 

Based on the findings in the conducted experiments we conclude the following: 

(1) Query expansion: Query expansion increases the quality of the search results 
and hence the quality of the FV quality. Including the parents, children, and other 
related entities provide the best results. 

(2) Search results and (3) Clustering: Using full text documents in combination 
with extraction of the most relevant key-phrases seems to provide the best positive 
effect on the FV quality. However, this increases the processing time considerably 
compared to using just snippets (assumes this is mainly due to download of each 
page). 

(4) Domain identification: Including the parents, children, and other related entities 
seem to provide the best results when identifying the most prominent cluster candidates. 

However, these are general conclusions independent of ontology quality. The most 
important component with respect to the FV quality is the query expansion compo-
nent (Step 1.1). The parent entities are the most important neighbouring entities both 
for query expansion (Step 1.1) and when identifying the most prominent candidate 
cluster (Step 2.1). Further, utilizing the neighbouring entities when expanding the 
query yields better FV quality than using scope keywords. A high number of search 
results minimises the difference between the search engines and probably the change 
in ranking they provide over time. 

6   Conclusions and Future Work 

In this study, we have described and evaluated an unsupervised approach to feature 
vector construction. These feature vectors typically contain terms that are associated 
with the concepts reflected by the actual text corpora, i.e. the Web. We have focused 
on the aspects of the components w.r.t. both the FV quality and the ontologies used. 
Ontologies with different granularity where used, we have shown how this affect the 
quality of the feature vectors. In total 23 experiments were conducted. Based on the 
findings a set of recommendations for the construction of ontology based feature 
vectors are proposed. 
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We have also done some minor experiments with the NGD measure to assess the 
semantic distance between the entities of the ontologies used in this experiment. Pre-
liminary results indicate that there is a connection between the findings and character-
istics of each ontology used in this experiment and the NGD ontology score. This 
needs to be explored further. Therefore, one of the future tasks is to conduct a similar 
experiment with a broader set of ontologies. We need to categorize the ontologies 
according to different key characteristics to find trends relevant to the categories. 
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Abstract. Pattern based task management has been proposed as a
promising approach to work experience reuse in knowledge intensive work
environments. This paper inspects the need of organisational work ex-
perience sharing and reuse in the context of a real-life scenario based on
use case studies. We developed a task pattern management system that
supports process knowledge externalisation-internalisation. The system
brings together task management related concepts and semantic tech-
nologies that materialise the former through a variety of semantic en-
hanced measures. Case studies were carried out for evaluating the pro-
posed approach and also for drawing inspiration for future development.

1 Introduction

Recently agility has become an important requirement facilitating businesses
of large as well as small sizes to reach their goals with reduced cost and in-
creased efficiency. A major challenge presents in such a vision. The employees
should effectively share their best practice in the form of process knowledge,
also referred to as “know-how”. Process knowledge, in many cases, manifests
itself as the so-called tacit knowledge that is difficult to capture and denies
easy reuse and sharing. In real-life, we acquire “know-how” through observation
and gardened participation. Apprentices watched and learnt from their masters
while working and achieving goals together. In the modern society, although
apprenticeship still exists, its importance diminishes due to formal education
system. There is, however, an evident shortcoming of modern education. That is
while one can systematically acquire “know-what” in classroom or from online
e-learning materials, “know-how” is more situated that is bound to particular
problems and contexts and somehow proprietary to the individuals. It is not un-
common that when an experienced employee leaves an organisation, so does the
“know-how” possessed and demonstrated by this employee. One way to ensure
the sustainability of organisational “know-how” is to capture such knowledge
and make it sharable and reusable. Moreover, by sharing knowledge of problem
solving, we are able to extract and migrate such knowledge from individuals
to teams and communities, and eventually to a stage that it becomes organi-
sational knowlege. Externalising and formalising “know-how” is by no means a
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new research topic. Relevant research includes business process modelling, case-
based reasoning, etc. Yet, the not-so flourishing results of current approaches are
attributed to the rigidity of process models and the significant effort required
in constructing such models. This daunting fact immediately prompted us to
find a less formal approach facilitating process knowledge sharing. We propose
to mimic what happens in real-life. That is demonstrating process knowledge
through performing tasks (as process knowledge externalisation) and obtaining
process knowledge through copying “actions” from accomplished tasks (referred
to as process knowledge internalisation). During the externalisation phase, tacit
process knowledge is concretised by attaching each task with pertinent informa-
tion such as documents used, URLs visited, people contacted, etc. Accumulated
data are abstracted and classified into repeatable patterns. Externalised pro-
cess knowledge is not truly shared unless it is internalised again by others when
similar tasks are to be fulfilled.

1.1 Motivating Scenario: SAP ByDesignTM Support

Nowadays, Digital Divide [12] manifests itself in a totally different form. Apart
from being separated by our accessibility to the digital world (differed by how
frequent and how well we use digital devices), we are more and more divided by
how effectively we reuse and situate past experience into new problems and how
proficiently we attach to it the relevant information. This is particularly evident
when we studied the SAP ByDesignTM Support Team where work efficiency
is not solely determined by whether one has access to product documentation,
manuals, internal Wiki pages, customer discussion forum—all the information
is readily available to every employee and some is even open to public—rather
by whether she knows how to leverage such information and project it upon the
problem at hand. It is our contention that the difference in information handling
capabilities leads to potentially significant variations in productivity, creativity,
and work efficiency. When interviewing the support team in SAP, Galway, Ire-
land, we found significant difference between numbers of queries (referred to as
incidents) handled by individual staff. An important issue raised was the lack
of mechanism supporting reuse and sharing of past experiences, successful ones
especially. All the interviewees were well trained and aware of the high-level
formal procedures of dealing with incident reports. They, however, adopted dif-
ferent strategies when proceeding following the formal procedures. The difference
in strategies, consequently, impinges significantly on the outcomes of work. For
instance, some experts keep a separate record of key points when attending inci-
dents (using notepad or software tools); some organise pertinent information of
similar cases together in one file folder; some link together apparently different
cases and emphasise on their commonality. Such good practice is not normally
transferred from one expert to another and thus seldom go beyond individuals
into team knowledge.

The need of sharing and reusing experience (in terms of established process
knowledge) has been addressed previously in various contexts. This study, how-
ever, unveiled some technical barriers which, once overcome, might indeed change
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the terms of engagement. These barriers are: 1) the lack of low-cost formalisa-
tion of past experiences, 2) the lack of tools to systematically collect relevant
information against a task, and 3) the lack of more sophisticated mechanisms
for retrieving previous experiences.

1.2 Challenges and Considerations

Our user studies raised many challenges that can be, to a great extent, gen-
eralised to other situations where sharing and reuse of past problem solving
experience is a major concern. Typically, good practices are formally modelled
in workflow systems and made available to an organisation. However, workflow
systems depend on predefined models, which are expensive and rigid. This is
against our philosophy in searching for an answer to facilitating agility by cut-
ting short the normal process formalisation cycle. We, therefore, focus on one
easy-to-start approach to process knowledge sharing in terms of past problem
solving experience. Process knowledge internalisation through task pattern reifi-
cation provides an answer to our quest. Instead of formal process models, users
adopt a task pattern and situate it with information specific to a problem’s con-
text leading to the instantiation and creation of new tasks from the task pattern.
In summary, a task pattern is a carrier and externalisation of the user’s past ex-
periences. When the task pattern is applied as a template of creating new tasks,
a knowledge worker internalises the past experiences embedded therein and con-
textualises them against her problems at hand (Figure 1).

Task

Task Pattern
Abstractor
Services

Domain
Heuristics

Recommended
Instantiation

Task 
Journals

Task

Contextual
Information

Process Knowledge Externalisation

Process Knowledge Internalisation

Fig. 1. Process knowledge externalisation and internalisation

An onus of this process knowledge sharing duality is the additional effort and
heavy user interaction in the task pattern lifecycle which have raised the major
challenge of enabling the task pattern based approach. This is because knowledge
workers are usually focusing on the tasks at hand and are likely to reject the
extra work of abstracting existing tasks, e.g., contribute to task patterns, as
part of their activities. Such activities merely add more administrative overhead
for which the immediate benefit is not always clear. Hence, costs of performing
such extra work must be reduced to as low as possible. A system enhanced with
semantic technologies helped us to make a step forward in this direction.
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In the follow, we first explain the pattern-based process knowledge sharing
in Section 2 and how semantic technologies could be leveraged. In Section 3,
we propose an architecture that facilitates the synergy of defined task patterns
and bottom-up style task sharing. We detail what semantic technologies were
employed. User study was carried out whose results are summarised in Section 4.
Finally we conclude the paper in Section 5.

2 Sharing Process Knowledge as Task Patterns

The task pattern approach has been suggested in [9] as a low cost means to
capture process knowledge in knowledge-intensive work. At the heart of this
approach is the concept of dissecting process models on the level of individual
tasks and use them to record and abstract activities necessary to fulfill the
tasks. By doing so, the sharing of process knowledge becomes well focused and
grounded as sharable and reusable patterns of tasks.

2.1 Task Patterns

Hereinafter, we differentiate the concepts of tasks, task patterns, and processes
as follows: A process is a collection of structured activities (tasks) with a precise
goal to be achieved over a period of time. The activities (tasks) of a process
are partially ordered and can be further divided into finer-grained sub-tasks. A
task is an action requiring completion. A task pattern is an abstraction of tasks
replacing specific resources with abstractors. Task patterns can be instantiated
by assigning concrete instances to task resource abstractor as the abstraction of
artefacts associated with tasks.

The Task Pattern approach bottom-uply involves users in the process man-
agement without implicating them in actual process management activities. This
is done through task-oriented experience reuse or task copy transferring users’
past experiences by copying details of accomplished and successful tasks. With
task copying in mind, the next natural question is how such a copy operation
will be realised. There are two options. First, entire task structures and details
are duplicated, with the assumption that everything is implicitly relevant to the
next task context; second, the user is responsible for explicitly selecting every
detail to be copied. The former is likely to be useful for a small set of tasks. This
is because it will likely result in information overload for a user. It results in a sit-
uation which requires the user to spend potentially more effort customising the
duplicated task than to start a new one. The second option could also overwhelm
users as it requires them to consider too many details from previous tasks, thus
leading to a situation similar to that of the first. This reflection informs us that a
more helpful position to consider the reuse of past experience lies somewhere in
between these two extremes. To that end, we propose the concept of task journal
as the basis on which previous experience can be shared (Figure 1). Task journals
are the records of previous task activities and information artefacts, which are
harvested by continually monitoring the interaction between users and a task
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management system, and collecting valuable information of events during task
execution. The task history actually provides an explicit view on how the task is
completed with critical information artefacts attached to it. The transition be-
tween task, task journal, and task pattern is fully supported in the task pattern
management system (TPMS).

2.2 Supporting Task Pattern with Semantic Technologies

We investigated how existing semantic technologies are utilised in the context
of a TPMS. We would argue that although semantic technologies are not the
only solution to the challenges presenting in a TPMS, they offer unprecedent
advantages over technologies that are not semantically enhanced. This can be
seen from the followings aspects:

Firstly, semantic technologies offer machine processable meanings through
ontologies. Even though obtaining shared domain knowledge increases the over-
head, its value is evident in that i) a controlled vocabulary rooted in the ontology
helps to regulate user interface reducing random inputs from users and thus in-
creases system efficiency; ii) a common reference based on the ontology would
serve as the foundation for aligning heterogeneous data; and iii) machine pro-
cessable formalisation has a knock-on effect on automated reasoning. We are
aware of arguments in the community against the formality of predefined global
ontology due to its rigidity and the significant efforts involved therein. We, how-
ever, would like to emphasise that these would not be a major barrier in our
application domain. Nowadays, organisations from different sectors, being both
large enterprises and SMEs (Small and Medium Enterprises), have strict regula-
tions in place and exercise an organisational common vocabulary to some extent
as an effort towards organisational standards. Even though this is still far away
from a formal ontology, it is already an embryonic form with which ontologies
are considered as a natural subsequent step.

A formal ontology also demonstrates the capability of explicitly and implicitly
linking apparently isolated data “islands”. Semantic technologies increase data
linkage through well-formed logic formulae. Linking data together is important in
process knowledge capturing. One goal of process knowledge sharing is to allow
re-execution of the processes when and where it becomes necessary. In order to
do so, it is crucial to not only share the skeleton problem solving steps but also
“beef” each step up with necessary supporting evidences. For instance, when
sharing the “flight ticket booking” process, backing each individual step with
necessary organisational regulations, white papers, airline web pages, contacts
of internal people in charge of payment, contacts of travel agencies, etc., would
allow others to instantly pick up the correct process as well as how each step of it
can be achieved with what means. These connections are not always evident and
can only be established through instantiating the domain ontology with linkages
among data concretising the properties defined in the ontology.

Tasks are introduced as instances of ontology concepts and properties, coded
in RDF triples. In an organisation, archiving and easy retrieval of historical data
is important for quality assurance purposes. This practical consideration leads to



Utilising Task-Patterns in Organisational Process Knowledge Sharing 221

design requirements on the reliability and scalability of data repositories. Thus
far, semantic data (mainly RDF triples) storage has been intensively studied.
Efficient and scalable platforms include those of industrial strength (e.g. Oracle
11g, Jena SDB1) and those rooted in academic “proof-of-a-concept” prototypes
(e.g. 3Store2, Sesame3). The advantage of a purpose-built RDF triple store is
its reasoning capability and the native query language facilitating easy access to
apparently complex, intertwined RDF triples. In our scenario, RDF triple store
is the backend for task instances, resource metadata, and semantic annotations.

RDF triples in its native representation suffer from poor readability. An in-
tuitive user interface is preferable for better comprehension. In the meantime,
the user interface should support team work, as in organisations collaboration
sometimes is the key to fulfill tasks. We propose to materialise the frontend of
data repository through Semantic Wikis4. Wiki is widely used as a platform for
collecting and exchanging knowledge within communities. Collaboration is nat-
ural in Wikis in that registered users can jointly contribute to the contents of a
topic while changes are managed with versioning tools. Enhanced with machine-
processable markups, semantic wikis lend themselves to better organisation of
information held therein. In this way the semantic structure is preserved while
user interactions and information provision are better adapted to users’ needs.

Finally, established semantic technologies can be of great help in addressing
data interoperability. The so-called semantic similarity algorithms were recog-
nised as an enabling technology for aligning heterogeneous perspectives over the
same domain. Even though an organisation-wide ontology is reinforced, we still
see the needs of attending data interoperability when one compares her goals
against existing task pattern repository, retrieves established good practice and
identifies candidate resources to be associated with / instantiate task patterns.

3 The Task Pattern Management System

The proposed TPMS (Figure 2) is underpinned by a task management ontology
coded using OWL [2] as the ontology representation language. Having consid-
ered many existing approaches, we opted for the semantically enhanced wiki,
Semantic Mediawiki (SMW) [5], for its improved content management, intuitive
collaborative user interface, and smooth learning curve. Finally, we experimented
and leveraged a variety of similarity algorithms to identify suitable tasks, task
patterns, and information artefacts.

The system also consists of an shared repository for existing task patterns.
Towards the aim of reusing past experience and work structures, knowledge
workers are unlikely to consider abstracting previous tasks to task patterns as
an initial step. Therefore, we hypothesise that knowledge workers will refer to

1 http://jena.sourceforge.net/SDB/
2 http://threestore.sourceforge.net/
3 http://www.openrdf.org/
4 http://semantic-mediawiki.org
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similar ongoing or completed tasks whose goals or contexts match those of her
tasks at hand based on certain similarity measures [8], e.g. those reviewed in [7].

Since every task will differ in its context and details, the user is unlikely to
be able to use the details directly from a task pattern. Instead, we expect that
the user will be required to adapt existing task patterns to suit the context of
the new task using domain knowledge encoded in the ontology and other useful
information artefacts. For example, the user may select a document template as
the basis for a report in the new task. Or the user may involve a person for the
role suggested by the template task. This step of user adaptation through adding
contextualised information and ontological domain knowledge is therefore nec-
essary to enable the task patterns to be situated in the new work context. The
user can then decide which adapted task patterns go into her private pattern
repository and which are open to be shared with others. The adaption is effec-
tively a classification and instantiation process during which the ontology and
technologies built on top of ontologies play an important role.

3.1 Task Management Ontology, TMO

Ontology is currently considered the carrier of semantics. Its implication on our
work is two-fold. On the one hand, ontology provides the necessary formalisation
to increase data interoperability. When creating a task instance, one would im-
pose some sort of structure on the information through ontologically regulated
properties. For instance, one would normally annotate a person with names, af-
filiation, contact details, work places, etc. Such information facilitates both the
readability of human users and accessibility of software tools. On the other hand,
ontology offers inferencing capability. For instance, annotating artefacts based
on the ontology enables us to perform (semi-)automated classification.
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The central challenge of task management is providing effective task-related
information support to knowledge workers. To this end, the TMO must be highly
expressive and yet extensible to cater for ill-defined and continuously changing
knowledge-intensive work situations. Consequently, the TMO is structured in two
layers: (1) a set of concepts and resources which describe task-oriented informa-
tion and work activities and (2) an underlying set of concepts which support
the elaboration or concretisation of the more generic domain knowledge [10].
The first layer is centred around concept Task which is restricted with vari-
ous properties, e.g. title, initiator, delegated to (people), subtask, etc. The second
layer includes such concepts as People, Document, Device, etc. These concepts
are further refined with finer details. For instance, Document has WhitePaper,
StaffManual, WebPage, etc, as sub-concepts. TMO is coded in OWL [2] due to
its expressiveness, standard status, wide acceptance, and the Description Logic
(DL [1]) ready feature for reasoning.

TMO was constructed by closely working together with target users, i.e.
knowledge workers from various organisations. The evaluation of TMO was
performed through expert review in an ethnographic study carried in the con-
text of MATURE5 and as part of the system evaluation to investigate whether
the ontology facilitate a smooth integration of different functionalities of the
TPMS.

3.2 Task Pattern Abstraction and Classification

Task journals play the role of experience carriers which convey various infor-
mation during task execution. The decisive advantage of task journals is that
they provide a chronological structure to task activities. This helps users to
better understand which activities come first and which resources where used
in the context of these activities. We utilise TMO to annotate and then clas-
sify and refine the information recorded in task journals. Whenever resources
are attached to a task during its execution, a dialog box (Figure 3) is dis-
played to prompt users for annotating the resources with a list of concepts
drawn from TMO. Annotated data are then processed with DL-based classi-
fication. For instance, when performing a task, one might make contact with
a variety of individuals (introduced as instances of People) within different de-
partments. Based on annotations detailing their positions and roles, these con-
tacts are classified and abstracted as, for instance, “line manager”, “cashier”,
“accountant”, etc. Hence, who contributed to the fulfillment of previous tasks
become less important as long as the correct types of people are contacted when
one needs to carry out a similar task. Classifying information associated with
tasks facilitates the creation of task patterns. Obtaining task patterns from task
journals minimises users’ effort to provide reusable process information to oth-
ers and thus lowers one of the most important barriers in process knowledge
sharing.

5 www.mature-ip.eu
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Fig. 3. Task pattern editing environment

3.3 Semantic WiKi for Content Management

Our TPMS utilises SMW for a collaborative working environment. SMW extends
the widely used MediaWiki6 by adding machine-readable meta-data to a wiki
article. A direct result of such an extension is improved search and classification,
as well as better interoperability with other applications through importing ex-
isting ontologies and exporting contents in the standard OWL/RDF format, in
addition to retaining the ease of collaboration that any wikis offer. Meanwhile,
with an RDF interface, it is possible to query the wiki’s content using popular
query languages such as SPARQL. The advantage of such a combination is ev-
ident in the smooth learning curve for ordinary users while being sophisticated
enough to create and store machine processable semantics.

Viewing in the light of task management, the decisive advantage of applying
SMW is the combination of metadata and content handling with respect to task
patterns. The metadata provided with a task pattern are ideal for automatic
processing but less friendly for users to really understand what a task pattern is
about. The SMW approach allows users to augment task patterns with sufficient
textual descriptions that help users understand the goal and proceeding in a task
pattern while at the same time support automatic manipulation.

In the SMW, a task or task pattern is represented as an individual page with
embedded inter-page links corresponding to the properties from an ontology (in
our case the TMO). We leverage the SMW templates for nicely-formatted task
patterns (shown below).
6 semantic-mediawiki.org/wiki/MediaWiki
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{{Task
|Description= |Document abstractors=
|People abstractors= |Subtask abstractors=
|Problems and solutions= |Rating=
|Rating Comment=

}}

An exemplary “prepare case” task pattern is shown in Figure 4 which links
the task pattern with two file abstractors, one person abstractor, one subtask,
textual descriptions, etc. The person abstractor in turn restricts that only one’s
colleague can and should be contacted when carrying out case preparation. And
finally, when one instantiates a task pattern, she links a person instance to the
PersonAbstractor via Colleagues. The page Roger Smith instantiates Person
concept in the ontology with concrete values for defined properties.

Task Pattern Enrichment

1

2

1

2 Task Pattern Abstractor instantiation

Fig. 4. Instantiating task patterns in Semantic Wiki

As wikis have been widely used in different working environments, wiki-based
TPMS can easily blend into the daily working environment of knowledge workers.

3.4 Similarity Measures

One of the fundamental operations in our approach is to retrieve similar tasks
that have been successfully carried out before. In our system, we utilise different
similarity measures depending on the characteristics of the data.

String similarity. The initial task patterns are normally retrieved by com-
paring task pattern descriptions with users’ request, normally as a small set
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of keywords, e.g. “travel booking”. Existing task patterns are summarised with
plain text detailing the goal of the task pattern, features of its various abstractor
services, outcomes of the tasks, and open issues. This is done utilising established
techniques from Information Retrieval that the similarity of two pieces of tex-
tual descriptions as numeric values. The simplest form of text similarity is Edit
Distance. Free Java based string distance library, SecondString [3], is used in our
implementation.

Ontology-based similarity. Pure string similarity algorithms ignore the struc-
ture of data which in many cases provide important information. They, therefore,
are less attractive when the data in question are well structured against an on-
tology. For instance, when enriching a task pattern, users are prompted with
candidate information artefacts that could instantiate abstractors. These arte-
facts are instances of People, WebPage, Document, etc, from the TMO. Hence,
the way we understand artefacts is constrained by the ontology commitment.
When information artefacts are properly annotated using the ontology, the com-
parison is tantamount to computing instance-level semantic similarity.

Instance-level semantic similarity is addressed in ontology mapping which is
still an ongoing research. Many approaches have been proposed, implemented,
and evaluated [7]. When comparing candidates, we reuse the algorithms devel-
oped in previous projects (e.g. CROSI [4]) that compute similarities of individual
properties of task instances. The overall similarity is obtained from the similar-
ities of individual properties. This is done by utilising weighted-average with
human inputs indicating which property is more important than the others. For
instance, one might emphasise on origins, dates, or places and thus give higher
weights to these properties while others prefer the type and format of information
artefacts. The domain heuristic knowledge was elicited from domain experts with
an assumption that for a particular domain, e.g. ByDesignTM Support Team,
the importance of different attributes (as properties) of tasks should have been
and can be clarified prior to running the similarity algorithm.

Graph-based similarity. Similarity measure is needed for comparing tasks. A
task consists of sub-tasks and is associated with artefacts, being human experts
and information resources. This naturally becomes a labelled and directed graph,
G = (V, E) with nodes V corresponding to (sub-)tasks and individual artefacts
and edges E corresponding to either part-whole relationships or associations. The
easy conversion of task graphs inspires us to consider graph similarity measures.
Graph similarity has been extensively studied (c.f. [6]).

In our TPMS, a task graph is forced into a task tree. The root of a task
tree is the task itself. Children of the root are the first level sub-tasks which in
turn have their sub-tasks as child nodes. The leaves of a task-tree are artefacts
supporting the fulfillment of the task. We duplicate a piece of artefact when it
is referred to by more than one sub-task. Focusing on task trees, we can largely
ignore how a sub-task node is labelled. When two sub-tasks are supported by
the same set of evidences, we can assume, based on the closed world assumption,
they have overlapping instance data and require the same knowledge to proceed.
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This leads to a further assumption that sub-task requiring the same knowledge
can be considered as similar tasks even though they are labelled differently.
The closed world assumption is supported by two observations of our problem
domain, i.e. process knowledge sharing in organisations. First, all the supporting
evidences are shared and frequently used by a large number of employees and
thus a common understanding can be easily negotiated. Second, such a set of
artefacts is relatively stable. The creation or introduction of new information
artefacts in a mature organisation is constrained by protocols and regulations.
Hence, information artefacts that are not present are considered to be excluded
from the organisational knowledge space and from our similarity computation.
The algorithm is formalised as:

sim(t, t′) =
| γ(t) ∩ γ(t′) |
| γ(t) ∪ γ(t′) |

where γ(x) gives the set of supporting artefacts of x and t and t′ are two bottom-
level subtasks.

For pairs of inner nodes from different task trees (T and T ′), the similarity
is computed from those of their children using tree edit distance [11]. Tree edit
distance is an approximate measure computing the difference of two trees as a
numeric value between 0 and 1. Based on the TreeDiff algorithm, task tree edit
distance is defined as the minimum number of node deletes and inserts when one
task tree is transformed into another.

sim(T, T ′) =1− diff(T, T ′)
diff(T, T ′) =min {ε(S) | S is a sequence of edit operations T → T ′}

where ε(·) is the cost function mapping an edit operation to a numeric value
based on users’ preference. The initial alignment among nodes stems from the
similarity among bottom-level subtask nodes computed as above.

4 Use Case Studies

The TPMS was studied in two different use scenarios. Thus far we mainly focused
on i) the investigation of task-pattern as a general approach to process knowl-
edge sharing and ii) the applicability of semantic technologies in task pattern
management. In order to achieve the first goal, use case studies were carefully
designed so that different types of organisations were presented. More specif-
ically, one scenario was carried out in an organisation from the public sector
while the other scenario focused on the support department of a large enterprise
which regularly interacts with other departments within the same enterprise as
well as external customers. In the meantime, the two scenarios differ in that the
public sector organisation is normally in contact with individual clients with dif-
ferent types of requests while the support team’s customers are relatively stable
and predictable. The preliminary results are promising although further detailed
studies are still necessary. The second goal was achieved through observing user
behaviours so as to detect whether the use of semantic technologies distracts
users from their ordinary working activities and whether extra work incurs.
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Procedure. These studies were performed as follows:

– Presentation of the prototype, its general functionality (including a very brief
live demo) and the concept of task patterns.

– Pre-interview to determine how participants currently manage their tasks
and how they deal with recurring tasks

– Performance phase during which participants had to work in two groups: the
first group was asked to create a task, re-using information available in the
system and at the same time refining that existing information into a task
pattern. The second group was asked to create and populate another task
by finding and using the task pattern provided by the first group.

– After the performance, participants were given a post-survey questionnaire
to leave feedback and comments.

– Final discussion of the potentials of the task pattern concept in general.

Results. We first examined the acceptance of the pattern-based approach to ex-
perience and process knowledge sharing. It was evident that all the interviewees
acknowledge the significance of having a formal procedure to help them collect
past experience when starting with a new task, while they pointed out that
having the flexibility of attacking the problems in different manners is equally
important. The interviewees in general saw task pattern as a low cost approach
to facilitate process knowledge sharing, even though they have different work-
ing ethic, different regulations and are from different industrial sectors. Able to
break down an apparent complex process into manageable task patterns was well
received in both studies. During their daily work, they have both formal and less
formal process prescribing how queries should be dealt with. It would be useful
to deploy task pattern management system and then code some of these repeat-
ing queries as task patterns, thus making the sharing and reuse more flexible,
allowing for individualised execution through process knowledge internalisation.
Similar task patterns were actually identified across different industrial sectors,
such as “report writing” and “travel booking”, suggesting a wide applicability
of repeatable patterns in organisational process knowledge.

Enriching a task pattern by associating with it different resources is an impor-
tant functionality that was identified as a welcoming feature of the prototype.
A particular emphasis was made on the possibilities of using arbitrarily any
artefacts to enrich a task pattern, as all of the interviewees frequently search
internal competence management system for experts on particular subjects and
subsequently talk to them over the phone or communicate via instant messaging.
It is important to classify human experts in the same way as other information
artefacts. To this end, semantic technologies (e.g. ontologies) were credited for
making connections among data easier and more intuitive.

Usability was the most important thing raised unanimously by all the partic-
ipants. During their fast-pace daily work, a software tool should be less inter-
ruptive and blend in with the other tools used. Wikis were accepted as a more
user-friendly alternative as oppose to pop-up windows and dialog boxes. Some
of the interviewees from the public sector were particular keen on a Wiki-based
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collaborative framework as such systems had already been embedded into their
everyday working environment.

When asked for potential barriers, the participants would prefer the system to
“speak” perfectly their “language” suggesting a certain terminology gap between
the current version of TMO and some domain specific vocabulary. We, however,
would argue that instead of denying the importance of having a task manage-
ment ontology, this feedback emphasises the needs of mapping across different
industrial sectors. Due to the relatively small size of TMO and the expressiveness
of OWL, such a request can be easily accommodated by bridging new “jargons”
with existing TMO concepts or properties, using either the equivalent construct
from OWL or alternatively using SKOS7 constructs.

Another problem raised in the post-interview discussion was that people have
very different approaches to handle tasks (e.g. with respect to the granularity of
modelling the task) and thus it might be hard to share patterns in some domains.
Therefore, the application should be able to detect differences in granularity and
react to it. On the other hand it is said that even if some abstractors were not re-
usable in a particular context, the pattern (with its subtasks) could be seen as a
checklist and would always be useful in that respect for sharing useful experience
in organisations.

5 Discussion and Conclusions

In this paper, we described a semantic-enriched, task pattern based approach to
organisational process knowledge sharing and reuse. We view process knowledge
as the “know-how” that are normally not transparent to others. In order to pass
on to others, it goes through first a series of dissection and abstraction phases to
externalise knowledge possessed by individuals into “tangible” and repeatable
task patterns. We then employ a series of internalisation phases situating task
patterns into the context of new tasks transferring others’ experience to one’s
own. This operation is supported by tools and methods leveraging semantic
technologies.

The presented user studies are the initial step of evaluating the applicability
of task patterns. Though showing promising results, we acknowledge the major
issues raised by users. One of such issues is the incentive measure. Like other
systems relying on user inputs, our approach is based on the assumption that
individuals are willing to record their problem solving activities and share such
knowledge with others. Although this is still subject to further investigation, we
would argue that motivating individuals within an organisation is less challeng-
ing. Employee performance evaluation is widely adopted in organisations from
different sectors. The proposed framework is expected to increase the productiv-
ity of work and also help individual workers to identify gaps of her knowledge. It,
therefore, presents good motivation for more active involvement in pattern-based
good practice sharing and reuse.

7 http://www.w3.org/2004/02/skos/
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While, obviously, there are many important issues to address, the crux of our
immediate future work lies in the optimisation of the current TPMS and fur-
ther improvement of the user interface. Thus far, our evaluation work focused
on qualitative aspects investigating the underpinning theory of pattern-based
process knowledge sharing and its impact in an organisational setting. Seman-
tic technologies have indeed simplified the development and deployment. More
evaluations are forthcoming to focus on quantitative usability aspects.
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Abstract. Many tasks within semantic web service discovery can be
formalized as reasoning problems related to the partial ordering of sub-
activity occurrences in a complex activity. We show how the first-order
ontology of the Process Specification Language (PSL) can be used to
represent both the queries and the process descriptions that constitute
the underlying theory for the reasoning problems. We also identify ex-
tensions of the PSL Ontology for which these problems are NP-complete
and then explicitly axiomatize classes of activities for which the various
reasoning problems are tractable.

1 Introduction

Ontologies that represent complex activities (such as composite web services and
manufacturing process plans) are required for many applications of automated
reasoning. We typically need to specify the occurrence and ordering constraints
over the different subactivities; such constraints may either be explicitly repre-
sented or they may be entailed by other properties, such as preconditions and
effects.

Within domains of semantic web service discovery, resources are associated
with composite web service plans, which are partially ordered sequences of pro-
cesses. In general, such process plans may also be nondeterministic (that is,
involve different choices of sequences of processes). At any point in a web service
plan, there are multiple activities that can possibly occur next. Furthermore, dif-
ferent web service plans may have processes in common so that an object may
participate in an activity that is part of multiple plans. This scenario motivates
four queries that are relevant for the discovery and verification of semantic web
service plans, and which we will formalize later in this paper:

1. Is it possible for one activity in a web service process to occur before some
other activity?

2. Is one activity in a web service process required to occur before some other
activity?

3. Given the occurrence of some activity in a web service process, what activi-
ties are required to occur later?

4. Given the occurrence of some activity in a web service process, what activi-
ties can possibly occur next?

A. Gómez-Pérez, Y. Yu, and Y. Ding (Eds.): ASWC 2009, LNCS 5926, pp. 231–245, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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In this paper, we will focus on the formalization of these four queries as first-
order entailment problems which are related to occurrences of complex activities
and the ordering constraints on those occurrences. To achieve this objective,
we use a first-order ontology in which complex activities and their occurrences
are elements of the domain, so that web service discovery can be expressed as
entailment problems that are solved by inference techniques that are sound and
complete with respect to models of the ontology. Inference is done using the
axioms of the ontology alone, without resorting to extralogical assumptions or
special algorithms used by interpreters.

In particular, we will use the PSL Ontology to axiomatize the constraints in
the antecedents, as well as the queries in the consequents, of the entailment prob-
lems.1 Furthermore, we use the model theory of the PSL Ontology to provide
correctness theorems for the specification of the queries and the process descrip-
tions for certain classes of activities. Finally, we will define extensions of the
PSL Ontology in which two of the entailment problems are NP-complete, and
additional extensions in which these entailment problems are tractable. In this
way, tractable classes of the problems are explicitly axiomatized within the on-
tology itself, and the relationships between different assumptions can themselves
be determined by first-order theorem proving.

2 PSL Ontology

As a modular set of theories in the language of first-order logic, the Process
Specification Language (PSL) [6,7] has been designed to facilitate correct and
complete exchange of process information;2 whereas it has been adopted by the
Semantic Web Services Language (SWSL) Committee of Semantic Web Services
Initiative (SWSI)3 to specify the model-theoretic semantics of Semantic Web
Services Ontology (SWSO) ([3], [8]), one of the two major components within
Semantic Web Services Framework (SWSF) [2].

Within the PSL Ontology, all core theories are consistent extensions of a the-
ory referred to as PSL-Core, which introduces the basic ontological commitment
to a domain of activities, activity occurrences, timepoints, and objects that par-
ticipate in activities. Additional core theories capture the basic intuitions for
the composition of activities, and the relationship between the occurrence of a
complex activity and occurrences of its subactivities.

In order to formally specify a broad variety of properties and constraints on
complex activities, we need to explicitly describe and quantify over complex
activities and their occurrences. Within the PSL Ontology, complex activities
and occurrences of activities are elements of the domain and the occurrence of

1 Given the entailment problem T |= φ, we say that T is the antecedent and φ is the
consequent.

2 PSL has been accepted as an International Standard (ISO 18629) within the Interna-
tional Organisation of Standardisation. The full set of axioms in the Common Logic
Interchange Format is available at http://www.mel.nist.gov/psl/ontology.html

3 http://www.swsi.org
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relation is used to capture the relationship between different occurrences of the
same activity.

A second requirement for formalizing the queries is to specify composition of
activities and occurrences. The PSL Ontology uses the subactivity relation to
capture the basic intuitions for the composition of activities. Complex activities
are composed of sets of atomic activities, which in turn are either primitive
(i.e. they have no proper subactivities) or they are concurrent combinations of
primitive activities.

Corresponding to the composition relation over activities, subactivity
occurrence is the composition relation over activity occurrences. Given an
occurrence of a complex activity, subactivity occurrences are occurrences of
subactivities of the complex activity.

Within the PSL Ontology, concurrency is represented by the occurrence of
concurrent activities rather than concurrent activity occurrences. We use the
following relation to generalize the notion of occurrence to include any atomic
activity that is a subactivity of the activity that occurs:

(∀s, a) atocc(s, a) ≡ (∃a1) atomic(a1)∧ occurrence of(s, a1)∧ subactivity(a, a1)

Finally, we need some way to specify ordering constraints over the sub-
activity occurrences of a complex activity. The PSL Ontology uses the
soo precedes(s1, s2, a) relation to denote that subactivity occurrence s1 precedes
the subactivity occurrence s2 in occurrences of the complex activity a.

The models of the axioms of the PSL Ontology have been characterized up to
isomorphism [7]. A fundamental structure within these models is the occurrence
tree, whose branches are equivalent to all discrete sequences of occurrences of
atomic activities in the domain. Elements of the occurrence tree are referred to
as arboreal occurrences.

Although occurrence trees characterize all sequences of activity occurrences,
not all of these sequences will intuitively be physically possible within a given
domain. We therefore consider the subtree of the occurrence tree that consists
only of possible sequences of activity occurrences, which we refer to as the legal
occurrence tree. The legal(o) relation specifies that the atomic activity occur-
rence o is an element of the legal occurrence tree.

The basic structure that characterizes occurrences of complex activities within
models of the ontology is the activity tree, which is a subtree of the legal oc-
currence tree that consists of all possible sequences of atomic subactivity occur-
rences; the relation root(s, a) denotes that the subactivity occurrence s is the
root of an activity tree for a. Elements of the tree are ordered by the soo precedes
relation; each branch of an activity tree is a linearly ordered set of occurrences of
subactivities of the complex activity. In addition, there is a one-to-one correspon-
dence between occurrences of complex activities and branches of the associated
activity trees.

In a sense, an activity tree is a microcosm of the occurrence tree, in which
we consider all of the ways in which the world unfolds in the context of an
occurrence of the complex activity. Different subactivities may occur on different
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branches of the activity tree – different occurrences of an activity may have
different subactivity occurrences or different orderings on the same subactivity
occurrences (see the examples4 in Figures 1 through 5). This distinction plays a
key role in the specification of the entailment problems in this paper.

3 Formalization of the Entailment Problems

We can use the PSL Ontology to specify the queries (informally posed in the
introduction) as the consequents of first-order entailment problems. The an-
tecedent of the entailment problems will consist of the following sets of sentences:

– Tpsl : the axioms of the PSL Ontology, together with the following three
sentences:
• Activity closure (primitive and complex)

(∀a) primitive(a) ≡ (a = A1) ∨ ... ∨ (a = An))
(∀a) ¬atomic(a) ≡ (a = P1) ∨ ... ∨ (a = Pm))
where A1, ..., An, P1, ..., Pn are constants denoting activities.

• Legal Occurrence Assumption5

(∀o, a) occurrence of(o, a) ∧ atomic(a) ⊃ legal(o)
– Σpd(Pi) : the process description for the complex activity Pi, which specifies

the relationship between occurrences of the activity and its subactivities.

In this section, we first focus on the queries in the consequents of the problems,
and then define the classes of activities and process descriptions that constitute
the antecedents of the problems.

3.1 Queries

The query in the consequent of one of our entailment problems is a first-order
sentence that is satisfied by properties of the activity trees within the models
of Tpsl and process descriptions. We can apply the model theory of the PSL
Ontology to provide characterizations of the activity trees for each query that
we consider, demonstrating the correctness of the sentence with respect to the
intended properties of the activity trees. In the motivating scenarios from the in-
troduction, process plans and composite web services are represented in the PSL
Ontology as complex activities. The four particular queries that we formalize in
this paper focus on the relationship between occurrences of complex activities
and their subactivities.

To formalize the first query, we want a sentence that determines whether
the subactivity A1 can possibly occur before the subactivity A2, whenever the
4 In these examples, we adopt the convention that oa

i denotes an occurrence of the
activity a. In all of the examples, we use the primitive activities register, hotel,
airplane, payment, and train.

5 We use this assumption in the complexity analysis to focus on the intractability that
arises solely from occurrence and ordering constraints, independently of precondi-
tions and effects.
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complex activity P occurs; such a sentence is characterized by the following
result:

Lemma 1. Suppose M is a model of Tpsl ∪Σpd(P ).

M |= (∀o)root(o, P ) ⊃ (∃o1, o2)occurrence of(o1, A1)∧soo precedes(o, o1, P )∧
occurrence of(o2, A2) ∧soo precedes(o, o2, P ) ∧ soo precedes(o1, o2, P )

iff any activity tree for the complex activity P contains a branch in which a
subactivity occurrence o1 of A1 precedes a subactivity occurrence o2 of A2.

The activity tree in Figure 1 contains a branch in which the subactivity hotel oc-
curs before airplane and also contains a branch in which the subactivity airplane
occurs before hotel. In the same activity tree, there does not exist a branch
in which the payment subactivity occurs before the register subactivity. In
Figure 2, there does not exist any branch containing occurrences of both subac-
tivities airplane and train. The following lemma characterizes the sentence that
is satisfied when the subactivity A1 is required to occur before the subactivity
A2 in occurrences of the complex activity P :

Lemma 2. Suppose M is a model of Tpsl ∪Σpd(P ).

M |= (∀o, o1, o2) root(o, P ) ∧ occurrence of(o1, A1) ∧ occurrence of(o2, A2) ∧
soo precedes(o, o1, P ) ∧ soo precedes(o, o2, P ) ⊃ ¬soo precedes(o2, o1, P )

iff for any branch B in any activity tree for the complex activity P , either

1. every occurrence of the subactivity A1 in B precedes every occurrence of the
subactivity A2 in B, or

2. B does not contain occurrences of both A1 and A2.

For example, in Figure 4, the subactivity hotel occurs before payment on every
branch of the activity tree. On the other hand, there is no branch in Figure 2,
that contains occurrences of both train and airplane.

The third query from the introduction determines whether occurrences of
the subactivity A1 are followed by later occurrences of the subactivity A2 in
occurrences of the complex activity P . This sentence is characterized by the
next result:

Lemma 3. Suppose M is a model of Tpsl ∪Σpd(P ).

M |= (∀o, o1) root(o, P ) ∧ occurrence of(o1, A1) ∧ soo precedes(o, o1, P ) ⊃
(∃o2) occurrence of(o2, A2) ∧ soo precedes(o1, o2, P )

iff every occurrence of the subactivity A1 is the initial element of a subtree of an
activity tree for P that contains an occurrence of the subactivity A2.

Figure 2 illustrates this query, where every occurrence of the subactivity train
is followed by an occurrence of the subactivity payment.

The final query determines which activities can possibly occur next, given
the occurrence of some activity A1 in a process plan P . The following lemma
characterizes the sentence that defines this query:
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Lemma 4. Suppose M is a model of Tpsl ∪Σpd(P ).

M |= (∀o, o1) root(o, P ) ∧ occurrence of(o1, A1) ∧ soo precedes(o, o1, P ) ⊃
(∃a, o2) occurrence of(o2, a) ∧ soo precedes(o1, o2, P )∧
¬((∃o3) soo precedes(o1, o3, P ) ∧ soo precedes(o3, o2, P ))

iff no occurrence o1 of the subactivity A1 is a leaf of an activity tree for P .

In any proof of the above sentence with answer extraction, the variable a binds
to one of the successors of the occurrence of A1 in an activity tree for P . In
Figure 2, the next subactivity to occur after ohotel

2 is either airplane or train.

3.2 Classification of Activities

One set of sentences within the antecedent of the entailment problems is the
extension of the ontology with restricted classes of activities. Within the PSL
Ontology, complex activities are classified with respect to symmetries of their
activity trees. Concretely, these are axiomatized by mappings between the dif-
ferent branches of an activity tree or between different activity trees. In this
section we introduce the model-theoretic definitions for the classes of activity
trees that play a prominent role in this paper; their first-order axiomatization
can be found in the PSL Ontology.

Definition 1. An activity tree τ in a model of Tpsl is permuted iff for every
two branches B1, B2 ⊆ τ , there exists a bijection ϕ : B1 → B2 such that for any
activity occurrence o ∈ B1 and activity a,

〈o,a〉 ∈ occurrence of ⇔ 〈ϕ(o), a〉 ∈ occurrence of

Figure 1 shows an example of a permuted activity tree; there is a bijection
that maps the subactivity occurrences ohotel

2 , oairplane
3 , opayment

6 in the branch
B1 to the subactivity occurrences ohotel

5 , oairplane
7 , opayment

4 , respectively, in the
branch B2. Since the occurrence oregister

1 is an element of every branch, it is
mapped to itself. Intuitively, each branch of a permuted activity tree is a different
permutation of the same set of subactivity occurrences; in the example, the
same activities (register, hotel, airplane, and payment) occur on each branch,
although they occur in a different order. On the other hand, the activity tree
in Figure 2 is not permuted, since there is no mapping between the branch
containing oairplane

3 and otrain
8 .

Definition 2. An activity tree τ in a model of Tpsl is folded iff there exists
a branch B1 ⊆ τ such that for any branch B2 ⊆ τ there exists a surjection
ϕ : B2 → B1 such that for any activity occurrence o ∈ B1 and activity a,

〈o,a〉 ∈ atocc ⇒ 〈ϕ(o),a〉 ∈ atocc

With folded activity trees, the mappings between branches of the activity tree
allow occurrences of atomic subactivities to be mapped to occurrences of concur-
rent subactivities. Figure 3 shows an example of a folded activity tree; the two
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oregister
1

ohotel
2

ohotel
5

oairplane
3 opayment

6

opayment
4 oairplane

7

B1

B2

Fig. 1. Example of a permuted activity tree

oregister
1

ohotel
2

ohotel
5

oairplane
3 opayment

6

opayment
4 oairplane

7

otrain
8 opayment

9

Fig. 2. Example of a nonpermuted activ-
ity tree

oairplane
1

oregister
2 ohotel

3 opayment
4

ohotel
5 oregister+payment

6

B2

B1

Fig. 3. Example of a folded activity tree

subactivity occurrences oregister
2 and opayment

4 on the branch B2 are mapped to the
subactivity occurrence o

(register+payment)
6 , which is an occurrence of the atomic

activity whose primitive subactivities payment and register are concurrent.
Each activity tree can be associated with a partial ordering that is preserved

by the mappings between branches, so that activity trees can be classified with
respect to the relationship between this ordering and branches of the trees. This
leads to two subclasses of permuted and folded activity trees that are particularly
relevant to the specification of manufacturing process plans and semantic web
services.

Definition 3. Within a model of Tpsl, a permuted activity tree is a strong poset
activity tree iff there exists a partial linear such that there is a there is a one-to-
one correspondence between its linear extensions and branches of the tree.

Figure 4 is an example of a strong poset activity tree. The subactivities hotel
and airplane are incomparable in the partial ordering (since the ordering of the
occurrences of these two activities is not preserved on each branch), so there
are two branches in the activity tree, corresponding to the two possible linear
extensions.

Definition 4. Within a model of Tpsl, a folded activity tree is a concurrent poset
activity tree iff there is a one-to-one correspondence between branches of the tree
and the weak orderings of some set.

Figure 5 is an example of a concurrent poset activity tree. The subactivities hotel
and register are incomparable in the partial ordering, so there are two branches
in the activity tree, corresponding to the two possible linear extensions; there
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oregister
1

ohotel
2

ohotel
5

oairplane
3

oairplane
4

opayment
6

opayment
7

Fig. 4. Example of a strong poset
activity tree

oairplane
1

oregister
2 ohotel

3

oregister+hotel
4

opayment
5

opayment
6

ohotel
7 oregister

8 opayment
9

Fig. 5. Example of a concurrent poset activity
tree

is also a branch in the activity tree containing the occurrence of the activity in
which hotel and register are concurrent. Note that any concurrent poset tree
contains a subtree that is a strong poset tree.

Strong poset and concurrent poset activity trees capture the intended seman-
tics of constructs that are present in a wide variety of approaches to process
modelling, including OWL-S [11], UML activity diagrams [4], and IDEF3 [10].
In particular, strong posets are equivalent to the AnyOrder control construct in
OWL-S and the AND-junctions of IDEF3, while concurrent posets are equiv-
alent to the Split control construct in OWL-S and to forks in UML diagrams.
Nevertheless, none of these constructs can be axiomatized in their respective
formalisms, either because the underlying language lacks the expressiveness (as
with OWL-S) or the formalism lacks a language with a formal model-theoretic
semantics. For the same reasons, the relevant queries are not definable in these
formalisms.

On the other hand, the class of strong posets has a rather elegant first-order
axiomatization in the PSL Ontology that is based on the following property –
within a strong poset, there exists a one-to-one mapping between siblings and
children in the activity tree that preserves the occurrence of relation, for any
two elements that are incomparable in the partial ordering. Thus, the activity
tree in Figure 1 is not a strong poset activity tree since the next subactivity
occurrence after ohotel

2 is not an occurrence of the subactivity payment.
Concurrent posets have a similar axiomatization, with the additional condi-

tion that for any two siblings in the activity tree there exists another sibling
that is an occurrence of the concurrent activity that is composed the activities
associated with the siblings.

3.3 Process Descriptions

A process description is an axiomatization of the set of activity trees for an
activity within models of the PSL Ontology. The syntactic form of the process
description is tightly constrained by the classes of activities in the ontology.

Theorem 1. A complex activity P has a set of finite permuted activity trees iff
its process description Σpd(P ) is logically equivalent to a sentence of the form
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(∀o) occurrence of(o, P ) ⊃
[(∃o1, ..., on) occurrence of(o1, A1) ∧ ... ∧ occurrence of(on, Am)∧
subactivity(A1, P ) ∧ ... ∧ subactivity(Am, P ) ∧ O(o1, ..., on, P )∧
((∀s) arboreal(s) ⊃ subactivity occurrence(s, o) ≡ ((s = o1) ∨ ... ∨ (s = on)))]

where O(o1, ..., on, P ) is a boolean combination of soo precedes literals whose
only variables are o1, ..., on.

Proof. ⇒:
Suppose that the complex activity P has finite permuted activity trees.

Since the activity trees are finite, all of their branches are finite. Furthermore,
since there is a bijection between the branches in the tree, all branches have the
same cardinality n. Thus, each branch consists of n occurrences of subactivities
of P , so that we have

Tpsl ∪ Σpd(P ) |= (∀o) root(o, P ) ⊃ [(∃o1, ..., on) occurrence of(o1, A1) ∧ ... ∧
occurrence of(on, Am) ∧ subactivity(A1, P ) ∧ ... ∧ subactivity(Am, P )∧
O(o1, ..., on, P )

Each of these is an arboreal subactivity occurrence of an occurrence of P , and all
arboreal subactivity occurrence of an occurrence of P are elements of a branch
of an activity tree. We therefore have

Tpsl ∪ Σpd(P ) |= (∀o) root(o, P ) ⊃ [(∃o1, ..., on) occurrence of(o1, A1) ∧ ... ∧
occurrence of(on, Am) ∧ ((∀s) arboreal(s) ⊃ subactivity occurrence(s, o) ≡
((s = o1) ∨ ... ∨ (s = on)))]
⇐:
Suppose that P has the process description Σpd.

This process description entails that every occurrence of P has exactly n
occurrences of atomic subactivities of P . Therefore, each branch of an activity
tree for P has occurrences of the same set of atomic subactivities, so that we
can define a bijection between any two branches of the activity tree. Hence, the
activity tree is permuted.

For example, the process description for the activity P1 in Figure 1 is

(∀o) occurrence of(o, P1) ⊃ [(∃oi, oj , ok, ol) occurrence of(oi, register)
∧occurrence of(oj , hotel) ∧ occurrence of(ok, airplane)∧
occurrence of(ol, payment)∧subactivity(register, P1)∧subactivity(hotel, P1)∧
subactivity(airplane, P1)∧subactivity(payment, P1)∧soo precedes(oi, oj , P1)∧
soo precedes(oj , ok, P1) ∧ (soo precedes(ol, ok, P1) ≡ ¬soo precedes(ok, ol, P1))
∧((∀s) arboreal(s) ⊃ subactivity occurrence(s, o) ≡ ((s = oi) ∨ (s = oj) ∨ (s =
ok) ∨ (s = ol)))]

For folded activity trees, we have a similar, albeit weaker, result:

Theorem 2. If the complex activity P has a set of finite folded activity trees,
then its process description Σpd(P ) entails a sentence of the form
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(∀o) occurrence of(o, P ) ⊃ [(∃o1, ..., on) atocc(o1, A1) ∧ ... ∧ atocc(on, Am) ∧
subactivity(A1, P )∧...∧subactivity(Am, P )∧O(o1, ..., on, P )∧((∀s)arboreal(s) ⊃
subactivity occurrence(s, o) ≡ ((s = o1) ∨ ... ∨ (s = on)))]

where O(o1, ..., on, P ) is a boolean combination of soo precedes and equality lit-
erals whose only variables are o1, ..., on.

Proof. Suppose that the complex activity P has finite folded activity trees.
Since the activity trees are finite, all of their branches are finite. Furthermore,

since there is a surjection from the branches in the tree into a unique maximal
branch, this branch has the maximum cardinality n. Thus, each branch consists
of at most n occurrences of subactivities of P .

By the definition of folded activity trees, for each element s of a branch of
an activity tree that is an occurrence of the subactivity a of P , there exists an
element s′ of the maximal branch such that

〈s′, a〉 ∈ atocc

We therefore have

Tpsl∪Σpd(P ) |= (∀o)root(o, P ) ⊃ [(∃o1, ..., on)atocc(o1, A1)∧...∧atocc(on, Am)∧
subactivity(A1, P ) ∧ ... ∧ subactivity(Am, P )

Each element of a branch is an arboreal subactivity occurrence of an occurrence
of P , and all arboreal subactivity occurrence of an occurrence of P are elements
of a branch of an activity tree:

Tpsl∪Σpd(P ) |= (∀o)root(o, P ) ⊃ [(∃o1, ..., on)atocc(o1, A1)∧...∧atocc(on, Am)∧
((∀s) arboreal(s) ⊃ subactivity occurrence(s, o) ≡ ((s = o1) ∨ ... ∨ (s = on)))]

The additional conditions in the definitions of strong poset activities and con-
current poset activities also impose restrictions on their process descriptions.

Theorem 3. If a complex activity P has finite strong poset or concurrent poset
activity trees, then the ordering formula O(o1, ..., on, P ) in its process description
is logically equivalent to a conjunction of soo precedes literals.

For example, the process description for the activity P2 in Figure 4 is

(∀o) occurrence of(o, P2) ⊃ [(∃oi, oj , ok, ol) occurrence of(oi, register)
∧occurrence of(oj , hotel) ∧ occurrence of(ok, airplane)∧
occurrence of(ol, payment)∧subactivity(register, P1)∧subactivity(hotel, P1)∧
subactivity(airplane, P1)∧subactivity(payment, P1)∧soo precedes(oi, oj , P2)∧
soo precedes(oi, ok, P2) ∧ soo precedes(oj , ol, P2) ∧ soo precedes(ok, ol, P2)
∧((∀s) arboreal(s) ⊃
subactivity occurrence(s, o) ≡ ((s = oi) ∨ (s = oj) ∨ (s = ok) ∨ (s = ol)))]
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4 Complexity of Reasoning Problems

We can now consider the computational complexity of the entailment problems,
under the assumptions that the process descriptions axiomatize the activity trees
in the classes that we have presented above. In particular, we introduce addi-
tional assumptions to specify extensions to the PSL ontology, and then determine
the complexity of the entailment problems in these extensions.

Definition 5. The Permuted or Folded Occurrence Assumption (PFOA) is the
sentence6:
(∀o, a) occurrence of(o, a) ∧ ¬atomic(a) ⊃ (permuted(o) ∨ folded(o))

The Strong or Concurrent Poset Assumption (SCPA) is the sentence:
(∀o, a)occurrence of(o, a)∧¬atomic(a)⊃(strong poset(o)∨concurrent poset(o))

It can be shown that Tpsl |= SCPA ⊃ PFOA.
The following results show that these two assumptions are close to the bound-

ary between tractability and intractability for the entailment problems that we
have defined.

Theorem 4. Suppose the complex activity P has only finite activity trees. De-
termining

Tpsl ∪ Σpd(P ) ∪ PFOA |= (∀o) root(o, P ) ⊃ (∃o1, o2)occurrence of(o1, A1) ∧
soo precedes(o, o1, P ) ∧ occurrence of(o2, A2) ∧ soo precedes(o, o2, P )∧
soo precedes(o1, o2, P )

is NP-complete.

Proof. By Theorem 1 and 2, there are n existentially quantified activity occur-
rence variables in Σpd(P ). By PFOA, any branch of an activity tree contains
at most n atomic activity occurrences, and the maximum number of branches
in any activity tree is equal to the number of weak orderings on a set of n
points. Thus, the problem is in NP, since by Lemma 1 we need to check whether
the branch contains a subactivity occurrence of A1 that precedes a subactivity
occurrence of A2.

For folded activity trees, the proof can be found in [14], which first provides
a straightforward reduction from an instance I of Isat problem [1] in Interval
Algebra (represented as a set of precedence and/or concurrency restrictions be-
tween endpoints of intervals of the instance) into f(I), an instance of the problem
of determining the existence of a complex activity P (composed of subactivity
occurrences with corresponding soo precedes and/or conc constraints) occur-
rences. A new subactivity occurrence oi that precedes any other occurrences oj

6 permuted(o), folded(o), strong poset(o), and concurrent poset(o) are the relations
defined within the PSL Ontology to axiomatize the corresponding classes of activity
trees.
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is then added to construct a new complex activity P ′. It is obvious I is satisfiable
iff soo precedes(oi, oj , P

′).
For permuted activity trees, since all of the occurrence variables denote dis-

tinct subactivity occurrences and the ordering formulae in the process description
is a boolean combination of soo precedes literals, NP-completeness follows from
a straightforward reduction from 3SAT.

Thus, this entailment problem (whose query was characterized in Lemma 1)
is intractable even when we restrict the activities to have permuted or folded
activity trees.

If we strengthen the assumption so that we consider only strong poset or
concurrent poset activity trees, then we obtain an extension of the theory in
which the entailment problem is tractable.

Theorem 5. Suppose the complex activity P has only finite activity trees. There
exists an O(n2) algorithm to determine

Tpsl ∪ Σpd(P ) ∪ SCPA |= (∀o) root(o, P ) ⊃ (∃o1, o2)occurrence of(o1, A1) ∧
soo precedes(o, o1, P ) ∧ occurrence of(o2, A2) ∧ soo precedes(o, o2, P )∧
soo precedes(o1, o2, P )

where n is the number of existentially quantified activity occurrence variables
in Σpd(P ).

Proof. Suppose that Σpd(P ) contains n activity occurrence variables and m
soo precedes literals. By Theorem 3, we can construct a directed graph G =
〈V, E〉, where V is the set of subactivity occurrence variables occi, and (occi, occj)
∈ E iff the literal soo precedes(occi, occj , P ) is in Σpd(P ). Σpd(P ) is consistent
(and hence there exists an occurrence of P ) iff there exists a linear ordering on
the vertices in V . This can be found using a topological sort algorithm, whose
complexity is O(n+m), where the upper bound for m is n(n−1)/2 (for a complete
graph). Now, let Φ be the existential conjunction that is the consequent of the
query. We can define another process description

Σpd(P ′) = Σpd(P ) ∧ Φ

Similarly, we know that checking the consistency of Σpd(P ′) (which is equivalent
to the existence of P ′) can also be solved in O(n2) time (as n stays unchanged).
And it is straightforward to see that the existence of occurrence of P ′ implies that
it is possible that there exists a subactivity occurrence of A1 before a subactivity
occurrence of A2 in an activity tree for P .

Note that the algorithm requires a process description with a fixed set of sub-
activity occurrence variables and ordering constraints that are equivalent to a
conjunction of soo precedes literals. Although the first condition is satisfied by
all permuted and folded activities, only strong poset and concurrent poset ac-
tivities have process descriptions that satisfy the second condition.
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We can also consider the query that we characterized in Lemma 2:

Theorem 6. Suppose the complex activity P has only finite activity trees. De-
termining

Tpsl ∪Σpd(P ) ∪ PFOA |= (∀o, o1, o2) root(o, P ) ∧ occurrence of(o1, A1)∧
occurrence of(o2, A2) ∧ soo precedes(o, o1, P ) ∧ soo precedes(o, o2, P ) ⊃
¬soo precedes(o2, o1, P )

is NP-complete.

Proof. By Lemma 2, the sentence is logically equivalent to

(∀o) root(o, P ) ⊃ ¬(∃o1, o2)occurrence of(o1, A1) ∧ soo precedes(o, o1, P )∧
occurrence of(o2, A2) ∧ soo precedes(o, o2, P ) ∧ soo precedes(o1, o2, P )
Since the activity trees for P are either permuted or folded, we know that the
same set of activities occur on every branch, so that the above sentence becomes

(∀o) root(o, P ) ⊃ (∃o1, o2)occurrence of(o1, A1) ∧ soo precedes(o, o1, P )∧
occurrence of(o2, A2) ∧ soo precedes(o, o2, P ) ∧ soo precedes(o1, o2, P )
which is equivalent to the sentence in Theorem 4.

Once again, if we use the Strong or Concurrent Poset Assumption, then we have
an extension of the PSL Ontology in which the entailment problem is tractable.

Theorem 7. Suppose the complex activity P has only finite activity trees. There
exists an O(n2) algorithm to determine

Tpsl ∪Σpd(P ) ∪ SCPA |= (∀o, o1, o2) root(o, P ) ∧ occurrence of(o1, A1)∧
occurrence of(o2, A2) ∧ soo precedes(o, o1, P ) ∧ soo precedes(o, o2, P ) ⊃
¬soo precedes(o2, o1, P )

where n is the number of existentially quantified activity occurrence variables
in Σpd(P ).

Proof. We can use the algorithm from the proof of Theorem 5 to determine
whether there exists branch containing a subactivity occurrence of A1 before a
subactivity occurrence of A2 in an activity tree for P and a branch containing a
subactivity occurrence of A2 before a subactivity occurrence of A1 in an activity
tree for P . If one of these branches does not exist, then the ordering satisfied by
the other branch is satisfied on all branches.

The complexity of the entailment problems characterized in Lemmas 3 and 4 is
still open.

5 Summary

We have shown how the PSL Ontology can be used to define the antecedents and
consequents for first-order entailment problems related to the partial ordering of
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subactivity occurrences in occurrences of complex activities. The model theory
of the PSL Ontology also allows us to prove the correctness of the definitions of
the queries, as well as the correctness of the process descriptions for the classes
of activities used within this paper.

It is difficult to define these entailment problems using other process mod-
elling ontologies. Approaches such as the Business Process Modelling Notation
(BPMN) lack an ontological foundation. Ontologies such as [13] lack a model
theory. The ontologies in [5] and [11] lack axiomatizations in their respective
languages, so that we cannot formalize the queries as entailment problems. On-
tologies such as [12] and [9] provide axiomatizations, but they lack an explicit
and complete characterization of the models of the axiomatizations. These ap-
proaches also fail to make the distinction between the axioms in ontology and
the classes of sentences in the process descriptions. As a result, it is difficult to
define classes of activities such as permuted and strong poset, and we are unable
to prove the correctness of the process descriptions. Finally, approaches such as
[9] are unable to quantify over complex activities and their occurrences, which
is required by the entailment problems that we considered.

In addition to providing a model-theoretic characterization of the sentences in
the antecedents and consequents of the entailment problems, we have also defined
extensions of the PSL Ontology in which the associated entailment problems are
NP-complete and stronger extensions in which the problems are tractable. This
demonstrates that the PSL Ontology can not only be used to axiomatize the
assumptions that guarantee tractability, but it can also be used to reason about
the logical relationships among these assumptions.

There are several avenues for future work. First, we want to provide a sharper
characterization of the boundary between tractable and intractable extensions
of the PSL Ontology by finding the maximal classes of ordered activity trees
that contain the strong poset and concurrent poset activity trees and for which
the entailment problems are still tractable.

Second, there are many other classes of activity trees and activities in the PSL
Ontology which are independent of the folded and permuted activity trees; no
work has yet been done to characterize the complexity of the entailment prob-
lems with these extensions of the PSL Ontology. This includes the entailment of
ordering constraints from precondition and effect axioms.

Finally, we can apply the methodology of defining tractable extensions of
the PSL Ontology to reasoning problems including temporal projection, plan
verification, and plan recognition.
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Abstract. Semantic Web Services (SWS) aim at the automated discovery and 
orchestration of Web services on the basis of comprehensive, machine-interpretable 
semantic descriptions. Since SWS annotations usually are created by distinct SWS 
providers, semantic-level mediation, i.e. mediation between concurrent semantic 
representations, is a key requirement for SWS discovery. Since semantic-level 
mediation aims at enabling interoperability across heterogeneous semantic 
representations, it can be perceived as a particular instantiation of the ontology 
mapping problem. While recent SWS matchmakers usually rely on manual 
alignments or subscription to a common ontology, we propose a two-fold SWS 
matchmaking approach, consisting of (a) a general-purpose semantic-level mediator 
and (b) comparison and matchmaking of SWS capabilities. Our semantic-level 
mediation approach enables the implicit representation of similarities across distinct 
SWS by grounding service descriptions in so-called Mediation Spaces (MS). Given 
a set of SWS and their respective grounding, a SWS matchmaker automatically 
computes instance similarities across distinct SWS ontologies and matches the 
request to the most suitable SWS. A prototypical application illustrates our 
approach.    

Keywords: Semantic Web Services, Matchmaking, Mediation, Vector Spaces. 

1   Introduction 

The increasing availability of a broad variety of Web services raises the need to 
automatically discover and orchestrate appropriate services for a given need. Semantic 
Web Services (SWS) [11] aim at addressing this challenge on the basis of 
comprehensive, machine-interpretable semantic descriptions. However, since Web 
services usually are provided by distinct and independent parties, the actual Web 
service interfaces as well as their semantic representations are highly heterogeneous. 
This strongly limits interoperability and raises the need of mediating between SWS 
descriptions as well as the actual Web services. However, despite the importance of 
mediation for widespread dissemination of SWS technologies, approaches to 
mediation are still limited and widely ignored by current SWS matchmakers [23]. 

In this paper, we propose a two-fold SWS matchmaking approach which implicitly 
tackels semantic-level mediation during SWS discovery. Semantic-level mediation 
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refers to the resolution of heterogeneities between semantic representations of 
services – the actual SWS descriptions – as opposed to data-level mediation, i.e. 
mediation related to the structure, values or formats of input and output (I/O).  

In our vision, semantic-level mediation can be perceived as a particular instantiation 
of the ontology mapping problem. In that, we argue that semantic-level mediation 
strongly relies on identifying semantic similarities between entities across different 
SWS ontologies [21][31]. However, semantic similarity is not an implicit notion within 
existing SWS representations (e.g. based on WSMO [30] and OWL-S [22]). Moreover, 
automatic similarity-detection as demanded by semantic mediation requires semantic 
meaningfulness. But the symbolic approach – i.e. describing symbols by using other 
symbols without a grounding in the real world - of established SWS representations 
does not fully entail semantic meaningfulness, since meaning requires both the 
definition of a terminology in terms of a logical structure (using symbols) and 
grounding of symbols [14]. Current approaches to mediation usually foresee the manual 
development of rather ad-hoc one-to-one mappings or the application of semi-automatic 
ontology mapping methodologies, mostly based on identifying (a) linguistic 
commonalities and/or (b) structural similarities between entities [20][5]. Since manually 
or semi-automatically defining similarity relationships is costly, current approaches are 
thus not capable to support SWS discovery on a web scale.  

In our work, we investigate a mediation mechanism that is based on fuzzy 
similarity computations between instances as part of SWS ontologies in order to 
overcome the need for manual or semi-automatic mappings between distinct SWS 
representations. In this respect, we propose a general purpose matchmaking approach 
which implicitly addresses semantic-level mediation through (a) a representational 
approach allowing to implicitly represent similarities and (b) a general-purpose 
mediator exploiting similarities as represented through (a). In particular, we introduce 
the concept of Mediation Spaces (MS) to enable the implicit representation of 
semantic similarities across heterogeneous SWS representations through a grounding 
of SWS descriptions into vector spaces. We will demonstrate that refining 
heterogeneous SWS descriptions in multiple shared MS supports similarity-based 
mediation at the semantic level and implicitly facilitates SWS discovery. The 
provided general-purpose mediator – implemented as a dedicated mediation Web 
service – supports SWS discovery and is deployable for any semantic-level mediation 
scenario together with our proposed representational approach.  

The remainder of the paper is organized as follows: Section 2 introduces the SWS 
matchmaking problem, while our two-fold matchmaking approach is proposed in 
Section 3. In Section 4, we a vector-based approach for semantic-level mediation and 
the implementation of a generic mediator is being presented in Section 5. Its 
deployment in a proof-of-concept application is proposed in Section 6 while we 
discuss and conclude our work in Section 7.  

2   Semantic Web Services Mediation 

Before formally introducing the SWS mediation problem, we report below the 
abstract definition of SWS as used throughout the remainder of the paper and a 
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description of the SWS mediation problem, together with background information on 
current mediation approaches. 

Semantic Web Services: A SWS description (either the description of the Web 
service or the description of the service request) is formally represented within a 
particular ontology that complies with a certain SWS reference model such as OWL-S 
[22] or WSMO [30]. Following the formalisation of [9][9], we define a populated 
service ontology O – as utilised by a particular SWS representation – as a tuple: 

{ } SWSARPICO ⊂= ,,,,  

With C being a set of n concepts in O where each concept Ci is described through l(i) 

concept properties pc. I represents all m instances where each instance Iij represents a 
particular instance of a concept Cj and consists of l(i) instantiated properties pi 
instantiating the concept properties of Cj. The properties P of an ontology O represent 
the union of all concept properties PC and instantiated properties PI of O. 

Given these definitions, we would like to point out that properties here exclusively 
refer to so-called data type properties. Hence, we define properties as being 
distinctive to relations R. The latter describe relations between concepts and instances. 
In addition, A represents a set of axioms which define constraints on the other 
introduced notions. Since certain parts of a SWS ontology describe certain aspects of 
the Web service, such as its capability Cap, interface If or non-functional properties 
Nfp [6], a SWS ontology can be perceived as a conjunction of ontological subsets:      

SWSONfpIfCap ⊂=∪∪  

The capability description, as central element of a SWS description, consists of 
further subsets, describing the assumptions As, effects Ef, preconditions Pre and 
postconditions Post. However, for simplification reasons we prefer the exclusive 
consideration of assumptions/effects:  

SWSOCapEfAs ⊂⊂=∪  

The SWS mediation problem: Mediation aims at addressing heterogeneities among 
distinct SWS to support all stages that occur at SWS runtime, namely discovery, 
orchestration and invocation. In contrast to [23][6], we classify the mediation 
problem into (i) semantic-level and (ii) data-level mediation. Figure 1 illustrates the 
chronological order of different mediation tasks at SWS runtime. Whereas (i) refers to 
the resolution of heterogeneities between concurrent semantic representations of 
services – e.g. by aligning distinct SWS representations – (ii) refers to the mediation 
between mismatches related to the Web service implementations themselves, i.e. 
related to the structure, value or format of I/O messages. Hence, semantic-level 
mediation primarily supports the discovery stage, whereas data-level mediation 
occurs during orchestration and invocation. Please note that, for the sake of 
simplification, Figure 1 just depicts mediation between a SWS request and multiple 
SWS, while leaving aside mediation between different SWS or between different 
requests. 

Several approaches, such as [1][2][3][19][25][28][31], aim at addressing the 
mediation issue partially by dealing either with (i) or (ii). For instance, [2] proposes a 
semantic mediation framework for scientific workflows relying on the notion of 
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semantic type and structural type, defined in a shared ontology. The semantic type 
gives a meaning to data, and the structural type is the data schema. As in [28] their 
work adapts data with a common semantic type but different structural types. In 
contrast, [31] provides an attempt to support similarity detection for mediation within 
SWS composition by exploiting syntactic similarities between SWS representations. 
However, it can be stated that all the above mentioned approaches rely on the 
definition of a priori mappings, the agreement of a shared ontology or the exploitation 
of semi-automatic ontology mapping approaches. Hence, providing a generic solution 
to mediation between heterogeneous SWS remains a central challenge to be solved by 
SWS matchmaking approaches. 
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SWS.2 

sws:WebService 
SWS.3 

sws:Request 
 R.1 

sws:WebService 
SWS.1 

(7) 

(1) Semantic mediation between requester 
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WebService 
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Fig. 1. Semantic-level and data-level mediation as part of SWS discovery, orchestration and 
invocation 

3   SWS Matchmaking as a Two-Fold Process 

In order to better understand the needs of semantic-level mediation, it is necessary to 
understand the requirements of the SWS discovery task to which semantic-level 
mediation is supposed to contribute. In order to identify whether a particular SWS S1 
is potentially relevant for a given request S2, a SWS broker has to compare the 
capabilities of S1 and S2 , i.e. it has to identify whether the following holds true: 

1212 EfEfAsAs ⊂∪⊂  

However, in order to compare distinct capabilities of available SWS which each 
utilise a distinct vocabulary, these vocabularies have to be mapped. For instance, to 
compare whether an assumption expression 

211 IIAs ∪¬≡  of one particular SWS1 is 

the same as 
432 IIAs ¬∪≡  of another SWS2, where Ii represents a particular instance, 

matchmaking engines have to perform two steps:  

S1. Semantic-level mediation: alignment of concepts/instances involved in distinct 
SWS representations;  

S2. Matchmaking: evaluation whether the semantics of the SWS expressions match 
each other. 
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Whereas current SWS execution environments exclusively focus on S1, SWS 
matchmaking also requires mediation between different SWS ontologies, as in S1. 

3.1   Semantic-Level Mediation as an Ontology Mapping Problem 

Semantic-level mediation can be perceived as a particular instantiation of the ontology 
mapping problem [31]. With respect to [5] and [24], we define ontology mapping as 
the creation of structure-preserving relations between multiple ontologies. I.e. the goal 
is, to establish formal relations between a set of knowledge entities E1 from an 
ontology O1 – used to represent a particular SWS S1 - with entities E2 which represent 
the same or a similar semantic meaning in a distinct ontology O2 [9] which is used to 
represent an additional SWS S2. The term set of entities here refers to the union of all 
concepts C, instances I, relations R and axioms A defined in a particular SWS 
ontology. In that, semantic mediation strongly relies on identifying semantic 
similarities [1] between entities across different SWS ontologies. Hence, the 
identification of similarities is a necessary requirement to solve the mediation 
problem for multiple heterogeneous SWS representations [21][31]. However, in this 
respect, the following issues have to be taken into account: 

Symbolic SWS representations lack meaningfulness and are ambiguous: similarity-
detection across distinct SWS representations requires semantic expressions rich 
enough to inherently represent semantic similarity between represented entities. 
However, the symbolic approach, i.e. describing symbols by using other symbols, 
without a grounding in the real world, of established SWS representation standards, 
leads to ambiguity issues and does not fully entail semantic meaningfulness, since 
meaning requires both the definition of a terminology in terms of a logical structure 
(using symbols) and grounding of symbols to a conceptual level [14]. 

Lack of automated similarity-detection methodologies: Describing the complex notion 
of specific SWS capabilities in all their facets is a costly task and may never reach 
semantic completeness due to the issue described above. While capability 
representations across distinct SWS representations – even those representing the 
same real-world entities – hardly equal another, semantic similarity is not an implicit 
notion within SWS representations. But manually or semi-automatically defining 
similarity relationships is costly. Moreover, such relationships are hard to maintain in 
the longer term. 

Given the lack of inherent similarity representation, current approaches to ontology 
mapping could be applied to facilitate SWS mediation. These approaches aim at semi-
automatic similarity detection across ontologies mostly based on identifying  
linguistic commonalities and/or structural similarities between entities of distinct 
ontologies [20][5]. Work following a combination of such approaches in the field of 
ontology mapping is reported in [17][10][13][16][20][7]. However, it can be stated, 
that such approaches require manual intervention, are error-prone, and hence, 
similarity-computation remains as central challenge. In our vision, instead of semi-
automatically formalising individual mappings, methodologies to automatically 
compute or implicitly represent similarities across distinct SWS representations are 
better suited to facilitate SWS mediation.  
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3.2   Alternative Approaches to Similarity-Computation 

Distinct streams of research approach the automated computation of similarities 
through spatially oriented knowledge representations. Conceptual Spaces (CS) [12] 
follow a theory of describing entities in terms of their quality characteristics similar to 
natural human cognition in order to bridge between the neural and the symbolic 
world. [12] proposes the representation of concepts as multidimensional geometrical 
Vector Spaces which are defined through sets of quality dimensions. Instances are 
represented as vectors, i.e. particular points in a CS. For instance, a particular color 
may be defined as a point described by vectors measuring the quality dimensions hue, 
saturation, and brightness. Describing instances as points within vector spaces where 
each vector follows a specific metric enables the automatic calculation of their 
semantic similarity by means of distance metrics such as the Euclidean, Taxicab or 
Manhattan distance [16] or the Minkowsky Metric [28]. Hence, in contrast to the 
costly formalisation of such knowledge through symbolic representations, semantic 
similarity is implicit information carried within a CS representation. This is perceived 
as the major contribution of the CS theory. Soft Ontologies (SO) [15] follow a similar 
approach by representing a knowledge domain D through a multi-dimensional 
ontospace A, which is described by its so-called ontodimensions. An item I, i.e. an 
instance, is represented by scaling each dimension to express its impact, presence or 
probability in the case of I. In that, a SO can be perceived as a CS where dimensions 
are measured exclusively on a ratio-scale.  

However, although CS and SO aim at solving SW(S)-related issues, several issues 
still have to be taken into account. For instance, similarity computation within CS 
requires the description of concepts through quantifiable metrics even in case of 
rather qualitative characteristics. Moreover, CS as well as SO do not provide any 
notion to represent any arbitrary relations [27], such as part-of relations which usually 
are represented within first-order logic (FOL) knowledge models. In this regard, it is 
even more obstructive that the scope of a dimension is not definable, i.e. a dimension 
always applies to the entire CS/SO [27]. 

4   A Vector-Based Approach to Semantic-Level Mediation 

To overcome the issues introduced in Section 3.1, we propose a mediation approach 
which utilises a novel representation mechanism that extends the expressiveness of 
SWS representations with implicit similarity information.  

In particular, we claim that basing service models on either SWS or CS is not 
sufficient and propose a representational approach which grounds a SWS 
representation into so-called Mediation Spaces (MS). MS are inspired by CS and 
enable the implicit representation of semantic similarities across heterogeneous SWS 
representations provided by distinct agents. MS propose the representation of 
concepts which are used as part of SWS descriptions as CS defined through sets of 
quality dimensions. Instances as part of SWS descriptions are represented as vectors 
(members) in a MS where similarity between two vectors is indicated by their spatial 
distance. Hence, refining heterogeneous SWS descriptions into multiple shared MS 
supports similarity based mediation at the semantic-level and consequently facilitates 
SWS selection.  
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Whereas CS allow the representation of semantic similarity as a notion implicit to 
a constructed knowledge model, it can be argued, that representing an entire SWS 
through a coherent MS might not be feasible, particularly when attempting to 
maintain the meaningfulness of the spatial distance as a similarity measure. Therefore, 
we claim that MS are a particularly promising model when being applied to individual 
concepts – as part of SWS descriptions – instead of representing an entire SWS 
ontology in a single MS. In that, we would like to highlight that we consider the 
representation of a set of n concepts C of a SWS ontology O through a set of n MS. 
Hence, instances of concepts are represented as members (i.e. vectors) in the 
respective MS. While still taking advantage of implicit similarity information within a 
MS, our hybrid approach – combining ontology-based SWS descriptions with 
multiple vector-based MS – allows to overcome CS-related issues, such as the lack of 
expressivity for arbitrary relations, by maintaining the advantages of ontology-based 
SWS representations. Please note that our approach relies on the agreement on a 
common set of MS for a given set of distinct SWS ontologies, instead of a common 
agreement on the used ontologies/vocabularies themselves. Thus, whereas in the latter 
case two agents have to agree on a common ontology at the concept and instance 
level, our approach requires just agreement at the schema level, since instance 
similarity becomes an implicit notion. Moreover, we assume that the agreement on 
ontologies at the schema level becomes an increasingly widespread case, due, on the 
one hand, to increasing use of upper-level ontologies such as DOLCE1, SUMO2 or 
OpenCyc3 which support a certain degree of commonality between distinct 
ontologies, and on the other hand, to SWS ontologies often being provided within 
closed environments where a common agreement to a certain extent is ensured. In 
such cases, the derivation of a set of common MS is particularly applicable and 
straightforward.  

In order to refine and represent SWS descriptions within a set of MS, we 
formalised the MS model into an ontology, currently being represented through 
OCML [18]. The ontology enables the instantiation of a set of MS to represent a 
given set of concepts as part of SWS descriptions. Referring to [26], we formalise a 
MS as a vector space defined through quality dimensions di of MS. Each dimension is 
associated with a certain metric scale, e.g. ratio, interval or ordinal scale. To reflect 
the impact of a specific quality dimension on the entire MS, we consider a 
prominence value p for each dimension [26]. Therefore, a MS is defined by  

( ){ }ℜ∈∈= iinn
n pMSddpdpdpMS ,,...,, 2211

. 

Please note that we enable dimensions to be detailed further in terms of subspaces. 
Hence, a dimension within one MS may be defined through another MS by using 
further dimensions. In such a case, the particular quality dimension dj is described by 
a set of further quality dimensions. In this way, a MS may be composed of several 
subspaces and consequently, the description granularity can be refined gradually. 
Furthermore, dimensions may be correlated. Information about correlation is 
expressed through axioms related to a specific quality dimension instance. 

                                                           
1 http://www.loa-cnr.it/DOLCE.html 
2 http://www.ontologyportal.org/ 
3 http://www.opencyc.org/ 
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A member M – representing a particular instance – of the MS is described through 
through a vector defined by the set of valued dimensions vi:  

( ){ }MvvvvM in
n ∈= ,...,, 21

 

With respect to [7], we define the semantic similarity between two members of a 
space as a function of the Euclidean distance between the points representing each of 
the members. However, we would like to point out that different distance metrics 
could be considered, dependent on the nature and purpose of the MS. Given a MS 
definition MS and two members v and u, defined by vectors v0, v1, …,vn and u1, 
u2,…,un within MS, the distance between v and u can be calculated as: 
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where u  is the mean of all values of data set U and us is the standard deviation of U. 

The formula above already considers the so-called Z-transformation or standardization 
which facilitates the standardization of distinct measurement scales utilised by different 
quality dimensions in order to enable the calculation of distances in a multi-dimensional 
and multi-metric space. Please refer to [8], for a detailed description on how distinct MS 
can be derived for arbitrary SWS, i.e. a methodology to represent SWS through MS.   

5   Implementing Two-Fold SWS Matchmaking Based on WSMO 
and IRS-III 

The representational model described above had been implemented by and aligned to 
established SWS technologies based on WSMO [30] and the Internet Reasoning 
Service IRS-III [4]. However, please note that in principle the representational 
approach described above could be applied to any SWS reference model and is 
particularly well-suited to support rather light-weight approaches such as SAWSDL 
or WSMO Lite [29]. 
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Fig. 2. WSMO SWS matchmaking utilizing a similarity-based Mediator for semantic-level 
Mediation 
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To facilitate our MS-based approach, we provided a general-purpose matchmaking 
approach (Fig. 2) utilising a semantic-level mediator which implemented as a 
particular mediation service. Given the ontological refinement of SWS descriptions 
into MS as introduced above, the mediation service is reusable and can be deployed to 
solve all sorts of semantic-level mediation scenarios. Please note that our current 
Mediator assumes logical SWS capability expressions to be defined through simple 
conjunctions of instances. Arbitrary logical expressions will be considered within a 
revised implementation. 

When attempting to achieve match a SWS request (wsmo:Goal in Figure 2), our 
mediator is provided with the actual SWS request SWSi, named base, and the SWS 
descriptions of all x available services that are potentially relevant for the base – i.e. 
linked through a dedicated mediator:  

},...,,{ 21 xi SWSSWSSWSSWS ∪  

Each SWS contains a set of concepts C={c1..cm} and instances I={i1..in}. We first 
identify all members M(SWSi) – in the form of valued vectors {v1..vn} refining the 
instance il of the base as proposed in Section 4. In addition, for each concept c within 
the base the corresponding conceptual space representations MS={MS1..MSm} are 
retrieved. Similarly, for each SWSj related to the base, members M(SWSj) – which 
refine capabilities of SWSj and are represented in one of the CS CS1..CSm – are 
retrieved: 

)}(),...,(),({)( 21 xi SWSMSWSMSWSMSWSMCS ∪∪  

Based on the above ontological descriptions, for each member vl within M(SWSi), the 
Euclidean distances to any member of all M(SWSj) which is represented in the same 
space MSj as vl are computed. In case one set of members M(SWSj) contains several 
members in the same MS – e.g. SWSj targets several instances of the same kind – the 
algorithm just considers the closest distance since the closest match determines the 
appropriateness for a given goal. For example, if one SWS supports several different 
locations, just the one which is closest to the one required by SWSi determines the 
appropriateness.  

Consequently, a set of x sets of distances is computed as follows 
Dist(SWSi)={Dist(SWSi,SWS1), Dist(SWSi,SWS2) .. Dist(SWSi,SWSx)} where each 
Dist(SWSi,SWSj) contains a set of distances {dist1..distn} and any disti represents the 
distance between one particular member vi of SWSi and one member refining one 
instance of the capabilities of SWSj. Hence, the overall similarity between the base 
SWSi and any SWSj could be defined as being reciprocal to the mean value of the 
individual distances between all instances of their respective capability descriptions 
and hence, is calculated as follows: 
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Finally, a set of x similarity values – computed as described above – which each 
indicates the similarity between the base SWSi and one of the x target SWS is 
computed:  

)},(),..,(),({ 2,1, xiii SWSSWSSimSWSSWSSimSWSSWSSim  

As a result, the most similar SWSj, i.e. the closest associated SWS, can be selected and 
invoked. In order to ensure a certain degree of overlap between the actual request and 
the invoked functionality, we also defined a threshold similarity value T which 
determines the similarity threshold for any potential invocation.  

Within our current implementation, we provided a new matchmaking function 
within IRS-III which automatically performs the similarity computation described 
above as part of the matchmaking procedure and hence, realizes our two-fold 
matchmaking approach. 

6   Application – Similarity-Based Selection of Video Retrieval 
Services 

We provided a prototypical implementation which aims at similarity-based retrieval 
of public multimedia (MM) content exposed via Web services. Our prototypical 
application utilizes our approach to annotate (Web) services which operate on top of 
distributed MM metadata repositories. These services had been created in the context 
of the EC-funded project NoTube4 and make use of the Youtube-API5 as well as data 
feeds provided by BBC- Backstage6 and Open Video7. The available services were 
annotated following the representational approach proposed in Section 4. We make 
use of standard SWS technology based on WSMO and IRS-III which had been 
extended with our two-fold matchmaking mechanism to tackle the semantic-level 
mediation problem.    

6.1   Representing Video Retrieval Services through Multiple MS 

In fact, five different Web services had been provided, each able to retrieve content 
from distinct repositories through keyword-based searches. WS1 is able to retrieve 
content from the Youtube channel of The Open University8, while WS2 provides 
Youtube content associated with the entertainment category following the Youtube 
vocabulary. WS3 performs keyword-based searches on top of the Open Video 
repository, while WS4 operates on top of the news metadata feeds provided by BBC 
Backstage. In addition, WS4 provides Youtube content suitable for mobiles.    

Based on the SWS reference model WSMO, we provided service annotations 
following the approach described above. Each service has distinct constraints, and 
thus distinct SWS metadata. In particular, we annotated the Web services in terms of 
the purpose they serve MM content for and the technical environment supported by  
 

                                                           
4 http://projects.kmi.open.ac.uk/notube/ 
5 http://code.google.com/intl/en/apis/youtube/ 
6 http://backstage.bbc.co.uk/ 
7 http://www.open-video.org/ 
8 http://www.youtube.com/ou 
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Fig. 3. MM service metadata refined in two distinct CS 

the delivered content. In that, a simplified space (MS1: Purpose Space in Figure 3) 
was defined to refine the notion of purpose by using three dimensions indicating the 
intended purpose of a particular piece of MM content: {((p1*information), 
(p2*education), (p3*leisure))} = MS1. The dimensions of MS1 are measured on a ratio  
scale ranging from 0 to 100. For instance, a member P1 in MS1 described by vector 
{(0, 100, 0)} would indicate a rather educational purpose. In addition, a second space 
(MS1: Environment Space in Figure 3) was provided to represent technical 
environments in terms of dimensions measuring the available resolution and 
bandwidth {((p1*resolution), (p2*bandwidth))} = MS2. For simplification, also the 
dimensions of MS2 were ranked on a ratio scale. However, it is intended to refine the 
resolution dimension to apply an interval scale to both dimensions to be able to 
represent actual resolution and bandwidth measurements. Each dimension was ranked 
equally with a prominence of 1 in all cases. 

By applying the representational approach proposed here, each concept of the 
involved heterogeneous SWS representations of the underlying services was refined as 
shared MS, while instances – used to define SWS and SWS requests – were defined as 
members, i.e. vectors. No explicit relations were formalised across SWS 
representations. Instead, similarities are computed by means of distance calculation 
following the algorithm proposed in Section 5. In that, assumptions (Ass) of available 
MM services had been described independently in terms of simple conjunctions of 
instances which were individually refined as vectors in shared MS as shown in Table 1. 
Each MM service was associated with a set of members (vectors) in MS1 and MS2 to 
represent its purpose and the targeted environment. For instance, SWS3 which provides 
resources from the Open Video repository, which in fact are of rather educational or 
information nature, was associated with a corresponding purpose vector {(50, 50, 0)}. 
While SWS5 represents a Web service dedicated to video content suitable for mobiles, a 
vector {(10,10)} indicating low resolution and bandwidth values was associated with 
SWS5. 
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Table 1. Assumptions of involved SWS (requests) described as vectors in MS1 and MS2 

 
Assumption

)..()..( 2121 mSWSiSWSiSWSinSWSiSWSiSWSiSWSi EEEPPPAss ∪∪∪∪∪∪∪=  

 Members Pi in MS1 (purpose) Members Ej in MS2 (environment) 

SWS1 P1(SWS1)={(0, 100, 0)} E1(SWS1)={(100, 100)} 

SWS2 P1(SWS2)={(0, 0, 100)} E1(SWS2)={(100, 100)} 

SWS3 P1(SWS3)={(50, 50, 0)} E1(SWS3)={(100, 100)} 

SWS4 P1(SWS4)={(100, 0, 0)} E1(SWS4)={(100, 100)} 

SWS5 
P1(SWS5)={(100, 0, 0)} 
P2(SWS5)={(0, 100, 0)} 

E1(SWS5)={(10, 10)} 
 

6.2   Similarity-Based Matchmaking  

An AJAX-based user interface (Fig. 4) was provided which allows users to define 
requests by providing measurements describing their context, i.e. the purpose and 
environment, and WS input parameters, i.e. a set of keywords. Fig. 4 depicts a 
screenshot of the Web interface after our mediator computed a ranking of most 
suitable SWS based on distances in MS.   

ï

Fig. 4. Screenshot of AJAX interface depicting a suitability ranking of available services to 
match a given request 

For instance, a user provides a request R with the input parameter keyword 
“Aerospace” together with context measurements which correspond to the following 
vectors: P1(R)={(60, 55, 5)} in MS1 and P2(R)=(95, 90)} in MS2. These vectors 
indicate the need for content which serves the need for education or information and 
which supports a rather high resolution environment. Though no SWS matches these 
criteria exactly, at runtime similarities are calculated between R and the related SWS 
(SWS1-SWS5) through the similarity computation service described in Section 5.  
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This led to the calculation of the similarity values shown in Table 2. Given these 
similarities, our reasoning environment automatically selects the most similar MM 
service (SWS3) and triggers its invocation.  

Table 2. Automatically computed similarities between request R and available SWS 

 Similarities  

SWS1 0.023162405 

SWS2 0.014675636 

SWS3 0.08536871 

SWS4 0.02519804 

SWS5 0.01085659 

Eventually, the most similar service is invoked and retrieves MM metadata records 
from the Open Video repository which match the requested search term “Aerospace”. 
As illustrated above, our application utilises our two-fold matchmaking mechanism to 
support matchmaking of distributed SWS while tackling the semantic-level mediation 
problem. 

7   Discussion and Conclusions  

In order to further facilitate SWS interoperability we proposed a two-fold matchmaking 
approach which implicitly tackles the semantic-level mediation problem. Note, while 
our approach utilises a general-purpose mediation service which utilises SWS 
refinements in MS, different SWS alignment methodologies could be applied and 
combined to further optimise SWS alignment, i.e. semantic-level mediation. The 
introduced two-fold matchmaking approach supports implicit representation of 
similarities between instances across heterogeneous ontologies through dedicated 
representations in MS, and consequently, provides a means to facilitate SWS 
interoperability. To evaluate our approach, we deployed a prototypical application based 
on WSMO in a video metadata retrieval scenario.   

The proposed approach has the potential to significantly reduce the effort required to 
mediate between distinct heterogeneous SWS ontologies and the extent to which two 
distinct parties have to share their conceptualisations. Whereas traditional matchmaking 
methodologies rely on either manual formalisation of one-to-one mappings or subscription 
to a common ontology, our approach supports automatic similarity-computation between 
instances though requiring a common agreement on a shared MS. However, even for the 
case of heterogeneous MS, traditional semi-automatic mapping methodologies could be 
applied to initially align distinct spaces. In addition, incomplete similarities are 
computable between partially overlapping MS. Given the nature of our approach - aiming 
at mediating between sets of concepts/instances which are used to annotate particular 
SWS - we argue that our solution is particularly applicable to SWS frameworks which are 
based on rather light-weight service semantics such as WSMO-Lite [29] or OWL-S [22]. 
Moreover, by representing SWS through vectors which are independent from the 
underlying representation language, we believe that our approach also has the potential to 
bridge between SWS across concurrent SWS reference models and modeling languages. 

However, the authors are aware that our approach requires a considerable amount 
of additional effort to establish MS-based representations. Future work has to 
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investigate on this effort in order to further evaluate the potential contribution of the 
proposed approach. Moreover, whereas defining instances, i.e. vectors, within a given 
MS appears to be a straightforward process of assigning specific quantitative values 
to quality dimensions, the definition of the MS itself is not trivial and dependent on 
individual perspectives and subjective appraisals. Furthermore, whereas the size and 
resolution of a MS is indefinite, defining a reasonable MS may become a challenging 
task. Nevertheless, distance calculation relies on the fact that resources are described 
in equivalent geometrical spaces. However, particularly with respect to the latter, 
traditional ontology and schema matching methods could be applied to align 
heterogeneous spaces. In addition, we would like to point out that the increasing 
usage of upper level ontologies, such as DOLCE or SUMO, and the progressive reuse 
of ontologies, particularly in loosely coupled organisational environments, leads to an 
increased sharing of ontologies at the concept level what also applies to SWS 
representations. As a result, our proposed hybrid representational model and 
mediation approach becomes increasingly applicable by further enabling similarity-
computation at the instance-level towards the vision of interoperable ontologies.  
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Abstract. Service composition and related technologies have provided
favorable means for building complex Web software systems. It may span
multiple organizational units requires particular considerations on trust-
worthy issues. However, the distributive and heterogeneous character-
istics of services make it hard to guarantee trustworthiness of service
composition. This paper presents a method for analyzing dynamic trust-
worthy service composition according to the characteristics and require-
ments of service composition. Petri nets are used to precisely describe
the composition process in order to describe the logic relation between
different components. Based on this, the concept of trust matrix is given
to represent the relationships between states. A trustworthy service com-
position strategy and its enforcement method are proposed. A case study
of Travel Service demonstrates the feasibility of proposed method.

1 Introduction

Service-Oriented Architecture (SOA) is a loosely coupled architecture designed
to meet business needs of an organization. Web service is a well known and
widely used technology for implementing the SOA[1]. Using Web services, it is
possible to send any type of information in any form. For example, in e-business,
tourism and other service areas, more and more services have been published in
the form of Web service. As a single Web service can provide limited function,
in order to increase Web service sharing, it is necessary to compose Web service
to provide a more powerful service[2, 3].

In recent year, the number of Web service is exponentially growing. Service
consumers can enjoy the convenience of service composition, but they also faces
some difficulties: (1)How to guarantee that component service behaves correctly
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when they are composed together and the result of composition can meet the re-
quirements of service consumers; (2)Involved services in composition may come
from different service providers and run on different platform, the choice of any
service may affect the quality of service, which make get high-quality service
composition that meet user’s requirements very difficult. While many network
applications such as financial services, online transaction or e-commerce are run-
ning in an unpredictable environment, but they requires a higher level of trust-
worthy. Failure response to these requests will cause the loss of customers and
economic, which make the application with a specific trustworthy has become
more and more important. Therefore, how to dynamically construct a trustwor-
thy service composition has become increasingly important.

In order to effectively address these problems, we propose a Trust Service
Composition Net (TSCN) model based on Petri nets, and use it to simulate the
process of service composition. According to the characteristics of service compo-
sition and available service, TSCN is used to model for available service, compo-
nent, the relationships between component, the operation mechanism of service
composition. Based on this, the concept of Trust matrix is given to represent
the relationships between state, and dynamic trustworthy service composition
strategy and its enforcement are also proposed, the semantic and state space of
Petri nets help prove the effectiveness of strategy. A case study of Travel Service
demonstrates the approach can not only describe Web service resource on the
Internet, but also can guarantee the highest trustworthy of service composition.

The remainder of this paper is organized as follows: Section 2 gives the defini-
tion and semantics of TSCN model; In section 3, we construct the TSCN model
of service composition. Section 4 is the analysis technologies. In Section 5, we
explain the feasibility and practicability of our methods by a specific example.
Section 6 presents some related works while section 7 is conclusion.

2 Computation Model

Petri nets are formal languages for describing the concurrency systems. Some
recent researches indicate that Petri nets are powerful and expressive enough to
describe the behavior features of service composition[4, 5]. At the same time,
the behaviors of Web service are the collection of orderly operations, which can
directly map into Petri nets, the basic concepts of Petri nets can refer to [6].

2.1 Definition of TSCN

In this section, we will give formal definition of TSCN model based on the
characteristics of trustworthy service composition.

Definition 1: A four-tuple TN = (PN, I, Pr, M0) that meets the following
conditions is called Trustworthy Service Net(TSN) model, such that:

(1) PN = (P, T, F, W ) is a basic Petri net;
(2) I ⊂ P is a special place, which is called the interface of Σ and denoted by

dotted circle;
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(3) Pr : T → N×(0, 1] is the attribution function of transition, N is a natural
number, Pr(ti) = (γi, βi), γi, βi describe priority and trustworthy of transition
ti and its default value is (1, 1).

(4) M0 is the initial marking of TN .
TSN model is mainly used to model for available service, where place de-

scribes the position of service’s operation, while transition describes the possible
operation of service; the interface describes the outside input and output of ser-
vice. The attribution function describes the priority and credibility of transition,
the default value is 0 and 1.

Definition 2: A seven tuple Ω = {TN, Σ, Γ, T I, TA, PI, PA} is called a Trust-
worthy Service Composition net(TSCN), such that:

(1) TN is the TSN model;
(2) Σ = {Σi|i ∈ N} is a finite set of TSCN and TSN model, each element is

called a page of Ω;
(3) Γ : Σ → T ∗ is the operation set of each page, which is called the operation

of page.
(4) TI ⊂ T is the set of substituted operation and denoted by double

rectangle;
(5) TA : TI → Γ is the operation allocation function, that is, allocating the

corresponding page to the substituted operation, and the relationship between
page and substituted operation is one by one;

(6) PI ⊂ P is the set of interface node, which describes the input and output
of substituted node, and denoted by double circle;

(7) PA is the mapping function of interface, whose function is to map the
interface node into the input and output of the corresponding page’s operation;

TSCN is mainly used to model for service composition and its function mod-
ule(component). Each page represents a component or an available service, and
substituted operation represents a sub-page of TSCN model, which can operate
only mapping into the specific component or service.

The distribution of token in each place is called the marking of TSCN model,
denoted by M . The marking M(p) denotes the number of tokens in place p.
∀x ∈ (P ∪ T ), we denote the pre-set of x as •x = {y|y ∈ (P ∪ T ) ∧ (y, x) ∈ F}
and the post-set of x as x• = {y|y ∈ (P ∪ T ) ∧ (x, y) ∈ F}.

2.2 Semantics of TSCN Model

In order to describe the trustworthy characterizes of TSCN model clearly, we
introduce credibility to describe the state of TSCN model. A tuple S = (M, TV )
is called a state of TSCN model, where M is a marking and TV is the credibility
of reaching the state, which is called reach credibility of state S. Initial state
S0 = (M0, TV0) and TV0 = 1. We will give the semantics of TSCN model based
on the definition of state.

Definition 3: Let Ω be a TSCN model, S = (M, TV ) is a state of Ω. For
transition ti ∈ T , if ti meets the following conditions: ∀pj ∈ P : pj ∈• ti →
M(pj) ≥W (pj , ti). Then transition ti has the right to fire under state S, denoted



264 G. Fan et al.

by S[ti >. All transitions that have the right to fire under state S are denoted
by ET (S) = {ti|ti ∈ T ∧ S[ti >}.
Definition 4: Let Ω be a TSCN model, S = (M, TV ) is a state of Ω. The firing
of transition ti is effective if it meets the following condition:

γi ≤ min(γj), where tj ∈ ET (S)
The firing of transition ti under state S is effective means that the enabled

transition has the highest priority. All effective firing transitions under state S
are denoted by set FT (S).

Definition 5: Let Ω be a TSCN model. S = (M, TV ) is a state of Ω. The model
Ω will reach a new state S′ = (M ′, TV ′) by effectively fire the transition in FT ,
denoted by S[ti > S′, S′ is called the reachable state of S. The computation of
M ′, TV ′ are based on the following rules:

(1) Computing marking:
∀pj ∈• ti ∪ t•i : M

′
(Pj) = M(Pj)−W (Pj , ti) + W (ti, Pj)

(2) Computing credibility TV
′
: TV

′
=TV ∗ βi

If there exist firing sequences δ = t1, t2, . . . , tk and state sequences S1, S2,
. . . , Sk, which make S[t1 > S1[t2 > S2 . . . Sk−1[tk > Sk, then Sk is reachable
from state S, denoted by S[δ > Sk. TS(δ) = TS(ti) represents the credibility
of firing sequence δ. All the possibly reachable states of S are denoted by R(S)
and S ∈ R(S).

3 Modeling TSCN

Service composition must bind its functional modules to specific available ser-
vices before operating, thus generating the composition schemas. In this section,
we will firstly analyze the requirements of trustworthy service composition, and
use TSCN model to describe it.

3.1 Requirements of Trustworthy Service Composition

Based on reference [7, 8] and taking into account the practicality and scalability,
we will mainly consider the credibility of service in this paper.

The credibility of service WSi,j refers to the probability of successful comple-
tion service WSi,j , denoted by τi,j . Successful completion means that the results
of service composition can meet QoS requirements of service consumers, such as
availability, reliability, credibility, running time, etc. This paper does not address
the calculation of credibility, which can refer to [9].

Because the function of service composition can be realized by a number of
independent sub-function, which is called component in this paper, and each
component will have a number of available services.

Definition 6: The requirement model of trustworthy service composition is a
five-tuple Ξ = {C, WS, RL, TW, RT }, where:

(1) C is the finite component set;
(2) WS is the available service set;
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(3) RL : C × C → {>, +, ‖, n} is the relationship between components;
(4) TW : C → WS∗ is the function of component’s available service,

TW (Ci) = WSi = {WSi,1, WSi,2, . . . , WSi,m} represents the available service
set of Ci, where service WSi,j represent the jth available service of compo-
nent Ci;

(5) RT : WS → (0, 1] is the attribution function of available services,
RT (WSi,j) = τi,j describes the credibility of service WSi,j .

3.2 Modeling Trustworthy Service Composition

In this section, we will use TSCN to model for service, component, the rela-
tionship between component based on the requirements of trustworthy service
composition. In order to distinguish the input and output interface, which are
marked by using superscript I and O respectively.

Modeling available services. The TSCN model of available service is shown in
Fig.1. The operation process of service WSi,j is: when the service is in the initial
position ps,i,j , if the place pu,i,j has tokens, then calling initial operation (te,i,j)
to make it be in the running operation pa,i,j; if service has operated successfully
te,i,j , then the system will be in the termination position (pe,i,j) and output the
execution results(po,i,j). Let the credibility of transition te,i,j be equal to the
credibility of service WSi,j , that is, βe,i,j = τi,j , the rest is 1.

Fig. 1. TSCN model of service WSi,j

Modeling components. The TSCN model of component Ci is shown in Fig.2,
where the substituted transition {WSi,1, WSi,2, . . . WSi,m} corresponds to the
page of all services in the available service set WSi, the interface node Pu,i,j and
Po,i,j describe the input and output of service WSi,j , the specific modeling steps
are:

(1) Input interface pI
s,i and pI

ps,j represent the operation condition and the
forward component’s credibility of Ci;

(2) Transition tu,i,1, tu,i,2, . . . , tu,i,m represent the invoked operations of the
corresponding available services, the priority of these transitions may be differ-
ent according to the actual requirement. For every transition tu,i,j , we can set
•tu,i,j = pI

s,i, t•u,i,j = {Pu,i,j , pf,i,j}. According to the definition of effective firing,
we can get the available service that has the highest priority will be invoked.
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Fig. 2. TSCN model of component Ci

(3) Introducing place pf,i,j to represent the invocation of service WSi,j , WSi,j

is called the execution service. If service WSi,j has finished operating, then
invoking transition tr,i,j to transfer the results (Pu,i,j) of service to the output
interface pO

e,i. We can set •to,i,j = {pu,i,j , pf,i,j}, t•o,i,j = {pO
e,i}.

In the specific application, we can regard service composition as a function
module (component). Then reusing the model of existing service composition to
realize more complex service.

Modeling basic relationships. In this section, we will model for sequence, parallel,
choice and loop relationships between components. Let components Cf , Ck meet
Cf = Fw(Ci)∩Fw(Cj), Ck = Bck(Ci) ∩Bck(Cj).

The TSCN model of sequence relationship is shown in Fig.3(a), we introduce
transition tou to transfer the output parameters of the forward component Ci to
the input interface of component Cj : •tou = Pe,i, t•ou = Ps,j .

The TSCN model of parallel relationship Ci ‖ Cj is shown in Fig.3(b). We use
transition tf,ij to transfer the output results(Pe,f ) of the forward component Cf

to the input interface Ps,i, Ps,j of Ci and Cj , while transition tij,k is to transfer
the output results of Ci and Cj to the forward component Ck.

The TSCN model of choice relationship Ci + Cj is shown in Fig.3(c), we use
transition tf,i, tf,j to compete the output results(Pe,f ) of the forward component
Cf , while transition ti,k and tj,k is to transfer the output results Pe,i, Pe,j of Ci

and Cj to the afterward component Ck.
The TSCN model of loop relationship nCi is shown in Fig.3(d), we introduce

transition ts,ni, te,ni to describe the beginning and termination operation of nCi,
while transition ts,i and te,i present the beginning and termination operation of
Ci. Place pc is used to store the uncompleted times, while place pch is used to
store the completed times of Ci.
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Fig. 3. Modeling basic relationship

3.3 Modeling Service Composition

According to the characteristics of service composition, the corresponding TSCN
model is shown in Fig.4, the specific modeling steps are:

(1) Introducing the initial place ps and beginning transition ts, which makes
•ts = {ps}, t•s = {Ps,i|Fw(Ci) = null}, •ps = null, p•s = {ts}, M0(ps) = 1;

(2) Constructing the TSCN model of available service according to the at-
tributes of service, and modeling for each component of service composition;

(3) Composing the TSCN model of each component based on the relation
function RT between component;

Fig. 4. Modeling service composition
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(4) Introducing the termination place pe and transition te, which makes •te =
{pe,i|Bck(Ci) = null}, t•e = {pe}, •pe = {te}, p•e = null.

4 Analysis Technologies of TSCN Model

In this section, we will analyze the relationships between state based on the
TSCN model and proposed trust matrix. Based on this, the dynamic composition
strategy is proposed and its effectiveness is proved.

4.1 Trust Matrix of TSCN Model

Because the state space of large scale service composition may be complicated,
and analysis by direct computation may be hard, it is necessary to further ab-
stract state graph. According to the operation mechanism of TSCN model, its
state space will have some special states. Among them, Send is the normal ter-
mination state of TSCN, which makes ∀Si ∈ SF (Ω), the reach credibility from
state Si to Send is equal to 1.Where SF (Ω) = {S|∀ti ∈ T,¬S[ti >}. Let S
be a state of Ω, then the reach credibility from state S to Send is denoted by
TV E(S), which is called the credibility of state S. We will propose transfer
matrix of TSCN based on the relationships between state.

Definition 7: Let Ω be a TSCN model. The credibility aij from state Si to Sj

meets the following conditions:

aij =

⎧⎨
⎩

1: Si ∈ SF (Ω), Sj = Send

βij : iftij ∈ T, Si[tij > Sj

0: otherwise

Let the number of reachable state in TSCN model Ω be L, the L-order square
matrix A is called transfer matrix of Ω if it meets the following conditions:
A = [aij ]L×L, where aij is the transformation probability from state Si to state
Sj . Denoted A(n) as n-power of matrix A, while a

(n)
ij is the element in the ith

row and jth column of matrix A(n).
According to the definition of transfer matrix and operation mechanism of

TSCN model, there has the following conclusions, the specific proof we can refer
to our previous work [10].

Theorem 1: Let Ω be a TSCN model. The credibility from state Si to state Sj

by n steps is equal to the value of a
(n)
ij in transfer matrix A(n).

Theorem 1 shows the credibility from state Si to state Sj by n steps is equal
to the value of a

(n)
ij in A(n). a

(n)
ij is also called n-order probability from state Si

to state Sj . We can convert the analysis of credibility into computing power of
transfer matrix through Theorem 1.

Theorem 2: ∀i, j < L′, if state Si and Sj are reachable, then there exists
Kij ∈ N which makes ∀E ∈ N , a

(Kij+E)
ij = 0 ∧ a

(Kij)
ij �= 0.
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Theorem 2 illustrates that we can analyze the credibility of service composition
by computing stop conditions of transfer matrix’s power. Kij and a

(Kij)
ij are

called stable order and stable credibility based on matrix A from state Si to Sj .
The max stable order between state is called max stable order.

For a complicated service composition, the corresponding transfer matrix of
TSCN model is relative complexity. Therefore it is necessary to further simplify
transfer matrix while maintaining credibility unchanged. If the reach credibility
from state Si to state Sj is 1, and only Si can reach state Sj , mapping into

transfer matrix is: aIJ = 1 and
L−1∑
k=1

aik =
L−1∑
k=1

akj = 1, then we can eliminate

the ith row and jth column from matrix A. That is, two states Si and Sj in
composition meet following condition: SI can reach state SJ and state SJ is
only reached by SI ; the credibility of transition tIJ is βI,J = 1 . For any two
states Sp and Sq, there has two cases in the path from state SI to SJ : (1)SI

is included in δ, because states SI and SJ have met above conditions, then
δ = {Si, t1, S1, . . . , tk, SI , tIJ , SJ , . . . , tn, Sj}, that is, the firing probability of δ
is P = λ1∗λ2 . . .∗λk ∗λIJ . . .∗λn = λ1∗λ2 . . .∗λk . . .∗λn. Therefore, eliminating
the Ith row and Jth column from matrix A does not interfere the computation
of P ; (2) SI is not included in firing sequence δ, then eliminating the Ith row
and Jth column from matrix A does not interfere the computation of P .

Definition 8: Let Ω be a TSCN model. A is the transfer matrix of Ω, K is the

max stable order of A, matrix B: B =
K∑

r=1

Ar. Then B is call trust matrix of Ω.

Each element in the corresponding column Rend,B of trust matrix B represents
the termination credibility TV E(S) of state S.

4.2 Dynamic Trustworthy Service Composition Strategy

In the complicated service composition, the function of component can be com-
pleted by a number of available services and these firings are feasible, because
each firing my cause service composition have different credibility, therefore, it
is necessary to choose the service which has the highest credibility.

Definition 9: Let S be a state of Ω, the service set AWF (Ci, S) ⊆ WSi,
if: ∀WSi,j ∈ AWF (Ci, S), there has tu,i,j ∈ FT (S). Then AWF (Ci, S) is the
feasible service set of component Ci under state S.

Definition 10: Let S be a state of Ω, AWF (Ci, S) is the feasible service set of
component Ci under state S, if S can reach S′ by firing service WSi,j , then

Ter(S, WSi,j) = τi,j∗TV E(S′)
|AWF (TKi,S)| is the credibility after firing WSi,j .

Credibility refers to the reach credibility of whole application after firing service
WSi,j under state S. In the same state, the choice of service with different
credibility will cause the credibility of whole application difference. We will give
dynamic composition strategy based on the definition of credibility.
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Definition 11: Let S be a state of Ω, AWF (Ci, S) is the feasible service set of
Ci under state S, dynamic trustworthy service composition strategy is:

(1) Setting priority to the invoked available service:
If ∀Cj ∈ C: RT (Cj, Ci) �= +, then sorting the credibility of available service

descending, and allocating priority to the available service according to their
position: If τi,j > τi,k, then αi,j > αi,k

(2) ∃Cj ∈ C : RT (Cj, Ci) = +, transition tc,i and tc,j correspond to the
selected operation of component Ci and Cj , then for every service in the available
service set AWF (Ci, S) ∪ AWF (Ci, S), we will compute its credibility under
state S: If max{Ter(S, WSi,k)} > max{Ter(S, WSj,f)}, then αc,i > αc,j

Dynamic composition strategy is allocating the highest priority to the service
which has the highest credibility after mapping into Ω. According to the defi-
nition of the termination credibility and credibility, we can draw that dynamic
composition strategy is selecting the service which has the highest credibility
from AWF (Ci, S) to realize the function of Ci.

Theorem 3: Using dynamic trustworthy service composition strategies, the
composted service will have the highest credibility.

Proof (Reduction to absurdity): Assuming the implementation sequence of ser-
vice composition be δ by using dynamic service composition strategy, and there
exists another implementation sequence δ′ for the same composition process,
which make TS(δ) > TS(δ′). Therefore, there exists Ci which meets: imple-
mentation sequence δ and δ′ is the invoked available services of Ci respectively,
we can assume they are WSi,j and WSi,k. Because TS(δ) > TS(δ′), there has
Ter(S, WSi,k) > Ter(S, WSi,j) according to the definition of credibility. From
the service’s selection rules of dynamic trustworthy service composition, we can
draw that the model will choose service WSi,k to complete the function, which
is contradicted with the assumption, so the assumption does not hold.

4.3 Enforcement of Dynamic Trustworthy Service Composition

From the definition of dynamic service composition strategy, each component
must choose the service which has highest credibility to perform. The specific
steps of constructing service composition are as follows:

(1) Constructing TSCN model based on the requirements of service compo-
sition, and computing its trust matrix;

(2) Cutting trust matrix based on the operation characteristics of TSCN
model;

(3) Computing trust matrix based on the cut transfer matrix, thus getting
the credibility of each service, and allocating different priority to service. The
enforcement algorithm of dynamic service composition strategy is shown in
Table 1. The algorithm establishes the available service set WS that user can
access based on the current Web service, then establishing the trust matrix of
TSCN model based on the actual available service.



An Approach to Analyzing Dynamic Trustworthy Service Composition 271

Table 1. Enforcement algorithm of dynamic service composition

5 Experiments

This section shows the analysis process through a simplified Travel Service. The
specific service composition process is: looking up information and choosing des-
tination (C1), train tickets reservations (C2) responses for handling customer’s
train tickets, airline tickets reservation (C3) is to purchase a suitable destination
flights, passage booking(C4) is to order the appropriate passage in accordance
with the requirements of consumers, tourism planning (C5) responses for spe-
cific travel arrangement, car reservation (C6) arranges the custom to arrived
at the railway station or airport, hotel reservation (C7) arranges for the lo-
cal living, finally, the tourism service(C8) responses for the customer’s local
tourism-related matters. The composition process can be represented by expres-
sion C1 > (C2 + C3 + C4) > C5 > (C6||C7) > C8. The specific service and its
attributes is shown in Table 2.

According to the process of Travel Service and the available services, we con-
struct the corresponding TSCN model, which is shown in Fig.5. Using algorithm
1 to compute the trust matrix of model Ω, and computing the credibility of the
available service of component C2, C3, C4, which is shown in Table 3. Based
on the credibility of service, we can allocate priority to t1,2, t1,3, t1,4, which is
1, 0, 0. The implementation service of Travel Service is (WS1,1, WS2,1, WS3,3,
WS4,2, WS5,1, WS6,2, WS7,4, WS8,2) by using dynamic composition strategy,
and the credibility is 88.65%. We can get the schema has the highest credibility
by analyzing the remaining composition schemas.
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Table 2. Service composition process and success probability

Fig. 5. TSCN model of Travel Service

Table 3. The credibility of feasible services

WS Ter WS Ter WS Ter

WS2,1 0.219095 WS3,1 0.203624 WS4,1 0.210076

WS2,2 0.213439 WS3,2 0.221526 WS4,2 0.227183

WS2,3 0.198058 WS3,3 0.227183 WS4,3 0.190402

WS2,4 0.166662 WS3,4 0.172182 WS4,4 0.171046

In order to effectively estimate the approach proposed in the paper, we con-
duct an experiment to analyze the performance of model. We randomly generated
44000 services as service resource. Each service has the basic information such
as service name, credibility. Based on the constructed service resource, we will
do simulation for the Travel Service, the specific steps are:

(1) Dividing service resource into four grades: each component has 10, 20, 50
and 100 available service, and doing step 2 for each component;

(2) Diving each grade into ten groups and computing the credibility of Travel
Service.

The experimental results are shown in Fig.6. From this figure, we can get: (1)
When the available service set of each component are relatively large (≥ 50), then
the credibility of service composition are more higher (88.33% of composition
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Fig. 6. The result of experiment

results is higher than 90%); (2)The credibility of service composition will not
increase with the available services increasing, however, the credibility of service
composition will increase when high credibility of service resource increasing;
(3) For the same size of service resource, the difference of service composition’s
credibility may be larger when service resource is inadequate. For example, when
the available service of each component is equal to 10, then the highest credibility
is 78.76%, while the lowest credibility is 35.48%. However, when service resource
is abundant(≥ 50), the difference between the experimental results of the same
group is little, which is less than 10%.

6 Related Works

In the existing works, formal analysis of service composition by using process
algebra are given in [11,12]. Reference [11] claims that process algebras can pro-
vide a very complete and satisfactory assistance to the whole process of Web
service development. A similar approach is given in [12], which presents a frame-
work for the design and the verification of Web service using process algebras
and their tools, thus automatically obtaining the corresponding BPEL4WS code.
However, they do not take trustworthy properties of composition behaviors into
account, and the priority between service was not considered too.

Another formal analysis method of service composition is developed in [13,
14], these works use Finite State Machine (FSM) as their analysis tools. The
authors in [13] address the issues of service composition with characteristic of
transaction, a formal model of transaction service composition ground on FSM
is proposed. FSM is also used in [14] to provide a precise and well defined
semantic framework for establishing the key language attributes. These works
ignore dynamic characteristics of service, and lack of analyzing QoS properties.

Similarly, Petri nets are used in [15-17] for modeling and analyzing service
composition to support Web service management. The authors in [15] transform
BPEL into service workflow net which is a kind of colored Petri net and analyz-
ing the compatibility of two services, then propose an approach to check whether
there exists any message mediation so that their mediation-aided composition
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will not violate the constraints imposed by either side. A checking tool for trans-
lating BPEL specifications into the input language of the Petri net model called
LoLA has been proposed in [16], which demonstrates that the semantics is well
suited for computer aided verification purposes. CP-nets are used in [17] to an-
alyze and verify effectively the net to investigate several behavioral properties.

To some extent, our work has been influenced by the above research results.
Below are some of the key differences when comparing the above approaches with
the one presented in this paper: (1) Comparing with finite state machines, Petri
nets provide a much broad basis for computer aided verification, so we think it is
more natural to model different input and output information of a composition
process by means of Petri nets. (2) The work described in [15-17] is also based
on Petri nets, but the importance of these works isn’t involve QoS attributes of
service composition and no guarantee the composition has the highest credibility.
Hence our proposed approach is suitable to analyze and verify the composition
not only at design time but also at execution time.

7 Conclusions

In this paper, we have made research on dynamic trustworthy service composi-
tion, and propose Petri nets based method to model requirements of trustworthy
service composition. The dynamic trustworthy service composition strategy and
its enforcement are also advanced. The advantages of work are as follows: (1)
Using formal methods to describe the process, where Petri nets and its related
theory can accurately describe different states of service, and can clearly ex-
press the logic of service composition, the use of related tools can simulate the
composition process, which makes the method easily promote; (2) Proposing the
concept of trust matrix based on the state space, which can convert the analysis
of credibility into computing trust matrix, thereby reducing the complexity of
analysis; (3) Analyzing the constructed model by mathematical reduction, which
make analyze and verify the established model easily.

This paper has made progress in modeling and analyzing dynamic trustworthy
service composition. However, we do not consider resource scheduling of com-
position process. In addition, the reasoning mechanisms and tools are also not
covered. We will make research on these areas in the future work.
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Abstract. Search in folksonomies is impeded by lack of machine under-
standable descriptions for the meaning of tags and their relations. One
approach to addressing this problem is the use of formal knowledge re-
sources (KS) to assign meaning to the tags, most notably WordNet and
(online) ontologies. However, there is no insight of how the different char-
acteristics of such KS can contribute to improving search in folksonomies.
In this work we compare the two KS in the context of folksonomy search,
first by evaluating the enriched structures and then by performing a user
study on searching the folksonomy content through these structures. We
also compare them to cluster-based folksonomy search. We show that
the diversity of ontologies leads to more satisfactory results compared
to WordNet although the latter provides richer structures. We also con-
clude that the idiosyncrasies of folksonomies can not be addressed by
only using formal KS.

1 Introduction

Folksonomies are a convenient medium to publish, annotate and share content on
the web. Their basic entities are the users, who annotate (i.e., tag) resources
with tags (text labels). Fig.1a shows a snippet of an example folksonomy where
resources (R1, R2 and R3) are tagged with a number of tags. Due to the lack
of tagging restrictions the following phenomena have been observed [3], which
hamper the process of search in folksonomies:

Tag synonymy arises when lexically different tags express the same concept,
e.g., cake and dessert. Synonymy may cause exclusion of results if these are
tagged with synonym(s) of the search keyword, e.g., in Fig.1a, searching for cake
will return only R2 and not R1.

Basic level variation. Tags with different levels of specificity are used to de-
scribe resources that relate to the same concept. For example, apple and fruit
can both describe resources about apples. The lack of structure in tagspaces,
does not allow for explicit declaration of the fact “apple is a fruit”. This limits
the potential of querying for resources tagged with related tags. For example,
for the folksonomy of Fig.1a, querying for fruit only returns R1, although R2 is
also tagged with a fruit. Moreover, the lack of structure does not allow for result
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diversity. Result diversity [10] is the grouping of similar results in distinctive sets
(e.g., querying for fruit returns one set with apples, one for oranges e.t.c.).

Tag polysemy occurs among lexically identical tags that denote different
meanings. For example, apple may refer to fruit or a company. Tag polysemy
causes the retrieval of unwanted results when the tag is used with a different
meaning than the search keyword, e.g., searching for apple in the folksonomy of
Fig.1a will return both R2 and R3, although, depending on the meaning of apple
in the context of the query, only one of these resources is relevant.

To overcome these issues and improve search, the research community has fo-
cused its efforts on two research lines. The first line relies on statistical methods
applied to the dynamics of folksonomies and the distribution of tags, resources
and users in order to address the above phenomena. Adapted ranking algorithms
for improving folksonomy information retrieval [4], vector space models for re-
ducing data sparsity and improving search [1] and relevance based models that
allow better result diversification [10] are just some of the efforts in this direction.

The second line aims to address the common underlying cause of the above
phenomena, which is the lack of machine understandable descriptions for
the meaning of the tags and their relations. Ideally, in order to overcome
the above impediments, each folksonomy should be associated with a semantic
structure that provides explicit meaning for its tags and their relations. In such
a structure (Fig.1b), the meanings of tags are made explicit by being linked to
appropriate concepts (see dotted lines). The relations among these concepts are
also explicitly stated. Such a structure contains the required information to solve
polysemy (e.g., fruit != company) and synonymy (e.g., cake = dessert) issues,
and to allow for query expansion based on the concept relations. It also offers the
possibility to present the results in an intuitive way allowing for result diversity.

Fig. 1. (a) example folksonomy (b) semantically enriched folksonomy

The efforts reported in this research line, deal with the above issues by per-
forming explicit alignment of tags to concepts from formal knowledge sources
(KS), most notably WordNet and ontologies.

WordNet is a long term, continuously maturing project used for informa-
tion retrieval, text classification and sense disambiguation and spans over several
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knowledge domains. As an initiative of a closed research team, WordNet’s evo-
lution depends on this team and may be slow. However, due to the same reason
it is of high quality and contains limited errors.

One of the first works exploiting WordNet to resolve tag ambiguity is [7]. They
map the user queries to relevant WordNet senses, rely on the user to confirm the
intended sense of the query and retrieve the resources tagged with the synonyms
of this sense. [6] use WordNet to apply structure to clusters of related tags and
facilitate hierarchical browsing. They create a concept tree for each cluster by
mapping tags to senses, extracting the WordNet paths of the senses and finally
merging them into one tree.

An alternative paradigm utilises (online) ontologies to improve folksonomies.
Different types of ontologies exist, varying in scope and context as they are built
to serve the purposes of specific tasks, applications or describe certain domains.
Because of that, they cover different knowledge domains in variable levels of de-
tail. Ontologies are more recent than WordNet and contain new terms due to the
fact that they are created and updated by many knowledge experts. As a result
of this, the knowledge defined in ontologies is diverse and at times redundant.
Furthermore, due to the lack of quality control, ontologies suffer of modelling
errors (e.g. China subClassOf Asia) as described in our previous work [9].

[8] use ontologies from an ontology repository to perform query expansion and
limit the effect of tag ambiguity on search. One effort combining WordNet and
ontologies was presented in [2]. WordNet was used to disambiguate the meaning
of tags and to expand them with additional lexical information. The expanded
tags were enriched with entities from online ontologies. However, we observed
that this sequential combination was suboptimal, as the WordNet based step
ruled out a high number of tags that existed in online ontologies.

This observation and the lack of comparative studies on WordNet and on-
tologies motivated our interest to explore these two KS in terms of folksonomy
search. Our goal in this paper is twofold. First, we investigate how the us-
age of KS can address polysemy, synonymy and basic level variation
and minimise their effects on folksonomy search. Second we compare
the KS-based search with the cluster-based search in folksonomies. We
present a method that creates a structure of senses (similar to the one presented
in Fig.1b) for each KS separately (Sec.2.1). We implement a query expansion
mechanism (Sec.2.2) for these structures and using a web interface (Sec.3) we
compare the KS and the cluster-based search (Sec.4) within a user study.

2 Building and Querying Knowledge Structures
The goal of this work is to compare the characteristics of WordNet and ontologies
that contribute to the creation of semantic structures (e.g., Fig.1b) and to the
resolution of the search impediments caused by polysemy, synonymy and basic
level variation. Although, context investigation and disambiguation mechanisms
are required in order to define the precise meaning and relations of tags, the
analysis of disambiguation techniques is out of the scope of this paper. In this
work we focus on studying which characteristics of the KS can deal with the
above phenomena. We start by defining the basic elements of our approach.
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Definition 1. A folksonomy consists of a set of resources R ={r1, ..r|R|} and
a set of tags T ={t1, ..t|T |}. For a resource r ∈ R, tags(r) represents its set of
tags. For a tag t ∈ T, res(t) =

⋃|R|
i=0 ri ∀ri : t ∈ tags(ri) is the set of resources

tagged with tag t. For example, in Fig.1a, tags(R1) = {fruit, dessert} and
res(apple) = {R2, R3}.
Definition 2. A Knowledge Source KS consists of a set of senses S ={s1, ..s|S|}.
Each sense s has a number of more specific, sub(s), and more generic, sup(s),
senses. For example, in Fig.1b sub(S1) = {S2}. In addition, a sense s has a set of
words that define its meaning, its set of synonyms, and it is denoted by syn(s).
For example, in Fig.1b syn(S3) = {cake, dessert}.
Definition 3. We define the relation between a tag t ∈ T and a sense s ∈ S as
Dfn(t, s), ∀t, ∀s : t ∈ syn(s). This means that t is potentially defined by s if
it belongs to its set of synonyms. In addition, senses(t) =

⋃|S|
i=0 si : Dfn(t, si)

is the set of senses assigned by the KS to the tags representing its possible
meanings. For example, in Fig.1b senses(apple) = {S2, S4}.
As previously mentioned, in Fig.1a, searching for cake excludes R1 due to tag
synonymy. Query Results = res(cake) = R2. The existence of a semantic
structure allows for the inclusion of results tagged with synonym tags to cake,
i.e., Query Results = UT

i=0res(ti) : ti ∈ syn(sj)∀sj : Dfn(cake, sj) = {R1, R2}.
Intuitively, the richer a sense s in terms of synonyms, the higher the probability of
retrieving resources tagged with a tag that is equivalent to a synonym. Therefore,
to compare the two KS in terms of dealing with tag synonymy we measure
the average number of synonyms per sense assigned to tags: (I) |syn(S)| =∑ |S|

i=0 |syn(si)|
|S| . For example, in Fig.1b |syn(S)| = 1+1+2+2+1

5 = 1.4.
In the same scenario, searching for apple retrieves both R2 and R3 due to

tag polysemy. To allow for querying mechanisms to deal with polysemy the
structure should have enough senses representing the meanings of polysemous
tags. The more senses a KS provides for a tag the more likely to match all
the possible senses of the tag. Therefore, we compare the two KS in terms of
dealing with tag polysemy by measuring the average number of senses per tag:

(II) |senses(T )| =
∑ |T |

i=0 |sense(ti)|
|T | . E.g., in Fig.1 |senses(T )| = 1+1+2+1+1

5 = 1.2
To deal with problems caused by lack of structure and basic level variation

we investigate how tags can be mapped onto the hierarchical structure of senses
in each KS. First, we measure the mean number of direct sub/super-senses. The
higher the number of sub/super-senses the higher the probability to map more
specific and more generic tags of a tag into the structure. The mean numbers of

subsenses and supersenses are : (III) |sub(s)| =
∑ |S|

i=0 |sub(si)|
|S| and (IV) |sup(s)| =∑ |S|

i=0 |sup(si)|
|S| . In Fig.1b |sup(S)| = 0+1+0+2+1

5 = 0.8.
Formulas (I to IV) calculate the richness of the KS, however, to decide which

KS performs better during search one more measure needs to be defined. This
represents how well the expansion of t using each KS is mapped to the tagspace
and is reflected by the ratio of the resources retrieved using only t to the resources
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retrieved using the expansion of t. The expansion of t is defined as exp(t) =
{syn(s) + syn(sub(s)) + syn(sup(s))}, ∀s : Dfn(t, s). The increase ratio for tag
t is defined as: inc(t) = |res(exp(t))−res(t)|

|res(exp(t))+res(t)| . E.g., inc(cake) = |{R1}−{R2}|
|{R1}+{R2}| = 1

2 =

0.5. We measure the mean increase for T which is: (V) |inc(T )| =
∑ |T |

i=0 |inc(ti)|
|T | .

Finally, to obtain an estimation of how well a KS can solve the above phenom-
ena, the set of tags covered by this KS, TKS ⊆ T should be measured. Intuitively,
the higher the number of tags defined by the KS the better the KS performs in
this task. (VI) |TKS | = |

⋃|T |
i=0 ti : ∃ s ∈ S : Dfn(ti, s).

To evaluate measures (I to VI), first, we use each KS to assign senses to the
tags and to link the senses with their hierarchical information extracted from
each KS. This semantic enrichment process yields one semantic structure per
KS as described in Sec.2.1. Second, we implement a query mechanism for
these semantic structures as described in Sec. 2.2.

2.1 Step 1: Semantic Enrichment

We use two different strategies to enrich tagspaces with semantic structure.
Strategy A uses WordNet and Strategy B uses online ontologies. The intended
output for both strategies is a structure similar to the one depicted in Fig.1b.
This structure is built in two stages, common to both strategies.

First, the potential meanings of a tag are made explicit by aligning it to
appropriate senses. While in previous work [2] we use disambiguation algorithms
to precisely identify the meaning of a tag in a certain context, for the purposes of
this comparative study we assign all possible senses to a tag. As mentioned above,
we are interested in the richness and coverage of the KS over a tagspace and want
to rule out any bias introduced by disambiguation methods. As a result, we assign
senses(apple) = {S2, S5} (Fig.1). Strategy A relies on WordNet’s synsets to find
such senses, while in the case of Strategy B we developed a clustering mechanism
which identifies a possible set of senses for a tag by combining information from
multiple online ontologies. To estimate |syn(S)| (I) for each KS, we assign as
synonyms (syn(s)) to each sense s all the available lexical information from
the respective KS that can possibly describe the sense (e.g., synonyms from
WordNet, ids and labels from ontologies).

Second, we include structural information among the senses by reusing
knowledge from the KS. First, we select all possible ancestors for each sense,
i.e., S4:Apple is defined as a S5:Company and an S6:Organisation. The reason
for selecting all possible ancestors is the heterogeneity of the structures of the
knowledge sources. In order to achieve high connectivity among the senses we
import the subsumption path to the highest possible ancestor e.g., S9:iPod is a
subsense of S8:Gadget which is a subsense of S7:Device. We currently restrict
the method to subsumption relations, as these are present in both KS.

Strategy A: WordNet-Based Enrichment. WordNet is a hierarchy of
synsets each describing a sense. Most synsets are subsumed by at least one
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hypernym synset; they subsume a set of hyponym synsets and contain a set of
words describing the same sense (synonyms).

For sense selection, we consider all the synsets that contain a given tag in
their list of synonyms. Note that we consider only noun synsets as these have
richer hierarchical information than other parts of speech. For each sense, we
import in the structure the corresponding synonyms of the sense. WordNet’s
matching mechanism automatically caters for lexical variations and plurals. To
create a structure of senses, we import each sense’s ancestor path till the root
of the WordNet hierarchy and their first level of hyponyms.

Strategy B: Online-Ontology Based Enrichment. In order to enrich the
tagspace, we explore online ontologies through the Watson1 Semantic Web gate-
way. The sense selection is more difficult in this case, because, unlike WordNet,
the Semantic Web does not contain an established set of senses. To overcome
this limitation, we build a clustering algorithm, which groups together entities
that are sufficiently similar and therefore might denote the same sense.

First, all ontological concepts containing the tag in their localname (id) or
label(s) are selected. We focus on concepts as they have a richer hierarchy than
properties and individuals and also to maintain comparability with the struc-
ture generated from WordNet. We use Watson’s API and we strictly match the
tags against the id or label(s) of ontological concepts, e.g., berry is not matched
against berry fruit neither is water against water container. This is done to re-
strict additional noise. By using multiple ontologies, the same concept may be
defined more than once thus leading to different types of redundancies such as:

1. Redundancy of the same entity. Several ontologies declare the same URI.
2. One entity with the same id is declared in two different versions of the same

ontology, e.g., O1.daml:plant and O1.owl:plant.
3. The same concept is declared in different ontologies in the same manner,

namely it is subsumed by the same concept(s) and has the same ontological
neighbourhood (relations, literals and so on) but different URI.

4. The same concept is defined in different ontologies by twodifferent entitieswith
different neighbourhood, e.g., O1:Banana

subClassOf−→ {O1:GroceryProduce,

O1:TropicalFruit} and O2:Banana
subClassOf−→ O2:Tree-Fruit

The clustering algorithm minimises these redundancies by grouping sufficiently
similar semantic descriptions of entities together and merging them into a new
description, a cluster of entities, which we consider one sense. The algorithm is
repeated until all obtained senses are sufficiently different from each other. To
compute the similarity between two entities we compare their semantic neigh-
bourhoods (superclasses, subclasses, disjoint and equivalent classes and named
relations) as well as their lexical information (localnames, labels). The similarity
Sim(e1, e2) for two entities e1 and e2 is computed as:
1 http://watson.kmi.open.ac.uk. The ontologies indexed in Watson during the ex-

periment (May-June 2009) were approximately 9.000 and contained a total number
of 460.000 classes (including redundancies).

http://watson.kmi.open.ac.uk
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Sim(e1, e2) = WL × SimL(e1, e2) + WG × SimG(e1, e2)

SimL(e1, e2) is the similarity of the lexical information of the two entities com-
puted using the Levenshtein metric. SimG(e1, e2) is the similarity of the entities’
neighbourhood graphs. For example, the superclasses of e1 are compared against
the superclasses of e2. This is repeated for all the neighbour entities of e1 and e2.
The similarity among the neighbour entities is computed based on string simi-
larity too. For this experiment we set a low similarity threshold of 0.3 in order
to achieve a maximum clustering result. In addition, we set WG = WL = 0.5 in
order to cater for the heterogeneity of online ontologies in terms of the richness
of their lexical and structural information. For example, for banana we obtained
a single cluster, because, according to our clustering algorithm there is only one
sense of banana in all online ontologies. This cluster of entities contributes to
the sense of banana with synonyms derived from the localnames and labels {L1:
“banana”, L2:“an elongated yellowish fruit which grows on palm trees”} and

leads to the structural information Banana
subClassOf−→ {Fruit, Tropical Fruit,

GroceryProduce, Tree Fruit.
L2 was the label of one of the clustered entities. Different ontologists have

different representation styles and may include a comment as a label. In addition,
unlike in the case of WordNet, mapping of inflections is not covered by the
Watson API’s search mechanism and therefore they will denote two different
senses if they are not clustered by our algorithm. Issues such as lexical matching
and entity redundancy need to be dealt with in Strategy B. All these are effects
of the heterogeneity of ontologies.

Once the entity clustering is complete, for all the direct superclasses of the
cluster’s entities we iteratively get their superclasses till the root of an ontology.
For example, we obtain Tropical Fruit

subClassOf−→ Fruit. We notice that by adding
this knowledge there is then one direct and one indirect relation between Fruit
and Banana. We maintain as many subsumption relations as possible regardless
if they are implicitly redundant in order to support query expansion.

2.2 Step 2: Query Mechanism

The query mechanism allows the exploration of the structures created by using
each KS. Algorithm 1 (Alg.1) describes a querying mechanism which a) maps
query keywords to appropriate senses; b) retrieves the resources tagged with tags
associated to these senses, and c) groups the returned resources into meaningful
groups, which are used as a basis for the presentation of the results.

Our algorithm is based on the following intuition: users are primarily inter-
ested in resources tagged with the exact keyword, as well as with tags denoting
more specific concepts. However, if only a few resources are returned for these
cases, the user might also be interested in exploring resources tagged with more
generic tags. For example, when searching for fruit, a user is likely to also be
looking for resources annotated with the various types of fruit, such as apple or
tropical fruit. Alternatively, if few results are returned, he may be interested in
broader notions e.g., plant. Accordingly, for a query keyword k, Alg.1 retrieves
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all relevant senses and all their subsenses (Alg.1, 3-5). For all these senses, it
retrieves the resources that are tagged with tags mapped to these senses (Alg.1,
6-11). The algorithm also categorises all the retrieved resources into groups ac-
cording to the overlap of the resources’ tags with the synonyms of the subsenses.
For example, in a query for animal, items tagged with animal and zebra and
items tagged with zebra are grouped together into a group described with ze-
bra (Alg.1, 12-18). If the number of subsenses is less than four, then the same
process is repeated with the supersenses (Alg.1, 20 -27). The threshold of four
is selected because we further compare the KS-based querying with the cluster-
based querying (Sec.4) and the mean number of clusters per tag is 3.4.

Algorithm 1. KS-based Querying
1: for all k ∈ QueryKeywords do
2: create group gk � This is to place all the uncategorised results
3: retrieve S : ∀ s ∈ S, Dfn(k, s) � S=senses(k)
4: for all s ∈ S do
5: retrieve sub(s)
6: for all ś ∈ sub(s) do
7: retrieve Ŕ =

⋃
t́∈syn(ś) res(t́),

8: create group ǵ
9: ∀ ŕ ∈ Ŕ, put ŕ in ǵ

10: end for
11: retrieve R =

⋃
t∈syn(s) res(t),

12: for all r ∈ R do
13: Overlap(r, ś) := |tags(r)

⋂
syn(ś)| / |tags(r)

⋃
syn(ś)|, ś ∈ sub(s)

14: put r in ǵ : Overlap(r, ś) = max Overlap(r, śj), śj ∈ sub(s)
15: if Overlap(r, ś) = 0 ∀ ś ∈ sub(s) then
16: put r in gk

17: end if
18: end for
19: end for
20: if |

⋃|S|
i=0 sub(si)| < 4 then

21: retrieve sup(s)
22: for all ṡ ∈ sup(s) do
23: retrieve Ṙ =

⋃
ṫ∈syn(ṡ) res(ṫ)

24: create group ġ
25: ∀ ṙ ∈ Ṙ, put ṙ ∈ ġ
26: end for
27: end if
28: end for

3 System Implementation

We implemented Alg.1 into two web interfaces to perform KS-based search on the
structures acquired from WordNet (System 2, S2) and ontologies (System 3,
S3). We also developed a web interface to simulate the cluster-based presentation
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of results as provided currently by folksonomies, System 1 (S1)2. To do that,
the clusters of the query keyword are retrieved using the folksonomy API. All
the resources tagged with the keyword are divided into groups according to the
number of tags they share with each cluster.

Fig. 2. Result screenshot for the query sport in system S1

All systems display the results grouped in meaningfully named groups. Fig.2
shows a screenshot with results from S1 for the query sport. For each group,
there is a descriptive header which contains the title and the number of results
per group. For S1 the title consists of the three most popular tags of the cluster
(in accordance to the folksonomy clustering paradigm). For S2 and S3 the titles
consist of the synonyms of the sense under which the results are clustered. For
example, for this query, S2 returned groups described as track and field, skiing
or judo, while S3 had groups named golf, hunting and horseback riding. The “see
all” link allows the user to view all the results of the group when there are more
than five results per group.

2 http://www.flickr.com/photos/tags/TAG/clusters/

http://www.flickr.com/photos/tags/TAG/clusters/
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4 Experiments

As a basis for our experiments, we used the MIRFLICKR-25000 [5] dataset
proposed for ImageCLEF 2009. This contains 25000 images from Flickr with
69099 distinct tags. Although this is a dataset proposed for image analysis and
9% of the images are not tagged, the rest are tagged with a number of tags
ranging from one to 75, spanning various domains.

We conducted three experiments. First, we enriched the dataset with strate-
gies A and B (Sec.2.1) and evaluated the enrichment in terms of quantitative
(Sec.2: (I), (II), (III), (IV), (VI)) and qualitative measures (Sec.4.1). Second, we
performed a user evaluation on searching with the three systems built in Sec.3
(Sec.4.2). Finally, we used the user queries to measure |inc(T )| (V) (Sec.4.3).

4.1 Step 1. Enrichment Evaluation

The values obtained for metrics (I) to (IV) and (VI), defined for the evaluation
of the enrichment, are shown in Tbl.1. In terms of the tagset coverage of the
two knowledge sources, we observe that WordNet covers more tags than on-
line ontologies (26.3% of all distinct tags, vs. 16%). We also note that a larger
amount of tags were exclusively enriched by WordNet (12%) than ontologies
(2.3%). Indeed, WordNet was better than ontologies in enriching concrete in-
stances (Hannover) which was a limitation of Strategy B, as well as tags in
a plural form. In a complementary fashion, ontologies outperformed WordNet
by enriching non-noun tags (alpine), which was a limitation of Strategy A, or
non-English tags (collezione).

One of the reasons for the low coverage by both sources is that, 71.4% of the
tags were not mapped to any of the KS. This was due to phenomena such as
compound tag concatenation (rowingboats), misspellings (rasberry), non English
tags (chaminá), idiosyncratic tags (:D), tags that are not defined in either source
(augor) and phrases (daughters of the american revolution).

Additionally, the major difference in coverage between WordNet and ontolo-
gies can be (at least partially) explained by the difficulty of matching tags to the
concepts of these sources. Indeed, while the matching mechanisms of WordNet
support the mapping of plurals and lexical variations to correct senses, matching
is more difficult in ontologies. We found, for example, that ontologies use dif-
ferent modelling styles to express the names of entities, using one or more of
the following mechanisms: the local name, rdf:label, rdf:comment or even locally
specified properties (e.g., O2::name =fiat). In addition, the delimitation of com-
pound labels (e.g., O1#zantedeschia genus zantedeschia,O2#FloweringPlant)
is inconsistent across ontologies .

In terms of the richness of the created structures, WordNet provides, on av-
erage, more senses per tag (2.9) than ontologies (1.8). The amount of synonyms
per senses is comparable in both sources, but important differences can be ob-
served in the average number of more generic and more specific senses created
in the two structures. Indeed, the structure created with WordNet, has a higher
number of subsenses (2.7) on average than ontologies (1.5). Inversely, ontologies
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Table 1. Quantitative results of the enrichment evaluation

Measure WordNet Ontologies

(I) |syn(S)| 2.3 2.2
(II) |senses(T )| 2.9 1.8

(III) |sub(S)| 2.7 1.5
(IV) |sup(S)| 1.0 1.5
(V) |inc(T )| 38% 39%

(VI) |TKS | 26.3% 16%

lead to more supersenses (1.5) than WordNet (1.0). One explanation for this is
that online ontologies often express different points of views, or cover more do-
mains than WordNet does and therefore lead to more supersenses. For example,
mosquito has three more generic senses in ontologies and only one in WordNet:

ontologies: Mosquito subSense−→ {BloodFeedingArthropod, Insect, Vermin}
WordNet: Mosquito subSense−→ Dipterous Insect subSense−→ Insect

We also observe variable hierarchical granularity between ontologies and
WordNet. Indeed, as shown for mosquito, the WordNet definitions of terms tend
to be more fine-grained than in ontologies. Additionally, differences in the granu-
larity of the definitions can also be observed within WordNet itself. For example:

WordNet: Orange subSense−→ Citrus subSense−→ Edible Fruit
WordNet: Apple subSense−→ Edible Fruit

4.2 Step 2. User-Based Search Evaluation

In the second experiment we performed a user study. The user group consisted
of 25 expert and non expert users with basic knowledge of image search on the
web. Their task was to post at least three single keyword queries to systems
S1, S2 and S3 without domain or any other restrictions. We limited the search
to single keywords because we were interested in comparing the richness of the
structures created in Step 1 per keyword. In addition we maintained the same
terms to compare with S1, which simulates the cluster-based search which is only
available for single keywords. We obtained 88 distinct queries and the evaluators
had to report on their comparative experience on using S1, S2 and S3. More

Table 2. User Questions and Responses

Question S1 S2 S3

Q1: Did you find what you were looking for? 90% 85% 84%
Q2: How helpful was the presentation of the results and why? 2,9 2,8 2,8
Q3: Rate the number of correct versus incorrect results 3,3 2,8 3,1
Q4: Which is the best performing system? 35% 32% 33%
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specifically, they had to report on the questions of Tbl. 2. In Q2 and Q3 they
had to select from a scale of 1 to 4; 1 being very unhelpful/all incorrect and
4 very helpful/all correct. They also had to report which results were most
(ir)relevant/(in)correct and why for each query and system.

Overall, S1 performs better than S3 which performs better than S2 as seen
in Tbl.2. Considering that in S2 and S3 none of the results of S1 are excluded
(Alg.1), a possible explanation for this result is the reported decrease in precision
(Tbl.2, Q3). The users stated that S1 performed better because there were
less groups and it was easier to navigate through the results. It should be
stressed that all the results returned from S1 were tagged with the query keyword
(see Sec.3). S2 and S3 included results tagged with tags related to the keyword,
thus increasing the number of groups. In some cases the users reported that the
results of some of these additional groups were irrelevant.

The effect of irrelevant results was maximised by an additional factor. In some
cases the users reported that the photos were tagged incorrectly. This can
be further justified from the result of Q3:S1 = 3.3/4 (Tbl.2). An example of this
is the query tiger. Among the groups containing photos of tigers, S1 returned
a group headed with {butterfly, shallowtail} containing one image of a tiger
butterfly. This was reported as incorrect because the user was unaware of this
sense of the word tiger and no further explanation was given from the system.
This is a common phenomenon arising from categorising photos based on clusters
of tags derived from co-occurrence. The relations among the tags are not
clear (e.g., tiger is a type of butterfly) and it is not possible to give a justification
for the retrieval of results and their categorisation in a particular group. This,
however, would be possible if the knowledge Tiger Butterfly subSense−→ Butterfly
was provided by a KS.

In some cases the users reported that the presentation of S2 and S3 was more
helpful even when the results returned by S1 were almost the same. According to
them, the images were presented under a meaningful category. For ex-
ample, for the query horse, S2 and S3 returned different groups for colt, palomino
as opposed to the groups returned by S1 italy, cavallo, england. They found this
distinction of results helpful for understanding the kind of horse depicted.

In cases that the query keyword did not return meaningful results in S1,
the users reported that S2 and S3 returned more and a higher variety of
results. For example, querying for soap, most S1’s results depicted bubbles
but S3 returned results depicting shampoo because Shampoo subSense−→ Soap was
found in online ontologies. Equally, for doggy S1 retrieved only two images while
S2 retrieved all images tagged with dog because doggy is one of the synonym
terms for the sense of dog in WordNet. Finally the users were asked to select the
system that performed better in all their queries (Q4). 35% of the users selected
S1, 33% S3 and 32% selected S2. The responses to the rest of the questions of
Tbl.2 justify this too. S1 performed better due to less groups of results. S2 and
S3 returned better group descriptions and in addition S3 groups were judged to
be more relevant.
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4.3 Step 3. Quantitative Search Evaluation

Taking into account the user’s queries and comments, we measured the approx-
imate average inc(T ) for WordNet and ontologies. In Fig.3 WordNet’s increase
is represented with dark lines and ontologies’ increase with light lines. inc(T )
is the ratio of additional correct results returned by the expansion of the query
keyword divided by the total results returned as described in Sec.2 (V). Fig.3
demonstrates the inc(T ) for the user queries for which S2 and S3 returned ad-
ditional correct results. The rest of the queries were either not mapped to any
KS or their related senses did not map to the tagset.

Fig. 3. Increase in results on the user entered keywords

inc(T ) is affected by two factors as shown in Sec.2 (V). The first, depends
on the tagset and is not relevant to the KS used. This is how popular is the
search keyword ki in the tagset, i.e., how many resources are tagged with
it (e.g., soap, doggy). The second factor, is the number of correct additional
resources retrieved when expanding ki with synonyms, subsenses and super-
senses. This depends on the number of synonyms, sub/super-senses and how
well these are covered in the tagset. A representative case of related senses that
were not well covered is the one of nature. S2 returned four groups, one for each
of the subsenses of nature in WordNet, i.e., {animality, complexion, disposition,
sociality}. The users reported that the results of S2 were not significantly more
than S1, they were generic and quite irrelevant to nature. On the other hand,
S3 returned five groups for {sky, fire, mountain, reef, rice} which are ontological
subclasses of nature. All the above were well covered by the tagset and, with
the exception of rice, the users reported that results and their grouping were
meaningful and satisfactory. As a result the increase of nature from S3 was sig-
nificant. The phenomenon of irrelevant groups was more frequent in S2 than S3,
justifying the lower increase for S2 (Tbl.1) and the lower user satisfaction this
particular system (Tbl.2).

In cases of querying for apple, system S3 returned one group representing the
sense of fruit. S2 returned two groups for apple derived from the two senses
of apple in WordNet, i.e., fruit and fruit tree. However, none of the two senses
was relevant to the the sense of computer company. This shows that the number
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of senses is not enough information to decide if a KS can deal with polysemy.
To decide this information on the coverage of the senses from the tagspace is
required.

Another useful outcome emerged with querying for may. While S2 and S3 did
not present the results in any meaningful manner nor did they return any ad-
ditional results, S1 performed quite satisfactorily. Four clusters were returned
grouping together images tagged with {england, london}, {spring, flowers},
{sky, cloud} and {paris, france}. A plethora of photos shot in and tagged with
may, can depict flowers, sky, cities and so on but may depict nothing that can
symbolise the month May. This is a type of idiosyncratic tagging and no KS can
supply formal relations between may and these tags since there are no formal
relations among them. Nevertheless, for this type of idiosyncratic tagging
the clustering of results based on frequent tag co-occurrence is quite
efficient.

5 Conclusions and Future Work

In this paper we explore how formal knowledge sources, WordNet and online on-
tologies, can improve folksonomy search and which of them performs better. We
evaluate them qualitatively and quantitatively in terms of tagspace enrichment
and user satisfaction comparing the KS-based search to cluster-based search.

In terms of tagspace enrichment, WordNet outperformed ontologies in most of
the measures. It provided more senses per tag and more synonyms per sense than
ontologies which is an indication of better addressing tag polysemy and tag
synonymy respectively. Additionally, WordNet covered a higher percentage of
tags than ontologies. WordNet and ontologies returned comparable measures for
subsenses and supersenses which served as an indication for deciding which KS
can project the basic level variation of the tagspace to a semantic structure.

However, in the user evaluation the ontologically created structure performed
better in search than the WordNet created structure. The expansion of the query
keyword with terms from ontologies returned a higher number of results com-
pared to the expansion provided from WordNet despite the fact that WordNet
provided a richer structure. This indicates that the tagset coverage of the created
semantic structure is more important in the context of search than the richness
of the structure.

In a nutshell, comparing the KS-based search to folksonomy search, indicated
that users prefer the number of groups to be short and concise similar
to cluster-based search but the explanation of the results to be more in-
tuitive according to KS-based search. In addition, search problems caused by
idiosyncratic tagging can be addressed better by statistical methods rather than
formal knowledge sources.

In future work we aim to combine information from folksonomies, ontologies
and WordNet to achieve better sense discovery for tags. In particular, we aim
to use appropriate disambiguation techniques in order to assign the tags to
the most relevant senses using both knowledge sources. In addition, we plan to
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extend strategies A and B in a way that they exploit more entities and relations
from each KS. To reduce the number of irrelevant results, we aim to allow for
multiple keyword queries and ranking of results based on the popularity of tags
and KS-retrieved senses.
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Abstract. The increasing amount of interlinked RDF data has finally made avail-
able the necessary building blocks for the web of data. This in turns makes it
possible (and interesting) to query such a collection of graphs as an open and
decentralized knowledge base. However, despite the fact that there are already
implementations of query answering algorithms for the web of data, there is no
formal characterization of what a satisfactory answer is expected to be. In this pa-
per, we propose a preliminary model for such an open collection of graphs which
goes beyond the standard single-graph RDF semantics, describes three different
ways in which a query can be answered, and characterizes them semantically
in terms of three incremental restrictions on the relation between the domain of
interpretation of each single component graph.

1 Introduction

One of the most important recent trends in the Semantic Web community is to publish
on the Web large collections of interlinked semantic data. The expected result is what is
generally referred to as the web of data. This is how this vision is very clearly expressed
in the home page of the W3C Semantic Web Activity:

The Semantic Web is a web of data. There is lots of data we all use every day,
and it is not part of the web. I can see my bank statements on the web, and my
photographs, and I can see my appointments in a calendar. But can I see my
photos in a calendar to see what I was doing when I took them? Can I see bank
statement lines in a calendar?

Why not? Because we don’t have a web of data. Because data is controlled
by applications, and each application keeps it to itself.

The Semantic Web is about two things. It is about common formats for
integration and combination of data drawn from diverse sources, where on the
original Web mainly concentrated on the interchange of documents. It is also
about language for recording how the data relates to real world objects. That
allows a person, or a machine, to start off in one database, and then move
through an unending set of databases which are connected not by wires but by
being about the same thing. (http://www.w3.org/2001/sw/)
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The idea is that the web of data is a giant source of (semi-) structured information, which
can be used to answer queries that require the integration of bits and pieces coming
from different sources. However, this vision is far from becoming true. If, on the one
hand, the relevant W3C recommendations (mainly RDF and OWL) have provided the
necessary common format for data representation, the way data are published does not
always allow for a simple integration, and this for several reasons, including the fact
that it is not completely clear what issuing a query to the open web of data really means
in practice1.

In this paper, we propose a preliminary model of the web of data as a graph of graphs,
which is based on the framework of Distributed First Order Logic or DFOL [5]. The
main contribution of the model is to offer a clean semantics of interlinked data on the
web. We use this model to characterize three possible modes of querying the web of
data, and to formally describe the corresponding (expected) answer; technically, each
mode corresponds to a different restriction on the general model proposed.

2 Preliminary Definitions on the Web of Data

In this section we recall the basic definitions of RDF syntax, semantics from [6] and the
definition of conjunctive query and query answer over an RDF graph. Then we formally
introduce the syntactic notion of graph space as a set of RDF graphs.

2.1 Preliminaries on RDF

RDF distinguishes three sets of syntactic entities. Let Σ denote a set of URIs, B a set of
blank nodes, where the single nodes are denoted with x,y,z, and L a set of literals.

Definition 1 (RDF graph). An RDF graph g is defined to be a subset of the set

Σ∪B×Σ×Σ∪B∪L.

URI references contained in g are denoted with i : x, where i is a URI, called the prefix,
and is used to identify a dataset; and x is the local reference of i : x within the dataset i.
In this paper, without any loss of generality, we only consider RDF graphs g which do
not contain literals. This is because literals have a standard local interpretation and do
not allow to connect different graphs, which is the characteristic we want to concentrate
upon. From now on, we use Σ(g) and B(b) to denote the set of URIs and blank nodes
that occur in g respectively.

A merge of a set of RDF graphs g1, . . .gn, denoted by mergei∈{1,...,n}(gi) (we will
use the abbreviation merge(g1, . . .gn)), is defined is the the union of the set of triples
contained in the graphs g′1, . . . ,g

′
n, where each g′i is obtained by renaming the blank

nodes of gi such that g′1, . . . ,g
′
n don’t share any blank node2.

1 In this paper we focus on the formal aspects of the problem, and we disregard other essential
issues like, for example, provenance and trust. Of course a full solution should cover these
aspects as well.

2 For the definition of merging RDF graphs, refer to http://www.w3.org/TR/rdf-mt/

http://www.w3.org/TR/rdf-mt/
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Definition 2 (Interpretation of an RDF graph). An interpretation of an RDF graph g
is a triple (Δ,I ,E), where Δ is a non empty set, I : Σ(g) → Δ, and E : Δ → 2Δ×Δ.

Given an interpretation, we need to define when an interpretation satisfies a statement (a
triple). Let a model of an RDF graph g be an interpretation that satisfies all statements
in g. In the following, we use the symbol “≡” to denote the URI owl:SameAs and the
notation a f to denote the application of any function f to a. With an abuse of notation,

we use (i : x)E to denote
(
(i : x)I )E

. Since the interpretation of a graph g does not
provide any meaning for blank nodes, to define satisfiability we need to provide the
interpretation of blank nodes.

Definition 3 (Assignment to blank nodes). Given an interpretation m = 〈Δ,I ,E〉 of
g, an assignment to the blank nodes of g is a function a : B(g) → Δ. For each n ∈
Σ(g)∪B(g), we define (n)I

a as follows:

(n)I
a =

{
nI if n is a URI
a(n) if n is a blank node

Definition 4 (Satisfiability). Let m be an interpretation of a graph g, a an assignment
to B(g) and (a.b.c) a triple on the signature Σ(g)∪B(g). m satisfies (a.c.b) under the
assignment a, in symbols, m |= (a.b.c)[a] if

((a)I
a ,(c)I

a) ∈ (b)E

Given a set of triples Γ = {γ1, . . . ,γn}, m |= γ1∧·· ·∧ γn[a], if m |= γk[a] for 1≤ k ≤ n.

Definition 5 (Model of an RDF graph). An interpretation m = (Δ,I ,E) of g is a
model of g, in symbols m |= g, if there is an assignment a such that

1. for any (a.b.c) ∈ g, m |= (a.b.c)[a]
2. (≡)E is the identity relation (formally, (≡)E = id(Δ) = {(d,d) | d ∈ Δ}).

Definition 6 (Logical consequence in an RDF graph). A triple (a.b.c) in Σ(g) is a
logical consequence of g, in symbols g |= (a.b.c) if, for any interpretation m, if m |= g
then there is an assignment a such that m |= (a.b.c)[a]. A graph g′ is a logical conse-
quence of a graph g, in symbols g |= g′ if for any interpretation m, if m |= g then there
is an assignment a such that m |= (a.b.c)[a] for all (a.b.c) ∈ g′.

Notice that it is possible that g |= (a.b.c) for all (a.b.c)∈ g′ but g �|= g′. In fact, g |= g′ is
true only if all the triple of g′ is satisfied by the models of g w.r.t., a unique assignment;
while g |= (a.b.c) and g |= (a′.b′.c′) can be true w.r.t. different assignments. To empha-
sise this fact, we use the notation

∧n
k=1(ak.bk.ck) to denote the RDF graph composed of

the n triples (a1.b1.c1), . . . ,(an.bn.cn).
Query languages, such as SPARQL, are used to access knowledge contained in an

RDF graph. In this paper we consider the simplest RDF query language constituted by
the class of conjunctive queries3. Notationally we use x for a n-tuple (x1, . . . ,xn) of
variables (or blank nodes). Similarly, c is used to denote an n-tuple (c1, . . .cn) of URIs.

3 We are aware that this is a very strong simplification, but it does not affect the general model
we propose in this paper. The extension to more expressive queries will be part of our future
work.
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Definition 7 (Conjunctive Query). A conjunctive query, or simply a query, q(x) on an
RDF graph g is an expression of the form

q(x) = {x |
k∧

i=1

(ai.ri.bi)}

where x is a subset of the blank nodes occurring in
∧k

i=1(ai.ri.bi), and (ai.ri.bi) is a
triple in Σ(g)∪B(g).

As an example, the conjunctive query

(〈n,c〉 | (n, ex:attended, c)∧ (c, rdf:type,dbpedia:conference)∧
(c, ex:held in, p)∧ (p, ex:located, gr:greece))

(1)

corresponds to the following SPARQL query
� �

SELECT ?name ?conf
WHERE
{?name ex:attended ?conf
?conf rdf : type dbpedia: conference
?conf ex: held in ?place
?place ex: located gr : greece}

� �

The result of a query q(x) on a graph g is an n-ary relation (or equivalently a set of
n-tuples of URI’s) containing the row (c1, . . . ,cn) if the RDF graph (i.e. set of triples)
obtained by replacing xi with ci in all (ai.ri.bi) with 1≤ i≤ k is entailed by g. We recall
the notion of entailment among RDF graphs and RDF triples, as introduced in W3C
Recommendation on RDF semantics4.

Let c be a set of URIs in Σ(g). We use q(c) to denote the conjunction of tuples
obtained by uniformly replacing x1 with c1, . . . , xn with cn, in

∧k
i=1(ai.ri.bi).

Definition 8 (Query answer). The answer of q(x) in an RDF graph g is defined as

ans(q(x),g) = {c ∈ Σ(g)n | g |= q(c)}

2.2 The Graph Space

The web of data can be thought of as a multiplicity of graphs, each of which may con-
tain references to nodes in different graphs. To capture this complex distributed struc-
ture of interlinked (addressble) graphs, the syntax of single RDF graph is not enough.
Therefore we introduce the notion of graph space.

Definition 9 (Graph space). Given a set of URIs I, a graph space on I is a family of
RDF graphs G = {gi}i∈I .

4 http://www.w3.org/TR/rdf-mt/

http://www.w3.org/TR/rdf-mt/
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Fig. 1. A simple example

A graph space represents a specific state of the web of data, where I is the set of URIs
that can be dereferenced into an RDF graph. The signature of a graph space G , denoted
by Σ(G), is the union

⋃
i∈I Σ(gi) of the signatures of the graphs in G .

An example of a graph space composed of six graphs is depicted in Figure 15. In
this example the graph space G0 contains the six graphs gpb, gcg, gls, gsw, gokkam, and
ggr, where: gpb, gcg and gls identify the graphs of Paolo Bouquet, Chiara Ghidini, and
Luciano Serafini, respectively, gsw is the graph of semantic web, gokkam identifies a
graph containing OKKAM IDs6 and a few identity statements, and ggr is a graph con-
taining data about Greece. Thus, gpb intuitively states that Paolo Bouquet has attended
ESWC09 and that he knows Chiara Ghidini. Similarly for the other graphs. Even if the
graphs are distinct, elements of the RDF triples often refer to foreign URIs as illustrated
by the dashed lines.

At a first glance, a graph space looks very similar to a set of named graphs. However,
there is however a very important difference. In a graph space, the URIs associated to

5 For the sake of readability, in what follows we will use name spaces instead of full prefixes to
refer to RDF URIs. So, for example, pb:me is an abbreviation for a longer URI, e.g. http://
www.paolobouquet.net/me. When it is not necessary, we will not even define the full name
space, as the examples should be clear anyway. In square brackets we put the abbreviation of
the prefix for the corresponding graph.

6 See http://www.okkam.org/

http://www.paolobouquet.net/me
http://www.paolobouquet.net/me
http://www.okkam.org/
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each graph are not interpreted in the graph they contain, as it happens in the standard
interpretation of named graphs described in [3]. Instead they are used only to access
resources. We further elaborate on the the difference between named graphs and a graph
space in the related work section.

As a final remark, we observe that a graph space is an ideal structure, which describes
knowledge available on the web of data at a given time. In practice, it is virtually im-
possible to compute such an ideal structure, to store it in a centralized repository, and to
make it available for access, even though semantic web crawlers7 are able to compute
an approximation of it. As a consequence, access to the web of data cannot be modeled
through global queries on the web of data as a single global graph space, but only on
portions of it.

3 Querying the Web of Data

Imagine we want to query the web of data to know who attended which conference in
Greece. The request can be expressed as in the query q0(x) shown in (1). Suppose that
the current status of the web of data is the graph space G0 depicted in Figure 1. Unlike
the typical controlled situations, understanding how q0(x) can be answered in a web of
data requires to address at least the two folowing problems:

1. since the relevant datasets for answering the query may not be explicitly listed, we
need a method for collecting the relevant datasets by other means;

2. since each RDF graph has been produced independently, it is not necessarily the
case that RDF graphs can be easily integrated, as the same real world object (e.g.
the conference or the location in our example) may be denoted by different (dis-
connected) URIs.

In what follows, we propose three very general methods that one can think of to answer
the first question. We call them the bounded, the navigational and the direct access
method respectively.

3.1 The Bounded Method

This is our baseline method, as it assumes that the graphs which will be used to pro-
cess the query are explicitly listed in the query itself. This corresponds to what in the
SPARQL specifications is defined as the RDF dataset for a query8 and is passed to the
query processor through the FROM keyword. Nothing else is taken into account outside
the given dataset.

More formally, in the bounded method the query q(x) is submitted to the graph g
which is obtained by merging the graphs g j with j ∈ J explicitely listed in the query
itself. The resulting dataset is not extended with additional information from graphs
with indexes not in J.

7 See e.g. Sindice at http://sindice.com, Falcons at http://iws.seu.edu.cn/services/
falcons/ or Swoogle at http://swoogle.umbc.edu/

8 See definition in http://www.w3.org/TR/rdf-sparql-query/#rdfDataset. Here we are
not concerned with the distinction between RDF graphs and named graphs, so we will not
make use of this distinction.

http://sindice.com
http://iws.seu.edu.cn/services/falcons/
http://iws.seu.edu.cn/services/falcons/
http://swoogle.umbc.edu/
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Definition 10 (Bounded answer). The bounded answer of the query q(x) submitted at
J is

b ansJ(q(x),G) = ans(q(x),merge j∈J(g j))

Going back to our example, if the query q0(x) is submitted with the bounded method
to the set J = {pb,cg,sw,gr} in G0, then we are able to retrieve that chiara attended
eswc2009, i.e.,

b ans{pb,cg,sw,gr}(q0(x),G0) = {〈cg:chiara,cg:eswc2009〉}

by querying the merged graph in Figure 2. The same answer can be obtained by restrict-
ing J to contain only {cg,gr}.

Fig. 2. Querying with the bounded method

3.2 The Navigational Method

In the navigational method, the query does not define the boundaries of the dataset to
be used, but only the starting point (graph) from which other (possibly relevant) graphs
can be reached. The key idea is that the other graphs are reached by following the links
across RDF datasets in a way which is similar to what happens with the navigation on
the web. As such, the navigational mode is our attempt of modeling the ideas behind
the Linked Data approach9.

More in detail, this method starts starts from a resource r in a graph g and navigates
the web of data by following the links which are found between resources. When a
fixpoint is reached, that is, when all the reachable graphs are collected, the query is
evaluated against the resulting merged graph.

9 See http://www.w3.org/DesignIssues/LinkedData.html for the description of the ap-
proach, and http://www4.wiwiss.fu-berlin.de/bizer/pub/LinkedDataTutorial/ for
a tutorial on how to publish Linked Data on the Web).

http://www.w3.org/DesignIssues/LinkedData.html
http://www4.wiwiss.fu-berlin.de/bizer/pub/LinkedDataTutorial/
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To formally define how the query is answered in the navigational method we first
need to introduce the notion of reachability between graphs. This in turn is based on the
notion of foreign reference.

Definition 11 (Local and foreign URI reference). The occurrence of i : x in the graph
g j is a local reference if i = j, a foreign reference otherwise.

Definition 12 (Reachable graph). Given a graph space G , g j is directly reachable
from gi, denoted by i → j if i contains a foreign reference to j. g j is reachable from gi,

in symbols i
∗→ j if there is a sequence i = h1,h2,h3 . . . , j = hn such that hk → hk+1 for

1≤ k ≤ n−1. For any i ∈ I, i∗ = { j|i ∗→ j}.

Definition 13 (Navigational answer). The navigational answer of the query q(x) sub-
mitted at i is

n ansi(q(x),G) = ans(q(x),merge j∈i∗(g j))

Intuitively the definition of navigational answer says that to answer a query on a graph
gi, one needs first to collect all the information that can be reached by following the
links originating from gi (i.e. to compute merge j∈i∗(g j)), and then to submit the query
on this extended dataset.

Going back to our example, if we submit the query q0(x) to the graph G0 with a
navigational method starting from gpb we retrieve the two pairs

〈okkam:paolo,sw:ESWC2009〉 (2)

〈cg:chiara,cg:eswc2009〉 (3)

by querying the merged graph illustrated in Figure 3. The pair (3) is obtained using
the same information contained in the merged graph in Figure 2. What is different here
is the fact that also the graph gokkam can be used to solve the query as it is reachable
starting from gpb. This is due to the fact that the link connecting okkam : paolo from
gbp to gokkam is followed to navigate G0 and to compute the reachable graph from gpb.
This allows to obtain also the pair (2). Note that if we submit the same query q0(x) to
the graph G0 starting from gcg we only obtain an answer containing only the pair (3).
This because only the graph ggr can be reached following the directional links from gcg.

3.3 The Direct Access Method

In the thirs method, which we call direct access, the query is processed against the
dataset which results from merging all the relevant graphs which can be found on the
Web. Of course, there is the problem of defining what relevant means, but we can ig-
nore this orthogonal problem here, as the essence of the method does not change. For
example, in the case of our query q0(x) we can imagine that an oracle (e.g. a semantic
search engine) returns all the graphs about Greece and about conferences (or their inter-
section). The important point with this method is that the relevant graphs are collected
not through browsing, but through some kind of global index.
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Fig. 3. Querying with the navigational method

Fig. 4. Querying with the direct access method

Definition 14 (Direct Access answer). The direct access answer at i of the query q(x)
over the graph space G is defined as follows

d ansi(q(x),G) = ans(q(x),mergei∈I(gi))
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Intuitively the definition of direct access answer states that answering a query submitted
to a graph gi is the same as submitting the query to the entire (merged) graph space
at once. Indeed from the definition 14 we immediately have that d ansi(q(x),G) =
d ans j(q(x),G) for every i, j ∈ I; that is, the graph at which the query is submitted is
irrelevant in the computation of the answer. Note also that answering a query in a direct
access mode is equivalent to answering that in bounded mode over the entire graph
space G .

The complete merged graph for G0 is shown in Figure 4. This time we can obtain an
answer that contains also the pair

〈ls:luciano,sw:ESWC2005〉 (4)

in addition to the pairs described by Equation (2) and Equation (3).
In the rest of the paper we provide a precise formalisation of the notion of giant graph

and of these three methods of querying it.

4 A Semantics for the Graph Space

To provide a formal semantics for the for the web of data viewed as a graph space, one
could follow the idea of considering the graph space as the merge of all the available
graphs it “contains”, and then to interpret the resulting merged graph using the standard
RDF semantics. Let us call this approach the merged semantics for the graph space.
This semantics is quite simple, intuitive, and it captures the first intuitions behind the
idea of the graph space used to model the giant graph of data. However, we follow a
different approach. In fact, the merged semantics does not provide an adequate support
for the model proposed by the linked data approach as it does not adequately support
the notion of reachability. To understand the importance of reachability in the linked
data let us recall a quote from [2] on how to publish linked data on the web:

[. . . ] after you have published your information as Linked Data, you should
ensure that there are external RDF links pointing at URIs from your dataset,
so that RDF browser and crawlers can find your data.

Clearly, if an RDF graph is well connected, or easily reachable, form the other RDF
graphs then the information contained in it will be “exploited” much more than if the
graph is almost isolated. The merged semantics approach does not take into account
the degree of connectivity of a single RDF graph as all the graphs of the graph space
are uniformly merged in the global graph, independently from the fact that they are
reachable or not.

In this section we propose a more structured formal semantics for the graph space
where the notion of data resource (identified by a URI) is explicitly modelled. It is
based on the semantics of RDF as presented in [6], and it extends it in order to deal
with multiple linked graphs. This extension is based on these two facts:

1. we move from a model of a single RDF graph, to a set of local models for a set of
graphs.

2. we provide a semantics for links between resources belonging to different graphs.
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In other words, we see the web of data as a graph space G composed of a family of
graphs g1, . . . ,gn, and we provide the semantics of G in terms of suitable compositions
of the semantics of the component graphs. To do this we exploit the framework of local
models semantics and Distributed First Order Logic [5].

Definition 15 (Interpretation of a graph space). An interpretation M for the graph
space G = {gi}i∈I is a pair ({mi}i∈I ,{ri j}i, j∈I) where mi = (Δi,Ii,Ei.) is an interpre-
tation of Σ(G) associated to gi, and ri j , is a subset of Δi×Δ j . ri j is called the domain
relation from i to j.

The interpretation of a graph space G associates to each component graph gi an inter-
pretation mi which is defined over the entire set of URIs of G . This is justified by the
fact that potentially any URI of the web of data can be reached from any graph. This
semantic is consistent with the open world assumption usually done in the semantic
web. The domain relation represents a form of inter-graph equality. Intuitively the fact
that (d,d′) ∈ ri j means that, from the point of view of g j, d and d′ represents the same
real world object.

Definition 16 (Model for a graph space). An interpretation M for G is a model for G ,
in symbols M |= G , if mi |= gi.

Definition 17 (Global logical consequence). Let g be a set of triples in Σ(G). Then
G |= i : g if for all interpretations M of G , M |= G implies that mi |= g with mi the i-th
model of M.

In a graph space queries are submitted to a specific graph gi and then propagated through
semantic links to retrieve a global answer.

Definition 18 (Global answer). The global answer g ansi(q(x),G) of a query q(x)
submitted at i, is defined as follows:

g ansi(q(x),G) = {c ∈ (Σ(G))n | G |= i : q(c)}

Definition 18 provides a logical definition of what the answer to a query is with respect
to the most generic class of models for a graph space. We now move to the illustration
and formalization of different ways of using the web of data for answering a query, each
of which provides a different result set. Our objective is to characterize each modality
of query answering in terms of a restricted class of models for a graph space. More
precisely, for each method X which was introduced in Section 3, we will define a re-
stricted class of models for G , called X-models, such that the query answer relative to
X is equal to the logical consequence of G w.r.t., the restricted class of the X-models.

5 Formalizing the Query Methods

In this section we provide a formal semantics that completely characterizes the query
results in the three different methods defined in section 3. This semantics captures the
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differences between the three methods by means of different restrictions imposed on
the domain relation10.

Intuitively the domain ri j relation represents the translation of objects in the domain
of j into objects of the domain of i: if (d,d′) ∈ r ji, it means that the object d′ of the
interpretation domain of i is the translation of the object d of the interpretation domain
of j. Being able to translate object from j allows i to import information about this
object which is stored in j. This is formalized by the following general requirement that
we impose on models:

Definition 19 (Linked data model for a graph space). A model M of a graph space
G is a linked data model for G if and only if the following condition holds:

If (d,d′),(e,e′),( f , f ′) ∈ ri j and (d,e) ∈ ( f )Ei , then (d′,e′) ∈ ( f ′)E j (5)

Condition (5) in the definition above formalizes the fact that the properties stated in
one graph propagate to other graphs through the domain relation. In other words, the
domain relation is used to model a weak form of inter-graph identity. It is important to
observe that at this stage no general identity condition is imposed on the model for the
situation in which the same URI occurs in different graphs. This case will be taken into
account in Section 5, where we investigate different ways of using the web of data for
building the dataset for answering a query over a graph space.

5.1 The Bounded Method

In the bounded method, the query is submitted to the graph g obtained by merging the
graphs g j with j ∈ J and this dataset is not extended with information from graphs with
indexes not in J as formally defined in Definition 10.

From the semantic point of view, the bounded method can be modeled by isolating
J’s resources from the rest of resources (namely the I \ J-resources). This is done in the
following definition.

Definition 20 (Bounded model). M is a J-bounded model for any set J ⊆ I, if it is a
linked data model for G and for all i, j ∈ I

– if i, j ∈ J then ri j((k : x)Ii) = (k : x)I j

– if j ∈ J and i �∈ J, then ri j = r ji = /0

g ansB
J (q(x),G) is defined as the global answer g ansi(q(x),G) restricted to the J-

bounded models, for some i ∈ J.

Theorem 1. g ansB
J (q(x),G) = b ansJ(q(x),G)

Theorem 1 formalises the intuition that the answer of a query submitted on G is only
computed by using the local information available in the graphs in J. This is an im-
mediate consequence of the fact that all the domain relations ri j,r ji between resources
inside and outside J are empty, while domain relations between resources inside J are
an isomorphism.

10 The proofs of the theorems presented in this section can be found at http://dkm.fbk.eu/
index.php/Image:IR-KR-2009-TechRep.zip

http://dkm.fbk.eu/index.php/Image:IR-KR-2009-TechRep.zip
http://dkm.fbk.eu/index.php/Image:IR-KR-2009-TechRep.zip


Querying the Web of Data: A Formal Approach 303

5.2 The Navigational Method

The navigational answer introduced in Definition 13 states that the answer of a query
on a graph gi, is computed first by collecting all the information that can be reached by
following the links originating from gi, and then to submit the query on this collected
dataset.

Definition 21 (Navigational model). M is a navigational model if it is a linked data
model for G and for all i, j ∈ I with i

∗→ j, then

r ji(( j : x)I j ) = ( j : x)Ii

g ansN
i (q(x),G) is defined as the global answer g ansi(q(x),G) restricted to the navi-

gational models.

Theorem 2. g ansN
i (q(x),G) = n ansi(q(x),G)

Note that the navigational method is intrinsically directional. In fact the domain rela-
tion is defined as an injective function. This means that asking the query at different
entry points will potentially lead to different results. Indeed, the collection of graphs
which are reachable from a graph g is in general different from the collection of graphs
which can be reached from a graph g′. This would not be true only if all links were
bi-directional, which in practice is not the case.

5.3 The Direct Access Method

The direct access answer introduced in Definition 14 is based on the idea that we answer
q(x) by collecting all the graphs in the graph space at once.

Definition 22 (Direct access model). M is a direct access model if it is a linked data
model for G and for all j : x and for all i ∈ I, r ji(( j : x)Ii) = ( j : x)I j .

g ansD
i (q(x),G) is defined as the global answer g ansi(q(x),G) restricted to the direct

access models. The following theorem states this property.

Theorem 3. g ansD
i (q(x),G) = d ansi(q(x),G)

In this final case the domain relation is defined as an isomorphism for all the foreign
references of the graph space G . This allows to answer the query by using the merge of
the entire graph space.

6 Related Work

To the best of our knowledge, there are no proposals for a formal semantics for the
web of data seen as an interlinked set of graphs. However there are some similarities
between the semantics presented here and the semantics of named graphs presented in
[3]. The basic difference is the fact that the semantics of named graphs is based on a
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single global interpretation for the merge of all the graphs, whereas this is not the case
for our graph spaces.

A second approach comparable with the notion of graph space is the one of RDF
molecules [4]. While the approach presented in this paper is compositional (that is,
we start from local graphs and construct the semantics for the global graph), RDF
molecules support a lossless decomposition of a (large) graph in a set of (smaller)
graphs. This is done for efficiency reasons. However, the similarity between the two
approaches resides in the fact that the result of the decomposition can be seen as a
graph space which should be equivalent to the initial large graph. Focusing on the se-
mantics we can see that also RDF molecules use an approach based on the merging
semantics, while in our work we propose a range of semantics for composing graphs in
three different ways.

The Semantic Web Client Library11 supports the execution of SPARQL-queries over
the giant graph. As claimed in the homepage of the library, to answer queries, the library
dynamically retrieves information from the Semantic Web: “(i) by dereferencing HTTP
URIs [. . . ] or (ii) by querying the Sindice search engine.” Modality (i) corresponds to
the navigational method and to the corresponding navigational semantics, while modal-
ity (ii) corresponds to (an approximation of) what we call direct access. Furthermore,
this library can be configured by setting the parameter maxdepth to a number N so that,
when modality (i) is used to evaluate a query, the maximum depth of links dereferenced
is N. It is easy to see that the case maxdepth=0 corresponds to our bounded method,
while maxdepth=N > 0 corresponds to a modification of the navigational method that

can be obtained by replacing i
∗→ j with i

≤N→ j. The intuition behind this change is that

i
≤N→ j holds if j can be reached from i in N jumps.

The semantics proposed in this paper has several aspects in common with the se-
mantics of Package-based Description Logics (P-DL) [1], a formalism for distributed
ontology integration. P-DL supports the partial reuse of ontologies by enabling an on-
tology to import some of the symbols defined in another ontology. The similarity stands
in the fact that the operation of importing the symbol σ of the ontology Oi into the
ontology O j corresponds, in linked data, to the occurrence of the foreign reference i : σ
in G j. Furthermore the semantics of P-DL and semantic import is also based on the no-
tion of domain relation with restrictions similar to the one given in (5). The difference
between P-DL is the fact that we work on RDF while P-DL is defined on OWL, and
the fact that we provide a formalization of query answering, which is not available in
P-DL.

7 Conclusions

In this paper we have presented a formal model of the web of data as a graph space,
and a formalisation of three query methods over this space: the bounded method, the
navigational method, and the direct access method. This semantics gives a precise and
clear account of the distributed and interlinked nature of the web of data. This formal
model is based on the framework of Distributed First Order Logic [5] and formalises

11 http://www4.wiwiss.fu-berlin.de/bizer/ng4j/semwebclient/

http://www4.wiwiss.fu-berlin.de/bizer/ng4j/semwebclient/
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the differnt methods for quey answering by means of appropriate restrictions over the
domain relation.

An interesting issue, which is orthogonal to what we discussed in this paper, is the
following: to get the best results from querying the web of data, should we try to max-
imizize the interlinking across local URIs of different RDF graphs, or to maximize
the reuse of the same URI for the same resource in any graphs in which the entity is
named? On the positive side, the first practice is completely consistent with the idea of
navigational queries, and the second would offer a simple contribution to the problem
of finding the relevant graphs for direct access queries (e.g. searching all graphs con-
taining the URIs in the query as a starting point). However, on the problematic side,
the first heavily relies on the availability of identity statements (which seems a very
optimistic assumption on a web scale), and the second heavily relies on services for
finding available URIs. Our position on this is that the two practices not only can coex-
ist, but can support each others. They need not be thought of as mutually exclusive, like
publishing HREF links on the web of documents is not incompatible with using search
engines to find pages instead of just browsing. They address different needs (navigation
vs. integration), and rely on different tools, and only the practical experience will say
where the balance is between them on the Semantic Web.
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Abstract. Finding the justifications of an entailment, i.e. minimal sets of axioms
responsible for the entailment, is an important problem in ontology engineering
and thus has become a key reasoning task for Description Logic-based ontologies.
Although practical techniques to find all possible justifications exist, efficiency is
still a problem. Furthermore, in the worst case the number of justifications for a
subsumption entailment is exponential in the size of the ontology. Therefore, it
is not always desirable to compute all justifications. In this paper, we propose a
novel black-box algorithm that iteratively constructs a set of justifications of an
entailment using a relevance-based selection function. Each justification returned
by our algorithm is attached with a weight denoting its relevance degree w.r.t. the
entailment. Finally, we implement the algorithm and present evaluation results
over real-life ontologies that show the benefits of the selection function.

1 Introduction

Ontologies play a central role for the formal representation of knowledge on the Se-
mantic Web. In logic based ontology languages, such as Description Logics (DLs),
finding the justifications of an entailment is an important problem that has many prac-
tical applications, such as handling inconsistency in an ontology [9] and diagnosing
terminologies [13].

Several methods have been proposed to find the justifications for an entailment. Al-
though practical techniques to find all possible justifications exist, efficiency is still
a problem (see [13]). Furthermore, as shown in [4], in the worst case the number of
justifications for a subsumption entailment is exponential in the size of the ontology.
Therefore, it is not always desirable to find all justifications. As an illustration, accord-
ing to the statistics given in [8], for unsatisfiability entailments in the real-life ontology
Chemical ontology there exist up to 26 justifications, and a single justification contains
up to 12 axioms. In such cases, understanding all the justifications is a tedious effort
for a human. Instead of a guarantee to find all justifications, the user is typically only
interested in a set of justifications that are relevant to the entailment to a certain degree,
and thus intuitively easier to understand. At the same time, the restriction to only find
some justifications allows for considerable improvements in efficiency.

To this end, we propose a novel algorithm for finding justifications of a DL-based
entailment by using a relevance-based selection function. Our algorithm is based on a

A. Gómez-Pérez, Y. Yu, and Y. Ding (Eds.): ASWC 2009, LNCS 5926, pp. 306–320, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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black-box approach, and thus it can be implemented using any DL reasoner. We first
define a relevance-based ordering on the justifications using a selection function, which
allows us to associate a relevance degree with each of the justifications to facilitate
the comparison among them. We then present our algorithm which incrementally se-
lects sub-ontologies using a selection function and finds a set of justifications from
these sub-ontologies for an entailment. We consider two selection functions. One is the
relevance-based selection function given in [6] which can be applied to any DL. Since
this selection function does not take advantage of features of specific DLs, it does not
always produce very good results. Therefore, we propose a novel selection function
which is designed for an important DL: EL+.

The advantages of our algorithm over existing algorithms for finding all justifica-
tions, especially the one in [8] (marked as All Just Alg), are as follows: First, our
comparison shows the advantage of introducing the selection function to find justifi-
cations incrementally. Particularly, for test ontologies in EL+, our algorithm based on
the new selection function is orders of magnitude faster than All Just Alg and our
algorithm based on the existing syntactical selection function. Second, our algorithm
allows for a strategy for computing a set of justifications that satisfy some minimality
conditions. When this strategy is chosen, our algorithm outperforms the algorithms for
computing all justifications. Third, our algorithm for computing all justifications can be
interrupted at any time and still compute justifications which are relevant to the entail-
ment up to some degree. In contrast, existing algorithms will compute justifications in
an unordered way.

2 Preliminaries

2.1 Justification in Description Logics

We presume that the reader is familiar with Description Logics (DLs) and refer to the
DL handbook [1] for more details. A DL-based ontology O = (T ,R,A) consists of a
set T of concept axioms (TBox), a set R of role axioms (RBox), and a set A of asser-
tional axioms (ABox). The TBox and RBox are used to express the intensional level
of the ontology while the ABox is used to express the instance level of the ontology.
In this paper, we consider only DLs which are fragments of first-order predicate logic.
Thus, an ontology can be translated into a first-order knowledge base. Therefore, se-
mantics of DLs can be defined in a standard way. An interpretation I is called a model
of an ontology O, iff it satisfies each axiom in O. The main types of entailments are
concept unsatisfiability (written O |= C � ⊥): C is unsatisfiable w.r.t. O; and concept
subsumption: C is subsumed by D w.r.t. O (written O |= C � D). Without loss of
generality, we restrict our attention to concept subsumption in what follows.

In [8], a justification for an entailment is defined as a minimal subset of the axioms
in the ontology responsible for the entailment. Formally, let O be a consistent DL-based
ontology and φ be an axiom such that O |= φ, a subset O′ ⊆ O is a justification for φ in
O, if O′ |= φ, and O′′ �|=φ for every O′′ ⊂ O′. In this paper, we only consider consistent
ontologies.
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2.2 Reiter’s Hitting Set Tree Algorithm

Our algorithm for finding justifications is adapted from Reiter’s Hitting Set Tree (HST)
algorithm [11]. We follow the reformulated notions in Reiter’s theory given in [8].
Given a universal set U , and a set S = {s1, ..., sn} of subsets of U which are con-
flict sets, i.e. subsets of the system components responsible for the error, a hitting set
T for S is a subset of U such that si ∩ T �= ∅ for all 1 ≤ i ≤ n. A minimal hitting
set T for S is a hitting set such that no T ′ ⊂ T is a hitting set for S. A hitting set T is
cardinality-minimal if there is no other hitting set T ′ such that |T ′| < |T |. In the case
of finding justifications, the universal set corresponds to an ontology and a conflict set
corresponds to a justification, and all justifications can be found by constructing a HST.

Reiter’s algorithm is used to calculate minimal hitting sets for a collection C =
{S1, ..., Sn} of sets by constructing a labeled tree, called a Hitting Set Tree (HST).
Given a collection C of sets, a HST T is the smallest edge-labeled and node-labeled
tree, such that the root is labeled by� if C is empty. Otherwise it is labeled with any set
in C. For each node n in T , let H(n) be the set of edge labels on the path in T from the
root to n. The label for n is any set S ∈ C such that S ∩H(n) = ∅, if such a set exists.
If n is labeled by a set S, then for each σ ∈ S, n has a successor, nσ joined to n by an
edge labeled by σ. For any node labeled by�, H(n), i.e. the labels of its path from the
root, is a hitting set for C.

2.3 Selection Functions

We introduce the notion of a selection function given in [7]. Let L be an ontology, a se-
lection function for L is a mapping sL: P(L)×L×N → P(L) such that sL(O, φ, k) ⊆
O, where P(L) is the power set of L. That is, a selection function selects a subset of an
ontology w.r.t. an axiom at step k.

Let φ be an axiom in a DL-based ontology. We use I(φ), C(φ) and R(φ) to denote
the sets of individual names, concept names, and role names appearing in φ respectively.

We first define the direct relevance relation between two axioms.

Definition 1. Given two axioms φ and ψ, φ is directly relevant to ψ iff there is a com-
mon name which appears both in φ and ψ, i.e., I(φ) ∩ I(ψ) �= ∅ or C(φ) ∩ C(ψ) �= ∅
or R(φ) ∩R(ψ) �= ∅.

Based on the notion of direct relevance, we can extend it to relevance relation between
an axiom and an ontology. An axiom φ is relevant to an ontology O iff there exists an
axiom ψ in O such that φ and ψ are directly relevant.

We introduce the relevance-directed selection function which can be used to find all
the axioms in an ontology that are relevant to an axiom to some degree.

Definition 2. Let O be an ontology, φ be an axiom and k be an integer. The signature-
based selection function, written ssig

rel , is defined inductively as follows:

ssig
rel(O, φ, 0) = ∅

ssig
rel(O, φ, 1) = {ψ ∈ O : φ and ψ are directly relevant}

ssig
rel(O, φ, k) = {ψ ∈ O : ψ is directly relevant to ssig

rel(O, φ, k − 1)}, where k > 1.
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We call ssig
rel(O, φ, k) the k-relevant subset of O w.r.t. φ. For convenience, we define

ssig
k (O, φ) = ssig

rel(O, φ, k) \ ssig
rel(O, φ, k − 1) for k ≥ 1.

Example 1. Consider an ontology O (taken from the Proton ontology, c.f. experiments
in Section 4) including the following axioms:

1: Manager� Employee, 2: Employee� JobPosition,
3: Leader� JobPosition, 4: JobPosition � Situation,
5: Situation � Happening, 6: Leader � ¬ Patent,
7: Happening� ¬Manager, 8: JobPosition � ¬ Employee,
9: JobPosition(lectureship)

Given φ = Manager � ⊥, it is easy to check that ssig
1 (O, φ) = {1, 7}, ssig

2 (O, φ) =
{2, 8, 5} and ssig

3 (O, φ) = {3, 4, 9}.

According to [7], the relevance set selected by the signature-based selection function
will grow very fast and will become very large after a small number of iteration. This
problem is due to the fact that this selection function does not take advantage of features
of specific DLs. Therefore, another selection function for unfoldableALC TBoxes 1 is
proposed to restrict the signature-based selection function.

Definition 3. [13] Let φ and ψ be two axioms in an unfoldable ALC TBox. Vc(C)
denotes the set of concept names that appear in a concept C. Then φ is directly concept-
relevant to ψ iff

– Vc(C1)
⋂

C(ψ) �= ∅ if the axiom φ has the form C1 � C2,
– Vc(C1)

⋂
C(ψ) �= ∅ or Vc(C2)

⋂
C(ψ) �= ∅ if the axiom φ has the form C1 = C2

or disjoint(C1, C2).

If we replace the notion of directed relevance in Definition 3 by the notion of direct
concept-relevance, we get a new selection function which we call a concept-based se-
lection function and we still use scon

rel to denote it. In the following, we use srel to denote
either ssig

rel or scon
rel .

Ontology O given in Example 1 is an unfoldableALC TBox. We have scon
1 (O, φ) =

{1, 7}, scon
2 (O, φ) = {5}. Note that axiom number 7 is a disjointness axiom.

3 The Debugging Framework for Finding Justifications

In this section, we present our debugging framework for finding justifications for an
DL entailment. First of all, we introduce the relevance-based ordering on justifications
which is the basic definition in our framework. Then we give an overview of our frame-
work. Finally, the concrete algorithm to compute a set of justifications attached with
relevance degrees is given.

1 A TBox is called unfoldable if the left-hand sides of the axioms (the defined concepts) are
atomic and unique and if the right-hand sides (the definitions) contain no direct or indirect
reference to the defined concept.



310 Q. Ji, G. Qi, and P. Haase

3.1 Relevance-Based Ordering on Justifications

Before introducing an ordering on justifications using the relevance-directed selection
function, we first need to define the relevance degree.

Definition 4. (Relevance Degree) Let O be an ontology and C � D be a concept
subsumption of O. For a justification J , the relevance degree w.r.t. C � D is defined as
follows,

drel,C	D(J) = max{k : J ∩ ssig
k (O, C � D) �= ∅}

Definition 5. (Relevance-based Ordering) For any two justifications J1 and J2 for an
entailment C � D, a relevance-based preordering on the set of all the justifications for
C � D, written �rel,C	D, is defined as follows,

J1 �rel,C	D J2 iff drel,C	D(J1) ≥ drel,C	D(J2).

That is, justification J1 is less relevant to C � D than J2 if and only if the element in
J1 which is furthest from C � D is less relevant to that in J2 which is furthest from
C � D.

Example 2. (Example 1 Continued) Entailment φ = Manager � ⊥ has the following
two justifications:

J1 = {Manager�Employee, Employee�JobPosition, JobPosition� ¬Employee}
J2 = {Manager�Employee, Employee�JobPosition, JobPosition�Situation,

Situation�Happening, Happening� ¬Manager}.
By Example 1, we have drel,φ(J1) = 2 and drel,φ(J2) = 3. Therefore, J2 �rel,φ J1. It
is clear that J1 is much easier to understand than J2.

Definition 6. Let O be an ontology, C � D be a concept subsumption of O and srel

be a relevance-based selection function. Given a justification J for C � D, suppose
k = drel,C	D(J), then we say that J is relevance-complete if J ∩ sj(O, C � D) �= ∅
for any 0 < j ≤ k and J ⊆ srel(O, C � D, k).

According to Definition 6, a justification for a concept subsumption with relevance
degree k is relevance-complete if it contains at least one axiom in each j-relevant subset
of O w.r.t. the subsumption for 0 < j ≤ k and it is contained in the k-relevant subset of
O w.r.t. the subsumption.

Proposition 1. 2 Let O be an ontology, C � D be a concept subsumption of O and srel

be a relevance-based selection function. Suppose all the justifications for C � D are
relevance-complete. Let J1 and J2 be justifications for C � D such that J1 �rel,C	D

J2, then J2 ∩ sk(O, C � D) �= ∅ implies J1 ∩ sk(O, C � D) �= ∅ for all k.

According to Proposition 1, suppose justification J1 is less relevant to C � D than J2,
if J2 is k-relevant to C � D, then J1 must be k-relevant to C � D as well, where a

2 Proofs of all propositions and theorems can be found in a technical report at
http://www.aifb.uni-karlsruhe.de/WBS/gqi/ASWC-TR.pdf
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Globals : ds ← debugStrategy, s ← selectionFunction−→J , O′, HS ← ∅
k ← 1
while sk(O, C � D) �= ∅ do

O′ ← O′ ∪ sk(O, C � D)
if HS = ∅ and O′ |= C � D then

(J , HS) ← Expand HST(C � D, O′)
−→J ← {(J, k)|J ∈ J }

else if HS �= ∅ then
HStmp ← ∅
for P ∈ HS do

if O′ \ P �|= C � D then HStmp ← HStmp ∪ {P}
if ds = REL JUSTS ALL or (ds = CM JUSTS and HStmp = ∅) then

for P ∈ (HS \ HStmp) do
(J , HS′) ← Expand HST(C � D, O′ \ P )
−→J ← −→J ∪ {(J, k)|J ∈ newly found justifications}
HS ← HS ∪ {P ∪ P ′|P ′ ∈ HS′} \ {P}

else
HS ← HStmp

k ← k + 1

return (
−→J , HS) nothing

Fig. 1. REL JUSTS(C � D, O, debugStrategy,selectionFunction)

justification is k-relevant to C � D if and only if it has non-empty intersection with
sk(O, C � D). We observe that for many real life ontologies, if we arbitrarily take
an entailment of the ontology, then all the justifications for it are relevance-complete
when the signature-based selection function is chosen. This observation together with
Proposition 1 tells us that if we want to find justifications for a subsumption that are
more relevant to the subsumption, we should select those axioms in the ontology that are
more relevant to the subsumption. This motivates our algorithm given in subsection 3.2.

3.2 Relevance-Directed Algorithm for Finding Justifications

Our algorithm REL JUSTS (see Figure 1) receives an ontology O, a subsumption en-
tailment C � D of O, a debugging strategy for computing justifications and a selection
function as inputs, and outputs a set of weighted justifications

−→J and a set of global
hitting sets HS3.

3 We refer to the HST constructed using algorithm REL JUSTS (resp. EXPAND HST) as a
global (resp. local) HST, and the hitting sets found in this algorithm as global (resp. local)
hitting sets.
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HS,HS1 ← ∅
J ← SINGLE JUST(C � D, O)
J ← J ∪ {J}
for a ∈ J do HS1 ← HS1 ∪ {{a}}
while true do

for (P ∈ HS1) do
if O \ P �|= C � D then HS ← HS ∪ {P}

HS2 ← HS1 \ HS
if (ds = CM JUSTS and HS �= ∅) or (HS2 = ∅) then

return (J , HS)
HS1 ← ∅
for P ∈ HS2 do

J ← SINGLE JUST(C � D, O \ P )
J ← J ∪ {J}
for a ∈ J do HS1 ← HS1 ∪ {P ∪ {a}}

nothing

Fig. 2. Expand HST(C � D, O)

In our algorithm, we consider two strategies when computing justifications:

1. All Just Relevance: expand all branches in the HST4.
2. CM Just Relevance: expand those branches that are cardinality-minimal hitting

sets in the local HST.

In the algorithm REL JUSTS first we find the first k such that C � D is inferred
from the k-relevant subset O′ of O. Then the method Expand HST is invoked to find
a set of justifications for C � D in O′ and a set of local hitting sets HS. Afterwards,
a relevance degree will be associated to each found justification. In each following
iteration, we need to find those found local hitting sets which are needed to be further
expanded. For each hitting set P ∈ HStmp to be further expanded, we compute a set of
justifications in O′ \P with a set of local hitting sets HS′ if O′ \P |= C � D. In such
case, we then need to replace P ∈ HS with the hitting sets (i.e. {P ∪P ′|P ′ ∈ HS′}) in
the newly constructed branches. The iteration will be terminated until no more relevant
axioms can be selected in O. Note that unlike the algorithm given in [8], we do not
check if a local hitting set is a global one. By doing this, we do not need satisfiability
check over the whole ontology O but restrict to the selected subontology.

As for the algorithm Expand HST (see Figure 2), we first calculate a single justi-
fication J which serves as the root node of a local HST. We then remove each of the
axioms in J individually to create new branches of the HST. New justifications along
these branches are calculated on the fly. The algorithm terminates if one of the con-
ditions is satisfied: (1) we intend to find those cardinality-minimal justifications and
some local hitting sets have been found; (2) no more branch needs to be expanded (i.e.
HS2 = ∅). To compute a single justification, we can take the methods given in [8].

4 When using optimization techniques, we may not expand all branches.
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Since our relevance-directed algorithm is adapted from the HST algorithm [11], we
use the optimized techniques justification reuse and Early path termination in Reiter’s
HST algorithm.

The algorithm is an anytime algorithm in that it can be terminated at any point and
is guaranteed to have computed all or some justifications with relevance degrees up to
k, where k is the current relevance degree at the time of interruption.

We show the correctness of Algorithm REL JUSTS for some ontologies when the
strategy All Just Relevance is chosen and the signature-based selection function is
used, i.e., our algorithm finds all the justifications for Rel Just (C � D, O, str) when
it terminates. We use ALL JUST(C � D, O) to denote the set of all justifications in O
w.r.t. C � D.

Theorem 1. Let O be an ontology, C � D be a concept subsumption of O and ssig
rel

be the signature-based selection function. Suppose all the justifications for C � D are
relevance-complete. Let str= All Just Relevance in Algorithm REL JUSTS. Suppose−→J is the set of weighted justifications returned by Rel Just(C � D, O, str), then

ALL JUST(C � D, O) = {J |∃k : (J, k) ∈ −→J }. For each (J, k) ∈ −→J , we have
k = drel,C	D(J).

The correctness of Theorem 1 is based on the assumption that all the justifications for
C � D are relevance-complete. We do not have a general principle to check whether
this condition is satisfied. However, in the next subsection, we show that there is a novel
relevance-based selection function for DL EL+ such that for any EL+ ontologies and
any entailment, all the justification for the entailment are relevance-complete. Further-
more, for all the test ontologies used in our experiment, our algorithm can find all the
justifications for randomly selected entailments.

Next we show the correctness of Expand HST(C � D, O) when the strategy
CM Just Relevance is chosen, i.e., it computes those justifications that are nodes of
the cardinality-minimal hitting sets in the local HST.

Theorem 2. Suppose HS′ is returned by Expand HST(C � D, O) using strategy
CM Just Relevance and HS is the set of all the local hitting sets in O w.r.t. C � D.
For each local hitting set p′ ∈ HS′, there is no other hitting set p ∈ HS \ HS′ such
that |p| < |p′|.

Example 3. Given an ontology O including the axioms:
1: U 	 A, 2: U 	 ¬A, 3: U 	 C , 4: C 	 ¬B, 5: A 	 B,
6: U 	 G, 7: G 	 E, 8: U 	 F , 9: F 	 ¬E, 10: U 	 D,
11: D 	 E, 12: C 	 K, 13: K 	 ¬H, 14: B 	 H

We consider the concept unsatisfiability φ = U � ⊥ in O. It is easy to check
that ssig

1 (O, φ) = {1, 2, 3, 6, 8, 10}, ssig
2 (O, φ) = {4, 5, 7, 9, 11, 12} and ssig

3 (O, φ) =
{13, 14}. All the justifications for φ are listed as follows:
J = {{1, 2}, {1, 3, 4, 5}, {6, 7, 8, 9}, {8, 9, 10, 11}, {1, 3, 5, 12, 13, 14}}.

We illustrate our algorithm using CM JUSTS strategy in Figure 3, where each dis-
tinct node in a rectangular box represents a justification and each sub-tree outlined in a
rectangular box shows the process to compute justifications for a sub-ontology by in-
voking Expand HST(φ, O). The branches marked with ‘×’ are not expanded anymore
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{1, 2} 

{6, 7, 8, 9} 

1 2

{1, 3, 4, 5}

6 7 8 9

1 3

6
7 8

9

4 5 1 3 4 51 3 4 51 3 4 5

{1, 3, 4, 5} 

{6, 7, 8, 9} 

{1, 3, 4, 5} {1, 3, 4, 5} 

Fig. 3. Finding justifications using relevance-directed algorithm

since some cardinality-minimal hitting sets in a local hitting set tree have been found,
and those marked with ⊗ are not expanded as well by applying the heuristic strategy
of early path termination. The branches marked with ‘

√
’in a rectangle or outside a

rectangle mean that we have found local hitting sets or global ones respectively. The
over-bordered nodes represent reused justifications.

Iteration 1: When O′ = ssig
rel(O, φ, 1)), a justification J = {1, 2} is computed by

Expand HST(φ, O′) and set as the root node of a HST. Then two possible branches
indexed by {1} and {2} can be generated from J . Since φ can not be inferred in O′\{1}
and O′ \ {2}, we have obtained two local hitting sets.

Iteration 2: Then more axioms (i.e. ssig
2 (O, φ)) are selected and added to O′. In this

iteration, we obtain an empty set of HStmp and thus both {1} and {2} need to be
further expanded. Take the branch {1} as an example. We find a new justification J ′ =
{6, 7, 8, 9} and some new local hitting sets {8} and {9} in O′ \ {1}. Then we replace
the hitting set {1} with {1, 8} and {1, 9}. Similarly, we can find other 8 hitting sets in
branch indexed by {2}.
Iteration 3: Again, more axioms ssig

3 (O, φ) are added to O′. The we find 6 out of 10
hitting sets which are not necessary to be expanded in the current O′.

Since no more axioms can be selected, we terminate the process by returning the
found justifications and 6 hitting sets:

HS = {{1, 8}, {1, 9}, {2, 8, 3}, {2, 8, 5}, {2, 9, 3}, {2, 9, 5}}
and a set of weighted justifications
−→J = {({1, 2}, 1), ({6, 7, 8, 9}, 2), ({1, 3, 4, 5}, 2)}.

A novel selection function. In Algorithm REL JUSTS, the signature-based selec-
tion function is used. However, according to [7], the relevance set selected by it will
grow very quickly and will become very large after a small number of iteration. The
concept-based selection function performs better but it only works for unfoldableALC
TBoxes. Inspired by the module extraction algorithm for EL+ given in [5], we propose
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a new selection function, specifically designed for EL+, which is an important DL with
tractable reasoning (see [2]). The idea is that an axiom αL � αR in an ontology O is
directly relevant to a set of axioms S selected from O iff all the concept names and role
names in αL appear in the signature of S.

Definition 7. Let O be an EL+ ontology and A � B be a concept subsumption of
O, where A and B are EL+ concept names. We use sig(O) to denote the set of all
individual names, concept names and role names appearing in O. For any concept
axiom or role axiom αL � αR, we use sigL(αL � αR) to denote the signature of
αL. The subsumption-based selection function, written ssub

rel , is defined inductively as
follows:

ssub
rel (O, A � B, 0) = ∅

ssub
rel (O, A � B, 1) = {ψ ∈ O : sigL(ψ) = {A}}

ssub
rel (O, A � B, k) = {ψ ∈ O : sigL(ψ) ⊆ sig(ssub

rel (O, A � B, k−1)), where k > 1.

Similarly, we define ssub
k (O, A � B) for k ≥ 1.

We show a notable property of the subsumption-based selection function.

Proposition 2. Let O be an EL+ ontology, A � B be a concept subsumption of O,
where A and B are EL+ concept names, and ssub

rel be the subsumption-based selection
function. Then any justification for A � B is relevance-complete.

Based on Proposition 2, we are able to show the following theorem.

Theorem 3. Let O be an EL+ ontology, A � B be a concept subsumption of O,
where A and B are EL+ concept names, and ssub

rel be the subsumption-based selection
function. Suppose all the justifications for A � B are relevance-complete. Let str=
All Just Relevance in Algorithm 1. Suppose

−→J is the set of weighted justifications re-
turned by Rel Just(A � B, O, str), then ALL JUST(A � B, O) = {J |∃k : (J, k) ∈
−→J }. For each (J, k) ∈ −→J , we have k = drel,A	B(J).

4 Experiments

In this section, we present the evaluation results for our algorithm. Our algorithm was
implemented in Java using KAON25 as a reasoner. To fairly compare with the debug-
ging algorithm in [8], we re-implemented the algorithm with the KAON2 API (we call it
as ALL JUSTS algorithm). The experiments were performed on a Linux 2.6.16.1 Sys-
tem and 2GB maximal heap space. Sun’s Java 1.5.0 Update 6 was used for Java-based
tools. For computing justifications of a single unsatisfiable concept or a subsumption in
each run, we set a time limit of one hour.

4.1 Data Set

Table 1 shows some characteristics of the data set6 used for our experiments – all
of them are real-life ontologies from various domains. CHEM is an ontology for the

5 http://kaon2.semanticweb.org/
6 All ontologies, experimental results and binary code are available at
http://radon.ontoware.org/downloads/data-relevance.zip

http://kaon2.semanticweb.org/
http://radon.ontoware.org/downloads/data-relevance.zip
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Table 1. Statistics of the ontologies in the data set. In the table, SubCl, EqCl, DisjCl, SubOp,
EqOp, OpDomain and OpRange mean the number of subClassOf, equivalentClasses, disjoint-
Classes, subObjectPropertyOf, equivalentObjectProperties, objectpropertyDomain and object-
propertyRange axioms respectively.

Ontology TBox SubCl EqCl DisjCl SubOp EqOp OpDomain OpRange
CHEM 114 46 18 6 4 0 8 8
CONF 466 99 10 70 0 6 62 62
KM1 3140 2297 0 537 0 0 148 158
KM2 3160 2312 0 541 0 0 148 159
KM3 3180 2328 0 544 0 0 149 159
KM4 3200 2337 0 551 0 0 151 161
GALEN 4379 3238 699 0 416 0 0 0
GO 28897 28896 0 0 0 0 0 0
NCI 46940 46800 0 0 0 0 70 70

chemical domain. CONF is generated by merging two individual ontologies cmt and
confOf from the conference domain and a mapping between the two individual on-
tologies (the mapping is generated by ontology mapping system ASMOV). Ontology
KM1500 has been generated automatically from 1500 abstracts of the ‘knowledge man-
agement’ information space which is part of the BT Digital Library. Since KM1500
contains too many justifications (more than 100 justifications) for every unsatisfiable
concept we have tested, we randomly choose an unsatisfiable concept (i.e. concept
time) and construct four sub-ontologies (i.e. KMi, i=1,2,3,4) by increasing the number
of the justifications w.r.t. concept time. GALEN7, GO (Gene Ontology)8 and NCI9 are
well-known ontologies from the biomedical domain. Both GO and NCI are formulated
in the lightweight DL EL. We used a trimmed down version (i.e. an EL+ fragment)
of GALEN.

4.2 Evaluation Results

In this section, we show our evaluation results about computing justifications using
different algorithms and computing justifications based on various selection functions.

Evaluation I. We first evaluate the performance of our algorithm. We compute jus-
tifications for some unsatisfiability entailments using ALL JUSTS and our relevance-
directed one with both strategies (i.e. REL ALL JUSTS and CM JUSTS). The
unsatisfiability entailments chosen from test ontologies10 are the following:

CHEM:C1 GA RelatedPublishedWork 	 ⊥
CHEM:C2 GF RelatedPublishedWork 	 ⊥
CHEM:C3 GF Precursor 	 ⊥

CONF:C Review 	 ⊥
KM1 / KM2 / KM3 / KM4:C time 	 ⊥

7 http://www.openclinical.org/prj_galen.html
8 http://www.geneontology.org
9 http://www.mindswap.org/2003/CancerOntology/nciOntology.owl

10 We do not show the evaluation results for other ontologies because both algorithm
ALL JUSTS and our algorithm applying strategy REL ALL JUSTS cannot terminate in
one hour for some selected entailments (the results for our algorithm applying strategy
REL ALL JUSTS can be found in Fig.5).

http://www.openclinical.org/prj_galen.html
http://www.geneontology.org
http://www.mindswap.org/2003/CancerOntology/nciOntology.owl
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Fig. 4. The performance to compute justifications for an unsatisfiability entailment by applying
different debugging algorithms or strategies. “TO” on top of the figure means time is out.

Figure 4 shows the debugging time11 to compute justifications for each unsatisfiability
entailment. The number within each circle means the number of justifications found by
each corresponding debugging algorithm (within one hour).

From Figure 4, we first observe that our algorithm with the debugging strategy
CM JUSTS performs much faster than the other ones. This is because fewer justifica-
tions (e.g. one or two justifications) are generated with several global hitting sets. Sec-
ondly, comparing our algorithm using strategy REL ALL JUSTS with ALL JUSTS,
we can see that our algorithm outperforms ALL JUSTS in most cases. Especially for
CHEM:C1 and CHEM:C3, our algorithm is about 6 times faster. Also, for Km4:C, our
algorithm can find all justifications (i.e. 98 justifications) within 1494 seconds, but
ALL JUSTS only returns 68 justifications when time is out. This shows that the advan-
tage of incrementally increasing the size of the ontology using the selection function
can be better reflected on those larger ontologies or ontologies with more justifications
for an entailment.

Evaluation II. We compared the performance of algorithms instantiated from our algo-
rithm with the strategy REL ALL JUSTS by using the signature-based selection func-
tion, the concept-based selection function and subsumption-based selection function,
based on those EL+ ontologies. Note that our algorithm instantiated by the concept-
based selection function may not return all the justifications for an entailment. We chose
the following subsumptions:

GALEN:X1 AcuteErosionOfStomach 	 GastricPathology
GALEN:X2 AppendicularArtery 	 PhysicalStructure
GALEN:X3 UnstableKneeJoint 	 MirrorImagedBodyStructure

GO:X1 GO 0000024 	 GO 0007582
GO:X2 GO 0051803 	 GO 0051709

NCI:X1 APC 8024 	 Drugs and Chemicals
NCI:X2 CD97 Antigen 	 Protein

11 Please note that the debugging time here means the total time to compute the justifications,
including the time to check satisfiability, unlike the results reported in [8], which excluded the
time for satisfiability checking.
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Fig. 5. Time to compute all justifications for a subsumption based on various selection functions.
TO means time is out.

The results are shown in Figure 5 including the debugging time and the number of
justifications found by each corresponding debugging algorithm (see the number within
each circle). We use signature-based algorithm to indicate our algorithm instantiated by
the signature-based selection function. Similarly, we use concept-based algorithm and
subsumption-based algorithm to indicate two other algorithms.

Firstly, from Figure 5 we can see our signature-based algorithm fails to terminate
the process to compute all justifications for all subsumptions for these ontologies. For
example, for GO:X2, although all justifications (i.e. 3 justifications) have been found,
the algorithm still yields a time out since it selects too many relevant axioms (e.g. more
than 20000 axioms) to terminate the process.

Secondly, comparing the subsumption-based algorithm with the concept-based one,
they have similar performance w.r.t. GO and NCI ontologies, but very different perfor-
mance for ontology GALEN. One reason is that GALEN contains not only subClassOf
axioms as both GO and NCI but equivalentClasses axioms, which will influence the
performance of the two selection functions. Specifically, for the concept-based selec-
tion function, an equivalentClasses axiom ψ is directly relevant to axiom φ if and only
if the concept signature (only considering concept names) of φ intersects with the sig-
nature of the left hand of ψ or the right hand. But for the subsumption-based selection
function, ψ is directly relevant to φ if and only if the signature (considers concept and
role names) of the left or right hand of ψ is a subset of the signature of φ. Therefore,
for GALEN, the concept-based selection function may select many more axioms than
the subsumption-based one. Take GALEN:X2 as an example. The concept-based selec-
tion function has selected 1802 axioms before the process has been terminated as the
time is out. But the subsumption-based algorithm only selects 120 axioms in total, and
the whole process to compute all justifications can be finished within only 25 seconds.
Another reason is that some justifications contain subObjectProperty axioms or contain
a subsumption whose subconcept is not atomic. Since for the concept-based selection
function such kind of axioms can not be selected and thus no justification can be found
for GALEN:X1 and GALEN:X3. Summarizing, this shows that a good selection function
will improve the performance of our algorithm significantly.
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5 Related Work

There are several methods dealing with the problem of finding all justifications of an
entailment [3,4,8,9,12]. We have discussed the advantage of our algorithm over them
in the introduction. Our algorithm is also related to a black-box algorithm proposed
in [13] to calculate the justifications for concept unsatisfiability with the support of an
external DL reasoner. Like our algorithm, their algorithm is also based on a relevance-
based selection function. A shortcoming of their algorithm however is that the obtained
justifications are usually not enough to resolve the unsatisfiability, i.e., removing one
axiom from each of the justifications for the concept cannot make it satisfiable. Re-
cently, methods have been proposed that use module extraction techniques to optimize
the existing methods of finding all the justifications, such as [5]. We can use these meth-
ods to further improve the efficiency of our algorithm. This will be left as future work.

There are some other related methods. A heuristic method for finding justifications
for concept unsatisfiability is given in [15]. The limitation of this method is that it
can determine neither all the justifications nor enough justifications for explaining an
unsatisfiable concept in general, because it is based on heuristics and pattern matching.
There are some methods to find fine-grained justifications, such as the one in [10].

Our algorithm using the subsumption-based selection function is closely related to
the modularization-based algorithm given in [14]. The main difference is that our new
algorithm is an anytime algorithm and it allows different strategies when computing
justifications.

6 Conclusion and Future Work

In this paper, we presented a flexible framework to find justifications for DL entail-
ments. We first introduced a relevance-based ordering on justifications and thus pro-
vided a criterion of comparison between different justifications. Then we provided an
overview of our debugging framework. After that, we proposed a concrete algorithm to
find justifications for a concept entailment based on a relevance-based selection func-
tion. Specifically, our algorithm allows for two different strategies when calculating
justifications: REL ALL JUSTS and CM JUSTS. Using the first strategy, our algo-
rithm finds all the justifications for an entailment. When the second strategy is chosen,
our algorithm usually does not calculate all the justifications but a subset of them that
satisfies some minimality condition. Since the relevance set selected by the signature-
based selection function will grow very quickly and the concept-based one mainly focus
on those ontologies with concept hierarchy (i.e. unfoldableALC), we proposed a novel
selection function for more expressive ontologies (i.e. EL+).

Based on experimental results, we showed that our algorithm is very promising com-
pared with ALL JUSTS algorithm in [8] for both strategies. More specifically, our
algorithm – by applying the strategy CM JUSTS – is much more efficient than oth-
ers. Although only a small subset of the justifications are returned, these justifications
still provide a partially complete view of the entailment, as they correspond to some
hitting sets for the set of all the justifications. Besides, our algorithm – by applying
the strategy REL ALL JUSTS – can compute more justifications within a given time
limit, and it is more efficient to find justifications. Another point is, comparing with
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the signature-based and concept-based selection functions, our subsumption-based al-
gorithm performs quite well for those simple ontologies like GO and NCI. A good
selection function may improve the performance of our algorithm significantly.

For the future work, we will investigate more powerful selection functions, such as a
selection function based on semantic relevance.
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Abstract. Schemas, which provide a way to give structure to informa-
tion, are becoming more and more important for information integration.
The model described here provides concrete metrics of the momentary
“health” of an application and its evolution over time, as well as a means
of comparing one application with another. Building upon the basic no-
tions of actors, concepts, and instances, the presented technique defines
and measures the information entropy of a number of simple relation-
ships among these objects. The technique itself is evaluated against data
sets drawn from the Freebase collaborative database, the Swoogle search
engine, and an instance of Semantic MediaWiki.

1 Introduction

Many social networking applications, such as Freebase,1 aim to create a shared
schema on the Web through collaborative contributions by online users. Collabo-
rative tagging systems [2], such as del.icio.us,2 employ user-contributed tags as a
form of schema, while the technology of the Semantic Web is based on ontologies,
which are a more sophisticated kind of schema. The use of a schema tends to
facilitate information integration, but there is one prerequisite: a schema should
be reused. If the schema is not frequently reused – for example, if each user
creates his or her own schemas – then it may lose much of its value.

There is a fair amount research on schema reuse (for example, [1]). How-
ever, measuring the extent of schema reuse hasn’t drawn much attention. In this
paper, we start with the premise that dominant, widely reused schemas boost
interoperability in general, and we propose a means of characterizing an appli-
cation in such terms. It is apparent that näıve metrics such as the number of
tags in an application, or the number of tags versus the number of instances
tagged, are not sufficient for this purpose, as they don’t allow us to distinguish
“healthy” applications with a few dominant schemas among many, from more

1 http://www.freebase.com/
2 http://delicious.com/
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disorderly applications with the same number or proportion of schemas overall.
Instead, we propose to use the entropy of tagging relationships to measure the
extent of schema reuse in an application.

In the following section, we will formally define our metrics. In section 3,
we will present several artificial examples to illustrate the use of the metrics in
specific application scenarios, and section 4, we will discuss their use in more
general ones. Finally, in section 5, we will apply the technique to several real-
world applications.

2 Entropy-Based Metrics

We will first introduce the notion of information entropy, followed by the actor-
concept-instance model upon which our evaluation metrics are based. We will
then formally describe the evaluation of schema reuse using our metrics.

2.1 Entropy

In information theory, entropy (also known as self-information) is a measure of
the uncertainty associated with a random variable [6]. The information entropy
of a discrete random variable X with possible values {x1, . . . , xn} is defined by

H(X) = −
n∑
i

p(xi) log p(xi) (1)

where p(xi) = Pr(X = xi) is the probability mass function of X.
For our purpose, there are two extreme cases of information entropy which are

worth considering. In one extreme case, X has a single value, x, thus p(x) = 1
and H(X) = 0. In the other extreme case, all outcomes are equiprobable, making
the entropy as high as possible: specifically, H(X) = log n, where n is the number
of possible values of variable X .

We will use the notion of entropy, as uncertainty, to measure the uncertainty
of schema reuse. If concepts are frequently reused to annotate instances, then it
is easier to infer the concept of an annotation given its instance, and vice versa.

Low entropy implies less uncertainty, which indicates that concepts are fre-
quently reused. On the other hand, high entropy implies more uncertainty, which
indicates that concepts are rarely reused. However, the measure of entropy itself
can’t fully satisfy the requirement of evaluating schema reuse. Below, we will
formally introduce a more sophisticated entropy-based metric for schema reuse.

2.2 The Actor-Concept-Instance Model

Entropy-based evaluation as described in this paper can be performed on any
application that can be abstracted to the actor-concept-instance model [5].

In this model, a concept (also known as a schema) is any tag, class, taxon-
omy or ontology which can be used to annotate or describe various data. The
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granularity of what we understand as a concept may vary widely, even within a
single application. For example, in Freebase, we can consider both ”types” and
”domains” as concepts, depending on the requirements of the evaluation.

An instance is the main carrier of information in this model. An instance
can be a web page, a photograph, an audio or a video file, or any other object
identifiable with a URI. Instances may be annotated with arbitrary concepts by
actors, or users.

In the following, if C is a set of concepts, I is a set of instances, and U
is a set of actors (users), then let A ⊂ U × C × I be the set of all possible
annotations, with which actors in U associate the instances of I with concepts
in C. Furthermore, let Aci be the subset of A in which the concept ci is used to
annotate an instance.

2.3 A Metric for Schema Reuse

If we were to simply use entropy to measure the uncertainty of concepts, the
formula would be:

H(X) = −
n∑
i

p(ci) log p(ci) (2)

where p(ci) = Pr(X = ci) = |Aci
|

|A| with |Aci | the number of annotations using
concept ci, and |A| the total number of annotations. For convenience, equation
2 may be expressed in the following as H(X) = H(p(c1), . . . , p(cn)) .

For example, if there is only one concept in an application, and all instances
are associated with this concept (see Figure 1(a)), then H(X) = −1× log 1 = 0.
For the example in Figure 3, H(X) = −((3

5 × log 3
5 ) + (2

5 × log 2
5 )) = 0.67.

However, this simple metric falls short when applied to applications with in-
stances which are not annotated. Consider the examples in Figure 1(a) and 1(b).
There are two un-annotated instances in Figure 1(b). According to Equation 2,
the value of H for both examples should be 0, which is to say that all instances
are annotated by the same concept. However, this is unintuitive for i4 and i5,
which are not annotated at all.

c1

i1 i2 i3

(a)

c1

i1 i2 i3 i4 i5

(b)

Fig. 1. Single concept

Our solution to this problem is to import a virtual concept cv to the concept
set C to form a new set C∗, and then to annotate each of the un-annotated
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instances “evenly” by each concept. For example, if there are 99 concepts and one
un-annotated instance, we will add one virtual concept for a total of 100 concepts,
then for each concept, add 1/100th of an annotation between the concept and
instance.

See Figure 2. After adding a virtual concept and distributing i4 and i5 to c1
and cv respectively, the value of H becomes 0.50.

c1

i1 i2 i3

cv

i4 i5

Fig. 2. Single concept with un-annotated instances

3 Examples in a Single Domain

In this section, we will discuss the application of the H metric in typical sce-
narios involving a single domain, with a detailed example for each scenario. A
single-domain application is one in which there is only a single topic or group of
concepts (for instance, an application which focuses on movies), as opposed to a
multi-domain application in where there are many, possibly overlapping topics.
We will discuss the scenarios for multiple domains in Section 4.

1. single domain, single concept without un-annotated instances
See the example in Figure 1(a), in which H(X) = 0.

2. single concept with un-annotated instances
See the example in Figure 2, in which H(X) = H(4

5 , 1
5 ) = 0.50. i4 and i5

are instances that are not annotated, the dotted border is the virtual concept
cv, and the dotted lines are the virtual annotations.

c1

i1 i2 i3

c2

i4 i5

Fig. 3. Multiple concepts without un-annotated instances
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3. multiple concepts without un-annotated instances.
See the example in Figure 3, in which H(X) = H(3

5 , 2
5 ) = 0.67.

4. multiple concepts, cross-annotated instances
In this case, the same instance is annotated with different concepts. See

the example in Figure 4, in which H(X) = H(3
5 , 2

5 ) = 0.67. i3 is shared by
two concepts.

c1

i1 i2

c2

i3 i4

Fig. 4. Multiple concepts with cross-annotated instances

5. multiple concepts with un-annotated instances
See the example in Figure 5, in which H(X) = H(4

8 , 3
8 , 1

8 ) = 0.97. i6, i7
and i8, which are not annotated, are distributed to c1, c2 and virtual concept
cv, respectively.

c1

i1 i2 i3

c2

i4 i5

cv

i6 i7 i8

Fig. 5. Multiple concepts with un-annotated instances

4 More General Application Scenarios

In this section, we will discuss the application of the H metric in single- versus
multiple-domain applications, as well as across applications.

4.1 Evaluating Schema Reuse in a Single Domain

We claim that the value of the H metric intuitively reflects the extent of schema
reuse, in that a small value of H indicates a high degree of schema reuse, and
conversely, a large value of H indicates relatively little schema reuse.

Case 1 above represents an extreme case of schema reuse, as there is only one
concept, and all instances are associated with it. The concept is thus maximally
reused, and the value of H is as small as possible: 0.
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In the other extreme case of schema reuse, the value of H is maximal when
instances are evenly distributed among all n concepts (with n > 1). Thus, H
equals log n. This corresponds to a scenario in which users maintain their own
concepts, and never reuse other, existing concepts. In this case, the value of H
increases with the total number of concepts, n.

Intermediate between these two extremes is the case in which most, but not
all, instances are associated with a small number of concepts, in which case the
value of H is low.

Finally, observe that relative to the case without un-annotated instances,
the case with un-annotated instances has a higher value of H . In the case of
single concepts, see case 1 vs. case 2. In the case of multiple concepts, see case
3 vs. case 5. The more un-annotated instances there are, the higher the value
of H . For example, if there had been 4 rather than 3 un-annotated instances
in Figure 5, then the number of instances associated with its concept would
have been 3 + 4

3 , 2 + 4
3 and 4

3 , so c1 would have 13
27 or 48% of the instances,

c2 would have 10
27 or 37%, and cv would have 4

27 or 15%, with the result that
H = −(13

27 × log 13
27 + 10

27 × log 10
27 + 4

27 × log 4
27 ) = 1.0, which is higher than the

case with 3 un-annotated instances (0.97).
In summary, we can see that within a single domain, a relatively small number

of concepts, concentrated annotations, and a relatively small number of un-
annotated instances (which are typical signs of high schema reuse) lead to low
values of H , while the opposite is true for large numbers of concepts and un-
annotated instances, and evenly-distributed annotations.

4.2 Applying the Metric to Multiple-Domain Applications

We would also like to consider applications involving more than one domain.
Within a single domain, any of cases 1 to 5 in section 3 is possible. However, we
are also interested in cross-annotation over different domains. See the example
in Figure 6, in which i3 and i4 are cross-annotated by concepts from different
domains.

c1

i1 i2 i3 i4 i5

c2

Fig. 6. Multiple concepts with un-annotated instances
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The applicability of our metric to multiple-domain applications relies on the
additive property of entropy.

The entropy of a system can be calculated from the entropies of its sub-
systems, if the interactions between the sub-systems are known. Given a collec-
tion of n elements that are divided into k boxes (sub-systems Bi, B2, . . . , Bk)
with b1, b2, . . . , bk elements each, the entropy of the ensemble should be equal to
the sum of the entropy of the system of boxes and the individual entropies of
the boxes, each weighted with the probability of being in that particular box.
For positive integers bi where b1 + · · ·+ bk = n,

Hn(p1, . . . , pn) = Hk(
b1

n
, . . . ,

bk

n
) +

k∑
i

bi

n
Hbi(p

Bi
1 , . . . , pBi

bi
) (3)

Therefore, the value of H over multiple domains is the entropy over those do-
mains by size plus the weighted sum of the values of H in the individual domains.

4.3 Comparing Schema Reuse across Applications of Different Sizes

H is directly affected by the size of the set of concepts. The maximal value of H
is log |C|(without un-annotated instances) or log(|C|+ 1) (with un-annotated
instances).

In order to compare schema reuse across applications of differing sizes, we
need to normalize H with respect to size, the simplest approach being to divide
by the maximal value of H , which is log(|C|+ 1), so as to constrain its value to
the interval [0, 1].

H∗ = H ÷ log(|C|+ 1) (4)

After normalization, we can meaningfully compare schema reuse across applica-
tions of any size.

5 Applying the Metric

Next, we will use H to evaluate three real-world applications: an instance of
Semantic MediaWiki, the Swoogle search engine, and the Freebase collaborative
database. Since we want to compare H among these three applications, we will
use the normalized metric.

5.1 Tetherless World Wiki

The first example we will consider is the Tetherless World (TW) Wiki3. TW
Wiki is used to share information among members of RPI’s Tetherless World
Constellation. It is based on the Semantic MediaWiki platform [3], and is a
relatively small-scale collaborative Semantic Web application. At the time our

3 http://tw.rpi.edu/wiki/Main Page
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experimental data was collected in April 2008, TW Wiki had only 29 registered
users.

We adapt TW Wiki to our model by considering Semantic MediaWiki cate-
gory pages as concepts and all other pages as instances. If a page uses a particular
category, then we consider it to be an instance which has been annotated with
a concept.

Table 1. State of the Tetherless World Wiki

Concept Instance H∗

327 40358 0.58

Table 1 shows the state parameters of TW Wiki at the time of data collection.
We observe that a middling H value of 0.58 means that there are a variety of
wiki categories which are re-used in many wiki pages. Note that this value is
close to the 0.5 entropy of an 80/20 [4] arrangement of instances to concepts, in
which 20% of the wiki categories account for 80% of the wiki pages.

Table 2. State of the Swoogle search engine

Schema Document H∗

Ontology 148255 86410715 0.57
Class 3977509 86410715 0.27

5.2 Swoogle

Our second real-world example is Swoogle4, a Semantic Web search engine that
discovers, indexes, analyzes, and executes queries against Semantic Web docu-
ments and terms published on the Web.

There are two kinds of concepts, of different levels of granularity, in Swoogle:
classes and ontologies. Classes in Swoogle are special resources which are in-
stances of rdfs:Class, while an ontology in Swoogle is a special Semantic Web
document which defines at least one class. Instances described in Swoogle’s Se-
mantic Web documents correspond to instances in our model. If an instance
appears in an ontology, then we say that the ontology annotates that instance.
If an instance is typed by a class, then we say that the class annotates the
instance.

In Table 2 we observe that the value of H for ontologies is 0.57 (close to
the 80/20 value), which may be accounted for by the fact that most instances
are FOAF instances. We also observe also that the value of H for classes, 0.27,
is smaller than that for ontologies, which means that classes are reused to a
greater extent than ontologies. In particular, classes are reused across different
ontologies: for example, foaf:name is commonly reused across different versions
of the FOAF ontology.
4 http://swoogle.umbc.edu/
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5.3 Freebase

By observing changes in H within an application, we can judge whether the ap-
plication is progressing in the expected direction. For example, an administrator
may wish to introduce an incentive mechanism, such as auto-completion of tag
labels, to stimulate schema reuse. The intended effect would be reflected by a
subsequent decrease in H for schemas.

In the rest of this section, we will track the H value of the Freebase data set
over the course of one year starting with its inception in 2006. To begin with,
we will simply present some basic information about Freebase, most of which is
taken directly from the Freebase web site.

Freebase is an open, shared database that contains structured information
on millions of topics in hundreds of categories. This information is compiled
from open data sets such as Wikipedia, as well as contributions from the user
community.

Freebase content is made up of four basic elements. From the most general
level to the most specific, these are: domains, types, properties and topics. Do-
mains and types correspond to concepts in our model, but with different levels
of granularity.

Table 3. Number of domains, classes, topics and users of Freebase from Oct. 2006 to
Sep. 2007

Time Domain Class Topic User
2006-10 2 23 82 1
2006-11 4 34 134 9
2006-12 20 121 6903 36
2007-01 34 179 7318 66
2007-02 41 222 7915 87
2007-03 76 481 12522 342
2007-04 113 667 18312 1261
2007-05 188 1017 30557 3376
2007-06 273 1264 56058 5684
2007-07 410 1704 78024 10963
2007-08 542 2252 113091 12646
2007-09 598 2448 125212 13372

– A domain is simply a collection of types. For example, the Music Commons
contains the types Musical Artist, Musical Track, and Musical Instrument,
among others, which, taken together, constitute a domain.

– types provide a way to categorize topics in Freebase as being a particular
kind of thing. For example, Arnold Schwarzenegger is typed as a Person,
Film Actor, Film Producer, Politician, Pro Athlete, and Celebrity, among
others. When a type is added to a topic, it is a way of saying that the topic
is an example, or instance, of that type of thing.
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– properties in Freebase are connected to types. For example, the Person type
includes properties such as Birthplace, Birth Date, Parents, and Country
of Nationality. If a user edits a property, we consider him or her to have
contributed to the creation of the corresponding class. Likewise, if a property
is used to associate a topic with a value, we consider the topic, or instance,
to be annotated by the corresponding class.

– topics are instances, or examples, of a type, and correspond to instances in
our model. For example, Robert DeNiro is an instance of the Film Actor
type. Topics can be associated with many different types.

In order to analyze the Freebase data set, we first gathered behavior history
for every user by crawling the web site. We will omit the details of the analysis
due to space constraints, and proceed to the computed results. The numbers of
domains, classes, topics and users over time are listed in Table 3.
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Fig. 7. Evolution of Freebase’s H from October 2006 to September 2007

As we can see in the Figure 7, H(Domain) is close to its highest possible
value of 1.0 in October, 2006, then decreases steadily, perhaps exponentially to
a stable value of around 0.1, at which point we know that most Freebase topics
are annotated in only a relatively small number of dominant domains, which are
the domains Freebase uses for publication of the data set. This result indicates
that Freebase has successfully guided users to create and reuse a small number
of very popular domains. Consequently, the heterogeneity of the relationship
between topics and domains has decreased to a large extent.

H(Type) is relatively high in the beginning, then decreases while oscillating
between the values of about 0.3 to 0.5. Compared to H(Domain), H(Type)
indicates that types are not reused to the same extent as domains. The greater
variability of H(Type) relative to H(Domain) may be attributed to the fact
that popular domains in Freebase are predefined and carefully maintained, which
makes them relatively stable compared to types.
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6 Conclusion and Future Work

Schema-based applications, such as collaborative Semantic Web applications,
are new to the face of the Web. At some point, the inherent portability of
Semantic Web data sets may make it possible to transfer sophisticated knowledge
management techniques from one collaborative application to the next. In the
meantime, the technique presented above provides a simple and efficient way to
take a high-level “snapshot” of some essential features of such an application.
This single technique can be used to evaluate any application which maintains
basic annotation and publishing metadata. In the future, we will explore other
possible metrics to describe the state of collaborative applications, such as the
distribution of ontologies with respect to the classes they contain, metrics based
on relationships inverse to those explored above or on compound relationships
such as co-annotation or co-publishing. We would also like to supplement these
global metrics with object-specific metrics relating, for instance, the ontologies
a specific actor has published with the instances he or she has published.
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Abstract. Schema heterogeneity issues often represent an obstacle for
discovering coreference links between individuals in semantic data repos-
itories. In this paper we present an approach, which performs ontology
schema matching in order to improve instance coreference resolution per-
formance. A novel feature of the approach is its use of existing instance-
level coreference links defined in third-party repositories as background
knowledge for schema matching techniques. In our tests of this approach
we obtained encouraging results, in particular, a substantial increase in
recall in comparison with existing sets of coreference links.

1 Introduction

With the emergence of the Linking Open Data initiative1 the amount of semantic
data available on the Web is constantly growing. New datasets are being pub-
lished and connected to existing ones according to the Linked Data principles.
Coreference links between entities (RDF individuals) in different datasets con-
stitute a major added value: these links allow combining data about the same
individuals stored in different locations. Due to large volumes of data, which
have to be processed, these links cannot be produced manually, so automatic
techniques are usually employed. However, discovering these links and querying
data distributed over different repositories is often problematic due to the se-
mantic heterogeneity problem: datasets often use different ontological schemas
to describe data from the same domain.

In particular, ontological heterogeneity represents an obstacle for automatic
coreference resolution tools, which discover links between individuals: it is not
clear which classes represent overlapping sets of individuals that should be com-
pared and which of their properties are relevant for similarity computation.
For example, if a newly published dataset contains information about computer
scientists, the tool needs to know which other datasets potentially contain co-
referring individuals and to which classes they belong. Although the use of com-
mon schema ontologies such as FOAF, SKOS or Dublin Core is encouraged [1],
existing datasets often employ their own schemas or, in other cases, terms of
common ontologies do not provide full information about the data they describe
1 http://esw.w3.org/topic/SweoIG/TaskForces/CommunityProjects/

LinkingOpenData
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and many important usage patterns remain implicit: e.g., in DBLP2 a generic
foaf:Person class in fact refers only to people related to computer science. Be-
cause of these issues, coreference resolution algorithms must be specially tuned
for each pair of datasets to be linked. As a result, when a new repository is
integrated into the the Linked Data cloud it is often hard for the publisher to
connect it to all relevant datasets, which contain co-referring individuals, and
many coreference links can remain undiscovered.

Thus, schema-level matching and instance-level coreference resolution con-
stitute two stages of the process needed to discover coreference links between
individuals stored in different repositories. Our data fusion tool KnoFuss [2] was
originally developed to perform the second stage of the task. In this paper we
extend its workflow and focus on resolving the first part of the problem (schema-
level) in order to improve the performance at the second stage (instance-level).

Our approach focuses on inferring schema-level mappings between ontologies
employed in Linked Data repositories. It implements the following novel features,
which we consider our contribution:

– Use of instance-level coreference links to and from individuals defined in
third-party repositories as background knowledge for schema-level ontology
matching.

– Generating schema-level mappings suited for the needs of the instance coref-
erence resolution process. In particular, our algorithm produces fuzzy map-
pings representing degree of overlap between classes of different ontologies
rather than strict equivalence or subsumption relations.

The primary effect of the approach for the instance-level coreference resolution
stage is the increase in recall because of newly discovered coreference links,
which were initially missed because relevant subsets of individuals in two datasets
were not directly compared. We obtained promising results in our test scenarios:
coreference resolution recall increased (by 15% in the worst case and by 75% in
the best case) in comparison with existing publicly available sets of links without
substantial loss of precision.

The rest of the paper is organized as follows: in the section 2 we briefly
discuss the most relevant existing approaches. Section 3 gives a general idea of
our approach, provides illustrative example scenarios and outlines the overall
workflow of the system. Sections 4 and 5 focus on the schema-level and data-
level stages of the approach respectively. In the section 6 we present the results
of our experiments performed with test datasets. Finally, section 7 summarizes
our contribution and outlines directions for future work.

2 Related Work

This paper is related to both schema-level and data-level aspects of data in-
tegration. Both these aspects were originally studied in the database research
community where many of the solutions, which were later extended and adapted
in the Semantic Web domain, were originally proposed.
2 http://www4.wiwiss.fu-berlin.de/dblp/
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Considering the schema matching problem, two classes of techniques emerged:
schema-level and instance-level approaches [3], which respectively rely on evi-
dence defined in database schemas and in the data itself. With the emergence of
ontological languages for the Semantic Web, which had different expressive capa-
bilities from relational database schemas, specific solutions for ontology matching
were developed [4]. The features of the Linked Data environment are the presence
of large volumes of data and the availability of many interconnected information
sources, which can be used as background knowledge. Therefore, two types of
approaches are particularly relevant for this environment.

First, instance-level techniques for schema matching can be utilized. The ad-
vantage of instance-level methods is their ability to provide valuable insights
into the contents and meaning of schema entities from the way they are used.
This makes them suitable for the Linked Data environment for two reasons: (i)
the need to capture the actual use pattern of an ontological term rather than
how it was intended to be used by an ontology designer and (ii) the availability
of large volumes of evidence data. In several approaches instances of classes and
relations are considered as features when computing similarity between schema-
level entities: e.g., CIDER [5] and RiMOM [6]. One particularly interesting ap-
proach, which uses schema alignment and coreference resolution in combination,
was introduced in the ILIADS system [7]. ILIADS focuses on the traditional
ontology matching scenario, where two schemas have to be integrated, and per-
forms schema-level and instance-level matching in a loop, where newly obtained
instance-level mappings are used to improve schema-level alignment and vice
versa. This is similar to our approach where schema-level matching is performed
to enhance the instance coreferencing process. However, unlike ILIADS, our ap-
proach was primarily motivated by the instance-level integration scenario and
exploits information from many sources rather than only two.

The second relevant category of schema-matching techniques are those which
utilize external sources as background knowledge. An approach proposed in [8]
performs matching of two ontologies by linking them to an external third one and
then using semantic relations defined in the external ontology to infer mappings
between entities of two original ontologies. The SCARLET tool [9] employs a set
of external ontologies, which it searches and selects using the Watson ontology
search server3. These approaches, however, only consider schema-level evidence
from third-party sources, while our approach relies on instance-level information.

Existing ontology matching tools usually produce as their output strict map-
pings such as equivalence and subsumption. In the Linked Data environment
such mappings in many cases are impossible to derive: sometimes even strong
semantic similarity between concepts does not imply strict equivalence. For in-
stance, the concept dbpedia:Actor denotes professional actors (both cinema and
stage), while the concept movie:actor in LinkedMDB refers to any person who
played a role in a movie, including participants in documentaries, but excluding
stage actors. Since our goal is to discover pairs of classes, which are likely to
contain equivalent individuals, in our approach we produce mappings of a more

3 http://watson.kmi.open.ac.uk/WatsonWUI/
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generic type, which would reflect the fact that there is a significant degree of
overlap between classes.

The problem of coreference resolution between instances (also called record
linkage [10]) also has been studied for a long time in the database domain. In
the classical model proposed in [10] by Fellegi and Sunter the decision regarding
whether two individuals (records) describe the same entity was taken based on
calculating an aggregated similarity between their field values. This model served
as the base for the majority of algorithms developed in the domain (see [11]
for a survey). Other proposed approaches exploit additional kinds of available
information. For example, the algorithms described in [12] and [13] analyse links
between instances and consider graphs instead of atomic data individuals, in
[14] ontological schema restrictions are used as evidence and in [15] provenance
information about data sources is exploited.

While originally in the Semantic Web domain the research primarily focused
on the schema-level ontology matching, with the emergence of the Linked Data
the problem of instance-level integration also gained importance. Popular ex-
isting tools were created and applied to discovery of the owl:sameAs corefer-
ence links for Linked Data. These follow the classical Fellegi-Sunter model: e.g.,
SILK [16] and ODDLinker (the latter used to create links from the LinkedMDB
dataset [17]). However, given the decentralized character of data and the need to
deal with large numbers of connections between entities in different repositories,
the problem of managing and maintaining these connections received special
attention in the Semantic Web community along with the problem of creating
them (e.g., OKKAM [18] and CRS [19]). A particularly interesting approach is
idMesh [20], where maintenance of links constitutes a complementary stage of
the link discovery process: the system combines coreference links into graphs
and considers their impact on each other to reason about their correctness and
reliability of their sources. While these solutions focused on instance-level links,
the UMBEL ontology4 was developed to connect schemas used by Linked Data
repositories. It provides an important “common denominator” for different on-
tologies, but, in our view, it does not always capture the actual usage patterns of
ontological terms, but provides instead its own view on data, which often differs
from other ontologies (e.g., the class umbel:Dragon contains such instances as
dbpedia:Azure Dragon describing the creature from the Chinese mythology and
dbpedia:Bernard Guasch referring to a CEO of the French rugby team “Catalans
Dragons”). The VoiD ontology5 provides meta-level descriptions of repositories
including their main topic. However, these descriptions do not go into detail
about the sets of individuals, which a dataset contains.

These approaches, however, focus either on the schema or the data level and do
not consider them in combination, in particular, how mappings between entities
at both levels influence each other. Our approach can be seen as complementary
to these methods as it takes into account which schema-level mappings are needed

4 http://www.umbel.org/
5 http://rdfs.org/ns/void/html
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to discover coreference links between instances and which schema-level relations
are implied by available instance-level correspondences.

3 Overview: Example Scenarios and the Overall Workflow

As was said before, the focus of our approach was to produce schema-level map-
pings to assist instance-level coreference resolution. These mappings are primar-
ily needed to identify, which subsets of two data repositories are likely to contain
co-referring individuals, so that such subsets can be processed by a link discov-
ery algorithm afterwards. Let us consider an example scenario, where deriving
such mappings is problematic and hampers coreference resolution (Fig. 1). Both
DBPedia and DBLP datasets contain individuals representing computer scien-
tists. In many cases the same person is described in both repositories, but under
different URIs. However, only a small proportion of possible coreference links be-
tween them is available6. More links can be discovered by performing automatic
coreference resolution, but this task is complicated by two issues:

– Datasets do not contain overlapping properties for their individuals apart
from personal names.

– Individuals which belong to overlapping subsets are not distinguished from
others: in DBLP all paper authors belong to the foaf:Person class, while in
DBPedia the majority of computer scientists is assigned to a generic class
dbpedia:Person and not distinguished from other people. As a result, it be-
comes complicated to extract the subset of computer scientists from DBPedia
which can be also represented in DBLP.

Fig. 1. DBPedia and DBLP: exploiting schema-level links with third-party datasets.
Solid arrows show existing owl:sameAs (=) and rdf:type links. Dashed arrows repre-
sent discovered schema relations. The system identifies the subset of dbpedia:Person
instances, which overlaps with DBLP foaf:Person instances, as a union of classes de-
fined in YAGO.

6 196 links in total in DBPedia 3.2 on 13/06/2009
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Applying name comparison for all foaf:Person and dbpedia:Person individuals
is likely to produce many false positive results because of ambiguity of personal
names. Before performing instance matching we need to narrow the context
and exclude from comparison individuals which are unlikely to appear in both
datasets. Since the actual schema ontologies used by repositories, which have to
be connected, are not sufficiently detailed, then evidence data defined in other
data sources should be utilized.

For the reasons outlined in section 2, instance-based ontology matching tech-
niques are particularly suitable to infer schema-level mappings in the Linked
Data environment. These techniques operate on ontologies, which share the same
sets of individuals. Sometimes this scenario is present in Linked Data reposito-
ries directly: for instance, in the example shown in Fig. 1, DBPedia individuals
are structured by the DBPedia own ontology, but also have rdf:type links to the
classes defined in the YAGO7 and Umbel ontologies. However, more often such
sets can be constructed by clustering together individuals connected via exist-
ing owl:sameAs coreference links. Such sets are likely to be incomplete because
intermediate datasets may not contain all individuals represented in their neigh-
bour repositories or because some links on the path are not discovered, but they
can still be used to derive relations between classes.

A crucial difference between the Linked Data environment and the traditional
ontology matching scenario, which focuses on matching two ontologies, is the
possibility of using individuals and concepts defined in other repositories and
links between them as background knowledge. In our approach we exploit two
types of background knowledge:

– Schema-level evidence from third-party repositories.
– Data-level evidence from third-party repositories.

In the following subsections 3.1 and 3.2 we will describe these types of evidence
and briefly outline how they are used to produce schema-level mappings. Then,
in the subsection 3.3 we will briefly describe the overall workflow of our KnoFuss
system, which employs these mappings to discover new coreference links between
individuals.

3.1 Schema-Level Evidence

In the example shown in Fig. 1 the problem is caused by insufficiently detailed
classification of individuals provided by the repositories’ ontologies. In this sit-
uation additional schema-level information has to be introduced from external
sources.

Individuals in DBPedia are connected by rdf:type links to classes defined in
the YAGO repository. The YAGO ontology is based on Wikipedia categories and
provides a more detailed hierarchy of classes than the DBPedia ontology. Our
algorithm uses this external ontology to identify the subset of DBPedia which
overlaps with the DBLP repository. The procedure involves the following steps:
7 http://www.mpi-inf.mpg.de/yago-naga/yago/
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1. Construct clusters of identical individuals from DBPedia and DBLP using
existing owl:sameAs mappings. In this scenario each cluster corresponds to
one owl:sameAs link and contains two individuals: one from DBLP and one
from DBPedia.

2. Connect these clusters to classes in the YAGO and DBLP ontologies respec-
tively. In the later case only the class foaf:Person is involved. For example,
the cluster containing the individual dbpedia:Andrew Herbert is connected
to several YAGO classes (e.g., yago:MicrosoftEmployees, yago: BritishCom-
puterScientists and yago:LivingPeople) and to foaf:Person.

3. Infer mappings between YAGO classes and the foaf:Person class used in
DBLP using instance-based matching (see section 4). A set of overlapping
YAGO classes is produced as a result: e.g., mappings between foaf:Person
and yago:MicrosoftEmployees and between foaf:Person and yago: British-
ComputerScientists.

4. Run instance-level coreference resolution for individuals belonging to mapped
classes to discover more coreference resolution links. For example, at this stage
we discover the link between the individual dbpedia:Charles P. Thacker be-
longing to the class yago:MicrosoftEmployees and its DBLP counterpart,
which did not exist in the original link set.

3.2 Data-Level Evidence

Data-level evidence includes individuals defined in third-party repositories and
coreference links to and from them. The scenario shown in Fig. 2 illustrates the
use of this type of evidence. The LinkedMDB repository8 contains data about
movies structured using a special Movie ontology. Many of its individuals are
also mentioned in DBPedia under different URIs. Some of these coreferent indi-
viduals, in particular, those belonging to classes movie:film and movie:actor, are
explicitly linked to their counterparts in DBPedia by automatically produced
owl:sameAs relations. However, for individuals of some classes, direct links are
not available. For instance, there are no direct links between individuals of the
class movie:music contributor representing composers, whose music was used in
movies, and corresponding DBPedia resources. Then, there are relations of the
type movie:relatedBook from movies to related books in RDF Book Mashup
but not to books mentioned in DBPedia. Partially, such mappings can be ob-
tained by computing a transitive closure for individuals connected by coreference
links. However, many links are missed in this way because of the omission of
an intermediate link in a chain (e.g., 32% of movie:music contributor instances
were not connected to corresponding DBPedia instances). Again, such links can
be discovered by comparing corresponding subsets of LinkedMDB and DBPe-
dia directly. To discover these subsets our approach computes a transitive clo-
sure over existing mappings and combines co-referring individuals into clusters.
These clusters are used as evidence for the schema matching procedure to derive
schema-level mappings: in our example, we derive the correspondence between

8 http://data.linkedmdb.org/
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Fig. 2. LinkedMDB and DBPedia: exploiting instance-level coreference links with
third-party datasets. Solid arrows show existing owl:sameAs (=) and movie:relatedBook
links. Dashed arrows connect sets containing potentially omitted links.

movie:music contributor and dbpedia:Artist and the rdfs:range relation between
the property movie:relatedBook and the class dbpedia:Book. These mappings are
used afterwards to perform coreference resolution over related subsets.

3.3 KnoFuss Architecture and the Fusion Workflow

Performing integration at the data level constitutes the main focus of our data
fusion tool called KnoFuss [2], originally implemented to merge datasets (knowl-
edge bases) structured according to the same ontology. The KnoFuss architecture
implements a modular framework for semantic data fusion. The fusion process is
divided into subtasks as shown in the Fig. 3 and the original architecture focuses
on its second stage: knowledge base integration. The first subtask is coreference
resolution: finding potentially coreferent instances based on their attributes. The
next stage, knowledge base updating, refines coreferencing results taking into ac-
count ontological constraints, data conflicts and links between individuals (algo-
rithms of this stage were not employed in the tests described in this paper). The
tool uses SPARQL queries both to select subsets of data for processing and to
select the most appropriate processing techniques depending on the type of data.
In order to make the tool applicable to datasets, which use different ontologies,
it was extended with the ontology integration stage. This stage consists of two
subtasks: ontology matching, which produces mappings between schema-level
concepts, and instance transformation, which uses these mappings to translate
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Fig. 3. Fusion task decomposition incorporating schema matching

SPARQL queries into different ontologies, so that the following stages can oper-
ate in the same way as in the single-ontology scenario. In the workflow described
in this paper the ontology integration stage is performed in a “bottom-up” way
exploiting links defined at the data level while the knowledge base integration
stage uses them in a “top-down” way. In sections 4 and 5 we will describe these
two main stages of the workflow in more detail.

4 Inferring Schema Mappings: The “Bottom-Up” Stage

The process of inferring schema mappings starts by composing clusters of indi-
viduals from different repositories. At this stage pairs of connected individuals
belonging to different datasets are retrieved. Then the system forms clusters of
coreferent individuals by computing transitive closures over available links.

These clusters represent the basic evidence, which we use to infer schema-
level mappings. For each individual in a cluster we extract its class assertions.
We consider that a cluster belongs to a certain class if at least one individual from
this cluster belongs to a class. At this stage classes which are used in different
datasets are always treated as different classes, even if they have the same URI.
For instance, in our example, the Movie ontology used in LinkedMDB and the
Music ontology used in Musicbrainz both extend the standard FOAF ontology.
But we treat the class foaf:Person in both these ontologies as two distinct classes:
foaf:Person@Movie and foaf:Person@Music. This is done in order to discover the
actual usage pattern for each class, which may implicitly extend its ontological
definition, as was pointed out before.

At the next step we construct mappings between classes. As we said before,
instead of equivalence and subsumption the algorithm produces a special type
of relation, which we called #overlapsWith. Formally this relation is similar
to the umbel:isAligned property9 and states that two classes share a subset of

9 http://www.umbel.org/technical documentation.html
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their individuals. However, in our case, a quantitative assessment of the rela-
tion is necessary to distinguish between strongly correlated classes (like dbpe-
dia:Actor and movie:actor) and merely non-disjoint ones (like movie:actor and
dbpedia:FootballPlayer, which share several instances such as “Vinnie Jones”).
This relation has a quantitative measure varying between 0 (meaning the same
as owl:disjointWith) and 1 (meaning that there is a rdfs:subClassOf relation in
one direction or both). We calculate similarities between classes based on the
sets of clusters assigned to them. Two criteria are used to produce the output
set of #overlapsWith relations between classes:

1. The value of the overlap coefficient compared to a threshold.

sim(A, B) = overlap(c(A), c(B)) =
|c(A) ∩ c(B)|

min(c(A), c(B))
≥ toverlap,

where c(A) and c(B) are sets of instance clusters assigned to classes A and
B respectively. The overlap coefficient was chosen as a similarity metric to
reduce the impact of dataset population sizes. If the first dataset is populated
to a lesser degree than the second one, then for most classes |c(A)| << |c(B)|.
In this case relatively small changes in |c(B)| would have a big impact on
such distance metrics as Jaccard score or Dice coefficient, while different
values of |c(A)| would not change the value significantly.

2. Choosing the “best match” mapping among several options. It is possible
that for the same class, A, several relations are produced, which connect
it to classes at different levels of the hierarchy. For instance, we can have
both overlapsWith(A, B) and overlapsWith(A, C), where B � C. In our
scenario the relation with a more generic class will always override the more
specific one: it will mean that individuals of A will have to be compared to
individuals of C. Only one such relation should be chosen, and the original
overlap coefficient value cannot be used as a criterion: if |c(A)| ≤ |c(B)|, then
the relation sim(A, B) ≤ sim(A, C) always holds. Selecting the relation with
the more generic class will mean that possibly more coreference resolution
links will be discovered between individuals of A and C \ B. On the other
hand, if the overlap between A and C \ B is small and |C \ B| is big, then
more erroneous mappings can be produced and the damage to results quality
due to the loss of precision will be higher than a possible gain from recall
increase. To make this decision we use the following criterion:

(|A ∩ C| − |A ∩B|)/|A ∩ C|
(|C| − |B|)/|C| ≥ λ,

where λ reflects both the expected ratio of errors for the instance corefer-
ence resolution algorithm and relative importance of precision comparing to
recall. If the inequality holds, then overlapsWith(A, C) is chosen, otherwise
overlapsWith(A, B) is preferred.

In our tests we used an additional restriction: pairs of classes (A, B) where
either |A| = 1, |B| = 1 or |A ∩ B| = 1 were ignored. This was done to filter
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out weak overlap mappings such as the one between foaf:Person@DBLP and
yago:PeopleFromRuralAlberta, which led to noise at the instance-level matching
stage.

In general, schema-level mappings obtained by the system in this way can be
saved and used on its own in any scenario where individuals stored in several
datasets have to be queried by class. As was said before, in our approach we
focus on one specific use case scenario where these mappings are reused at the
“top-down” stage of the KnoFuss workflow to produce coreference resolution
links between individuals and improve the recall in comparison with existing
relations.

5 Exploiting Inferred Schema Mappings for Coreference
Resolution: The “Top-Down” Stage

The schema-level mappings obtained at the previous stage are used to identify
sets of individuals in different repositories, which are likely to contain equivalent
individuals not discovered before. These sets of relevant schema-level mappings
are provided as input to the instance transformation stage of the KnoFuss tool
(Fig. 3). It uses schema mappings to translate SPARQL queries, which select
sets of individuals to be compared, from the vocabulary of one ontology into the
terms of another one. It is possible that a class in one ontology is found to be
connected to several classes in another ontology (not related via a rdfs:subClassOf
relation). Such mappings are aggregated into a single ClassUnion mapping. For
instance, in our DBLP example to select individuals from the DBLP dataset we
use the following query:

SELECT ?uri WHERE
{ ?uri rdf:type foaf:Person}

To select potentially comparable individuals from the DBPedia repository this
query is translated into:

SELECT ?uri WHERE
{ {?uri rdf:type yago:AmericanComputerScientists}
UNION { ?uri rdf:type yago:GermanComputerScientists}
UNION { ?uri rdf:type yago:GoogleEmployees}
UNION... }

Using these translated queries individuals from both repositories are processed in
the same way as if they shared the same schema. The system can employ several
basic matching techniques, which can be selected and configured depending on
the type of data as described in [2].

To avoid redundancy and potential errors, individuals, which were already
connected either directly or indirectly via a third-party dataset, are excluded
from analysis. The final set of instance-level mappings produced by the tool
then can be added to existing ones.

A decision, which has to be taken at this stage, concerns the choice, whether
two subsets of individuals should be compared at all: it is possible that all relevant
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links between individuals were already discovered and the algorithm can only pro-
duce errors. A naive way to decide it could be to use an upper threshold on the
overlapdegree between classes assuming that many existing links between individ-
uals can mean that all possible ones were already discovered. However, this misses
important information regarding how existing mappings were produced. Using a
coreference resolution system in combination with a link maintenance and trust
computation system such as idMesh [20] can be interesting.

6 Evaluation

For our initial experiments we used three scenarios mentioned before:

1. Finding equivalence links between individuals representing people in DBPe-
dia and DBLP (auxiliary dataset: YAGO, gold standard size 1229).

2. Finding equivalence links between movie:music contributor individuals in
LinkedMDB and corresponding individuals in DBPedia (auxiliary dataset:
Musicbrainz, gold standard size 942).

3. Finding movie:relatedBook links between movie:film individuals in Linked-
MDB and books mentioned in DBPedia (auxiliary dataset: RDF Book
Mashup, gold standard size 419).

Our goal was to check the applicability of our approach in general and, in par-
ticular, the possibility to improve coreference resolution recall in comparison
with already existing links. Thus, all three scenarios were of relatively small
scale so that both precision and recall could be checked manually and the actual
coreference resolution was performed using simple label-based similarity (Jaro
metric10). Test results (precision, recall and F1 measure) are given in the Table 1.
For each scenario three sets of results are provided:

– Baseline, which involves computing the transitive closure of already existing
links.

– Results obtained by the algorithm when applied to all comparable individuals.
– Combined set of existing results and new results obtained by the algorithm.

As was expected, in all cases applying instance-level coreference resolution using
automatically produced class-level mappings led to improvement in recall due to
the discovery of previously missed mappings, and to a better overall performance,
as measured by the F1-measure. In all cases, the best performance and F1-
measure was achieved by combining newly produced mappings with existing
ones. It means that the algorithms, which produced these sets of links, could
generate complementary results and no set of links was redundant.

Obviously, the precision of the combined set of links was lower than the pre-
cision of the best algorithm in all three tests. In our tests this decrease was rel-
atively small and was compensated by the increase in recall. However, in cases
where the same data were already processed by algorithms of higher quality, the
10 In the first two scenarios the metric was adapted for personal names, e.g., to match

complete name with initials.
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Table 1. Test results

Dataset Test Precision Recall F1

DBPedia vs DBLP
Baseline 0.90 0.14 0.25
All individuals 0.95 0.88 0.91
Combined set 0.93 0.89 0.91

LinkedMDB vs DBPedia Baseline 0.99 0.68 0.81
(music contributors) All individuals 0.98 0.91 0.94

Combined set 0.98 0.97 0.98
LinkedMDB vs DBPedia Baseline 0.97 0.82 0.89
(books) All individuals 0.98 0.90 0.93

Combined set 0.96 0.97 0.96

situation can be different. It makes the issue of tracing provenance of existing
links important, as mentioned in section 5.

Considering the schema matching stage we found two factors which were po-
tential causes of errors. The first factor was insufficient evidence. When only a
small number of existing coreference links are available as evidence, distinguish-
ing between “weakly overlapped” and “strongly overlapped” classes is problem-
atic. For example, in the DBPedia-DBLP scenario the class yago: FellowsOfWolf-
sonCollege,Cambridge received a higher overlap score with foaf: Person@DBLP
than the class yago:IsraeliComputerScientists, which in fact was strongly over-
lapped. This happened because for both of these classes there were only 2 ev-
idence links available and the class yago: FellowsOfWolfsonCollege,Cambridge
contained fewer instances. At the coreference resolution stage instances of such
weakly overlapped classes caused the majority of false positive mappings because
of name ambiguity.

The second factor concerned the quality of the ontologies themselves and of
the class assertion statements. For instance, in the DBPedia dataset many musi-
cians were not assigned to an appropriate class dbpedia:MusicalArtist but instead
were assigned to more general classes dbpedia:Artist or even dbpedia:Person. As
a result the “best fit” mappings produced by the algorithm did not correspond
to the originally intended meaning of classes, because this originally intended
meaning was not followed in the dataset (e.g., based on instance data the class
movie:music contributor was mapped to the class dbpedia:Artist instead of db-
pedia:MusicalArtist). More serious issues involved instances being assigned to
classes, which were actually disjoint (e.g., the individual dbpedia:Jesse Ventura
was classified as both a dbpedia:Person and a dbpedia:TelevisionShow). While
in our scenarios spurious schema mappings caused by these errors were filtered
out by the threshold, in other cases their impact can be significant. Explicit
specification of ontological constraints can help to deal with such situations.

7 Conclusion and Future Work

In this paper we presented an approach which uses existing links between in-
dividuals stored in different repositories as evidence to generate schema-level
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mappings between classes. A distinctive feature of our approach is the use of in-
formation defined in third-party datasets as background knowledge to enhance
instance-based ontology matching techniques. These mappings are then used to
discover new coreference links between individuals, which were missed before.
Our initial experiments have shown an improvement in resulting coreference res-
olution performance in comparison with existing sets of links. However, there
are still issues, which have to be resolved in the future work.

First, we plan to continue our experiments with instance-based schema align-
ment algorithms over different public datasets in order to evaluate their capabil-
ities when applied to large networks of connected datasets and determine factors
and conditions in real-world datasets, which influence their performance, in or-
der to improve the reusability of the approach. In particular, one such factor is
the presence of subsets of individuals, for which there are few or no connections
available to infer any schema-level patterns.

In the test scenarios described in this paper there was no need for matching
properties in addition to classes: only data described by standard attributes such
as rdfs:label, foaf:name and dc:title was available. In the future inferring schema
mappings between properties and reuse of axioms should be elaborated.

Considering the data-level integration stage, as mentioned in the section 5,
there is an issue of automatic assessment of datasets and distinguishing the cases
when new coreference links can be discovered with a sufficient precision.

Finally, there are infrastructural issues, which have to be taken into account
to make the approach reusable. In particular, this concerns storing, publishing
and maintaining both schema-level and instance-level links. There are several in-
teresting directions to follow, such as applying the coreference bundles approach
[19] instead of maintaining sets of pairwise owl:sameAs links and integrating
with the idMesh approach [20], which reasons about sets of coreference links
and their reliability.
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20. Cudré-Mauroux, P., Haghani, P., Jost, M., Aberer, K., de Meer, H.: idMesh: Graph-
based disambiguation of linked data. In: WWW 2009, Madrid, Spain, pp. 591–600.
ACM, New York (2009)



Social Semantic Rule Sharing and Querying
in Wellness Communities

Harold Boley, Taylor Michael Osmun, and Benjamin Larry Craig

Institute for Information Technology,
National Research Council of Canada,
Fredericton, NB, E3B 9W4, Canada

Abstract. In this paper we describe the Web 3.0 case study
WellnessRules, where ontology-structured rules (including facts) about
wellness opportunities are created by participants in rule languages such
as Prolog and N3, and translated for interchange within a wellness
community using RuleML/XML. The wellness rules are centered around
participants, as profiles, encoding knowledge about their activities, nu-
trition, etc. conditional on the season, the time-of-day, the weather, etc.
This distributed knowledge base extends fact-only FOAF profiles with
a vocabulary and rules about wellness group networking. The communi-
cation between participants is organized through Rule Responder, per-
mitting translator-based reuse of wellness profiles and their distributed
querying across engines. WellnessRules interoperates between rules and
queries in the relational (Datalog) paradigm of the pure-Prolog subset of
POSL and in the frame (F-logic) paradigm of N3. These derivation rule
languages are implemented in the engines OO jDREW and Euler, and
connected via Rule Responder to support wellness communities. An eval-
uation of Rule Responder instantiated for WellnessRules found acceptable
Web response times.

1 Introduction

Medicine 2.0 [Eys08], Health 2.0 [MO09], and Wellness 2.0 have emerged as
interconnected application areas of Web 2.0 (Social Web) techniques. Web 2.0
combined with Semantic Web techniques is currently leading to Web 3.0 (Social
Semantic Web) techniques, which can also be applied in these areas. As part of
NRC-IIT’s Health & Wellness and Learning & Training efforts, we are explor-
ing Wellness 3.0, employing Social Semantic Web rules plus ontologies to plan
wellness-oriented activities and nutrition.

We focus here on WellnessRules1, a system supporting the management of well-
ness practices within a community based on rules plus ontologies. The idea is the
following. As in Friend of a Friend (FOAF)2, people can choose a (community-
unique) nickname and create semantic profiles about themselves, here about their
wellness practices, for their own planning and to network with other people sup-
ported by a system that ‘understands’ those profiles. As in FindXpRT [LBBM06],

1 http://ruleml.org/WellnessRules/
2 http://www.foaf-project.org/

A. Gómez-Pérez, Y. Yu, and Y. Ding (Eds.): ASWC 2009, LNCS 5926, pp. 347–361, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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such FOAF-like fact-only profiles are extended with rules to capture conditional
person-centered knowledge such as each person’s wellness activity depending on
the season, the time-of-day, the weather, etc. People can use rules of various re-
finement levels and rule languages ranging from pure Prolog to N3, which will
be interoperated through RuleML/XML [Bol07]. Like our (RuleML-20xy) Sym-
posiumPlanner [CB08] (and unlike FindXpRT), WellnessRules is based on Rule
Responder [PBKC07, CB08], which is itself based on the Mule Enterprise Service
Bus (ESB).

We will discuss an example where John (p0001) advertises Prolog-style rules
on his wellness community profile, including a refinement of the following: p0001
may do outdoor running if it is summer and not raining. Hence, Peter and Paul
can find p0001 via Prolog or N3 queries to Rule Responder expressing their
own preferences, so that an initial group might be formed. Interoperating with
translators, WellnessRules thus frees participants from using any single rule lan-
guage. In particular, it bridges between Prolog as the main Logic Programming
rule paradigm and N3 as the main Semantic Web rule paradigm.

The distributed nature of Rule Responder profiles, each queried by its own
(copy of an) engine, permits scalable knowledge representation and processing.
Since participants of a wellness community are supposed to meet in overlapping
groups for real-world events such as skating, this kind of community (unlike a
virtual-only community) has a maximal effective size (which we estimate to be
less than 1000 participants). Beyond that size, it can be split into two or more
subcommunities based on preferred wellness practices, personal compatibility,
geographic proximity, etc. Rule Responder support thus needs to extend only to
that maximal size, but can be cloned as subcommunities emerge.

The rest of the paper is organized as follows. Section 2 details the design
goals with a focus on Rule Responder. Section 3 discusses the hybrid global
knowledge bases of WellnessRules. Section 4 explains its local knowledge bases
distributed via Rule Responder. Section 5 focusses on the interoperation between
Prolog and N3. Section 6 explains and evaluates Rule Responder querying of
WellnessRules knowledge. Section 7 concludes the paper. Appendix A contains
two rule signatures of WellnessRules. Appendix B shows its RDFS taxonomy.

2 Design Goals and Rule Responder Instantiation

A range of design goals is being pursued with the WellnessRules prototype:

1. Identify a language of appropriate expressiveness for wellness rules in the
layered family of RuleML [Bol07], RIF [BK09], and N3 [BLCK+08] such
as unary/binary vs. n-ary Datalog and rules with or without slots, objects,
negation as failure (Naf), etc.

2. Identify a language for wellness ontologies in the layered family of OWL,
OWL 2, and RDFS such as subClassOf taxonomies, description logics from
ALC to SHOIN, etc. The ontology language should be combined with the
rule language.
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3. Permit rule plus ontology authoring in different human-oriented syntaxes,
while translating the rulebases plus ontologies to and from XML for inter-
change.

4. Permit different rule- (e.g., OO jDREW, Prova, and Euler) plus ontology-
oriented (e.g., Racer, Pellet, and HermiT) engines to execute local rulebases
plus ontologies, while transporting XML rulebases, ontologies, queries, and
answers over an ESB.

5. Create profile examples and templates of typical wellness practitioners from
which new participants can glean ideas and copy & edit for their own profiles.

6. Create an infrastructure to support wellness communities in the management
of their existing practices, the adoption of new practices from participants,
and the formation of ad hoc groups through profile querying. This also pre-
pares the social network analysis of evolving WellnessRules communities.

7. Explore the appropriateness of the rule plus ontology languages and engines
for expressing and translating the knowledge required in wellness profiles.

8. Explore the stand-alone efficiency and network scalability of the distributed
WellnessRules architecture, including its ESB and engines, w.r.t. the differ-
ent languages employed.

The current version of WellnessRules focusses goal 1 on Datalog with Naf and on
N3 [BLCK+08] with scoped Naf, interoperating between these rule paradigms
through RuleML/XML (a Naf Core is not currently planned for RIF [BK09]). It
focusses goal 2 on light-weight ontologies, namely a sorted Datalog and an N3
with RDFS subClassOf taxonomies, for both using sorted (or typed) variables
in RuleML/XML. Accordingly, we focuss goal 3 on POSL [Bol04] and N3, and
goal 4 on their engines OO jDREW3 and Euler4, respecively. Goal 5 has been a
joint effort with the wellness community at NRC-IIT Fredericton.

Goal 6 instantiates the Rule Responder multi-agent architecture as follows:
Rule Responder’s virtual organization is instantiated to a wellness community.
An organizational agent (OA) becomes an assistant for an entire wellness com-
munity. Each personal agent (PA) becomes an assistant for one participant.
Newcomers and participants can assume the role of an external agent (EA),
(indirectly) querying participants’ profiles.

Rule Responder uses the following sequence of steps: An EA asks queries to an
OA. The OA maps and delegates each query to the PA(s) most knowledgeable
about it. Each PA poses the query to its local rulebase plus ontology, sending
the derived answer(s) back to the OA. The OA integrates relevant answers and
gives the overall answer(s) to the EA, by default not revealing the coordinates
of the answering PA(s).

In this way, the OA acts as a mediator that protects the privacy of profiles of
participants in a wellness community. Participants within the same community
can of course later decide to reveal their real name and open up their wellness
profiles for (direct) querying by selected other participants.

3 http://www.jdrew.org/oojdrew/
4 http://eulersharp.sourceforge.net/

http://www.jdrew.org/oojdrew/
http://eulersharp.sourceforge.net/
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The above Rule Responder steps have been instantiated earlier, including to
the SymposiumPlanner system [CB08]. The new instantiation for the Wellness-
Rules system relates to this in interesting ways:

Like SymposiumPlanner’s OA stands for a specific symposium such as
RuleML-2009, WellnessRules’ OA stands for a specific wellness community such
as the one at NRC-IIT Fredericton. Like SymposiumPlanner’s PAs formalize
knowledge to assist (publicity, panel, etc.) chairs within a symposium, Wellness-
Rules’ PAs formalize knowledge to assist (running, skating, etc.) coaches within
a wellness community.

Unlike in SymposiumPlanner, where, besides the chairing participants,
regular (symposium) participants are not supported by PAs, in WellnessRules,
besides the coaching participants, regular (wellness) participants are supported
by PAs: Each WellnessRules participant publishes a more or less specific profile
used by his/her PA to respond to queries about his/her wellness preferences,
constraints, etc.

Goal 7, the expressiveness exploration of WellnessRules, so far found that both
the Prolog paradigm of top-down n-ary relational rules and the N3 paradigm of
bottom-up binary frame rules can express the required Web 3.0 knowledge, al-
though more directly and compactly in pure Prolog and more closely to Semantic
Web standards in N3. Goal 8, the efficiency exploration, so far found that Rule
Responder instantiated for WellnessRules has acceptable Web efficiency and pro-
vides a good balance between knowledge centralization and distribution.

3 Hybrid Global Knowledge Bases in WellnessRules

WellnessRules employs a hybrid combination [Bol07] of ontologies and rules.
While the entire ontology and a portion of the rulebase is globally shared by
all participants (agents), the other portion of the rulebase is locally distributed
over the participants (agents). The global knowledge base (re)uses an ontology
and defines rules about activities, locations, forecasts, etc.

As its (light-weight) ontology component, WellnessRules employs subClassOf
taxonomies. We reuse parts of the Nuadu ontology collection [SLKL07], especially
from the Activity and Nutrition ontologies. WellnessRules currently employs an
Activity taxonomy using Nuadu classes (based on activity codes [AHW+00])
Running, Walking, WaterSports subsuming SwimmingCalm, WinterSports sub-
suming IceSkating, and Sports subsuming a WellnessRules class Baseball, as
well as WellnessRules classes Hiking, and Yoga. Appendix B contains the corre-
sponding RuleML- and N3-readable RDFS subClassOf statements.

As its rule component, WellnessRules employs Naf Datalog POSL and N3
with scoped Naf. We restrict the use of Naf Datalog POSL to atoms with
positional arguments, leaving F-logic-like frames with property-value slots to
N3, thus demonstrating the range of our approach through complementary rule
styles. For that reason, the POSL syntax corresponds to pure-Prolog syntax ex-
cept that POSL variables are prefixed by a question mark while Prolog variables
are upper-cased.



Social Semantic Rule Sharing and Querying in Wellness Communities 351

This Datalog POSL sublanguage uses (positional) n-ary relations (or, predi-
cates) as its central modeling paradigm. N3 instead uses (unordered) sets of binary
relations (or, properties) centered around object identifiers (OIDs, in the role of
‘subjects’ in N3). For example, in POSL we use the 4-ary predicate meetup with
a positional signature: meetup(?MapID,?Activity,?Ambience,?Location). In
N3 this becomes a slotted signature with subject :meetup, an rdf:type of
:Meetup, and the 4 arguments as the remaining slots:

_:meetup

rdf:type :Meetup;

:mapID ?MapID;

:activity ?Activity;

:inOut ?Ambience;

:location ?Location.

Generally, as a foundation for our interchange study, the signatures of all Well-
nessRules relations are described in a Datalog-N3-generalizing manner, using the
same mnemonic names for predicate arguments in Datalog and properties in N3.
The WellnessRules signatures needed here are given in appendix A.

Shared rules (including underlying facts) of the WellnessRules system were
extracted from participants and collected for the rulebase of the OA. They for-
malize global knowledge of the WellnessRules system.

For example, this is a global meetup fact according to the above positional sig-
nature: meetup(m0001,run,out,conniesStation). Similarly, this is its slotted
counterpart:

:meetup_1

rdf:type :Meetup;

:mapID :m0001;

:activity :run;

:inOut :out;

:location :conniesStation.

Both express that one meetup for run activities of the supported wellness com-
munity is conniesStation as found on map m0001.

An example of a global POSL rule defines a participation as follows:

participation(?ProfileID,?Activity,?Ambience,?MinRSVP,?MaxRSVP) :-

groupSize(?ProfileID,?Activity,?Ambience,?Min,?Max),

greaterThanOrEqual(?MinRSVP,?Min),

lessThanOrEqual(?MaxRSVP,?Max).

As in FindXpRT, the first argument of a WellnessRules conclusion predicate
always is the person the rule is about. Similar to Prolog, the rule succeeds for
its five positional arguments if the acceptable groupSize of the participant with
?ProfileID, for an ?Activity in an ?Ambience, is between ?Min and ?Max,
and the emerging group has size between ?MinRSVP ≥ ?Min and ?MaxRSVP ≤
?Max, where greaterThanOrEqual and lessThanOrEqual are SWRL built-ins
as implemented in OO jDREW 0.961.



352 H. Boley, T.M. Osmun, and B.L. Craig

The corresponding global N3 rule represents this in frame form as follows:
{

?rsvpQuery

rdf:type :RSVPQuery;

:profileID :p0001;

:minRSVP ?MinRSVP;

:maxRSVP ?MaxRSVP.

?groupSize

rdf:type :GroupSize;

:profileID ?ProfileID;

:activity ?Activity;

:inOut ?Ambience;

:min ?Min;

:max ?Max.

?MinRSVP math:notLessThan ?Min.

?MaxRSVP math:notGreaterThan ?Max.

}

=>

{

_:participation

rdf:type :Participation;

:profileID :p0001;

:activity ?Activity;

:inOut ?Ambience;

:min ?MinRSVP;

:max ?MaxRSVP.

}.

Here, the first premise passes the input arguments ?MinRSVP and ?MaxRSVP into
the rule (cf. its use in section 6). The remaining premises correspond to those
in the POSL version, where math:notLessThan and math:notGreaterThan are
N3 built-ins as implemented in Euler.

The global OA rulebase is being maintained in both languages at
http://ruleml.org/WellnessRules/WR-Global.posl and *.n3.

4 Locally Distributed Knowledge Bases in WellnessRules

Each PA has its own local rules, which were selected from profiles created by
participants of the NRC-IIT Fredericton wellness community.

This is an example of a local POSL rule from the PA rulebase of a participant
p0001, defining the main predicate myActivity for running:

myActivity(p0001,?:Running,out,?MinRSVP,?MaxRSVP,?StartTime,?EndTime,

?Place,?Duration,?Level) :-

calendar(p0001,?Calendar),

event(?Calendar,?:Running,possible,?StartTime,?EndTime),

participation(p0001,run,out,?MinRSVP,?MaxRSVP),

http://ruleml.org/WellnessRules/WR-Global.posl
*.n3
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season(?StartTime,summer),

forecast(?StartTime,sky,?Weather),

notEqual(?Weather,raining),

map(p0001,?Map),

meetup(?Map,run,out,?Place),

level(p0001,run,out,?Place,?Duration,?Level),

fitness(p0001,?StartTime,?ExpectedFitness),

greaterThanOrEqual(?ExpectedFitness,?Level),

goodDuration(?Duration,?StartTime,?EndTime).

The rule conclusion starts with the person’s profile ID, p0001, followed by the
kind of activity, ?:Running (the anonymous variable “?” has type Running), and
its ambience, outdoors, followed by variables for the group limits ?MinRSVP and
?MaxRSVP, the earliest ?StartTime and ?EndTime, its actual ?Duration and its
?Level. The rule premises query p0001’s ?Calendar, an event of a possible (or
tentative) ?:Running, the participation predicate (for simplicity and N3 com-
patibility called with a constant run rather than the typed variable ?:Running),
an appropriate season and forecast, p0001’s ?Map, a meetup ?Place, the re-
quired level less than the expected fitness, and a goodDuration.

The corresponding local N3 rule is given abridged below (complete, online at
http://ruleml.org/WellnessRules/PA/p0001.n3):

{

...

?forecast

rdf:type :Forecast;

:startTime ?StartTime;

:aspect :sky;

:value ?Weather.

?Weather log:notEqualTo :raining.

...

}

=>

{

_:myActivity

rdf:type :MyActivity;

:profileID :p0001;

:activity :Running;

:inOut :out;

:minRSVP ?MinRSVP;

:maxRSVP ?MaxRSVP;

:startTime ?StartTime;

:endTime ?EndTime;

:location ?Place;

:duration ?Duration;

:fitnessLevel ?FitnessLevel.

}.

http://ruleml.org/WellnessRules/PA/p0001.n3
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The online version of the above POSL rule employs the premise
naf(forecast(?StartTime,sky,raining)) instead of separate forecast and
notEqual premises. For the N3 online version, the above log:notEqualTo built-
in call is more convenient. An irreducible Naf used in POSL’s online version adds
the following premises in the myActivity rule (after the current event premise):

yesterday(?StartTime,?StartTimeYtrday,?EndTime,?EndTimeYtrday),

naf(event(?Calendar,?:Running,past,?StartTimeYtrday,?EndTimeYtrday)),

It makes sure that p0001’s calendar does not contain a running event on the day
before. The counterpart in N3 could use log:notIncludes, which in Euler, as
in our online version, is replaced with e:findall, checking that the result is the
empty list, ‘()’.

The resulting PA rulebases, which require Datalog with Naf and N3 with
‘()’-e:findall, are being maintained in both of these languages at http://
ruleml.org/WellnessRules/PA, e.g. those for p0001 at http://ruleml.org/
WellnessRules/PA/p0001.posl and *.n3.

5 Cross-Paradigm Rulebase Alignment and Translation

The WellnessRules case study includes a testbed for the interoperation (i.e.,
alignment and translation) of rulebases in the main two rule paradigms:
Prolog-style (positional) relations and N3-style (slotted) frames. In our inter-
operation methodology, we make iterative use of alignment and translation:
An initial alignment permits the translation of parts of a hybrid knowledge
base. This then leads to more precise alignments, which in turn leads to better
translations, etc. Using this methodology for WellnessRules, we are maintaining
a relational as well as a frame version of the rules, both accessing the same,
independently maintained, RDFS ontology.

For rulebase alignment, the signatures of WellnessRules relations and frames
are aligned in a shared signature document (cf. appendix A), discussed in
section 3, which includes the slot names for frames.

For rulebase translation, we first use a pair of online translators (http://
ruleml.org/posl/converter.jnlp) between the human-oriented POSL syntax
and its XML serialization in OO RuleML. Based on the RDF-RIF combinations
in [dB09], similar translators are being developed between N3, RIF, and RuleML.

The interoperation between WellnessRules PAs that use different rule
paradigms is then enabled by RuleML, which has sublanguages for both the
relational and the frame paradigms, so that the cross-paradigm translations can
use the common XML syntax of RuleML.

The alignment of sample relations and frames in sections 3 and 4 suggests
translations between both paradigms. We consider here translations that are
‘static’ or ‘at compile-time’ in that they take an entire rulebase as input and
return its entire transformed version. We thus make the ‘closed-arguments’
assumption of fixed signatures for relations and frames. In particular, the arity
of relations cannot change at run-time and no slots can be dynamically added
or removed from a frame. The translations work in both directions:

http://ruleml.org/WellnessRules/PA
http://ruleml.org/WellnessRules/PA
http://ruleml.org/WellnessRules/PA/p0001.posl
http://ruleml.org/WellnessRules/PA/p0001.posl
*.n3
http://ruleml.org/posl/converter.jnlp
http://ruleml.org/posl/converter.jnlp
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Objectify: Mapping from an n-ary relation rel to a frame, this constructs a
new frame with a generated fresh OID rel j, where j > 0 is the first integer
making rel j a unique name, and with the argument positions p 1, p 2, . . ., p n
as slot (or property) names.

Positionalize: Mapping from a frame to a relation, this constructs a new re-
lationship with the first argument taking the frame OID and the remaining
arguments taking the slot values of the sorted slot names from all frames of
OID’s class (null values for those properties not used in the current frame).

Formally, positionalizing is specified as follows, using POSL’s frame notation
with slots arrows (->) as in F-logic and an OID separated from its slots by a
hat (ˆ).

1. Unite all slot names from all frames whose OID is an instance of a class cl
into a finite set SNcl of ncl elements.

2. Introduce (SNcl,<) as a total order ‘<’ over SNcl, where ‘<’ usually is the
lexicographic order. Assume without loss of generality that the elements of
SNcl are prop1 < ... < propncl

.
3. For each frame frel = cl(oidˆpropk1->TERMk1 ;...;propkm->TERMkm) as-

sume without loss of generality that propk1 < ... < propkm . Replace frel by
a relation frel’ = cl(oid,TERMCOMP1,...,TERMCOMPncl

), where for 1 ≤
i ≤ ncl and 1 ≤ j ≤ m we have TERMCOMPi = TERMkj if i = kj and
TERMCOMPi = ⊥ otherwise (‘⊥’ is the null value formalized as the bottom
element of the taxonomy, e.g. owl:NOTHING, which is equal only to itself,
not to any other sort, constant, or variable).

Step 3 can be thought of as ‘replenishing’ the lexicographically sorted slots of a
frame frel with slots propx->⊥ for all slot names propx ‘missing’ for their class
cl, and then making cl the relation name, inserting the oid, and omitting all slot
names (keeping only their slot values).

An XSLT implementation of such a translator is available online
(http://ruleml.org/ooruleml-xslt/oo2prml.html).

For example, the POSL meetup fact of section 3 is serialized in positional
RuleML thus:

<Atom>

<Rel>meetup</Rel>

<Ind>m0001</Ind>

<Ind>run</Ind>

<Ind>out</Ind>

<Ind>conniesStation</Ind>

</Atom>

Since RuleML allows intermediate forms, a translation between such a relation
and a frame need not insert the relationship OID as a new first positional argu-
ment but can directly introduce it as a role tag:

http://ruleml.org/ooruleml-xslt/oo2prml.html
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<Atom>

<oid><Ind iri=":meetup_1"/></oid>

<Rel>meetup</Rel>

. . .

</Atom>

Extending the mappings at http://ruleml.org/indoo/n3ruleml.html, this is
an intermediate step towards the following frame in OO RuleML, where the
RuleML Rel represents the rdf:type and literals are written as Data:

<Atom>

<oid><Ind iri=":meetup_1"/></oid>

<Rel iri=":Meetup"/>

<slot>

<Ind iri=":mapID"/>

<Ind iri=":m0001"/>

</slot>

<slot>

<Ind iri=":activity"/>

<Data>run</Data>

</slot>

<slot>

<Ind iri=":inOut"/>

<Data>out</Data>

</slot>

<slot>

<Ind iri=":location"/>

<Data>conniesStation</Data>

</slot>

</Atom>

Practical objectifying looks up the slot names in the shared signature document
(cf. appendix A).

For the translation of a rule, the above relation-frame translation is applied
to the relation (frame) in the conclusion and to all the relations (frames) in the
premises. For a rulebase, the translation then applies to all of its rules.

With the above-discussed human-oriented syntax translators, rulebases con-
taining rules like the myActivity rule in section 4 can thus be translated via
Prolog, POSL, RuleML (relations, frames), and N3. These translators permit
rule, query, and answer interoperation, via RuleML/XML, for the Rule Respon-
der infrastructure of WellnessRules communities.

6 Distributed Rule Responder Querying of WellnessRules

On the basis of Rule Responder (cf. section 2) the knowledge bases of sections
3 and 4 can be queried, using the translators of section 5 for interoperation.
The implemented Rule Responder for WellnessRules is available for online use
at http://ruleml.org/WellnessRules/RuleResponder/.

For example, this is a POSL query regarding p0001’s wellness profile, for
execution by a top-down engine such as OO jDREW TD:

http://ruleml.org/indoo/n3ruleml.html
http://ruleml.org/WellnessRules/RuleResponder/
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myActivity(p0001,?:Running,out,1:Integer,20:Integer,"2009-06-10T10:15:00",

"2009-06-10T11:15:00",?Place,?Duration,?Level)

It uses the rule from section 4 to check whether p0001will possibly be ?:Running,
outdoors, in a group of 1:Integer to 20:Integer, between start time
"2009-06-10T10:15:00" and end time "2009-06-10T11:15:00", filling three
named variables. Using further rules and facts from p0001’s profile (http://
ruleml.org/WellnessRules/PA/p0001.posl), it produces multiple solutions,
binding the meetup ?Place, the ?Duration, and the required fitness ?Level.

The corresponding N3 query for execution by a bottom-up engine such as
EulerSharp EYE uses a temporary fact to pass the input arguments:

:rsvpQuery

rdf:type :RSVPQuery;

:profileID :p0001;

:minRSVP 1;

:maxRSVP 20.

The N3 query itself then is as follows:

@prefix : <wellness_profiles#>.

@prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>.

_:myActivity

rdf:type :MyActivity;

:profileID :p0001;

:activity :Running;

:inOut :out;

:minRSVP ?MinRSVP;

:maxRSVP ?MaxRSVP;

:startTime "2009-06-10T10:15:00";

:endTime "2009-06-10T11:15:00";

:location ?Place;

:duration ?Duration;

:fitnessLevel ?FitnessLevel.

After declaring two prefixes, it builds an existential ‘( )’ node, :myActivity, us-
ing slots for the fixed parameters and the fact-provided ?MinRSVP and ?MaxRSVP
bindings to fill slots with the ?Place, ?Duration, and ?Level solutions.

An evaluation of the response times of the Mule infrastructure and the Rule
Responder engines (OO jDREW, Euler, and Prova) instantiated for Wellness-
Rules has been conducted using the previously discussed scenario. We found that
this Rule Responder instantiation operates with acceptable Web response times.

Specifically, the execution times for the above myActivity query in Euler
(N3), OO jDREW (POSL), and Rule Responder on average were 157ms, 1483ms,
and 5053ms, respectively, measured as the Java system time, running in Java
JRE6, Windows XP Professional SP3, on an Intel Core 2 Duo 2.80GHz processor.

For this and similar WellnessRules queries, the major contribution to the
overall execution time has come from the ESB (Mule), which is not our focus.
Rule Responder operates using a ‘hub and spoke’ connection architecture, where

http://ruleml.org/WellnessRules/PA/p0001.posl
http://ruleml.org/WellnessRules/PA/p0001.posl
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the OA dispatches network traffic to and from the most appropriate PA. A
separate study in distributed querying has done research on minimizing this
communication overhead.5

The above query could be specialized to produce exactly one solution, e.g. by
changing the parameter outdoors to indoors. It would fail for ?MaxRSVP greater
than 20. Using such queries, WellnessRules participants can check out profiles
of other participants to see if they can join, or should create, an activity group.

7 Conclusion

The WellnessRules case study demonstrates FOAF-extending Web 3.0 profile
interoperation between a pure Prolog subset (Datalog with Naf) and N3 through
RuleML/XML. With all of its source documents available, it has become a major
use case for exploring Web AI technology, including scalability of (distributed)
knowledge on the (Social Semantic) Web, starting with derivation rules and
light-weight ontologies. While WellnessRules so far has probed the OO jDREW,
Euler, and Prova engines, its open Rule Responder architecture will make it easy
to bring in new engines.

WellnessRules currently emphasizes rulebase translation and querying. These
constitute basic services that we intent to extend by superimposed update ser-
vices, e.g. for changing calendar entries for activities from status possible to
planned; this will require production rules. The next extension will be relevant
for performing wellness events, which will call for event-condition-action rules.
Both of these extended rule types are covered by Reaction RuleML [PKB07].

This case study will also provide challenges for RIF [BK09]: WellnessRules’
current derivation rules, for RIF-BLD implementations; its envisioned produc-
tion rules, for RIF-PRD implementations; and its interest in reaction rules, for
a potential RIF Reaction Rule Dialect.
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POSL Syntax

myActivity(?ProfileID,?Activity,?Ambience,?MinRSVP,?MaxRSVP,

?StartTime,?EndTime,?Location,?Duration,?FitnessLevel).

N3 Syntax

_: myActivity

rdf:type :SuggestedActivity;

:profileID ?ProfileID;

:activity ?Activity

:inOut ?Ambience;

:minRSVP ?MinRSVP;

:maxRSVP ?MaxRSVP;

:startTime ?StartTime;

:endTime ?EndTime;

:location ?Location;

:duration ?Duration;

:fitnessLevel ?FitnessLevel.

Usage
ProfileID = The profile identification corresponding to the suggested activity.
Activity = The kind of suggested activity determined.
Indoors/Outdoors = Whether the suggested activity is indoors or outdoors.
MinRSVP = Submitted minimum number of participants.
MaxRSVP = Submitted maximum number of participants.
StartTime = The start time of the suggested activity.
EndTime = The end time of the suggested activity.
Location = The meet up location for the suggested activity.
Duration = The duration of the suggested activity.
FitnessLevel = The required fitness level of the suggested activity.

Meetup

This defines the possible meetup locations for activities of participants. Each
location is tied to its map and activity type.

POSL Syntax

meetup(?MapID,?Activity,?Ambience,?Location).

N3 Syntax

_:meetup

rdf:type :Meetup;

:mapID ?MapID;

:activity ?Activity;

:inOut ?Ambience;

:location ?Location.
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Usage
MapID = The map that the meetup location is assigned to. In order for profiles to
share meetup locations, their MapID’s must be the same.
Activity = The kind of activity being performed.
Indoors/Outdoors = Whether the activity is being performed inside or outside.
Location = The name of the meetup location.

B RDFS Taxonomy of WellnessRules

These RDFS type definitions are being maintained at http://ruleml.org/
WellnessRules/WR-Taxonomy.rdf.

<rdf:RDF
xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"
xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#"
xml:base="http://example.org/schemas/vehicles">
<rdf:Description rdf:ID="Wellness">

<rdf:type rdf:resource="http://www.w3.org/2000/01/rdf-schema#Class"/>
</rdf:Description>
<rdf:Description rdf:ID="Activity">

<rdf:type rdf:resource="http://www.w3.org/2000/01/rdf-schema#Class"/>
<rdfs:subClassOf rdf:resource="#Wellness"/>

</rdf:Description>
<rdf:Description rdf:ID="Walking">

<rdf:type rdf:resource="http://www.w3.org/2000/01/rdf-schema#Class"/>
<rdfs:subClassOf rdf:resource="#Activity"/>

</rdf:Description>
<rdf:Description rdf:ID="Running">

<rdf:type rdf:resource="http://www.w3.org/2000/01/rdf-schema#Class"/>
<rdfs:subClassOf rdf:resource="#Activity"/>

</rdf:Description>
<rdf:Description rdf:ID="Swimming">

<rdf:type rdf:resource="http://www.w3.org/2000/01/rdf-schema#Class"/>
<rdfs:subClassOf rdf:resource="#Activity"/>

</rdf:Description>
<rdf:Description rdf:ID="Skating">

<rdf:type rdf:resource="http://www.w3.org/2000/01/rdf-schema#Class"/>
<rdfs:subClassOf rdf:resource="#Activity"/>

</rdf:Description>
<rdf:Description rdf:ID="Yoga">

<rdf:type rdf:resource="http://www.w3.org/2000/01/rdf-schema#Class"/>
<rdfs:subClassOf rdf:resource="#Activity"/>

</rdf:Description>
<rdf:Description rdf:ID="Hiking">

<rdf:type rdf:resource="http://www.w3.org/2000/01/rdf-schema#Class"/>
<rdfs:subClassOf rdf:resource="#Activity"/>

</rdf:Description>
<rdf:Description rdf:ID="Baseball">

<rdf:type rdf:resource="http://www.w3.org/2000/01/rdf-schema#Class"/>
<rdfs:subClassOf rdf:resource="#Activity"/>

</rdf:Description>
</rdf:RDF>

http://ruleml.org/WellnessRules/WR-Taxonomy.rdf
http://ruleml.org/WellnessRules/WR-Taxonomy.rdf
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Abstract. Aggregating and presenting a wide variety of information
pertinent to the biological and pharmacological effects of chemical com-
pounds will be a critical part of 21st century drug discovery. How-
ever there is currently a lack of tools for effectively integrating and
aggregating information about chemical compound. In this paper we
tackle this problem using Semantic Web Technologies, particularly OWL
ontologies,compound-centric RDF networks, and RDF inference to de-
tect relationships between compounds and biological affects, genes,and
diseases, and to present information to a user clustered by disease area.

Keywords: Ontology, RDF data model, Jena, reasoner.

1 Introduction

In the field of drug discovery there are many repositories of information of many
different types.Many are publicly available. At Indiana University, we recently
developed an infrastructure to make a wide variety of these sources available as
web services [4], including database services (including PubChem Compound,
Pubchem BioAssay, and Drug Bank) computation services (particularly pre-
dictive models that predict biological properties of compounds), and literature
searches which can identify the compounds and ontological terms that are con-
tained in scholarly journal articles. Aggregating information about a compound
from several different web services is being achieved using a tool called WENDI
(Web Engine for Non-obvious Drug Information). We have now taken the next
step which is to not only integrate information but also make some new infer-
ences and establish relationships among the data aggregated using OWL, RDF
and reasoning engines.

Drug discovery data used here was collected from the WENDI aggregate web
service. WENDI takes a single compound as a query and then aggregates com-
prehensive information about a compound from web services that represent sev-
eral diverse sources (including predictive models,chemical compound databases,
and journal articles). The aggregate information was obtained as an XML doc-
ument from which active compounds, journal articles information was extracted
using minidom package in Python Scripting language. This information was con-
verted into RDF triples[2] using Python according to Wendi Ontology (created

A. Gómez-Pérez, Y. Yu, and Y. Ding (Eds.): ASWC 2009, LNCS 5926, pp. 362–364, 2009.
c© Springer-Verlag Berlin Heidelberg 2009

http://www.informatics.indiana.edu


Semantic Rules on Drug Discovery Data 363

in house using Protege4.0). The Ontology has Chemical Compound, BioAssay,
Journal Article as Classes;isSimilarTo, isAssociatedWith, isContainedIn as the
Object Properties; hasPubMedID,hasTitle as Data Type Properties.Here are
some of the triples in Turtle format generated based on the Wendi Ontology.
These triples mean that a compound with ID 15940175 is a type of Chemical
Compound and that it is associated with a Bio Assay with an ID 1004.

WO:cid15940175 rdf:type owl:ChemicalCompound;
WO:isAssociatedWith WO:aid1004.

2 Framing the Rules

RDF triples thus generated based on Wendi Ontology were loaded into Ont
Model class in Jena, a java framework for building semantic web applications.
Then rules were written as shown below.

[rule1:(?querycmpd WO:isSimilarTo ?cid)
(?cid WO:isContainedIn ?journal)
->(?qerycmpd WO:mightBeContainedIn ?journal)];
[rule2:(?querycmpd WO:isSimilarTo ?cid)
(?cid WO:isAssociatedWith ?aid)
->(?querycmpd WO:mightBeAssociatedWith ?aid)];

Fig. 1. RDF graph generated on Drug Discovery Data
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The rule1 means that if there is a triple with ’isSimilarTo’ as property, query
compound as subject and say a compound C as object and if there is a triple
with ’isContainedIn’ as property, compound C as subject, JournalId as object,
then infer a relationship between query compound and JournalId by creating
a triple with ’mightBeContainedIn’ as property, query compound as subject,
JournalId as object. Similar is rule2 which infers new property ’mightBeAssoci-
atedWith’ between query compound and Bio Assay ID. Rules can be extended
to include diseases, gene names. The rules were parsed using the Generic rule
reasoner belonging to Reasoner class in Jena. On these additionally generated
triples, SPARQL queries were written to output the information about the query
compound, Assay ids, Journal article titles, and their Pubmed ids.

An example of the kinds of inference we can produce: If a compound A was to
found to be similar to compound B and if compound B was found to be active
in a Bio Assay C, then an inference that Compound A might be active in Bio
Assay C is one such inference. And say if a compound A was found to be similar
to compound B and if compound B was found to be contained in a Journal C,
then an inference that compound A’s relevant information could be contained
in Journal C is another inference achieved.

3 Conclusion

We are now able to infer relationships between compounds, genes and diseases
based on RDF chains which are interpretable by a medicinal chemist. Thus we
can not only associate a compound with a disease, say, but also present the
evidence for this association. Thus the work described here helps us to realize
the potential of having the data as RDF data model triples based on an Ontology
and the potential of rules in data integration and knowldege discovery.
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Developing ontologies is not an easy task and often the resulting ontologies are not
consistent or complete. Such ontologies, although often useful, lead to problems when
used in semantically-enabled applications. Wrong conclusions may be derived or valid
conclusions may be missed. Defects in ontologies can take different forms. Syntactic
defects are usually easy to find and to resolve. Defects regarding style include such
things as unintended redundancy. More severe defects are the modeling defects which
require domain knowledge to detect and resolve, and semantic defects such as unsatis-
fiable concepts and inconsistent ontologies.

In this paper we present a system, RepOSE (Repair of Ontological Structure Environ-
ment), that tackles a special case of the problem of repairing modeling defects, i.e.
the repairing of missing is-a relations, and to our knowledge this system is the first in
its kind. In the given setting it is known that a number of intended is-a relations are
not present in the source ontology. The problem is then to find is-a relations (called
a structural repair) such that when these are added to the ontology, all missing is-a
relations can be derived from the extended ontology. For formal definitions we refer to
[1]. Although the missing is-a relations themselves constitute a structural repair, this
may not be the most interesting solution for the domain expert. For instance, in a real
case based on the Anatomy track from the Ontology Alignment Evaluation Initiative
2008, we know that an is-a relation between wrist joint and joint is missing and could
be added to the ontology. However, knowing that there is an is-a relation between wrist
joint and limb joint, a domain expert will most likely prefer to add an is-a relation
between limb joint and joint instead. This is more informative and would lead to the
fact that the missing is-a relation can be derived. In this particular case, it would also
lead to the repairing of 6 other missing is-a relations (e.g between elbow joint and joint).

We have developed a tool that generates and recommends possible ways to repair
the structure of the ontology (based on named concepts and subsumption axioms) and
that allows a domain expert to repair the structure of an ontology in a semi-automatic
way. As input our system takes an ontology in OWL format as well as a list of missing
is-a relations. We use a framework and reasoner provided by Jena (version 2.5.7). The
domain knowledge that we use is WordNet and the Unified Medical Language System.
The ontology and missing is-a relations can be imported using the Load/Derive Miss-
ing IS-A Relations button. The user can see the list of missing is-a relations under the
Missing IS-A Relations menu (see figure 1). In our example case there are 7 missing
is-a relations. Clicking on the Compute Repairing Actions button, results in the com-
putation of possible ways to repair. The user can select which missing is-a relation to
repair first. The missing is-a relations are ranked with respect to the number of possible
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Fig. 1. Screenshot

ways to repair, and the first in the list may therefore be a good starting point. When the
user chooses a missing is-a relation, the possible sources and targets for is-a relations
that can be chosen for repairing are shown in the panels on the left and the right, re-
spectively. The concepts in the missing is-a relation are highlighted in red. The figure
illustrates this for the missing is-a relation between wrist joint and joint. The user can
also ask for recommendations by clicking the Recommend button. In our case, the sys-
tem recommends to add an is-a relation between limb joint and joint. In general, the
system presents a list of recommendations. By selecting an element in the list, the con-
cepts in the repairing action are highlighted in the panels. The user can repair a missing
is-a relation by selecting a concept in the left panel and a concept in the right panel
and clicking on the Repair button. The is-a relation is then added to the ontology, and
may lead to updates for other missing is-a relations. At all times during the process the
user can inspect the ontology by clicking the Show Ontology button. Newly added is-a
relations will be highlighted. After adding the is-a relation between limb joint and joint,
not only (wrist joint,joint) is repaired, but all other missing is-a relations as well, as
they can be derived in the extended ontology. The list of missing is-a relations is there-
fore updated to be empty. After completing the repair of all missing is-a relations, the
repaired ontology can be exported into an OWL file by clicking the Save Repair button.
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Abstract. Driven by the goal of automating data analyses in the field
of bioinformatics, SHARE (Semantic Health and Research Environment)
is a specialized SPARQL engine that resolves queries against Web Ser-
vices and SPARQL endpoints. Developed in conjunction with SHARE,
SADI (Semantic Automated Discovery and Integration) is a standard for
native-RDF services that facilitates the automated assembly of services
into workflows, thereby eliminating the need for ad hoc scripting in the
construction of a bioinformatics analysis pipeline.

The SHARE Query System

The task of coordinating datasets and software packages from different research
laboratories is a recurring practical problem in bioinformatics [1]. While the size,
quantity, and diversity of bioinformatics resources continues to grow rapidly,
there are still no widely adopted standards for encoding data or designing soft-
ware interfaces. As a result, the orchestration of bioinformatics analyses typically
requires a large time investment for studying database schemas and for imple-
menting ad hoc scripts that connect incompatible data formats and software.

To address this problem, the authors have developed the SADI service stan-
dard and the SHARE query engine. SADI is a straightforward set of recommen-
dations for exposing bioinformatics resources as RDF-native Web Services, while
SHARE is a specialized SPARQL query engine that enables the flexible rewiring
of SADI services into complex workflows. In more detail, the two data sources
queried by SHARE are:

SADI services: SADI [2] services are stateless, native-RDF Web Services that
are invoked by means of an HTTP POST request. Both the request and the
response are single RDF documents, and the input/output URIs within these
documents are instances of a provider-specified input/output OWL class. The
principal rule regarding input/output OWL instances is that they must be rooted
at the same URI (i.e. the input URI). It follows from this rule that a service must
report its results by attaching new predicates to the input URI, and thus the
precise relationship between the input data and the output data is explicitly stated.
The SADI service registry identifies the predicates that a service attaches to its
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input URIs by comparison of its input and output OWL classes, and services
may be retrieved from the registry using these predicates as a key.

SPARQL Endpoints: Any standard SPARQL endpoint may be registered,
indexed and queried by the SHARE query engine. As in the DARQ [3] system,
SPARQL endpoints are indexed by the set of predicates that occur within their
datasets.

The syntax of a SHARE query is identical to that of a standard SPARQL query.
SHARE answers a SPARQL query by successively resolving each triple pattern
in the query against a matching set of SADI services/SPARQL endpoints. A ser-
vice/endpoint matches a triple pattern with predicate p if that service/endpoint
attaches p (or the OWL inverse of p) to its input. The output triples generated by
services/endpoints are accumulated in a local triple store, and the subject/object
values of output triples are recorded as bindings (values) for any unbound vari-
ables in the current pattern. Bindings are carried forward into subsequent triple
patterns, and thus the resolution of a particular pattern may require multiple
invocations of the same service/endpoint. After all triple patterns in the query
have been resolved, the solutions are displayed.

The SHARE demonstration site [4] allows users to issue SPARQL queries
against a sample set of SADI services and SPARQL endpoints. By accessing
several well known databases in bioinformatics, the provided services generate
predicates that connect proteins (UniProt), genes (KEGG/Entrez), molecular
structures (PDB), biological pathways (KEGG), and several other types of bio-
logical entities. The relationships between the service-generated predicates (and
thus the services themselves) are depicted schematically at [5]. Fig. 1 shows an
example query which asks: “What motifs are present in enzymes of the human
caffeine metabolism pathway?”. (Motifs are contiguous, evolutionarily-conserved
subsequences of proteins that often have a known chemical function.)

PREFIX pred: <http://sadiframework.org/ontologies/predicates.owl#>

PREFIX kegg: <http://biordf.net/moby/KEGG_PATHWAY/>

SELECT ?gene ?protein ?motif

WHERE {

kegg:hsa00232 pred:hasPathwayGene ?gene .

?gene pred:encodes ?protein .

?protein pred:hasMotif ?motif .

}

Fig. 1. A sample SHARE query which asks: “What motifs are present in enzymes of
the human caffeine metabolism pathway?”

SHARE answers the example query in Figure 1 by resolving each of the triple
patterns in the WHERE clause sequentially. In the first step, SHARE identifies
the set of services/endpoints that attach the predicate pred:hasPathwayGene
to their input URIs. In this case, the SADI registry contains one such service
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called getKEGGGenesByPathway. The URI for the human caffeine metabolism
pathway (kegg:hsa00232) is sent as input to getKEGGGenesByPathway, and
in response, the service generates a set of triples with kegg:hsa00232 as the
subject, pred:hasPathwayGene as the predicate, and KEGG genes as the
objects. The object URIs (genes) of these triples then become bindings for the
variable ?gene. In the second step, SHARE identifies services/endpoints that
attach the predicate pred:encodes to their input URIs, and finds a service
called KeggToUniProt. Each binding of ?gene is sent as an input to this service,
and in response, KeggToUniProt returns a set of triples that connect genes to
proteins via the predicate pred:encodes. In the third and final step, the query
engine resolves pred:hasMotif to a service called FindMotifById, in order to
connect the bindings of ?protein to the URIs of corresponding motifs.

While the first two services invoked by the sample query perform simple
database retrievals, the third service (FindMotifById) invokes a search algo-
rithm for discovering known patterns in sequence data. This demonstrates that
SHARE is suitable for coordinating both data retrieval and arbitrary software
analysis within a single query, which is a highly desirable charactertistic for our
bioinformatics user base.

The main innovation of the SHARE system is its ability to resolve SPARQL
queries across Web Services in a transparent manner. In this sense, it can be
viewed as an extension of the ideas underlying the SemWIQ [6] and DARQ
[3] projects that enable querying over SPARQL endpoints. The mapping from
SPARQL queries to Web Services is facilitated by the SADI service standard,
which allows services to be discovered via the relationships that connect their
inputs and outputs. In addition, SADI offers a service model that is straightfor-
ward in comparison to existing Semantic Web Service standards such as OWL-S
[7] and WSMO [8], provided only stateless and non-world-altering services are
required.
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Abstract. In this paper, we demonstrate IP-Explorer, a semantic web based IP 
knowledge base and trading platform with the following characteristics: First, it 
is based on the semantic web technology; Second, it is built by mining the 
China High-Tech Fair(CHTF) database and the State Intellectual Property 
Office of PRC (SIPO) database; Third, "Smart Pushing" proactively pushes 
useful information based on user profiles, browsing and searching records, and 
activities of peers; Fourth, "IP family" collects IP’s from different industry 
sectors and integrate them as a "family", helping the user to broaden his 
horizon; Fifth, "Technology Roadmap" provides a visualization tool for 
decision makers to observe technology history and trends.  

Keywords: Semantic Web, Intellectual Property, Data Mining. 

1   Introduction 

Intellectual Property (IP) is one of the key incentives that help to keep industry 
innovations active by granting exclusive rights to the owners. Acquisition of new IP’s 
is considered to be a feasible way to survive the financial crisis for Small and Medium 
size Enterprises (SMEs). There have been a number of IP trading platforms supporting 
browsing and searching of IP's. However, most of them require good background 
knowledge when selecting searching keywords in order to get acceptable results. 

We are facing a dilemma now. On the one hand, there have been a huge number of 
IP’s available. On the other hand, owners of SME’s find it difficult to use current IP 
systems. Therefore, we need to build a new IP knowledge base and trading platform 
to bridge IP providers and consumers. The employment of the Semantic Web 
technology makes it possible. 

2   The System 

The platform builds a semantic web database for IP’s from the High-Tech Fair [1] and 
the SIPO [3]1.  
                                                           
1 To access the data, visit http://www.weblab.sz.tsinghua.edu.cn/ 
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The China High-Tech Fair is the largest and most influential exhibition on science 
and technology in China, regarded as the No.1 Chinese exhibition in this industry. 
Each year, CHTF would receive more than 500,000 people, and accomplish a total of 
13 billion US dollars in terms of product and technical transactions. The database of 
CHTF contains information about 16726 projects along with their kernel technology 
IP numbers. 

SIPO is affiliated to the State Council of China with the responsibility to organize, 
administrate, and coordinate IPR protection work nationwide. The database of SIPO 
contains more than 7’000’000 entries of granted IP’s classified with the International 
Patent Classification (IPC)2. 

Our IP-Explorer system is based on the following two steps of data processing: 

1. Semantic Web representation of IP-related information including IP number, 
author, affiliation, IPC category, abstract, and full-text. This is implemented 
using 3store [5] RDF repository and the core RKBExplorer [4] as user 
interface. 

2. An ontology design for the IPC tree structure and a cross-link discovery 
algorithm to establish links among semantic-related categories. For original 
tree links, the ontology is simply “isA” relation. For cross-links connecting 
semantic-related IPC categories, they often take forms of “useMaterial” and 
“useDesign”. The cross-links are discovered by abstracting keywords for IP 
descriptions, clustering co-authors, and then mapping back to the IPC 
structure. 

Based on the semantic web technology and data mining, IP-Explorer is different from 
traditional IP platforms in the following three phases of transaction: 

 Pre-sale Smart Pushing: Instead of asking the consumers to “pull” 
information by searching, the new platform should proactively “push” related 
IP’s based on the user profile, browsing and searching history, and peer 
activities. This feature helps users without computer skills to get exposed to 
many useful IP’s quickly and is supported by client-end multiple-panel 
browser and server-end mining and pushing engines, as shown in Fig. 1 and 
Fig. 2. 

 In-sale IP Family Integration and Technology Roadmap: The user may 
start with one query on chips without realizing the importance of other 
devices, packaging, design, or materials. By integrating IP’s from different 
industry sectors, the system would help the user to broaden his target area. 
Technology Roadmap provides a visualization tool for decision makers by 
observing technology development over time and indicating future trends. 
Analysis of IP location distribution (see Fig. 3) is provided to evaluate 
industry-chain maturity.  

                                                           
2 The International Patent Classification (IPC), established by the Strasbourg Agreement 1971, 

provides for a hierarchical system of language independent symbols for the classification of 
patents and utility models according to the different areas of technology to which they pertain. 
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Fig. 1. Client-side Module Fig. 2. Mining and Pushing Engines 

 

Fig. 3. Geographic proximity analysis of China photovoltaic industry technology roadmap 

 After-sale Service and Support: The system helps to identify people 
with matching expertise to provide after-sale service and support. The 
feature is similar to that of ExpertFinder [1], but the module is 
seamlessly integrated as part of our platform instead of another separate 
system. 

3   Conclusion 

IP-Explorer, to the best of our knowledge, is the first Semantic Web based IP 
knowledge base and trading platform. Ontology design and main features are original 
and beneficial.  
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Sipoš, Ruben 16
Smart, Paul R. 168
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