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Preface

The 10th International Workshop on Information Security Applications (WISA 2009) 
was held in Busan, Korea during August 25–27, 2009. The workshop was hosted by 
the Korea Institute of Information Security and Cryptology (KIISC), supported by the 
Electronics and Telecommunications Research Institute (ETRI) and the Korea Internet 
and Security Agency (KISA), sponsored by the Ministry of Public Administration and 
Security (MoPAS) and the Korea Communications Commission (KCC), financially 
sponsored by the ST. Ltd.  

The aim of the workshop was to serve as a forum for presenting new research and 
experimental results in the area of information security applications from academic 
communities as well as from industry. The workshop program covered a wide range of 
security aspects, from cryptography to systems and network security and experimental 
work as well. 

It was our great pleasure and honor to serve as the Program Committee Co-chairs of 
WISA2009. This year, too, the proceedings of the workshop were published in the 
LNCS series of Springer. The WISA 2009 Program Committee received 79 papers form 
16 countries. This year the submissions were exceptionally strong, and the committee 
accepted 27 papers for the full paper presentation track. All the papers were carefully 
evaluated through blind peer-review by at least three members of the Program Commit-
tee. We would like to say that acceptance is a great achievement since the selection 
process was highly competitive, and many good papers were not accepted. 

In addition to the contributed papers, the workshop had three invited talks. Moti 
Yung, Hideki Imai and Amardeo Sarma gave us distinguished special talks entitled “The 
Evolution from Protection of Other to Self-Protection,” “Future Direction on Second 
Round CRYPTREC in Japan” and “Making Identities Work - SWIFT Approaches 
and Solutions,” respectively.  

Many people helped and worked hard to make WISA2009 successful. We would 
like to thank all the people involved in the technical program and in organizing the 
workshop. We are very grateful to the Program Committee members and external 
referees for their time and efforts in reviewing the submissions and selecting the  
accepted papers. We should also express our special thanks to the Organizing Com-
mittee members and the General Chair, Kwangjo Kim, for their hard work in manag-
ing the workshop.  

Finally, on behalf of all those involved in organizing the workshop, we would like 
to thank the authors of all the submitted papers, for sending and contributing their 
interesting research results to the workshop, and the invited speakers. Without their 
submissions and support, WISA2009 could not have been a success. 

November 2009 Heung Youl Youm 
Moti Yung 
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Protecting IPTV Service Network against Malicious 
Rendezvous Point 

Hyeokchan Kwon, Yong-Hyuk Moon, Jaehoon Nah, and Dongil Seo 

Electronics and Telecommunications Research Institute(ETRI), Korea 
{hckwon,yhmoon,jhnah,bluesea}@etri.re.kr 

Abstract. In this paper, we present security mechanism to protect IPTV service 
network from malicious Rendezvous Point. The IPTV service network consid-
ered in this paper is overlay network that is constructed in application layer. 
The overlay-based IPTV service network has several advantages such as cost-
effectiveness, dynamicity and scalability.  However, there are several security 
threats against overlay network such as malicious rendezvous point attack, rout-
ing interference attack, DoS(Denial of Service) attack and so on. In this paper 
we analyze the security threats of overlay-based IPTV service network, and we 
present the brief security guidelines against it. And we present detailed security 
mechanisms to protect IPTV service network from malicious Rendezvous 
Point. For this, we design the security mechanism to guarantee trust of rendez-
vous point and distribute security keys such as self-generated public key of each 
node and group key of rendezvous point safely manner. This approach is very 
simple, lightweight and implementation friendly. 

Keywords: IPTV, Security, Overlay network, Malicious rendezvous point. 

1   Introduction 

Traditional IPTV mainly serviced on the special purpose premium network. There-
fore, in case of open IPTV environment, the IPTV video is delivered on public net-
work, in this case network load and management cost is a big issue. So, recently there 
is the attempt to use overlay-based IPTV service to reduce network load and man-
agement cost. 

Figure 1 shows the example of traditional media delivery network – AOL webcast 
Live 8 concert[1]. In figure 1, CDN(Content Delivery Network) consisting 1500 dis-
tribution server is used to deliver the 300kbps media streaming data to 175,000 users. 
In this case, total 50Gbps bandwidth is needed for provide media streaming service. 
Figure 2 shows the example of overlay-based media delivery service. In this case the 
only 300Kbps bandwidth is needed at the server side, and the streaming media is 
delivered by p2p-based overlay network. The overlay-based IPTV service network 
has several advantages such as cost-effectiveness, dynamicity and scalability. 

But there exists several security threats against overlay-based IPTV network such 
as malicious rendezvous point attack, routing interference attack, DoS attack and so 
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on. Among them malicious rendezvous point attack is especially serious. Generally 
rendezvous point has a very important role such as group management, root of multi-
cast routing and so on.  

In this paper, we present security mechanism to protect IPTV service network from 
malicious Rendezvous point. The IPTV service network considered in this paper is 
overlay based network that is constructed in application layer. The overlay based 
network has several security vulnerabilities. In this paper we analyze the security 
vulnerabilities of overlay-based IPTV service network. And we present the brief secu-
rity solutions against it. And we present detailed security mechanisms to protect IPTV 
service network from malicious Rendezvous Point. 

We consider the target IPTV service network as pastry-based overlay network. 
Pastry[2], one of the overlay networks, is very suitable for constructing overlay-based 
IPTV service network because it has scalable and self-organizing properties. [3] pro-
posed the pastry based overlay multicast mechanism. It is very efficient solution, but 
it doesn’t have sufficient security function to protect multicast network from various 
security attacks.  

In this paper, in order to protect IPTV service network against malicious rendez-
vous point, we design the security mechanism to guarantee trust of rendezvous point 
and distribute security key such as self-generated public key of each node and group 
key of rendezvous point in a safe and efficient manner. The proposed approach is very 
simple, lightweight and implementation friendly. 

 

175,000 viewers

……….
300Kbps media streaming

Content Delivery network

50Gbps

        175,000 viewers

300Kbps media streaming

300Kbps

 
 

Fig. 1. Server-based media streaming         Fig. 2. Overlay-based media streaming 

 
The contents organized as follows. Section 2 presents overview of overlay-based 

IPTV service network. And in section 3, we present the mechanism of protecting 
IPTV service network against malicious rendezvous point. Finally conclusion is given 
in section 4. 

2   Overview of Overlay-Based IPTV Service Network 

In this section, we provide overlay-based IPTV service network. The main issue of 
overlay-based IPTV service is a how to make and manage dynamic overlay network. 
To do this, the virtual overlay tree is used. Generally overlay tree members are  
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constructed by the peers that view the same IPTV channel. Recently structured P2P 
overlay is used to make overlay tree.  

Structured P2P overlay networks like CAN(Content Addressable Network), Chord, 
Pastry and Tapestry - those are DHT(Distributed Hash Table) based overlay network - 
provide a self-organizing infrastructure, so they can establish and maintain the over-
lay topology by themselves. The structured overlay network guarantee location of 
content if it exists, within a bounded number of hops; for example, Chord guarantees 
O(logN) messages per lookup in case that no malicious peers[4]. The target overlay 
considered in this paper is pasty-based overlay network. 

2.1   Pastry-Based IPTV Service Network 

In this section, we analyze pastry-based IPTV service network that is target network 
in this paper. Pastry[2] is a self-organizing network and it is one of the 
DHT(Distributed Hash Table)-based overlay networks. The node ID of pastry is gen-
erated by secure hash of the node’s public key or IP address. Pastry reliably routes the 
message to the pastry node with the node ID that is numerically closest to the key. 
Pastry uses the prefix routing. In the prefix routing, the node forward the messages to 
a node whose node ID shares longer prefix with the given key comparing the present 
node, if no such node, forward it to a numerically closer node.  

The node IDs and keys are thought as a sequence of digits with base 2b. The tables 

required in each Pastry node have only entries. L is a number of 
entries in Leaf set. Leaf set contains information of several neighbor nodes that is 

physically adjacent to it. A node’s routing table organized into  2
log b N⎡ ⎤⎢ ⎥   rows with 

base 2 b -1entries each. The 2 b -1 entry in row n of the routing table each refer to a 
node whose nodeId matches the present node’s nodeId in the first n digits. Figure 3 
shows the pastry routing table examples. For example node 02133 whose routing 
table is shown in figure 3 routes message 02202 to node 02230. Figure 4 shows this 
routing example.  

 

-1-12120 -2-2301 -3-1203

21-1133

02-230

1-3022

02-1101 02-323

021-00 021-10 021-22 3

0213-0 0213-1 0213-2 3

Routing Table of Node 02133

1-0111

       

02230

02133

02203
02202

Route(02202)

 

Fig. 3.  Pastry routing table example                Fig. 4.  Pastry routing example  

SCRIBE overlay multicast network is build on top of pastry. SCRIBE[3] is a  
large-scale, decentralized application level multicast infrastructure built upon pas-
try[2], a scalable, self-organizing peer-to-peer object location and routing substrate 
overlayed on the Internet. There exist 4 types of API that is used by SCRIBE[3].  

⎡ ⎤ lNb

b +−
2

log*)12(



4 H. Kwon et al. 

(1) create(credentials, groupId) (2) join(credentials, groupId, messageHandler) (3) 
leave(credentials, groupID) (4) multicast(credentials, groupId, message) 

Each group of SCRIBE has a unique groupId. The group id is generated by hash of 
group’s name and creator’s name. The figure 5 shows the process of group creation 
and Join.  

In figure 5, node 1001 send the group creation message to node 1100(1100 is the 
groupID), and message is routed to node 1100. In figure 5, the group creation mes-
sage is routed through the node 1101. This routing path is decided by prefix-based 
pastry routing table for each node.  Each node in this route can be a member of this 
multicast tree automatically. These nodes store the information of parent peer and 
child peer during the deliver group creation message. In this case the node 1100 is the 
rendezvous point of the group. Rendezvous point is a root of multicast tree. In figure 
5, node 0111 join request to group 1100. This join message is routed through the node 
1101 by pastry routing. So, node 0111 is a child node of 1101, and node 1101 is par-
ent node of 0111.   

1100 1101

Rendezvous Point

Parent: NULL
Child: 1101

1001

0100

0111

Create
group 1100

Forward Create 
group 1100

group Join
1100

group Join
1100

Forward group Join
1100

Parent: 1101
Child: NULL

Parent: 1101
Child: NULL

Parent: 1101
Child: NULL

Parent: 1100
Child: 1001,0100,0111

 

Fig. 5. The process of create & join the overlay group 

1100 1101

Rendezvous Point

Parent: NULL
Child: 1101

1001

0100

01111

Parent: 1101
Child: NULL

Parent: 1101
Child: NULL

Parent: 1101
Child: NULL

Parent: 1100
Child: 1001,0100,0111

 

Fig. 6. The process of IPTV video delivery 
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Figure 6 shows the multicast routing process. The media data is multicasted to the 
group members through the multicast tree.  In case of overlay-based IPTV service, the 
group (ID: 1100) can be a channel and the members of the group can be a viewer of 
that channel. 

3   Protecting IPTV Service Network  

3.1   Analysis of Security Threats of Overlay-Based IPTV Service Network and 
Brief Solution 

In this subsection, we analyze security threats of pastry-based IPTV service network - 
SCRIBE. In this architecture, the peers in which there is no access right of media but 
in the pastry transmission path can be a member of a multicast tree. So it is needed to 
protect multicast media data from these unauthorized members. Moreover, because 
the arbitrarily selected peer can be a rendezvous point, the security threat by mali-
cious rendezvous point is a big problem. And in the SCRIBE model, it is not possible 
to verify the multicasting routing is done successfully or not. So, it is possible that 
some malicious nodes forward the multicast message to incorrect node or drop it. The 
table 1 shows the vulnerabilities of overlay-based IPTV service network and brief 
solutions against them.  

Table 1. Security threats & brief solutions 

Security Threats Brief Solution guideline 
Attacks from malicious rendezvous point: If 
malicious peer plays the role of Rendezvous 
Point, a media delivery service disturbed and it is 
possible to deliver the media data to a 
non-member node by malicious rendezvous 
point, and overlay tree itself could not be trust. 
And it is possible that a set of malicious nodes 
can make malicious rendezvous point. And they 
forward the join message from a new node to a 
malicious rendezvous point 

Introduce the new authentication  
mechanism to authenticate rendezvous 
point. 
Another solution is that the system selects 
the nodes that can be a rendezvous point in 
advance and send rendezvous point  
certificate to them. In this case the  
rendezvous point selection mechanism is 
needed.  

Routing interference attack : It is possible that 
an malicious group member intentionally forward 
multicast data to an incorrect node or drop it  

Introduce the functions to monitor delivery 
status of multicast data to rendezvous 
point, and introduce incentive mechanism.  

Information leakage: Some members of the 
multicast tree have no right for seeing multicast 
data. These members only perform pastry 
routing. These member could sniff, store, 
re-distributes the multicast data illegally.  

Introduce the group key management 
functions to rendezvous point. The  
rendezvous point issues the group  
certificate for group member, and delivers 
it to the group member directly not using 
pastry routing. 
And then the rendezvous point encrypts 
the media data by using group key. 

DoS attack: A set of malicious node forwards 
the multicast data to a specific target node 
cooperatively.  

Add the functions to monitor delivery 
status of multicast data to rendezvous 
point, and introduce incentive mechanism  
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3.2   Security Mechanisms against Malicious Rendezvous Point 

In this paper, we present security mechanism to protect IPTV service network from 
malicious Rendezvous point. For this mechanism, we introduce the rendezvous point 
candidate and authentication server. The system component is shown in figure 7.  

Authentication 
Server

Rendezvous 
Point Candidate

Rendezvous 
Point Candidate

 

Fig. 7. Rendezvous point candidate & Authentication Server 

We assume that auth_server knows the node id and public key of rendezvous point 
candidate in advance. rendezvous point candidate is pre-selected by the system and 
the rendezvous point is selected to numerically closest to groupID from rendezvous 
point candidates. In this application, we assume that each pastry node knows the pub-
lic key of auth_server. In our approach, each node self-generates public/private key 
pairs. Auth_server is not a certificate authority server in public key infrastructure, it 
only manages rendezvous point candidates and provides the information of rendez-
vous point candidate. 

D6A D6E D43 D45 D49 Auth_server

RP Candidate

Create Group D45

Forward 
Create Group D45

Create multicast tree
Add child D6A

I’m not RP Candidate

Create multicast tree 
Add child D43

Forward Create Group (D45, D49)

Group creation success (5)

Search nearest RP Candidate from 
pastry routing table

Get D49’s public key

Generate group(D45) creation message 

Search next hop from pastry routing table

Search next hop from pastry routing table

Send new group ID (1) 

Request public key of D49 (rendezvous point) (2) Search  public key of D49

Send public key of D49 (3) 

Create Group D49 (4) Get D6A’s public key

Get group key

Verify the signature of D49

 

Fig. 8. The process of group creation 
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The notations used in this paper are as follows. 
- R : Rendezvous Point 
- AC : Auth_server 
- 

kU  : Public key of peer k 

- 
kR  : Private key of peer k 

- 
gG  : Group key of group g 

- ( )KE m : Encryption function. Encrypt the message m by encrypt key k 

- ( )KD c  : Decryption function. Decrypt the cipher text c by decrypt key k 

- ( )KS m  : Signature function. Signing to message m by key k 
 

The group creation process is shown in figure 8 and group join process is shown in 
figure 9. The equations which are used in figure 8 and 9 are shown in table 2 and 3 
respectively.  

D6E D43 D45 D49 Auth_server

Rendezvous point

Join Group D49

Forward Join D49

Update multicast tree
Add child D6E

Decrypt the message

Verify D49’s signature 
Get D49’s public key

Forward Join D49

Genera te group(D49) join message 

Search next hop from pastry routing table

Search next hop from pastry routing table

Request public key of D6E (6)
(the message is signed by priva te key of D49)

Request public key of D49 (7)

Reply public key of D49 (8)

Send it’s public key & Join message (9)

Join success (10)

Get D6E’s public key

 

Fig. 9. The process of group join 

Table 2. Equations in figure 8 

Equation # Equation 

(1) 
4 9

{ n e w G ro u p ID (D 4 9 )} | ( )
DR

mS  

(2)    49(" " )
ACU

Request public key of DE  

(3) { U } | ( )D 4 9
A CR

mS  

(4) 
4 9

6 6 "  4 9 "( | )|
D

D A D AU
r e q u e s t g r o u p c r e a t io n DID UE  

(5) 
6

4 9  "  "( )|
D A

DU
g ro u p crea tio n su cces s GE  
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Table 3. Equations in figure 9 

Equation # Equation 

(6) 
49

{ } | ( )"     6 "
DR

mrequest public key of D E S  

(7) " Request public key of D49"( )
ACU

E  

(8) {U } | ( )D49
ACR

mS  

(9) 
49

6 6 " ( 49 ) "( _ | )|
D

D E D E join group D
U

ID UE  

(10) 
6

49"  "   ( )|
D E

Dgroup join success
U

GE  

 

D6E D43 D45 D49

Rendezvous point

D23 E22D6B

 

Fig. 10. The process of IPTV media delivery using overlay  

Figure 10 shows the process of IPTV media delivery using proposed overlay. This 
mechanism can protect IPTV service network from the malicious rendezvous point, 
because it can provide the mechanism to the authenticated rendezvous point candi-
date, and in this mechanism only pre-selected trust node can be a rendezvous point. 
And this mechanism can protect information leakage, because it introduces group 
management functions to the authorized rendezvous point and the multicast video 
data is encrypted by group key which is generated by rendezvous point. During the 
process of creation (figure8) and join the group (figure 9), the security keys such as 
self-generated public key of each peer and group key of rendezvous point are distrib-
uted in a safe manner without any heavy security infrastructure. 

4   Conclusions  

In this paper, we present security mechanism to protect IPTV service network from 
malicious rendezvous point. The IPTV service network considered in this paper is 
overlay based network that is constructed in application layer. The overlay network 
has advantages on dynamicity, scalability, cost-effective but, it has several security 
vulnerabilities. In this paper we analyze the security threats against overlay-based 
IPTV service network. And we provide the brief security guidelines against it.  
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And we present detailed security mechanisms to protect IPTV service network 
from malicious Rendezvous Point. In order to protect IPTV service network against 
malicious rendezvous point, we design the security mechanism to guarantee trust of 
rendezvous point and distribute security key such as self-generated public key of each 
node and group key of rendezvous point in a safe and efficient manner. The proposed 
mechanism is very simple, lightweight and implementation friendly. It doesn’t need 
any other heavy security infrastructure such as public key infrastructure and so on. 

 Currently, we plan to analysis the proposed mechanism as security aspect and de-
sign more detailed architecture and operations.  
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Abstract. SIP is a signaling protocol used for establishing sessions in multime-
dia services such as VoIP, instant messaging, and video conferencing. As SIP-
aware security devices are emerging for protecting SIP-based services, it is 
needed for security management system to manage heterogeneous SIP-aware 
devices. In this paper, SIP-aware security management system is proposed. De-
sign considerations and overall design of the system is described. And imple-
mentation and performance test is presented. 

Keywords: Session Initiation Protocol, VoIP Security, IP Telephony Security, 
Security Management System, Security Event and Information Management, 
Enterprise Security Management, Security Event Correlation. 

1   Introduction 

SIP (Session Initiation Protocol) is an application-layer control protocol that can  
establish, modify, and terminate multimedia session [1]. SIP-based services are IP 
multimedia services such as VoIP (Voice over Internet Protocol), presence, instant 
messaging, video conferencing, and unified communication. 

As SIP-based services are becoming popular, threats and countermeasures in  
SIP-based services are being studied. As a result, three groups are providing counter-
measures for protecting SIP-based services. First, existing security devices such as 
firewall, intrusion detection system, and intrusion prevention system are extended to 
detect SIP-based attacks. Second, SIP network devices such as SIP proxy server, 
session border controller, and IP-PBX provide access control mechanisms. Third, 
dedicated SIP-aware firewalls or vulnerability scanners are emerged. 

As more SIP-aware security devices are deployed in organization’s network, it is 
needed for security management system to manage these devices. Security manage-
ment system collects information from each SIP-aware device. And then the system 
analyzes collected information. Also the system controls heterogeneous devices in a 
uniform way. 

In this paper, SIP-aware security management system is proposed. In order to col-
lect security information and event from heterogeneous devices, message format and 
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message exchanging protocol are defined based on existing standards. In order to 
analyze collected information, rule-based security event correlation is used. The pro-
posed system provides event processing performance for middle and large size or-
ganizations  

This paper is structured as follows: in section 2, we overview related works briefly. 
In section 3, we describe design considerations and design for SIP-aware security 
management system. In section 4, we present the results of implementation and per-
formance test. In section 5, this paper ends with conclusions and future works. 

2   Related Works 

Related works of SIP-aware security management system are divided into two groups.  
The first group is classified as commercial products for managing VoIP devices. 
NetIQ added VoIP Security Solution to NetIQ AppManager[2]. AppManager for 

VoIP manages VoIP solutions, analyzes call usage patterns, and provides perform-
ance monitoring and reporting. 

Q1 Labs added VoIP module to QRadar products. QRadar combines network be-
havior analysis and security event correlation to monitor across the network protocol, 
application and security services layer of a VoIP network [3]. 

Acme Packet Net-Net Element Management System manages Acme VoIP devices 
[4]. It provides configuration, performance management and security management for 
Acme VoIP devices. 

Until now, these commercial products support limited kinds of VoIP devices. This 
is because there is no standard protocol between management system and security 
devices. And these products are more focused on managing and monitoring VoIP 
devices than analyzing security information and event. 

The second group is research projects. [5] proposed holistic approach for VoIP in-
trusion detection and prevention system. Open source and platform independent soft-
ware, SEC (Security Event Correlation) was adopted in [5]. SEC is a lightweight 
event correlator that can serve different applications ranging from log file and system 
monitoring to fraud detection, network management and intrusion detection. SEC is 
written in Perl and no performance result was reported in large size organizations. 

3   Design of SIP-aware Security Management System 

In this section, design considerations and overall design of the system is described. 
Detailed design for SIP-aware security management system was presented in [6]. 

3.1   Design Considerations for SIP-aware Security Management System 

SIP-aware Security Management System (SSMS) needs to collect SIP specific secu-
rity information and event from SIP-aware devices. SIP specific information and 
event includes as follows: 

 

• Packet payload inspection at application layer: SIP-aware devices capture and 
inspect packets at application layer. SIP header and body are parsed according to 
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protocol specifications. If RTP (Real-time Transport Protocol) [7] is used for trans-
ferring media data, RTP header is parsed according to the protocol specification. 

• Cross protocol detection: signaling and media channel is separated in SIP-based 
services. SIP-aware security devices can detect cross protocol  

• Dynamic port filtering: SIP-aware devices can filter ports for media channel which 
are determined dynamically during session establishment. 

• Quality of Service (QoS) metrics such as delay, jitter, and packet loss rate: because 
SIP-based services are multimedia services, it is important to assure QoS. Many 
SIP-aware devices measure QoS metrics for traffic control. 

 

Because SSMS collects the above information from heterogeneous SIP-aware de-
vices, it is needed to define message format and message exchanging protocol. The 
message format and exchanging protocol are implemented as a library, so that any 
SIP-aware device can communicate more easily with SSMS. 

SSMS needs to analyze collected information, although each SIP-aware security 
device can detect attacks. Because SSMS analyze information collectively based on 
individual detection result, SSMS can improve accuracy and confidence of detection.  

When SSMS is analyzing collected information, SSMS needs to know characteris-
tics of attack in SIP-based services. There are rule-based, codebook, artificial neural 
network and causality graph approach to represent attack scenario [8]. SSMS uses 
rule-based approach because it is easy to obtain scenario from experts’ knowledge 
and shows feasibility in many real world systems. 

SSMS can be solely used for managing voice network or IMS (IP Multimedia Sub-
system) [9] network. But SSMS is designed to be modular and open, so that SSMS 
can be also used as an add-on module to existing security management system. 

SSMS needs to assure performance, because security management system is gen-
erally used in middle and large size organizations. Performance metric is defined as 
the number of events processed per second in SSMS. 

3.2   Structure of SIP-aware Security Management System 

Fig. 1 shows the system structure for SSMS. SSMS is composed of agent, manager, 
and console. SSMS agent is installed on the same machine with SIP-aware devices. 
SSMS agent can also be installed on the different machine, because SSMS agent can 
communicate with SIP-aware devices using TCP connection. In the latter case, SSMS 
agent’s ability to control SIP-aware devices will be limited. 

3.3   Design of SSMS Agent 

SSMS agent is responsible for collecting security events from SIP-aware devices. 
SSMS agent is composed of Client-Side SSMS Interface library, Server-Side SSMS 
Interface Library, Normalization, Aggregation and Transceiver modules. 

Message format for SSMS is defined based on as IETF IDMEF [10]. In order to 
include SIP specific information, messages for SSMS are defined as follows: 
 

• Alert message: Alert message is defined based on Alert and Service class in IETF 
IDMEF. These two classes are updated to include SIP specific information such as 
SIP method, SIP from-URI, SIP to-URI, RTP media port, RTP media delay, RTP 
media jitter, RTP media packet loss rate, SIP attack class, response action, and so on. 
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Fig. 1. Structure of SSMS. SSMS is composed of SSMS agent, SSMS manager, and SSMS 
console. 

• Resource message: Resource message is newly defined to include information such 
as CPU utilization, memory utilization, disk utilization, network interface card, SIP 
traffic statistics, SIP session statistics, and so on 

• Control message: Control message is newly defined to include information such as 
commands for starting agent, stopping agent, enforcing security policy, returning 
the results of enforcing security policy, and so on 

• Heartbeat message: Heartbeat message is used to indicate current status of devices. 
Heartbeats are intended to be sent in a regular period. SSMS can use Resource 
messages as health indicator, because Resource messages are designed to be sent to 
SSMS in a fixed period. 
 

Message exchanging protocol is defined based on the above message format and [11]. 
SSMS message exchanging protocol has APIs as follows: 

 

• ksaStartServer() : start server for connecting with agents 
• ksaStartClient() : start client for connecting with servers. If disconnected, auto-

matically reconnected. 
• ksaCreateEvent() : create event data structure to prepare for exchange events 
• ksaWriteEvent() : write data into event data structure 
• ksaSendEvent() : send event to server or client 
• ksaSendPolicy() : send security policy event to agent  
• ksaSendResult() : send the result of enforcing security policy to server 
 

These APIs are implemented as Client-Side and Server-Side SSMS interface library 
for interface i1 as shown Fig.1 
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Normalization and Aggregation module in SSMS agent normalizes and aggregates 
Alert and Resource messages for event correlation. 

Transceiver module in SSMS agent is responsible for connecting with SSMS man-
ager. Transceiver module encrypts data and authenticates manager based on pre-
configured IP address. 

3.4   Design of SSMS Manager 

SSMS manager is responsible for communicate with agents, analyzing information, 
and managing security policies. SSMS manager is composed of Security Event Corre-
lation Engine, Policy Manager, Configure & Control and Transceiver modules. 

Manager and agents are communicating using TCP. In interface i2, message is en-
crypted with pre-shared key.  

When SSMS manager analyzes collected information, SSMS manager uses rule-
based security event correlation. Users can input rules for event correlation through 
SSMS console. For example, SIP-aware intrusion prevention system detects SIP IN-
VITE method flooding attack and sends the detection event to SSMS. At the same 
time, SIP-aware traffic anomaly system detects traffic volume anomalies and sends 
the events to SSMS. In this case, SSMS manager determine that the network is under 
attack with more confidence. 

Policy Manager and Configure & Control translate security policies and commands 
generated from GUI into Control Message for agent. 

3.5   Design of SSMS Console 

In SSMS Console, there are graphical user interfaces (GUIs) for viewing collected 
information such as system resource, security events, and the result of security event 
correlation. Also there are GUIs for managing event correlation rules and security 
policies.  

SSMS console sends and receives information to/form database. Database schema 
and connectivity information for interface i3 in Fig.1 is open. So any GUI programs 
which are compliant with interface i3 can utilize SSMS manager. 

4   Implementation of SIP-aware Security Management System  

4.1   Test Environment for SSMS 

As shown in Fig.2, test environment for SSMS is composed of four subnets.  
The first subnet represents the domain of SIP service providers. On this subnet, 

there are SIP-aware intrusion prevention system, SIP-aware traffic anomaly detection 
system, SIP proxy server, session border controller, and SSMS.  

The second subnet represents the domain of attackers. On this subnet, there are SIP 
attack tools and SIP malformed message generators.  

The third subnet represents the domain of victims. In the victim domain, there are 
VoIP hard phones and soft phones.  
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Fig. 2. Test Environment for SSMS. In this test bed, there are four subnets for service provid-
ers, attackers, victims, and legitimate subscribers. 

The fourth subnet represents the domain of legitimate subscribers. To simulate le-
gitimate calls among users, a SIP call generator is used. The SIP call generator gener-
ates 2,000 concurrent calls per second. 

4.2   Viewing GUIs of SSMS 

Fig. 3 shows main view of SSMS. Users can monitor all the devices that SSMS man-
ages through this view. In the upper left pane, users can select host to watch and 
monitor. In the lower left pane, users can configure refresh rate for each window, and 
search information by choosing date, severity, and so on. 

Fig. 4 shows the result of security event correlation. Fig.4 shows “SIP scan” 
alarm were fired. In the lower part of the window, evidences for firing “SIP scan” 
alarm are displayed. In this case, within predefined period (1 minute), SSMS man-
ager receives three events from a host whose IP address is 10.3.10.100. One 
SIP_CALL_EVT shows that there are more SIP 5xx responses than predefined 
threshold count. Two SECURITY_EVTs show that the host detects SIP scanning 
attack. Generally, attackers use random SIP to-URIs for SIP scanning attack. In test 
environment described in section 4.1, when SIP proxy server receives messages 
with unregistered to-URIs, it responds with 503 response message. Therefore, in-
creasing of SIP 5xx response messages can be supporting evidence to detect SIP 
scanning attack. 
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Fig. 3. Main View of SSMS. Users can monitor SIP method statistics, SIP session statistics, secu-
rity events, system log, system resources, and so on. Because SSMS console was developed in 
Korean, titles and captions for windows from Fig.3 to Fig.7 were replaced by those of English. 

 

 
Fig. 4. Security Event Correlation GUI of SSMS. This window shows the result of security 
event correlations.  

 



 Design and Implementation of SIP-aware Security Management System 17 

 

4.3   Management GUIs of SSMS 

Fig. 5 shows management window for security event correlation. Users can create, 
retrieve, modify, and delete rules using this window. Fig.5 shows that users can make 
alarms by using SIP method, SIP From-URI, SIP to-URI, SIP Via-URI as well as 
attack category, attack severity. 

 

 

Fig. 5. Security Event Correlation Management GUI of SSMS. Users can create, retrieve, 
modify, and delete rules with this window. 

As shown in Fig. 6, users can edit security policies for SIP-aware devices. User 
command to SIPS (SIP-aware intrusion prevention system) that SIPS block packets 
based on SIP from-URIs. In particular, any packets from attacker@10.3.10.123 must 
be blocked. If user click “Yes” button, SSMS manager sends Control messages to 
SIP-aware devices. 

4.4   Performance Test Result 

For middle and large size organization, average 5,000 events can be processed per 
second in commercial products in Korea.  

For testing performance, we increased the number of security event correlation 
rules from 0 to 20. And we made rules at various level of complexity. Simple rule has 
a form like “for any Alert messages, if severity is high and the number of same Alert 
messages within predefined period is over five, then alarm”. Complex rule has a form 
like “If any 10 Alert messages have same source IP and source port, but different 
destination IPs, then fire alarm”.  
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Fig. 6. Security Policy Management GUI of SSMS. Users can create, retrieve, modify, and 
delete security policies with this window. 

Table 1 shows that SSMS can process over 7,000 events per second. But the result 
also shows that performance is affected by the number of rules and the complexity of 
rules. To solve performance degradation, we used multiple processes and enough 
hardware resource. In SSMS manager, there are multiple processes for collecting 
data, writing data to disk files, distributing data to internal modules, saving data to 
database tables and analyzing data concurrently. 

Table 1. Performance Test Result of SSMS according to the number of rules 

No. 
The  

number of 
rules 

The number 
of test events 

generated 

Elapsed time 
to generate 
test events 

Elapsed time 
to save events 
into database 

The number 
of events 
saved in 
database 

The number of 
events  

processed per 
second 

1 0 500,000 57 sec 50 sec 500,000 10,000/ sec 

2 5 500,000 57 sec 49 sec 500,000 10,204/ sec 

3 10 500,000 57 sec 66 sec 500,000 7,575/ sec 

4 20 500,000 61 sec 70 sec 500,000 7,142/ sec 

5   Conclusions and Future Work 

In this paper, security management system which can collect and analyze SIP specific 
information was proposed. We described design considerations and overall design of 
the system. And then we showed the result of implementation with captured images 
of our system. We also showed the result of performance test according to the number 
of rules. As a result, SSMS could collect security events from heterogeneous  
SIP-aware devices by using standardized message format and message exchanging 
protocol. Message exchanging APIs were implemented as a Linux library. With this 
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library, it is expected that we can collect information from other devices with fewer 
efforts.  

Until now SSMS uses rule-based event correlations with static threshold count. 
Rule-based event correlations with adaptive threshold without affecting performance 
will be studied further. 
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Abstract. The predominant smart card ownership model is the issuer
centric, and it has played a vital role in the proliferation of the tech-
nology. However, recent developments of multi-application smart card
technology lead to new potential ownership models. One of the possible
models is the User Centric Smart Card Ownership Model. In this model,
the ownership is with smart card users. To support user’s ownership, we
require a framework that can assist cardholders to manage applications
on their smart cards. In this paper, we present such a framework for
managing application securely on a smart card.

1 Introduction

Historically, the smart card ownership resides with organizations (card issuers)
that provide smart card based services. Smart cards issued by the card issuer
will have pre-installed applications, and they cannot customise to suit customer’s
requirements. This ownership model lacks flexibility, ubiquity and is inconvenient
to cardholders.

In last two decades, the smart card technology evolved to support multiple
applications. The adoption of multi-application smart cards was hindered by
card issuers concerns over the ownership of the card and customer relationship
along with branding issues. A possible solution to these issues is to delegate
the ownership to users. This proposal is referred to as the User Centric Smart
Card Ownership Model (UCOM), which is based on providing the complete
control over the choice of applications on a smart card, securely and efficiently,
to its cardholder. To do so, cardholders would require a secure and practical
mechanism to perform application management tasks efficiently. In this paper,
we discuss the need for the new ownership model and describe how it is different
from the existing models. The main focus of the paper is the procedures and
functions performed by a smart card and a service provider to install or delete
an application in the UCOM.

In section two, a short description of the UCOM is provided along with the
motivation for the new ownership model. Section three describes the architecture
of the Application Management Framework (AMF) that supports the applica-
tion installation and deletion process on the UCOM-based smart cards. The
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application management processes (e.g. install, delete, etc) are described in sec-
tion four. Section five provides an analysis of the proposed framework. Section
six briefly looks on future research directions and finally, section seven draws the
conclusion.

2 User Centric Smart Card Ownership Model

In the following sections we provide the motivation behind the User Centric
Smart Card Ownership Model (UCOM) proposal along with its architectural
overview.

2.1 Motivation

The multi-application smart card technology, except for the initial popularity it
never took off. However, recent developments mainly driven by the technologies
like Near Field Communication (NFC) [1] and Secure Element (SE) [2] in mobile
phones have revived again the concept of having multi-applications on a smart
card (chip).

The NFC enables a contactless data exchange between a chip (i.e. smart card)
and the terminal. It is also extended to include the mobile phones that enable
them to emulate the contactless smart cards. As a result, the existing infrastruc-
ture deployed in the different industries (i.e. banking, transport, access control)
to support contactless smart card can be utilised. There are many organisa-
tions around the world that are currently engaged in the field trials [3, 4, 5], and
they are fostering new business models to actively manage the multi-applications
through mobile phones.

To support the initiative, there are many different proposals to manage the
SE in the NFC based mobile phones. One proposal is to keep the traditional
ownership model so that the card issuer (i.e. Telecom) will have the ownership.
This model has traditional issues related to the ownership of smart cards and
customer relationship. Another model is to delegate the control to a third party
that does not use the SE to provide any services to end users. Such a model is
referred to as the ”Trusted Service Manager” (TSM) based model [6]. In this
model, the trust relationships with Telco operators and other service providers
are maintained by the TSMs. Eventually it enables the SE to host multiple
applications from different companies). Each company only has to establish an
individual trust relationship with a TSM.

However, the UCOM goes further by giving choice of applications on a card
to its user. The card assures a Service Provider (SP) of its underlying security
state and if satisfied the SP’s is satisfied; it can lease its application(s). The
difference between the TSM and UCOM is that TSM still requires trust rela-
tionship between service providers and a TSM that may involve business and
financial agreements. This may discourage small businesses (e.g. public library,
health centre, leisure club). In the UCOM the small companies only require to
develop their applications, and they can be installed onto their customer’s SE
in a cost effective way.
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The multi-application smart cards platforms (i.e. Java [7], Multos [8]) sup-
port the installation of applications remotely (after issuance of the card). The
standardisation efforts to manage the application remotely like the GlobalPlat-
form [9] have been effective in the Issuer Centric Smart Card Ownership Model
(ICOM). In the ICOM, the control of the card is with a single organisation and
they manage the relationship with other organisations that may wish to share
the smart card. In these situations, there is always an entity (i.e. card issuer)
that has a pre-issuance secure binding with the smart card. The security mea-
sures are implemented by card issuers and they provide the security assurance.
The pre-issuance secure binding and control of security measures implemented
on smart cards provides a secure and reliable model. This notion is based on the
presumption that the ICOM is a closed environment and applications are rarely
installed and deleted from a card.

The ICOM based frameworks including the GlobalPlatform are proposed with
the assumption that the ownership will be either with a card issuer or a third
party. This assumption is not necessarily constructive when dealing with the
user’s ownership of the smart card. The ownership gives the provision to install
and delete any application that also brings new security and privacy issues that
are not present in the ICOM. The presented proposal is designed with a basic
principle that the underlying platform is open, dynamic and in the control of its
user that may act as adversary.

2.2 Overview of the User Centric Smart Card Ownership Model

The User Centric Smart Card Ownership Model (UCOM) focuses on the del-
egation of the ownership (control) to its users. The term ”Ownership” in the
UCOM does not imply that users own the application(s) installed onto their
smart card(s). It only means the freedom of choice to install or delete any ap-
plication(s). The ownership of applications will always remain with their corre-
sponding SP. The SPs will only lease their applications, after specific security,
privacy and operational requirements are satisfied by the UCOM-based smart
card. The provision to install or delete an application cannot be performed with-
out the prior authorisation of the relevant SP.

The UCOM-based smart cards should support the ownership of the cardholder
and provide adequate functionality for the application management tasks. In ad-
dition, it should provide security assurances to SPs who lease their applications.
As a crucial design requirement a UCOM-based smart card should be an im-
partial, secure and robust platform. The impartiality in the UCOM refers to
providing assurance that the card does not favour any application or particular
set of applications. The following figure illustrates the architectural overview of
the UCOM.

In the UCOM, a cardholder acquires a smart card from UCSC supplier. A
smart card that supports UCOM is referred to as User Centric Smart Card
(UCSC) and a UCSC supplier can be a smart card manufacturer, an SP or a
third party vendor. After acquiring the UCSC, the cardholder can request an SP
to lease its application(s). The SP will decide the lease based on its Application
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Fig. 1. Illustration of the User Centric Smart Card Ownership Model (UCOM)

Lease Policy (ALP). If the requesting UCSC meets the ALP, the application is
leased, otherwise the request is denied. In addition to requesting the lease of an
application, the cardholder could also request the removal.

An Application Lease Policy (ALP) defines the minimum requirement of an
SP that an UCSC has to satisfy. The APL not only governs the lease of the
application(s), but also the terms of the lease. The terms of the lease stipulate
the minimum security, privacy and operational requirements of an application
while it is installed onto an UCSC. The UCSC will provide adequate measures
to enable an application to verify the execution environment before executing.
Furthermore, the lease of an application can be temporary (time/execution con-
straint) as defined by the ALP. The UCSC or the application will initiate the
deletion command once it reaches the expiry. After application(s) is leased, the
cardholder can request the SP’s associated services that are entitled to the card-
holder (application) via a service point. A service point is a point of service
device (i.e. ATM, Access Controllers) where a user presents his/her smart card
to utilise certain services. The basic function of a service point is to connect
an application to the relevant SP, so the application can authenticate itself
before the user is being facilitated by the service point in accessing the SP’s
services.

SPs will make their application for installation ubiquitously accessible to their
customers by offering them through a web server, referred as an Application
Management Server (AMS). In addition to the AMS, SPs also have an Appli-
cation Services Authentication Server (ASAS). These two servers are essential
to support the UCOM from SPs perspective. SPs will provide their customers
with the AMS credentials (i.e. AMS web address) and user’s credentials (i.e.
Account ID, login/password) that they can use to access and authenticate to
the AMS.

An AMS typically deals with the application management processes (i.e. in-
stallation, deletion). The application management processes also include enforc-
ing the ALP, ensuring that the application is transmitted and installed securely
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Fig. 2. Illustration of Application Management Framework

onto a smart card, and managing a user’s profile. The user’s profile keeps record
of the registered smart cards and card(s) that hold the active lease. Depending
upon an SP’s ALP, a user can have the application installed onto multiple cards;
therefore, the AMS keeps track of all cards of a particular user that hold/held
the lease.

3 Application Management Framework

An overview of the framework is provided in section 3.1. Section 3.2 explains the
basic UCSC configuration required to support the framework. The establish-
ment of a secure connection between an UCSC and an SP’s AMS is described
in section 3.3.

3.1 Application Management Framework Overview

The UCOM Application Management framework (AMF) that stipulates the
mechanism of application installation and deletion is illustrated in Figure 2. To
initiate the AMF processes a cardholder presents his/her UCSC to a host device.
A host device (i.e. cell phones, kiosks, and computers) acts as the connection
bridge between the smart card (i.e. UCSC) and the AMS. The cardholder will
provide his/her account credentials for an AMS to the Card Application Man-
agement Software (CAMS). The basic functionality of the CAMS is to provide
an interface (between a cardholder, UCSC and AMS) and protocol conversion
(if required). The protocol conversion addresses any incompatibilities between a
smart card and an AMS supported protocols. For example, a smart card may
not support TCP/IP protocol so protocol conversion will provide the TCP/IP
support. After a cardholder’s authentication with an AMS, a secure channel is
established (section 3.3) between the UCSC and AMS. The next phase involves
the initiation of the required tasks (i.e. installation, deletion, etc) that are dis-
cussed in section 4.
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3.2 Basic User Centric Smart Card Configuration

The basic design principle of the UCOM is to be independent of underlying
Smart Card Operating System (SCOS) [10] or platform. However, for practical
and security reasons we have to define the minimum requirements for differ-
ent components of the UCOM. The minimum requirement that a UCSC should
satisfy for the AMF is to have an SSL/TLS public key pair and public key
certificate [11]. A UCSC will have a SSL/TLS public key pair and certificate,
irrespectively of the underlying protocol (i.e. TCP/IP [12] and SSL/TLS [11])
handling. If an UCSC supports a web server [16] along with the TCP/IP and
SSL/TLS protocols, the secure communication channel would be established en-
tirely by the UCSC, otherwise the CAMS should provide the protocol conversion
functionality. In any situation, all cryptographic functions are only handled by
the UCSC.

The AMF uses both symmetric and asymmetric cryptography [13] to provide
security and privacy services. The cryptographic keys used beside the SSL/TLS
keys are generated by the AMSs and smart cards. These keys are lease spe-
cific and when the lease expires or the cardholder requests the deletion of the
application, all cryptographic keys associated with the application will also be
deleted. The UCSC supports the domain mechanism for post-installation ap-
plication lifecycle management as in the GlobalPlatform (GP) [9]. The subtle
difference between the GP and UCOM domain mechanism is the non-availability
of Issuer’s Domain. In addition, no entity (i.e. card manufacturer, SP and card-
holder) has ownership of the security domain of the UCSC. The reason for not
giving the control of the security domain is to avoid the possibility of indirect
control of the UCSC and also to ensure SPs that there will not be any over-riding
privileges for an entity.

The UCSCs will have adequate mechanisms to ensure SPs that they satisfy
their ALP. One of the integral parts of the APL requirement verification is the
validation of the security of an UCSC. The existing security validation is based
on initiating the security evaluation of the smart card according to the Com-
mon Criteria (CC) [14]. At the end of the Common Criteria Evaluation, the
smart card is given the Common Criteria Security Evaluation Assurance Level
(EAL). The EAL determines how thoroughly the evaluation is performed and
the security of the underlying hardware and software. In the ICOM environ-
ment, the EAL is not present on the smart card and it is a certificate that is
mostly kept off-card by the organisation (card issuers). However, in the UCOM
the Common Criteria Security EAL can play an important role to certify the
level of security assurance that an UCSC provides. This can be done by the
on-card Common Criteria Security Evaluation Certificate (CC-Certificate).
The certificate is cryptographically protected in order to provide the EAL of
the platform. As the certificate can only provide assurance of the state of the
security at the time of evaluation and the card manufacture may opt to deploy
weaker security. To avoid this, the certificate also contains an image (created by
cryptographic hash function [13]) of the underlying hardware and software. The
smart card itself or an SP’s application can request the self-test of the card to
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gain the assurance of the security. The self-test basically generates the image
of the underlying software (Smart Card Operating System) and optional hard-
ware configurations. This image is then verified with the image associated with
CC-Certificate. If both match, it can be safe to assume that the platform is at
similar state as it was when the CC evaluation was carried out. To perform the
image measurement and then comparison, the possible solution can be a Trusted
Platform Module (TPM) [15] for the smart card. The scope of exact solution to
provide the assurance for the security of an UCSC and how different components
will interact with each other is beyond the scope of this paper.

3.3 Secure Channel Establishment between an UCSC and an AMS

A cardholder will initiate the connection with an AMS through the CAMS inter-
face. The user provides the AMS details (e.g. web address) to the CAMS. that
initiates a connection. The AMS establishes a secure connection (i.e. SSL/TLS
[12]) with the requesting CAMS. After establishing the connection, the AMS re-
quests the user’s credentials. The user provides his/her credentials (i.e. account
ID, login/password) through the CAMS interface. The details and type of the
credentials are on the SP’s sole discretion. The AMS verifies the credentials, if
it is successful, it will allow the access to its services, and otherwise the connec-
tion is terminated. After the authentication the two-way SSL/TLS [12] session is
established between the smart card and the AMS. There are well tested and se-
cure protocols already in the public domain; therefore, this paper does not focus
on designing a new protocol. However, the secure channel protocol established
between the smart card and the AMS should be based on Public Key cryptosys-
tem (e.g. SSL/TLS). After a secure channel protocol between a smart card and
an AMS is established then cardholders can request application installation or
deletion, which will be discussed in the next section.

4 Application Management Processes

In this section the crucial process of installation of an application is described
in section 4.1.

4.1 Installation Process

In this section, the processes that support the secure transmission and installa-
tion of an application are discussed. In the ICOM based environment, there are
many secure and robust application delivery mechanisms, most notably by the
GlobalPlatform.

Most of these mechanisms rely on the assumption that the smart card is in
a closed environment and under the total control of the card issuer. The card
issuer has a secure binding with their smart cards before they are issued to
their customers. Therefore, there is an implicit trust on the smart card in the
ICOM, and most of the protocols are based on it. However in the UCOM, there



Application Management Framework in UCOM 27

is no implicit trust on the smart card. Therefore, the installation process has
not only to take this into account but also that the smart card can be under
the control of a malicious user, or it may not be a real smart card (card emula-
tor running on a personal computer). The installation process discussed in this
section builds the additional checks around the existing application installation
protocols (without preferring anyone) that can provide the assurance of secure
and reliable application installation.

The installation request will initiate the process of acquiring an application
from an AMS and install it on a UCSC. The entire process can be divided into
six sub processes listed below.

1. Requirement Verification
2. Domain Creation
3. Downloading
4. Application Verification by card
5. Localisation (Installation)
6. Personalisation
7. Application Registration by AMS

Each of these sub-processes is explained in sections 4.1.1 to 4.1.7. The application
deletion process is similar but the steps will be performed in reverse order.

4.1.1 Requirement Verification
Before the lease of an application, the AMS will verify the compliance of an
UCSC with its APL. This verification is illustrated by the flowchart shown in
figure 3.

A UCSC creates the Application Request message that contains the UCSC
details. The details include the CC-Certificate, UCSC manufacturer certificate,
details of the SCOS/runtime environment (i.e. Java Card [7], Multos [8], etc),
supported cryptographic algorithms, and communication interfaces (e.g. T1, T2
or CL [10], web [16]]). The manufacturer certificate validates the cryptographic
public keys pair and hardware tag. The hardware tag is unique sequence that
identifies the UCSC. The length of the tag and how it is generated is on the sole
discretion of the UCSC manufacturer. Requirements on the hardware tag by the
UCOM are that it does not violate the privacy of the cardholder and actively
verifies that the AMS is communicating with the real card (not an emulator).

The AMS will verify whether the requesting UCSC satisfies the ALP. If so, it
continues, otherwise process terminates. To verify the CC-Certificate and UCSC
manufacturer certificate, the AMS can communicate with either the entity that
has issued these certificates, or a third party that plays the role of intermediary
between the AMS and the UCSC manufacturers. To validate that the AMS is
communicating with a real smart card (not an emulator), the AMS can request
the UCSC manufacturer to verify the claim of their card. The details of these
processes are beyond the scope of the paper.

After validation of the APL, the AMS generates application requirement de-
tails. This contains the application space and on-card security policy require-
ments. Application space requirement stipulates the memory required for the
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Fig. 3. Illustration of Requirement Verification Phase

application and the on-card security policy requirement includes the required
firewall and application access configuration. The firewall configuration defines
the mechanism through which an on-card application(s) can access (share) the
requested application. The application access configuration details the mech-
anism through which an off-card application communicates with the applica-
tion. In addition, the AMS specifies the generation requirement for the domain
management key, application download key and algorithm used to encrypt the
application for transmission.

The AMS and UCSC can negotiate the application communication protocol.
The AMS can decide whether to use any of the UCSC implemented (open) pro-
tocols. Once the trust relationship is established and domain keys are generated,
any protocols (including the GlobalPlatform) can be used to download the appli-
cation on to the smart card. The AMS can also opt for their proprietary protocol
to download the application. This can be achieved by first using the UCSC sup-
ported protocols to download a proprietary (small) application referred to as
Application Download Manager (ADM), to a least privilege domain; the ADM
will manage the download of the request application. The lease privilege domain
is controlled by the UCSC, and it is a temporary domain. Applications installed
in this domain are not allowed to communicate with any other applications on
the smart card, which means they are in an isolated domain. The security mea-
sures will ensure that the ADM will abide by the policy of the UCSC. Before
the ADM starts the execution, it will be subjected to security tests on the card
to achieve the assurance that the download manager is secure and reliable to
execute. During the download process, if the ADM performs any unauthorised
action, the UCSC will terminate its execution and deleted it. After the applica-
tion is successfully downloaded, the ADM will be deleted.

The smart card will examine the application requirement sent by the AMS.
If it meets these requirements, it will send an acknowledgement to AMS and
proceed to the domain creation process; otherwise, it will terminate the process.

4.1.2 Domain Creation
After the AMS and UCSC have verified each other’s requirements, the next phase
is to create a domain (SP’s Domain), involving the following steps:
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1. Allocate memory space for the SP’s Domain in the EEPROM [10] (Electri-
cally Erasable Programmable Read Only Memory).

2. After the allocation of memory space, a domain manager is installed in the
allocated memory. A domain manager maintains the security aspects of the
domain. Its functions are similar to a security domain in the GlobalPlatform
[9]. An SP will have a view of their domain as a complete smart card.

3. After a domain is created, the Domain Delegation keys are generated. These
keys can be generated in one of the following ways:
– Either an UCSC or an AMS will generate the key and exchange it.
– Alternatively, an UCSC and AMS can mutually generate them.

Which of the above methods is going to be used is negotiated in the require-
ment verification process (i.e. section 4.1.1). Any requirements regarding the
generation of the keys is solely based on SP’s discretion and UCSC will follow
these guidelines.

4.1.3 Downloading
After generation and mutual authentication of the Domain Delegation keys, the
AMS and UCSC will start the application downloading process, shown in figure
4. An AMS will prepare the application(s) for transmitting it to the request-
ing UCSC. The application consists of multiple modules with varying security
and operational requirements. The grouping of the application into modules of
varying security and operational requirements is referred to as Application Level
Modularity (ALM). Each application (i.e. banking, telecom, transport) can be
divided into small modules with vary security requirement. Each application
have some operational and security program code and data. These modules sim-
ply represent these logical divisions but on the line of sensitivity to the service
provider. The exact framework and implementation guidelines of ALM are be-
yond the scope of this paper. However, for the application download process,
each of the modules (i.e. group, level) of an application is encrypted with dif-
ferent key, and these keys are only revealed to the UCSC in incremental fashion
after it satisfied the module’s security and operational requirements.

The AMS will digitally sign the application with the corresponding SP’s sig-
nature key, then encrypt with the transmission key. The transmission key is
generated during the step three of section 4.1.2. After this the application it is
transmitted to the UCSC.

The Application Download Handler (ADH) module in the UCSC handles
the incoming packets. The ADH supports different application download pro-
tocols (implemented by card manufacturer). The AMS either selects one of the
supported protocols or opts for its own protocol. If the SP’s opt for its own
protocol then the ADM (section 4.1.1) handle the application download process.
The function of the ADH is to efficiently download the application in a secure
and reliable fashion. The received packages of the application are not installed,
because they first require the application signature validation and decryption.
Therefore, downloaded applications are stored in a temporary space (in either
EEPROM or RAM [10]).
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Fig. 4. Downloading an Application on an UCSC

After the download is completed, the digital signature of the encrypted applica-
tion is verified. After verification of the digital signature the application is trans-
ferred to the SP’s Domain and the application is decrypted there. A decrypted
application is not a fully installed application. It is the equivalent of copying an
application in a memory location. The decrypted application cannot be executed
unless it satisfies the application verification test, discussed in the next section.

4.1.4 Application Verification by Smart Card
After an application is downloaded into the SP’s domain, the next step is to verify
whether the application complies with operational and security policy of the
UCSC or not. A UCSC’s operational and security policy defines the sanctioned
operations, privileges and runtime environment restrictions on the SP’s domain.
To verify whether an application code conforms to specification and standards
(i.e. Java Card [7], Multos [8], etc), a byte code verification is performed [17].

The byte code verification will take place on the smart card for security rea-
sons. Performing byte code verification on the CAMS will be much faster, be-
cause in most cases it would be hosted on computationally faster machines.
However, this violates the security requirement of the SP, because for a CAMS
to perform byte code verification, the decrypted application would have to be
transferred out of the UCSC.

The scope of this paper is not to define a byte code verifier; however, there
are several well defined on-card byte code verification proposals [18, 19, 20].

4.1.5 Localisation
The application is allowed to execute on the UCSC only after it is properly
verified by the UCSC. On its first execution, the application registers its secu-
rity policy details with the card’s security services (i.e. firewall, access manager,
SP’s domain manager, cryptographic services etc.). Furthermore, it may require
access to specific logical or physical (i.e. contact, contactless or web server)
channels. The application will register with the communication handler (service
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that handles communications in and out of an UCSC) and the UCSC’s applica-
tion manager that allows application to be selected by an off-card entity’s. Once
the registration is complete, is the application is considered installed and could
be accessed by an off-card entity.

4.1.6 Personalisation
After localisation is completed, the SP’s application will initiate the personali-
sation process. The personalisation data (i.e. user’s specific data) is downloaded
with the application; however, it is separately encrypted. The process is as listed
below.

1. An SP’s application creates a message that contains on-card test and local-
isation process response. In addition, it generates a message for application
personalisation request.

2. The AMS verifies the on-card test and localisation message. If verified it will
generate the message containing the cryptographic key and digital signature
on the encrypted personalisation data and it sent to the smart card. On
failure the AMS will terminate the process and the smart card will delete
the application.

3. The UCSC decrypts the personalisation data and verifies the digital signa-
ture. If the verification fails then the UCSC request the download again.
However, if the signature verification fails after multiple tries (depending
upon the UCSC’s policy) then the process is terminated and the application
is deleted.

4. An acknowledgement message is generated to verify to the AMS that the
application is personalised successfully.

5. The AMS verify the acknowledgment message and initiate the next phase
(i.e. application registration).

4.1.7 Application Registration by an AMS
The final stage of an application installation on an UCSC is the application regis-
tration by the AMS. In this stage, the AMS will register the UCSC as authorised
card to an Application Lease Database (ALD) hosted on the Application Ser-
vices Access Server (ASAS). After the completion of this process, the UCSC will
be ready to access the SP’s services.

Fig. 5. Secure Communication Channel between an AMS and a Smart Card
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In the UCOM, applications can be installed on one or more cards. Actually,
the SP will decide whether they will allow the user to keep their application on
multiple cards or not (i.e. Application Lease Policy). For certain applications,
being on multiple cards would not be an issue like banking application (as it
requires PIN to use the card. Therefore, if a person provides the correct PIN
and it posses the appropriate application in his UCSC that means the owner
was present at the point of transaction).

5 Critique of the Framework

In this section, we will critically analyse the Application Management Framework
in terms of its feasibility, practically and overall security perspective.

5.1 Security Analysis of the Framework

The most crucial and sensitive operation in the Application Management Frame-
work is the application installation process. In this process, the application is
transmitted over an insecure network from an AMS to a User Centric Smart
Card (UCSC). The figure 6 illustrates the security envelopes on the application
in transit over an insecure network.

The top envelope is provided by the two-way SSL/TLS session established
directly between an UCSC and an AMS. During the second phase (i.e. Domain
Creation) of the installation process, the Domain Delegation keys are generated.
Along with these keys the Application Installation key (i.e. transmission keys)
are also generated that are used by the Application Download Handler (ADH)
to securely download the application from its respective SP. The Application
Installation keys are only used once, at the time of installation and then they
are securely discarded. During the deletion process, an SP only needs to use their
Domain Delegation keys to instruct the deletion command to their application.
The final layer of protection in the application installation process is provided by
Application Level Modularity (ALM). In ALM each group of modules with the
same security association and requirements would be encrypted separately with
different keys, and each of the keys are only provided to an UCSC after it satisfies
the associated requirements for the module level. Therefore, an application has at
least three security layers for the secure communication on the insecure network
during the installation process, as shown in the figure 6. An obvious attack can
be to reset an UCSC with weak security provisions (i.e. SSL/TLS key pair,
domain key generation mechanism etc). However, an SP will always have the
right to deny any UCSC that cannot satisfy its requirements. Therefore, the SP
has to be sure of security measures implemented by the UCSC before it leases
its application. This assurance is provided by the Common Criteria Security
Evaluation Certificate, UCSC manufacturer certificate and self testing or state
assurance mechanism (i.e. Trusted Platform Module in SE).

In addition, attacks like fault attacks or Side-channel attacks [21] on a smart
card can be mounted against an UCSC. As a protection measure against the fault
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attacks during the installation/deletion process (either to corrupt the UCSC
or the application to retrieve sensitive data), the UCSC will be in defensive
mode. The defensive mode enables an UCSC to save the secure, operational
and reliable state of the UCSC before proceeding with the installation process.
In addition, the UCSC intercepts each instruction and determines whether the
execution of the instruction will violate the safe state of the UCSC or not.
If it is safe to execute, it will allow the instruction to be carried out; other-
wise, it will terminate the process. If anything goes wrong, the UCSC aborts
the installation process and reset to the safe state (saved before the process
initiated. The safe state of the smart card represents the state of the opera-
tional, and security modules (i.e. Firewall, Access Controller, Communication
Channels, Execution Environment) of the UCSC that are responsible for the
smart card platform reliability and security. The defence against the side chan-
nel attacks is mostly implemented on the hardware layer. Therefore, Common
Criteria Security Evaluation Certificate will test the security mechanisms that
provide protection against the Side-Channel attacks. If a service provider does
not accept the certificate, the process will be terminated. The SPs are in to-
tal control of their applications and they have the sole discretion whether to
lease or deny the lease request, this assures the service providers that their ap-
plication will only be installed on an UCSC that meets their ALP, after their
authorization.

5.2 Operational Critique of Framework

The User Centric Smart Card Ownership Model (UCOM) emphasise on dele-
gating the ownership of the smart card to its user. Therefore, the framework
that supports the UCOM proposal has to be user friendly and less complex.
The application installation, especially on the smart card, is technically chal-
lenging. Therefore, the proposed Application Management Framework (AMF)
performs majority of the processes without the cardholder’s interaction. It will
be less prone to errors if the user interaction during the application management
processes is limited.

As a result of the recent technological developments in mobile handsets (i.e.
Near Field Communication), there is a renewed interest by large scale horizontal
industries (i.e. banks, transport and telecom operators) in the multi-application
smart card initiative. The UCOM capitalises on the development and gives the
opportunity to small organisation to develop applications that can be deployed
on their user’s UCOM supported NFC enabled mobile phones. The framework
proposed in the paper does not rely heavily on telecom operators. The basic
requirement is to establish an internet connection with the service provider’s
Application Management Server (AMS). This can be achieved through connect-
ing to the internet by wireless internet, Bluetooth or cable connection (by con-
necting the mobile phone with a personal computer). The overall framework
would not require any change to cope with different intermediary networks (pro-
tocols) that establish a connection with the service provider’s AMS. In certain
situations (i.e. small organisations, home environment), there is no need to set
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up AMS and connect the UCOM-based smart card through internet. In such
cases the user can actually install the application, by directly connecting with
the AMS without an internet. The only change to the framework is on the
Card Application Management Software (CAMS) that has to connect to a local
computer through any of the supported bearers (i.e. Bluetooth, wireless, USB).
This makes the UCOM capable of being deployed in local environments that
are difficult to achieve in the SE management framework that relies on Trusted
Service Manager (TSM). Possible applications in the local environments can
be access controller (i.e. doors, car, computers), home appliance management
application (controls the intelligent kitchen, home appliances), utility meters
payment/management, local library, school/college and local grocery stores ap-
plication etc.

6 Future Research Directions

This paper should not be considered as one that has solved all of the issues
relating to the UCOM or the AMF. The issues that are still not resolved are
listed in this section.

– Common Criteria Security Evaluation Certificate: The Common Criteria do
not stipulate a security certificate on the smart card itself. The certificate
discussed in the paper provides an assurance of security from the neutral
security evaluators. SPs can rely on their evaluations to verify the security
claim of the UCSC. Further research is required in the security evaluation
certificate mechanism and how they can be integrated with other components
(i.e. TPM) on an UCSC to provide security assurance to SPs.

– Firewall: Firewall designs of modern smart cards are based on the presump-
tion that the smart card is under complete control of the card issuer. Due
to this assumption, the firewall is designed from the point of view of what
can be shared. Therefore, traditional firewall mechanism in the smart cards
may not be adequate for the UCOM.

7 Conclusion

In this paper, a framework is presented for application management in the User
Centric Smart Card Ownership Model (UCOM). The operations preformed by
the smart card and Application Managment Server (AMS) are provided and such
operations are possible with the present state of the technology as most of these
measures are already implemented to support other mechanisms. In addition
this paper also provides the associated issues that are required to be resolved
to fully explore the user’s ownership model. Further work will be conducted
in order to attempt to answer the pointes mentioned in the future research
directions.
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Abstract. RFID-based access control solutions for mobile environments,
e.g. ticketing systems for sport events, commonly rely on readers that are
not continuously connected to the back-end system. The readers must
so be able to perform their tasks even in offline mode, what commonly
requires the management by the readers of sensitive data.

We stress in this paper the problem of compromised readers and its
impact in practice. We provide a thorough review of the existing authen-
tication protocols faced to this constraint, and extend our analysis with
the privacy property. We show that none of the reviewed protocols fits
the required properties in case of compromised readers. We then design
a sporadically-online solution that meets our expectations in terms of
both security and privacy.

Keywords: RFID, Security, Privacy, Authentication, Compromised
Readers.

1 Introduction

Radio Frequency Identification (RFID) is getting more and more popular in
access control, especially in mobile environments, such as sport events and pub-
lic transportations. In such applications, the typical framework consists in cus-
tomers who each holds an RFID ticket, that is a microcircuit with an antenna,
called tag; some agents who carry an RFID reader to control the tags; and a
centralized back-end system that manages data about the tickets and customers.

The readers in this context are mobile embedded devices that have an in-
termittent access to the back-end. For example, the ticket validator of a flying
agent in the site of a sport event is connected only when the agent is back to the
headquarter; or, the ticket validator in a bus has access to the back-end system
only when the vehicle is parked in its lot, usually during the night. Consequently,
readers must be able to authenticate offline the customers.

The tickets in this context are reasonably-costed RFID passive tags. They
commonly offer some reasonable computation capabilities that allow them to
use symmetric key cryptography.

The common RFID-friendly authentication protocols are based on either the
ISO/IEC 9798 standard or some dedicated protocols [4,18,22]. They all consider
an adversary model where the communication channel between the tag and the
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reader is basically not secure, and the tag can be tampered with. The security
policies are thus designed following the assumption that the readers and any
other infrastructure are secured. This is not enough to enforce strong security.
Indeed, readers carry some sensitive information, and the security of the whole
system is threatened if an adversary can compromise some of them. For instance,
a PDA reader used to check RFID tickets at Beijing Olympic Games [13] could
have been stolen. Hence, it is critical for an access control system to be able to
restore its integrity upon detection of such an event, without renewing all the
delivered tickets.

In those applications, authentication protocols are used to prevent unautho-
rized entries. But they also require to enforce strong privacy policies to protect
the customers. The challenge of designing authentication protocols consists in
providing both security and privacy. Today, there is no authentication protocol
providing both properties with compromised readers. The goal of this paper is
to provide a practical and deployable solution that fits our expectations.

The contributions of the paper are as follows. We raise the problem of compro-
mised readers, and we analyze the security of the existing protocols in this new
scenario. We focus on candidates whose security without compromised readers
is already well-established. All of them can be considered as a specific instance
of the well-known ISO/IEC 9798 standard, from the basic challenge/response to
more advanced protocols such as GPS, WIPR and TanSL. We show that none
of these protocols preserves all the security properties under the assumption of
a compromised reader, and especially tag privacy. We design a solution based
on a symmetric-key challenge/response protocol. The secret key shared between
a tag and a reader is computed on-the-fly by the tag at each authentication.
This computation depends on an attack counter, the identity of the reader, and
a long-term key shared by the tag and the back-end system. Our authentication
protocol comes along with an update protocol to renew the tag’s authentication
key through the attack counter when a compromised reader is detected.

The paper is organized as follows: in Section 2, the different assumptions used
to analyze the security of RFID protocols are detailed. Section 3 describes the
authentication protocols defined by ISO/IEC 9798 and other protocols dedi-
cated to RFID. The security analysis of these protocols is done in Section 4.
Section 5 addresses the privacy issue, presents our protocol, and provides its
security analysis. We conclude the paper in Section 6.

2 Security Analysis in RFID

In this section, we discuss the architecture, the threat models chosen to analyze
RFID authentication protocols, and the different classes of attacks.

2.1 Architecture

We consider an RFID system composed of a trusted back-end, a set of readers,
and m tags. The readers can be sealed for their own protection, and are sporad-
ically connected to the back-end through a secure channel. We also assume the
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use of low-cost tags: they have a low gate complexity (≈ 4000 GE) and tamper-
resistance is limited. The latter assumption implies that a unique secret per tag
is needed to prevent a large-scale attack where an adversary recovers the secret
of all the tags by breaking only one of them.

2.2 Threat Models

We examine two threat models in which an adversary can have different power
levels. They mainly differ on the assumption made on the vulnerability of the
readers. These two scenarios are described as follows.

Scenario 1. The RFID system does not have any compromised reader. This
threat model is the most widespread in the RFID body of literature. The adver-
sary can be either passive or active. She can eavesdrop, delete, swap, or alter the
messages sent between the readers and the tags. She can inject her own messages
and analyze the tag or reader behavior (e.g. timing attack).

Scenario 2. An adversary can compromise some readers. She is as strong as in
Scenario 1, but she can additionally obtain all the data stored in these readers
which makes her very powerful. We assume that the back-end is able to detect
this event: a physical alteration of the reader can be seen (its seal broken or
it did not connect with the back-end for a while). This scenario is particularly
realistic in applications where the adversary can get access to the readers.

2.3 Attacks

An adversary can use different strategies to undermine an RFID system. The
classes of attacks go from tag impersonation to tag privacy. The aim of a well-
suitable RFID authentication protocol is to thwart these attacks, especially con-
sidering our two threat models.

Tag Impersonation. In this case, an adversary would like to impersonate a
legitimate tag T to fool a legitimate reader. The latter should be convinced to
interact with an authorized tag. Various methods exist to carry out this attack: a
tag can be cloned or an adversary can replay messages previously sent by T . The
adversary’s chances of success mainly depends on how much information she has.

Denial of Service. In RFID systems, a denial of service (DoS) is when an ad-
versary wants to make the tag unusable by any means. Here, we only consider
DoS attacks related to the authentication protocol. The adversary can only ex-
ploit the protocol to mount a DoS.

Tag Privacy vs. Reader Complexity. The tag privacy refers to the protec-
tion of the owner personal data. This security issue is based on two fundamental
properties: the information leakage and the malicious traceability of a tag [3].
The information leakage concerns data exchanged during an RFID communica-
tion, which can be inherent to the environment or to the tag particularly. For
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instance, when Alice validates her transit pass, this latter can send in the clear
the type of subscription: one-year or 10-travel ticket. The adversary learns some
information about Alice. The malicious traceability arises when an adversary
can correlate messages from a given tag over different protocol executions. In
mass transportation, if Alice’s pass always sends a unique identifier when she
checks in, the adversary is able to recognize Alice anywhere. The problem of
compromised readers is very critical for tag’s privacy: an adversary may be able
to track all the tags from the data stolen in a reader.

An efficient protocol preserving the tag privacy should have a low computation
complexity for the reader, with respect to the number of tags. Unfortunately,
there exist a duality between tag privacy and reader complexity. As explained
in [2], there exists in our framework no symmetric-key based protocol that en-
sures privacy with a reader complexity better than O(m), where m is the number
of tags in the system.

3 Available Authentication Protocols

In this section, the content of the ISO/IEC 9798 standard from part 2 to 5
is described. It covers the well-known authentication protocols based on the
classical cryptographic primitives. Moreover, three RFID-dedicated protocols are
analyzed: GPS, WIPR and TanSL. GPS and WIPR are respectively based on
zero-knowledge authentication and on public-key encryption. It has been shown
that these two protocols can meet the hardware constraint of RFID. GPS is also
mentioned in ISO/IEC 9798. Finally, we study the TanSL protocol because of
its interesting secret recomputation mechanism.

3.1 ISO/IEC 9798

ISO/IEC 9798 [12] is currently the international standard for entity authentica-
tion and it is widely used in RFID. Parts 2 to 4 of the standard provides four
authentication protocols that are respectively based on symmetric encryption
algorithms, digital signature, and cryptographic hash functions. Each part de-
scribes three mechanisms for achieving authentication: unilateral authentication
with timestamps, unilateral authentication with random numbers, and mutual
authentication with random numbers. The unilateral authentication with ran-
dom numbers, designated as Mechanism 2 in the standard, is discussed here.
Basically, the reader sends to the tag a nonce nR called the challenge and the
tag responses to this challenge. To do so, it can use:

– a symmetric encryption function (ISO/IEC 9798-2),
– a signature scheme (ISO/IEC 9798-3), or
– a cryptographic hash function (ISO/IEC 9798-4).

The protocol described in Fig. 1 corresponds to a challenge/response based on
symmetric-key (SK) encryption. To simplify the notations, the figures and pro-
tocols represent the readers data for one tag T . IdT , s, nR and nT denote the
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Reader R Tag T
IdT , s IdT , s

Picks nR
nR−−−−−−−−−−−−−−→

IdT , Es(nR,nT ,IdT )←−−−−−−−−−−−−−− Picks nT

Fig. 1. A SK-based challenge/response protocol

identifier of the tag, the symmetric key shared by the tag and the reader, the
nonce picked by the reader, and finally the nonce picked by the tag. The func-
tion E represents encryption algorithms. Part 5 of the standard provides several
mechanisms that are respectively based on integer factorization, discrete loga-
rithms with respect to prime or composite numbers, and asymmetric encryption.
Such mechanisms can be zero-knowledge (ZK) proofs, such as Fiat-Shamir [9]
protocol. In the next section, GPS, WIPR and TanSL protocols are reminded.

3.2 Protocols Dedicated to RFID

GPS Protocol. The GPS authentication protocol [4] is an interactive zero-
knowledge authentication protocol initially proposed by Girault, Poupard, and
Stern. It provides provable security based on the composite discrete logarithm
problem. It also combines short transmissions and minimal on-line computation,
using precomputed “coupons”. This protocol has been selected in the NESSIE
portfolio [16] and it is mentioned in the ISO/IEC 9798-5 Clause 8 as a reference.
Throughout the paper, we will refer GPS as this variant “with coupons”.

The parameters used in this protocol are the following:

– S, B, A are public integers, where |S| ≈ 180, |B| = 32 and |A| = |S|+|B|+80,
– n = p × q is a public composite modulus, where p and q are secret primes,

|n| = 1024, |p| = |q| = 512,
– g is an element of Z∗

n,
– Φ = (B − 1) × (S − 1),
– s ∈ [0, S[ and I = g−s mod n,
– a coupon i is a couple (ri, xi = gri mod n), where ri ∈ [0, A[ is a random

number.

At the beginning, the tag T has a unique identifier IdT , a unique pair of keys
(s is the private one and I is the public one) and a set of coupons computed by
a higher trusted entity (the back-end). Every reader knows the tag’s identifier
and public key. GPS works as follows:

(1) The tag T chooses a coupon (ri, xi), and sends IdT and xi to the reader R.
(2) The reader answers a challenge nR randomly chosen in the interval [0, B[.
(3) The tag computes y = ri + nR × s, and sends y to the reader.
(4) The reader checks if:

– gy × InR mod n = xi

– y ∈ [0, A + Φ[



When Compromised Readers Meet RFID 41

WIPR Protocol. This is a variant of the well-known Rabin cryptosystem [20].
WIPR was proposed by Oren and Feldhofer in [18], and improved by the same
authors in [19]. It is based on early works of Shamir [21] and Naccache [15].
Recently, Wu and Stinson [23] also presented a version of WIPR with a proven
security. We describe here the version of WIPR presented at RFIDSec 2008.

During the system set up, a large number n = p× q is chosen, |n| = 1024 bits,
p and q are two prime numbers. n is public while p and q are kept secret by the
reader. α and β are two security parameters, such that α = 128 and β = 80.
Each tag T has a unique secret identifier IdT only known by the readers of the
system. WIPR is a challenge/response protocol that works as follows:

(1) The reader R sends a challenge nR to the tag T , where |nR| = α.
(2) The tag picks two random numbers nT,1 and nT,2, where |nT,1| = |n| − α −

|IdT | and |nT,2| = |n| + β.
Then it generates a plaintext P = BY TE MIX(nR||nT,1||IdT ) where
BY TE MIX() is a classic byte-interleaving operation. Finally, T sends to
R the encryption A = P 2 + nT,2 × n.

(3) The reader decrypts it with its private key (p, q). Like in Rabin cryptosystem,
there are 4 plaintext candidates. Then R checks if one of these contains its
challenge nR. If so, then R also recovers IdT .

TanSL Protocol. TanSL protocol denotes the first protocol presented in [22]
by Tan, Sheng, and Li at PerCom 2007. It is a challenge/response protocol based
on a single hash operation. The secret shared between the reader and the tag is
computed by the tag at each authentication.

At the initialization of the system, every tag T has a unique identifier IdT and
a secret tT . Every reader R has an identifier IdR and a list L containing all the
tags’ identifiers and a hash value of their secret concatenated with the reader’s
identifier: for every tag T , L = [IdT : h(IdR||tT )], where h is a cryptographic
hash function. TanSL works as follows:

(1) The reader R sends a request to the tag T .
(2) The tag T answers a random number nT .
(3) The reader sends its identifier IdR and a random number nR.
(4) The tag computes a hash H = h(h(IdR||tT )||nR||nT ), where � := |H | (e.g.

160 bits for SHA-1).
Hb and He represent the b first bits and the �−b last bits of H , respectively.
That is H = Hb||He, |Hb| = b and |He| = � − b.
Then T sends Hb and a question quesR = (ques1

R, ques2
R, . . . , quesk

R), which
represents k randomly chosen bit positions from He (notice that k ≤ �−b

2 ).
(5) For every entry T in L, the reader computes H ′ = h(h(IdR||tT )||nR||nT )

with H ′ = Hb′||He′, and checks if Hb matches with Hb′:
– If so and k ≤ �−b

2 , it sends to T the answer ansR to the question quesR.
ansR represents the actual bits in positions ques1

R, . . . , quesk
R of He′.

– Else it sends ansR = rand where rand is a k-bit random number.
In turn, it sends quesT = (ques1

T , ques2
T , . . . , quesk

T ), built like quesR.
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(6) The tag T checks if ansR is correct:
– If so and {∀x, ∀y : quesx

R �= quesy
T}, it answers ansT to quesT .

– Else it sends ansT = rand.
(7) The reader R verifies the answer ansT .

4 Security Analysis

We now study the security of all the previous protocols in the different scenarios
defined in Section 2.

4.1 Tag Impersonation

As authentication protocols are designed by nature to be secure in the context
of Scenario 1, we only focus in Section 4.1 on Scenario 2.

For SK-based challenge/response protocols, once the adversary compromised
a reader, she knows all the secrets stored by the reader. She is so able to imper-
sonate any tag.

For signature schemes and zero-knowledge protocols (including GPS), the
private key used to answer to the challenges is only known by the tag. Thus
even if the adversary compromises a reader, she does not know the tags’ private
keys. She cannot impersonate them.

Regarding WIPR, an adversary who compromised a reader R knows its public
and private keys (n and (p, q)) and the tags’ identifiers. The result is that she
will be able to impersonate any tag to every reader.

For TanSL, an adversary can obtain from a compromised reader R its iden-
tifier IdR and the list L containing all (IdT : h(IdR||tT )), for every tag T . The
adversary will not be able to impersonate a tag T in front of any other non-
compromised reader R′. Indeed, she does not know the tag’s secret tT , thus she
is not able to compute the symmetric key h(IdR′ ||tT ) shared between R′ and T .

4.2 Denial of Service

The problem of denial of service remains the same for either Scenario 1 or
Scenario 2. When an authentication protocol does not modify the content of the
tags, no DoS attack is possible in both scenarios. Therefore, all the protocols
presented in this paper, except GPS, are resistant to such an attack.

As GPS uses coupons, a DoS attack is feasible. Actually, a tag can perform a
limited number of authentications, i.e., one authentication consumes one coupon.
The number of coupons available is bounded by the tag memory. As there is no
reader authentication, an adversary can ask many authentications to a tag T in
a very short time. She can exhaust all the tag’s coupons almost instantaneously
without T ’s agreement. T will no longer be able to successfully perform the
protocol. If GPS is used “without coupons”, there is no DoS attack. However, it
increases the number of computations for the tag. This version of GPS has not
been considered in [4] for lightweight applications such as RFID.



When Compromised Readers Meet RFID 43

4.3 Comparison

In practical terms, a first comparison is necessary to find out which protocols
can be implemented in wired logic for low-cost RFID passive tags.

In Table 1, we compare the hardware requirements of typical authentication
protocols based on challenge/response and of specific protocols (like WIPR and
GPS). For typical authentication protocols based on symmetric, asymmetric en-
cryptions and hash functions, the results represent the most costly part of the
implementation. As it is quoted, symmetric encryption has good results: AES is
efficient in such tags, so is PRESENT. For asymmetric encryption, NTRUEn-
crypt has been considered as a great candidate in [1], however the parameters of
the system achieving good security are not yet known [10]. Also it is commonly
admitted that an RSA encryption core cannot fit in low-cost passive tags. The
same observation can be made for classical elliptic curves cryptosystems [11].
Actually, the major problem of cryptosystem based on integer factorization or
discrete logarithm problems, e.g. signature schemes or zero-knowledge protocols
(included GPS “without coupons”), is that their implementation is too costly to
fit in less than about 4000 GE. An exception is GPS: it is suitable for low-cost
tags, since it requires only 1642 GE [14]. However, the coupons limit the number
of authentications. WIPR is a great candidate for asymmetric encryption, as its
chip area is reasonable.

In the case of ticketing applications, we consider that the AES encryption time
is the reference. WIPR is not fast enough in comparison to the AES (×66 slower),
whereas GPS is faster than the AES (×2.5 faster). TanSL and SK-based

Table 1. Comparison of different cryptosystem implementations

Type Algorithm Frequency Chip Area Clock Cycle
[kHz] [GE]

Symmetric AES-128 [8] 100 3400 1032
PRESENT-80 [5] 100 1570 32

Asymmetric WIPR [19] 100 4682 66048
ECC-163 [11] 100 14976 296000
NTRUEncrypt [1] 500 3000 28390

Hash SHA-1 [17] 100 5527 344
SHA-256 [6] 100 10868 1128

ZK GPS [14] 100 1642 401

Table 2. Comparison of the presented protocols

SK Ch./Re. Sign. - ZK GPS WIPR TanSL

Scenario 1 2 1 2 1 2 1 2 1 2

Implementation + - + + +

Efficiency + - + - +

No Tag Impersonation + - + + + + + - + +

No Denial of Service + + + + - - + + + +
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challenge/response are the only protocols relying on a common primitive (SHA-1,
AES, PRESENT-80) that achieves a reasonable speed.

We also need a protocol which achieves all the security properties in addition
to lightweight implementation and efficiency. For Scenario 1, TanSL and SK-
based challenge/response provide all the security features. GPS is vulnerable
to DoS attacks in any of the scenarios. However, SK-based challenge/response
protocols do not prevent from tag impersonation in Scenario 2. TanSL and
GPS are the most attractive solutions in our context. Table 2 is an overview
of the properties studied in this section for the protocols presented till to now.
According to the context, the “+” notation denotes the protocol resistance to
the attack or its suitability for a specific property.

5 The Problem of Privacy with Compromised Readers

We focus in this section on the problem of tag privacy when a system has com-
promised readers. We first show that currently none of the remaining candidates
(TanSL and GPS) ensures privacy in this context. Then, we propose a new au-
thentication protocol with a key update to preserve tag privacy in Scenario 2.
The security recovery is done using an update function when the legitimate read-
ers get connected to the back-end after the detection of a compromised reader.

5.1 Privacy Analysis of the Candidates

Scenario 1. The TanSL protocol provides tag privacy because the tag never
sends to the reader its identifier in the clear and, more generally, an adversary
cannot distinguish the tag’s response from a random value. However, the reader
does not know which tag it is communicating with and must so carry out an
exhaustive search through the list L. The reader complexity is so O(m) where m
is the number of tags in the system. The duality privacy vs. reader complexity
allows nevertheless to reduce to O(1) the complexity if the privacy is abandoned.

GPS does not provide by design tag privacy because the tag public key I is
required by the reader in order to complete the authentication. Since this key I is
known by everyone, an adversary is free to perform herself an authentication on
a tag. One may think that the duality tag privacy vs. reader complexity can also
be applied here in order to get a protocol ensuring privacy at the cost of O(m)
computations. This is actually more tricky in this case. In fact, even if I is kept
secret by the system and IdT is not sent in the clear, Bringer, Chabanne, and
Icart explain in [7] that an adversary is able to recognize a tag from another by
eavesdropping two communications. Indeed, by observing two GPS executions,
an adversary cannot recover I but she can determine whether or not the same
I has been used in the two executions. Thus, classic GPS does not provide tag
privacy, whether the tag public key (and identifier) is disclosed or not.

It is important to notice that the authors of GPS [4] proposed an improvement:
the coupons can be pairs of (ri, xi = h(gri mod n)), where h is a cryptographic
hash function; in that case, the reader has to verify if h(gy × InR mod n) = xi.
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Bringer et al.’s attack does not apply to this modification, initially used to reduce
the size of the coupons. Thus, the reader complexity is O(m).

We propose below a way to reduce the above-mentioned complexity: the tag
can send a random session identifier Idi

T used once and only known by the reader
and the tag. Therefore the tag cannot be recognized by an adversary during the
authentication, but the reader who knows in advance the session identifiers can
directly identify the public key I to use from Idi

T . The reader complexity is so
O(1). The session identifiers can be integrated into the coupons, such that each
coupon is a triple (Idi

T , ri, xi = h(gri mod n)). We will call this protocol the
modified GPS (mGPS).

Scenario 2. In all the previous protocols, there is no reader’s authentication:
consequently the tag cannot distinguish a legitimate reader from a compromised
reader R. If the system detects such an attack, there is no mechanism to take
this into account better than changing physically all the tags and readers.

For TanSL, the adversary knows R’s identifier IdR and the list L that contains
all the information required to allow R to communicate with the tag T . The
adversary can track every tag, TanSL does not supply tag privacy anymore.

We also notice that, if tag privacy is not provided in Scenario 1, it can neither
be achieved in Scenario 2. GPS has an unchanged security profile. Concerning
mGPS, the adversary knows all the hidden tags’ public keys I. Thus, she is
able to identify which tag is involved in every communication. mGPS no longer
provides tag privacy. None of these protocols provides tag privacy in Scenario 2.

5.2 Solving the Privacy Issue

In a system with mobile readers, it is more attractive for an adversary to compro-
mise a reader than a tag. We propose a new challenge/response authentication
protocol to handle this threat. It is based on a symmetric encryption algorithm
to achieve reasonable chip area and efficiency. Our protocol has two steps. First,
the secret key shared by the tag and the reader is computed on-the-fly by the
tag, as in TanSL. This mechanism is enhanced with an attack counter to allow
an update of the system. Second, the tag sends a classical answer in a chal-
lenge/response protocol using the previous key. We describe and analyze our
protocol: it supplies tag privacy in the context of compromised readers.

Initialization. When the system is set up, each tag T is assigned with the
following values:

– a unique identifier IdT ,
– a long-term key KT ,
– three counters cB, cR and cT , initially synchronized and all equal to zero.

And during this set up, each reader R is assigned with the following values:

– a unique identifier IdR,
– for every tag T , its identifier and an encryption of its secret: IdT , kTR =

EKT (IdR, cR).
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Reader R Tag T
IdR, cR IdT , KT , cT

IdT , kTR = EKT (IdR, cR)

(1) IdR, cR, nR−−−−−−−−−−−−→
EkT R

(nR,nT )←−−−−−−−−−−−− (2)

(3) nT−−−−−−−−−−−−→ (4)

Fig. 2. Authentication protocol

B stores IdR, IdT , KT and cB.
R stores IdR, cR, IdT and kTR = EKT (IdR, cR).
T stores IdT , KT , cT .

Authentication. The authentication protocol consists of four steps (see Fig. 2):

(1) The reader sends its identifier IdR, the counter cR and a nonce nR.
(2) The tag checks the value cR it receives:

– If cR ≥ cT , it computes the key kTR = EKT (IdR, cR). Then, it picks a
nonce nT and answers the encryption EkT R(nR, nT ) to the reader.

– If cR < cT , the protocol aborts.
(3) The reader decrypts the received message with the symmetric key kTR, and

verifies the value nR. Then, it sends to the tag the recovered value nT .
(4) T checks the validity of nT : if so and cR > cT , it updates cT to cR (cT ← cR).

Key Update. The update protocol is carried out when a compromised reader
is detected (see Fig. 3). We consider that all the readers are synchronized at the
same time:

(1) The back-end increments cB and associates this new value to cup.
For every reader R and every tag T , it generates a new key
kTRup = EKT (IdR, cup).
Finally, for every tag T , it sends IdT , cup, and kTRup to every reader R.

(2) Each reader R updates its array as follows:
– cR ← cup.
– kTR ← kTRup , for every tag T .

Our protocol is based on a single cryptographic operation (symmetric encryp-
tion) and it consists in two computations for the tag. The first computation is
done to generate the secret key kTR used between the tag T and the reader R.
Usually in a classical challenge/response protocol, each tag is assigned with a
fixed key, which is used to communicate with every reader. In our protocol, the
tag computes on-the-fly the key to interact with the reader R. This key kTR

is unique for T and R, since it is the encryption of the reader’s identity IdR

and the counter cR with the tag long-term key KT (shared by the back-end and
the tag T ). The counter cR represents the number of updates achieved by the
system. At the beginning of the authentication, the reader sends this counter
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Back-End B Reader R
IdR, IdT , KT , cB IdR, cR

IdT , kTR = EKT (IdR, cR)

(1)
IdT , cup, kT Rup−−−−−−−−−−−→ (2)

Fig. 3. Key update protocol

alongside with its identity IdR and a nonce nR to indicate the current state to
the tag. The second computation corresponds to the tag’s answer in the chal-
lenge/response protocol. The nonces nR and nT are encrypted with the key kTR.
When the reader decrypts successfully this latter message, it replies nT as an
acknowledgment.

We now analyze the security of our protocol against the different classes of
attacks. Our protocol introduces a key update for the reader and tag update.
The tag update corresponds to the cT update. These events have an impact on
Scenario 2. Let consider E a set of m tags, where at least one tag has already
been updated. The set S ⊂ E contains all the non updated tags. We assume that
the tag T ∈ S recovers its security after it has been updated. We define P the
period spent between the detection of the attack and T ’s update.

Tag Impersonation. Our protocol inherits from the positive security properties
of the classical challenge/response protocol in Scenario 1, that is it prevents from
tag impersonation. Indeed, the only difference is that the long-term key stored
by the tag in a classical challenge/response protocol is replaced in our solution
by a key computed on-the-fly by the tag.

The additional values cR and nT exchanged during the authentication protocol
do not reveal any key material neither in Scenario 1, nor in Scenario 2: nT is a
random number, and cR is the system state known by anybody.

For Scenario 2, an adversary cannot impersonate a tag in front of all the non
compromised readers, since the keys are computed like for TanSL.

Denial of Service. The only value modified into the tag T is the counter cT

in Scenario 2. An adversary can try to desynchronize the tag by modifying cT ,
impersonating a legitimate reader with a fake update. She cannot forge a fake
key k′

TR = EKT (IdR, c′R) corresponding to a fake counter c′R > cT , because
she does not know KT . Therefore, the tag will not accept to update cT to a
fake c′R > cT , since the adversary will not be able to answer correctly at step
(3) of the authentication protocol (see Fig. 2). Our solution is so resistant to DoS.

Tag Privacy vs. Reader Complexity. Our protocol provides tag privacy in
Scenario 1: no tag’s identifier sent in the clear and answers are randomized. But
the reader has no clue on the key it should use to check the tags’ responses:
the reader complexity is so O(m). An improvement for the reader complexity
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Table 3. Comparison of our protocol

GPS mGPS TanSL Our protocol

Scenario 1 2 1 2 1 2 1 2

No Tag Impersonation + + + + + + + +

No Denial of Service - - - - + + + +

Tag Privacy - - + - + - + +
vs.

Reader Complexity O(1) O(1) O(1) O(1) O(m) O(m) O(m) O(m)

consists in using session identifiers as in our modification of GPS (mGPS). In
this solution, the tag will store a given number of identifiers known by the reader
and used once per authentication. The reader complexity is O(1). However, there
is only a limited number of authentications: a DoS attack is possible.

In Scenario 2, the adversary knows T ’s key kTR = EKT (IdR, cR) during P .
Thus, she can track T . After P , the adversary does not know the new key
kTRup = EKT (IdR, cup) used for the further T ’s authentications. Thus, she will
not be able to decrypt correctly the T ’s answers and to track T anymore. Such
an incorrect decryption by the adversary represents an information leakage: she
knows when T has been updated. But this cannot be avoided, since the adver-
sary knows that T will be updated at one time or another. This is the only
leakage. However, the adversary is no more able to distinguish any T ∈ E\S,
since |E\S| > 1 after the period P . Therefore, the tag privacy is restored. The
reader complexity is still O(m).

It should be noticed that the number of messages exchanged in our protocol
is variable. Indeed, a legitimate tag answers or not to a reader depending on the
attack counter cR sent in the clear. However, a legitimate tag always answers to
an updated legitimate reader. A variation is possible only between a legitimate
tag and a rogue reader. If the tag answers (cR ≥ cT ), the rogue reader can
use the secrets stolen from the compromised reader to try to decrypt the tag’s
answer. The adversary knows if the tag has been updated or not. If the tag does
not answer (cR < cT ), the rogue reader learns that the tag has been updated.
Thus, we see that any answer of the tag can be exploited to know if the tag has
been updated or not. This is the situation described in the previous paragraph.

Table 3 provides a comparison between GPS, GPS with our improvement
(mGPS), TanSL, and our protocol.

6 Conclusion

A new issue in RFID systems is presented: the threat of compromised readers.
Such an attack is very likely to occur in access control solutions for mobile
environments, e.g. ticketing systems for sport events. We present a state of the
art of several existing protocols. Our security and practical analysis of these
available authentication protocols showed their weaknesses in this context.
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We proposed a solution based on a symmetric-key challenge/response au-
thentication protocol with key update. It can face the problem of compromised
readers while preventing from tag impersonation and DoS. Our solution provides
tag privacy w/o compromised readers. We used symmetric encryption to achieve
low chip area and efficiency, such that it is suitable for reasonably-costed tags.

We have made the hypothesis that the period P ′ during which the system has
updated a single tag T cannot be exploited by an adversary to track T . During
P ′, the T ’s answers are the only ones which cannot be decrypted correctly by
the adversary. In applications such as ticketing, it is very uncommon to have a
single updated user during a long period: our hypothesis is fair in this case. If
this hypothesis cannot be verified, new solutions are required to preserve privacy.
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Abstract. In the past many coding schemes have been proposed to ren-
der arithmetic and logic units fault tolerant. However, most schemes are
suited for safety rather than for security applications, i.e. they were not
designed to protect against malicious fault injections. Even articles con-
sidering an adversary as the source of faults restrict the error-detection
discussion to partial fault models.

In this article, we investigate the possibilities of an adversary to in-
ject an undetected fault in different coding schemes. In contrast to other
works, we analyze the interaction of erroneous operands and operations.
Such an analysis yields quite different results than traditional evalua-
tions. These new results show that each of the schemes has serious weak-
nesses and neither of them can guarantee a universal protection. Thus,
a hybrid approach is favorable to counteract fault attacks.

Keywords: Coding schemes, Error-masking, Fault Attacks.

1 Introduction

In a world that relies on mobile systems, it is vital that security-related devices,
like credit cards, protect the data stored on them. These devices must fulfill
their security requirements, even if an adversary can access them physically. In
1997, Biham et al. presented attacks that make use of faulty computations [1],
so-called fault attacks. In order to counteract such attacks, faults have to be
detected by the device and no erroneous output must leave the device.

Including methods that ensure fault detection, called fault countermeasures,
into smart cards is common practice by now. An accurate estimation of the
security level provided by fault countermeasures is very important, for example,
if a chip should be evaluated against common criteria. On the one hand, a smart-
card company wants to ensure a very high probability for the chip passing the
test, which includes powerful attacks with sophisticated equipment. On the other
hand, the costs per device should be as low as possible, which requires that no
inefficient countermeasure is implemented.

Furthermore, since a company does not know the later applications of their
product, a method that is independent from the code that runs on the device
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and which is, in addition, transparent to the user is favorable. Hence, a counter-
measure should secure arbitrary operations as well as arbitrary data processed
in the device.

Deploying error detection codes, an error detection rate can be stated for a
device. This error detection rate is often assumed to be the same as for plain data
transmission via a noisy channel. We show that especially for efficient codes, this
assumption does not hold. This is because also the performed operations have
to be considered in order to allow correct statements about the error coverage
of the device.

In this paper, we evaluate different coding schemes according to their fault
resistance and their suitability for fault detection mechanisms in cryptographic
devices. For each code, we look at the robustness for every supported operation.
Our approach allows a fair comparison and yields new results about the robust-
ness of the coding schemes. It turns out that breaking the distance-two barrier is
impossible with a single coding scheme unless a redundancy of 100% is exceeded.

Note that the discussed schemes only secure the data path of a device—an
adversary that manipulates the program flow remains undetected. However, var-
ious methods to ensure the correct execution of the program have been proposed,
e.g. by introducing program code signatures [2].

Another problem using codes is the required checking procedure before data
is stored or leaves the device. The check may be vulnerable to adversaries that
manage to inject a fault in it, making the device output erroneous results [3]. A
possible solution is a multi-stage check [4].

The remainder of this paper is organized as follows: Section 2 investigates the
strengths and weaknesses of various coding schemes. In Section 3, those schemes
are compared in different attack scenarios and also hybrid solutions are taken
into account. Finally, we draw conclusion and discuss open problems in Section 4.

2 Coding Schemes

In this section, we investigate several codings schemes. For an arbitrary code,
with r bits of redundancy, only 2−r of the codewords are valid and hence the
chances of an adversary who injects random faults are also limited by 1 − 2−r.
On the other end of possible faults, there are precise single-bit manipulations.
However, also the detection rate for these faults is fixed. This is because coding
schemes usually require an adversary to manipulate at least two bits. Thus, those
two extreme fault types are not of interest for our investigations. Instead, the
main intension of this article is to examine the weaknesses of coding schemes
when arithmetic and logic operations are performed on their codewords. One
such weakness is error-masking, that is, if an operation renders a detectable
error at the input undetectable at the output.

We first look at straight-forward techniques to introduce redundancy, namely
time- and space-redundant techniques. Next, we investigate coding schemes
which can be used to perform arithmetic and logic operations. Finally, we ex-
amine arithmetic codes.
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2.1 Time Redundancy

Time redundancy is a well known and straightforward strategy to deal with
faults in a system. It is based on executing some algorithm A several times
and checking whether every execution of A yields the same result. It requires
no or little additional hardware, but the performance drops by the number of
executions of A.

A major drawback of the method is that it relies on a single piece of hardware.
Therefore, a permanent malfunction in the hardware causes the same error on
every execution and hence the error cannot be detected in general. An adversary
can enforce such a behavior by means of destructive faults. Another way to
circumvent the protection mechanism is to introduce the same fault on every
execution. Since the timing parameter of an attack is commonly well controllable,
the success of such an approach is likely.

In some cases though it is possible to improve the approach. If the algorithm
is invertible one can check if A ◦ A−1 yields the original input. For ciphers like
AES, this has been proposed in [5]. In the article the authors apply this principle
to every round of the block cipher. Also for signature generation algorithms the
method was proposed [6]. The approach is especially advantageous in the case
of RSA signatures, because usually the computation of A−1 is much faster than
the one of A.

Another improvement which might be possible is to alter the algorithm to
A′. This new algorithm is identical to A in the way that their input-output
behavior is indistinguishable. However, the performed instructions and the bit-
order of the intermediate operands vary. Therefore, the effect of a fault also
varies with a certain probability. However, altering an algorithm in such a way
is not always possible (or only to a very restricted extend).

From above it becomes clear that time-redundant countermeasures are simple,
generic and mostly hardware independent. However, their design space and hence
their reliability depend on the algorithm. To improve this, one possibility is to
introduce the redundancy into the space or area parameter rather than into the
time parameter.

2.2 Space Redundancy

In contrast to time-redundant systems, space-redundant systems use duplicated
hardware. Hence algorithm A is executed several times in parallel. As a result,
the approach does not affect the performance, but the hardware costs increase.

The security against destructive faults increases compared to time redun-
dancy. However, inducing the same fault twice in parallel is sufficient to corrupt
the system. In general, inducing two faults in parallel is more expensive than
inducing two faults one after the other, but the increase of costs is only linear.

Possible improvements are similar to those for time-redundant systems. The
functionality implemented by the original system can be implemented in a dif-
ferent way for the redundant part. This can be done statically or dynamically. A
static modification manifests itself in the layout for instance. An example for a
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dynamic modification is bus scrambling. Bus scrambling causes that the adver-
sary cannot predict the position of single bits anymore. However, if the bits in
a circuit depend on each other (e.g. an integer-arithmetic unit or a multiplier)
scrambling might become rather expensive in terms of hardware.

An advantage of space-redundant systems is that the countermeasure is
transparent to the programmer. Every algorithm that can be executed by the
original hardware can then be automatically executed as A and A′ on the space-
redundant hardware.

In general, both approaches, time and space redundancy come with an over-
head of at least hundred percent, either in terms of performance or in terms of
hardware. At the same time, both approaches are susceptible to an adversary
who induces multiple faults. In the most straight-forward case, these are two
faults which manipulate a single bit. To reduce the overhead and to improve the
error detection, coding theoretic approaches can be used.

2.3 Linear Codes

One such coding theoretic approach is to use linear codes to protect a system.
Linear codes are known for decades now [7] and hence are well studied. Also the
use of linear codes to design fault tolerant systems has already been described in
the 80’s [8]. However, no previous work investigated the error-masking behavior
of arithmetic or logic circuits that deploy linear codes. Also the faults, assumed
in previous articles, are not suitable for fault-attack scenarios. Whereas in [8,9]
only single-bit faults were assumed (due to radiation in space for instance), much
more complex faults have to be assumed if an adversary is present. Hence, it is
interesting to investigate the behavior of linear codes, if the faults are induced by
an adversary. In this section, we revise linear codes and block codes in general.
Afterwards, we investigate the error masking probabilities of linear codes when
logic, arithmetic or shift operations are applied.

A binary block code maps a datawords of k bits to codewords of n bits with
k < n. The portion k is called the dimension of the code and r = n − k is the
number of redundant bits added by the code. If the code forms a k-dimensional
sub vector-space in F

n
2 then the code is called a linear code over GF (2). A

property of such codes is that the sum of codewords always results in a codeword
itself. A common convention to describe a linear code is to write [n, k] code or
[n, k, d] code, where d denotes the distance of the code. The distance is the
minimum pairwise Hamming distance of all codewords. Therefore, the distance
of a code indicates how many bits have to be changed at minimum in order to
transform one valid codeword into another valid codeword. It also states the
robustness of a code, since all errors with a Hamming weight smaller d are
detected with certainty. For instance, [48,32] linear codes are known up to a
distance of 6. The space-redundant approach from Section 2.2 can be seen as
a so-called repetition code. In fact, if the hardware is duplicated, it represents
a [2k, k, 2] linear code over GF (2). From d = 2 it can be seen that two bit-
manipulations can already corrupt such a system.
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In this section, we only look at systematic linear codes over GF(2). That is,
the data is embedded in the codeword and the parity part can be separated
from the data part. For such a systematic code1, every bit of the parity part is
the sum of some bits of the data part. The simplest systematic, linear code can
be constructed by appending the sum of all data bits as parity. For decoding
every bit of the syndrome is calculated as the sum of some bits of the codeword
(including the parity bits). An all-zero syndrome indicates, that the codeword is
valid. In the above example, the syndrome is the sum of all bits of the codeword.

From linearity it follows that an erroneous codeword Ã = A + eA is only
valid if the error eA itself is a codeword. However, this observation does not
consider any arithmetic or logic operations. In the following we look at the
scenario when one or two operands, involved in an operation, are erroneous. For
the implementation of the operations we use the same equations as in [8] and
extend them by equations for shift operations.

Logic Operations. To investigate logic operations on linear codes, it suffices
to look at the exclusive-or and at the logic-and operation. All other boolean
functions can be composed of them. XOR and AND implement the exclusive-
or and the logic-and function for codewords. Thus, they operate on codewords
and also yield a valid codeword if the input was valid. The bit-wise exclusive-or,
that is, the addition in GF(2) is denoted by the + operator. The · operator on
the other hand denotes the multiplication in GF(2) or the bit-wise logic-and
operation.

The linearity property of the codes states that the sum of two codewords
again results in a valid codeword. Since, as stated before, the sum in GF (2) is
nothing else than the XOR operation, linear codes over GF (2) are closed under
XOR by definition. Therefore, the result of Ã XOR B = A+eA +B is only valid
if eA is valid. Also the result of Ã XOR B̃ = A + eA + B + eB is only valid if
the sum eA + eB is valid. Thus, the XOR operation preserves the distance of the
code independent of how many operands are erroneous.

Next, we look at the AND operation. For this, we have to redefine the opera-
tion for linear codes, since a bit-wise application does not yield a valid codeword.
For that, we introduce the following notation: The k data bits of the dataword
a are a1, · · · , ak. The r parity bits of the encoded a are p(a) = p(a)1, · · · , p(a)r.
Enc(x) encodes x and returns X . P (x) encodes x and returns only p(x). The
concatenation operator is denoted by | and Enc(a) = a | p(a). Finally, 1 denotes
the all-one vector and 0 the all-zero vector respectively. We can now define the
AND operation for codewords as

C = a · b |
p(a) + p(b) + P (1 + (1 + a) · (1 + b)). (1)

As an example we look at the simple [3,2] code, where the parity bit is defined
as the sum of the two data bits. Hence, the codewords are

1 Note that every linear code can be transformed into a systematic code.
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A = a1, a2 | a1 + a2

B = b1, b2 | b1 + b2

(A AND B) = a1 · b1, a2 · b2 | a1 · b1 + a2 · b2.

According to (1), the parity results in

p(a) + p(b) + P (1 + (1 + a) · (1 + b))
= a1 + a2 + b1 + b2 +

P (a1 · b1 + a1 + b1, a2 · b2 + a2 + b2)
= a1 · b1 + a2 · b2,

which follows exactly the rule of the code. To investigate the effect of one erro-
neous operand, we add an error ea|eP (a) to the codeword A. Hence, the erroneous
codeword results in:

Ã = a + ea | p(a) + eP (a).

If such an erroneous codeword is involved in an AND operation, the data part
of the result is

a · b + ea · b.

The parity evaluates to

p(a) + eP (a) + p(b) + P (a · b + a + b + ea + ea · b)
= eP (a) + p(a · b) + p(ea) + p(ea · b).

Now we put together the last two results and eliminate all valid codewords. That
is, all terms in the data part, where the according parity occurs on the right side
of the bar. This leaves us with

0 | eP (a) + p(ea)
= ea | eP (a).

The last transformation is valid since p(ea) originated from ea. It follows that the
result is only a correct codeword, if the induced error was already a codeword.
Hence, the AND operation is error-masking free and preserves the code’s distance
if one operand is erroneous.

To investigate the case of two erroneous operands we introduce a second error
term eb|eP (b). Thus, the data part results in

a · b + ea · b + eb · a + ea · eb.

The parity evaluates to

p(a) + eP (a) + p(b) + eP (b)

+P (a · b + a + b + ea + eb + ea · b + eb · a + ea · eb)
= eP (a) + eP (b) + p(a · b)

+p(ea) + p(eb) + p(ea · b) + p(eb · a) + p(ea · eb).
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Eliminating the valid codewords yields

0 | eP (a) + p(ea) + eP (b) + p(eb)
= ea + eb | eP (a) + eP (b).

This is in fact an interesting result since the error terms sum up although the
operation is the AND operation and not the XOR operation. As a consequence
it is possible to set for instance eP (a) = eP (b) = 0 and ea = eb = 1. In this
case the error terms will cancel out and produce a valid codeword. However, the
result itself changes by ea · b + eb · a + ea · eb which renders the result incorrect.

It turns out that logic operations preserve the distance of linear codes if only
one operand is erroneous. If both operands are erroneous on the other hand,
modifying two bits already corrupts the system.

Arithmetic Operations. As a representative for the arithmetic operations, we
take the integer addition. The parity for an integer sum s can be calculated as
p(s) = p(a) + p(b) + P (c), where c represents the carry vector. The carry vector
consists of the carry-in bit, followed by all carry bits produced internally by the
adder. The carry-out bit is not part of c. The main observation, the formula
is based on, is that ADD(a, b) = a + b + c. That is, once the carry vector is
available, the bits become independent.

Since the carry vector depends on a, an error ea also causes an additional error
ec in the carry vector. However, ec also adds directly to the sum s. Hence, we get

a + ea + b + c + ec | p(a) + p(b)+
P (c + ec) + eP (a)

= a + ea + b + c | p(a) + p(b) + p(c) + eP (a)

= ea | eP (a).

For only one erroneous codeword the operation is distance preserving. However,
for two erroneous operands similar problems as for the AND operation evolve.
Let eP (a) = eP (b) = 0 and ea = eb = 1. As a result the error cancels out for
the check equation. At the same time the error manifests itself in the carry and
hence renders the result incorrect. Thus, also for an addition, manipulating two
bits suffices to corrupt the system.

Another problem of the integer addition for linear codes is the parity calcu-
lation for the carry vector. If a fault affects the carry generation, even a single
fault suffices to produce an incorrect but valid result.

Shift Operations. The last family of functions we look at contains typical
unary and linear functions, like shifts and rotates. The idea here is to calculate
the parity for the sum of the operand and the result. The linear, unary function
is denoted by u(·).

u(a + ea) | p(a) + P (u(a + ea) + a + ea)
+eP (a)

= u(a) + u(ea) | p(a) + p(u(a)) + p(u(ea))
+p(a) + p(ea) + eP (a)

= 0 | p(ea) + eP (a)

= ea | eP
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For one erroneous operand, the operation is distance preserving and since the
operation is unary, this is the only possible case. Note that these considerations
only hold for single-position shift and rotate operations where no second operand
is involved.

The analysis above shows that a system using linear codes is robust against
errors of small multiplicity if only one operand is affected. However, as soon as
both operands are erroneous, the minimum distance drops to two.

2.4 Berger Codes

Berger codes present another coding theoretic approach to protect arithmetic
and logic operations. Initially, they were introduced by J.M. Berger in 1961 [10].
In 1989, Lo and Rao showed how to implement an ALU which is protected by
Berger codes [11]. The equations in their article are similar to those for linear
codes and rely on the same principles.

The check symbol for Berger codes is the number of zero-bits in the dataword.
As an example, we look at an eight bit word holding the value 14. The number
of zeros is 5. Hence, the Berger-encoded word results in (00001110, 101).

What is special about Berger codes is that they have a minimum asymmetric
distance of one. The asymmetric distance between two codewords is the mini-
mum of the number of bits which change from zero to one and the number of
bits which change from one to zero. For instance, the integers in binary repre-
sentation have a minimum distance of one, but a minimum asymmetric distance
of zero. For Berger codes, this means that only setting or only resetting bits
cannot produce a valid codeword. Hence, Berger codes detect all unidirectional
errors.

However, the minimum distance of Berger codes is always two. This is because
flipping a zero to a one and a one to a zero at the same time always produces a
valid codeword. As a result a 2-bit error stays undetected with a probability of
0.5. The redundancy added by Berger codes is limited by �log2(k)� + 1 bits.

Berger codes are non-linear codes. As a consequence, the error masking anal-
ysis cannot be carried out as straight-forward as for linear codes. This is because
if an error cannot be detected does not only depend on the error, but also on the
data itself. Also since the distance of Berger codes is only two (which is the mini-
mum for any channel code) a statement about the error masking via the distance
does not work. Hence, we simulated the error injection into one and into two
operands. The result however was not surprising: An error which is valid for one
operand, can be split across two operands (depending on the data). Therefore,
it is always possible to find two bits which can be manipulated in order to cause
an incorrect but valid result. Furthermore, since the check equations for integer
arithmetic also depend on the carry vector, Berger codes have the same problem
as linear codes.

Other variants of Berger codes, which have been proposed, are reduced Berger
codes [12] and Dong’s code [13]. However, the above considerations also hold for
these variants.
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2.5 Arithmetic Codes

Berger codes as well as linear codes show deficiencies when it comes to arithmetic
operations. Therefore, we next investigate arithmetic codes as they are designed
towards those operations. In this section we revise some basics of arithmetic
codes and discuss the advantages and disadvantages of AN codes and residue
codes. Additionally, we discuss the construction of multi-residue codes with a
certain distance. Throughout the section, the integer addition is denoted by
A + B and the integer multiplication is either denoted by A ∗ B or AB.

Arithmetic Distance. Analogously to the Hamming distance for linear codes
over GF(2), the arithmetic distance can be defined for linear codes under integer
addition. The arithmetic weight is the Hamming weight of the minimum weight
representation

∑
±2i of a binary integer

∑
2i. Such a minimum weight repre-

sentation is well defined for every integer [14]. The arithmetic distance between
two integers is the arithmetic weight of the arithmetic difference. Furthermore,
the minimum distance of an arithmetic code equals the weight of the minimum
weight codeword of the code.

AN Codes. An AN code is defined by an integer A and a maximum dataword
N0. The codewords are the product of the datawords n ≤ N0 times A. A code-
word c is error-free if A divides c. Therefore, an error stays undetected if it is
a multiple of A and if it can be represented as a sum of powers of ±2 which is
smaller than some A ·N0. The minimum number of terms in the sum, needed to
inject an undetected error is also the minimum distance of the code.

For a minimum distance of three, there exist ways to determine N0 for a
given A. A minimum distance of three implies that single errors can be cor-
rected and double errors can be detected. Correcting single errors also demands
a distinct and non-zero syndrome for every single bit error e smaller A · N0.
This on the other hand is given, if for instance 2 is a generator of GF (A) and
the order of GF (A) is ≥ �log2(AN0)�. However, for larger distances and high
code rates k/n, the parameters can only be determined by exhaustive search.
That is, checking if every codeword ≤ AN0 has an arithmetic weight of at least
d. In [15], Mandelbaum presented AN codes with a given minimum distance.
However, the redundancy is with r = 2k − k too large for the protection of a
processing unit.

Since arithmetic codes have the property that AN1 +AN2 = A(N1 +N2) with
0 ≤ N1, N2 ≤ N0, they support integer addition and furthermore do not mask
errors under addition. This is because, for one erroneous operand AN1 + e1, e1

must be of the form Ae′1. For two erroneous operands (AN1 + e1) + (AN2 + e2),
the sum e1 +e2 must be either of the form A(e′1 +e′2) or A((e1 +e2)/A). That is,
either each error term is divisible by A or the sum of the error terms is divisible
by A. Hence, arithmetic codes preserve their distance even with two erroneous
operands.

Disadvantages of AN codes are that they are not systematic and that they
only support integer addition. For multiplication the result becomes incorrect
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since AN1 ∗ AN2 = A2N1N2. However, this problem can be solved by using
idempotent AN codes.

Idempotent AN Codes. Idempotent AN codes have been introduced by
Proudler in [16]. Gaubatz et al. were the first to consider them in an adversary
scenario [17]. Again, A and N0 are chosen appropriately to achieve a certain
arithmetic distance. Addition and multiplication take place in the ring ZAN0 .
The difference to AN codes lies in the encoding of datawords. Instead of gener-
ating the code with A, an idempotent AN code is generated by an idempotent
element I ≡ I2 mod AN0. Such an idempotent element exists if A and N0 are
co-prime and can be constructed with I = CRT(1 mod N0, 0 mod A), where
CRT indicates the application of the Chinese remainder theorem.

The masking probability for idempotent AN codes under addition is the same
as for AN codes under addition. That is, an error stays undetected if e1 ≡ e2

(mod A). However, for multiplication, detecting only one erroneous operand is
impossible if the code is used like described above. This is because

IN1 ∗ (IN2 + e2) =
CRT(N1 mod N0, 0 mod A) ∗ CRT(N2 + e′2 mod N0, e

′′
2 mod A) =

CRT(N1N2e
′
2 mod N0, 0 mod A).

Therefore, the multiplication has to be slightly modified. For instance, it is pos-
sible to add CRT(0 mod N0, 1 mod A) to the operands before multiplication
and subtract the same value afterwards. If this approach is pursued, a single
erroneous operand stays undetected if e1 ≡ 0 mod A. Two erroneous operands
stay undetected if

e1 ≡ −e2/(1 + e2) mod A. (2)

For addition the arithmetic distance of idempotent AN codes stays the same as
for standard AN codes. Also for multiplication with one erroneous operand, the
code is distance preserving. However, multiplication is not distance preserving
if two erroneous operands are involved. To show this, we look at the code with
A = 89 and N0 = 22. The arithmetic distance of this code is 4. Hence, it is
enough to show that it is possible to induce two error terms by manipulating
only 3 bits and that further the result after the multiplication is valid. For this,
we set e2 = 4 in (2) and get e1 = 17. Since the Hamming weight of 4 is 1 and
the Hamming weight of 17 is 2, only 3 bits have to be manipulated.

Nevertheless, for the above code it is not possible to induce an undetected
error by only manipulating two bits. The robustness of an idempotent AN code
has to be investigated for every case separately.

Idempotent AN codes are suitable for arithmetic operations, but not for logic
operations. If also such operations are desired and at the same time a high
robustness for arithmetic operations is demanded, the only solution is to use
several codes. However, trans-coding a dataword from one code to another is
easier if the codes are systematic. Furthermore, comparing two operands needs
decoding for non-systematic codes. Therefore, systematic, arithmetic codes with
similar properties as idempotent AN codes are desired.
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Residue Codes. Residue codes are systematic arithmetic codes. They are com-
posed of a data part N and a parity part P where P = N mod A. For residue
codes, A is called the check basis. An advantage of residue codes is that addition
as well as multiplication can be carried out without any modifications since

N1 + N2 mod A = P1 + P2 mod A,

N1 ∗ N2 mod A = P1 ∗ P2 mod A.

Another advantage is that the complexity of a multiplication is potentially
smaller since the operands themselves are smaller. Errors which affect the data
part only, need to have the same weight as for AN codes with the same A in
order to stay undetected. However, it is always possible to induce an error of
the form (N = 1, P = 1), hence the minimum distance is two, independent of A.
This also holds for addition. When it comes to multiplication the case is more
complex. This is because it also depends on the encoded data if an error stays
undetected or not under multiplication. To investigate this behavior we look at
the parities of two operands under multiplication.

(P1 + e1)(P2 + e2) = P1P2 + P1e2 + P2e1 + e1e2

First, we assume e1 �= 0, e2 = 0. In this case the error stays undetected if either
e1 ≡ 0 mod A or P2 ≡ 0 mod A are satisfied. In the latter case, it is impossible
to detect any error. If both operands are erroneous then P1 ≡ −e1(P2 + e2)/e2

mod A must hold. The investigation of that case is as complex as for the idem-
potent AN codes. However, if an error stays undetected for idempotent AN
codes, then it also stays undetected for residue codes (assuming specific values
for P1, P2). But in general, for inducing a specific and at the same time unde-
tected error into a residue encoded operand, more knowledge about the encoded
data is required. Thus, the only low weight errors that can always be injected
are low-weight codewords themselves.

Residue codes are attractive because they are systematic. Unfortunately, their
minimum distance of two is low. Hence, it would be interesting to have a scheme
with similar properties but a larger distance. Suitable candidates for such a
coding scheme are multi-residue codes.

Multi-Residue Codes. In [18], Rao presents a bi-residue code capable of cor-
recting single errors. In [19], Rao and Garcia derive connections between AN
codes with composite A and multi-residue codes which use the factors of A as
their check bases. The authors investigate codes with a distance of 3, that is
single-error correcting codes, but do not look at higher distances. Thus, we give
requirements for multi-residue codes with larger distance.

A multi-residue code consists of a data part N and multiple check bases
P 1, · · · , P l. The behavior for errors which affect only one operand is the same as
for standard residue codes with the exception that larger distances are possible
due to the multiple residues. In other words, a trivial error of the form (N =
1, P 1 = 1, · · · , P l = 1) has to have at least a weight of l+1. However, the number
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check bases alone is not sufficient to state a certain distance. In the following
we state all necessary conditions for a minimum distance d if all datawords are
≤ Nmax:

1. If A =
∏l

i=1 ai has l factors then l must be at least d − 1.
2. Let M be the product of all l′ distinct factors of A. Then M can be split in

two factors M1 and M2. For every possible M1 with k factors check if an AN
code with A = M1 and N0 = �Nmax/M1� has at least a minimum arithmetic
distance of d − (l′ − k).

Searching for possible As following these conditions allows to guarantee a mini-
mum distance for the multi-residue code. As for AN codes with a high distance,
also for multi-residue codes with a distance larger 3, it is necessary to determine
A by exhaustive search. However, for multi-residue codes a suitable A for a given
d and Nmax can be found faster than for AN codes.

If an error is induced in both operands before a multiplication, it is data
dependent whether the result is valid or not. However, the more residues the
error affects the unlikelier an undetected error becomes. On the other hand, an
error which affects only one residue, needs to be of weight ≤ d − 1 according to
the conditions above.

Multi-residue codes show the least complexity of all investigated arithmetic
codes and they only need a little more redundancy compared to AN codes. This
is because the entropy of a t-bit residue is less than t and for a large number of
check bases this adds up.

3 Comparison

The analysis of Section 2 is summarized in Table 1. It shows that every coding
scheme has its weaknesses or disadvantages. Thus, the optimal choice heavily
depends on the assumed adversary. Time- and space-redundant systems provide
reasonable security against an adversary with little control on the induced fault.
However, the overhead is large and more advanced adversaries can exploit the
weaknesses of the two approaches and succeed by manipulating only two bits.

In order to reduce the overhead, coding theoretic approaches have to be pur-
sued. The most general coding schemes, meaning that they support most oper-
ations, are Berger codes and linear codes. The disadvantage of Berger codes is
their small distance of two. Linear codes provide a higher distance, but show
weaknesses when it comes to logic-and and similar operations. Both schemes
show problems for arithmetic operations. Additionally, linear codes do not sup-
port multiplication.

Arithmetic codes on the other hand can provide a high distance for addition
and multiplication (if supported), but do not support logic operations. The ma-
jor problem of AN codes is that they either support multiplication or allow the
comparison of two operands. This is because idempotent AN codes are not sys-
tematic. Residue codes solve this problem, but have a low distance. Therefore,
multi-residue codes seem to be a good choice for arithmetic operation. However,
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Table 1. Properties and weaknesses of the analyzed coding schemes. The supported
operations are Logic, Addition, Shift/Rotate, Multiplication and Comparison. f()
describes some bound on the distance, e.g. the Hamming bound for linear codes.

Code Overhead Distance Supp. Op.

Time red. 1 2 L,A,M,S,C

Susceptible to single destructive errors.
Induction of two equivalent faults stays undetected.

Space red. 1 2 L,A,M,S,C

Induction of two equivalent faults in parallel stays undetected.
Linear codes r

k
f(k, r) L,A,S,C

Logic-and is susceptible to two bit-manipulations.
Manipulation of carry generation stays undetected.

Berger codes �log2(k)�+1

k
2 L,A,M,S,C

Manipulation of carry generation stays undetected.

AN codes �log2(A)�
�log2(N0)� f(A, N0) A,C

Idem. AN codes
�log2(A)�
�log2(N0)� f(A, N0) A,M

Multiplication is susceptible to errors with a weight ≤ d.

Residue codes �log2(A)�
�log2(Nmax)� 2 A,M,C

Some data values inhibit error detection for multiplication.

Multi-residue codes
∑�log2(ai)�

�log2(Nmax)� f(A, Nmax) A,M,C

Some data values inhibit error detection for multiplication.

they have data dependency problems. If an adversary can choose one operand
and can attack the other one, he can always succeed in injecting an undetected
error. If this presents a problem, heavily depends on the application.

3.1 Hybrid Solutions

Since no code can provide universal protection, depending on the present ad-
versary, a hybrid solution might be desirable. For such a hybrid solution, the
various used codes must be easy to trans-code. Furthermore, the trans-coding
must not present a weakness itself, for instance due to decoding. If all codes are
systematic, the following approach can be pursued:

p2(a) = (p1(a) + P2(a)) + P1(a).

Here, the parity of a codeword a under the second code p2(a) is computed in
two steps. First, the parity under the new code P2(a) is calculated and exclusive-
ored to the old parity p1(a). In the second step, the old parity is calculated and
removed from the codeword’s parity. Since the codewords stay encoded during
the whole process, an injected error must be a valid codeword in order to stay
undetected.

Using such a trans-coding technique, one possible hybrid solution would be
the combination of linear codes with multi-residue codes. However, even such an
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approach is not able to preserve a high distance for all operations in the presence
of an adversary who is able to manipulate two bits. This is because there is no
efficient way to protect logic-and-like operations. Thus, such operations would
need to be detected by a compiler which then adds time-redundancy.

4 Conclusion and Open Problems

In this paper, we studied various coding techniques that can be used to design a
fault-tolerant environment. In contrast to previous works, we did not restrict the
adversary to a specific fault model but rather discussed all possible weaknesses of
the coding schemes. It turned out that most schemes possess weaknesses, which
can be exploited with only two bit-manipulations. Furthermore, no efficient cod-
ing scheme preserved its distance throughout all supported operations, that is,
none of them was more robust than straight-forward duplication.

Additionally, we presented parity formulas for linear, unary operations on
linear codes and gave conditions for high-distance multi-residue codes.

Comparing the various coding schemes, it turned out that a universally pro-
tecting scheme must pursue a hybrid approach. However, not even such a hybrid
approach can protect all operations sufficiently. Encoding logic-and-like opera-
tions in a robust and efficient way is an open problem and will be subject to
future research.
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Abstract. This paper presents radiation mechanism behind Electromagnetic 
Analysis (EMA) from remote locations. It has been widely known that electro-
magnetic radiation from a cryptographic chip could be exploited to conduct 
side-channel attacks, yet the mechanism behind the radiation has not been in-
tensively studied. In this paper, the mechanism is explained from the view point 
of Electromagnetic Compatibility (EMC): electric fluctuation released from a 
cryptographic chip can conduct to peripheral circuits based on ground bounce, 
resulting in radiation. We demonstrate the consequence of the mechanism 
through experiments. For this purpose, Simple Electromagnetic Analysis 
(SEMA) and Differential Electromagnetic Analysis (DEMA) are conducted on 
FPGA implementations of RSA and AES, respectively. In the experiments, ra-
diation from power and communication cables attached to the FPGA platform is 
measured. The result indicates, the information leakage can extend beyond se-
curity boundaries through such cables, even if the module implements counter-
measures against invasive attacks to deny access at its boundary. We conclude 
that the proposed mechanism can be used to predict circuit components that 
cause information leakage. We also discuss advanced attacks and noise sup-
pression technologies as countermeasures. 

1   Introduction 

There have been many articles published on side-channel attacks [1, 2] and counter-
measures against them, mainly focusing on algorithms and implementation (both 
hardware and software) levels. Consequently, many experimental results have been 
reported.  

In academic context, experiments have been conducted in a laboratory environ-
ment where an attacker can directly access the cryptographic modules to measure it. 
However, such ideal measurements are not always available in practice. 

For example, it is common for cryptographic modules to feature countermeasures 
against invasive attacks such as electromagnetic shielding and tamper-sensing mesh. 
Such countermeasures can prevent the attacker from intruding to their security 
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boundaries [3]. At the same time, side-channel attacks also become difficult as such 
countermeasures prevent attackers from measuring side-channel information. How-
ever, the cryptographic modules are still vulnerable to the attacks if other side-
channels (e.g. electromagnetic radiation) are available and exploited by attackers. 

As stated above, the quality of measurement is vital to the feasibility of the side-
channel attacks. Therefore, the availability of measurements should be considered to 
achieve practical security evaluations. For this purpose, it is essential to investigate 
available side-channels and physical mechanism behind them. 

Conventional measurement methods are revisited from the viewpoint of the avail-
ability of measurements. In the original paper on power analysis [1], a small resistor is 
inserted between a power pin of a cryptographic chip and a Printed Circuit Board 
(PCB) to measure the power consumption. Then, Electromagnetic Analysis (EMA), 
which measures electromagnetic fields near the cryptographic device, is proposed [4, 
5]. Many studies have followed these two methods. However, in these methods, an 
attacker requires close access to the device while conducting the measurements. 
Therefore, the attacks can be easily prevented by applying countermeasures against 
invasive attacks to deny close access to the module.  

On the other hand, there are reports on successful EMA experiments based on 
measurements from remote locations [6, 7]. In these cases, side-channel attacks are 
feasible without close access to the module. These are good examples where the fea-
sibility of the attack is determined by the availability of measurements. However, the 
mechanism behind such radiation was not discussed in these works [6, 7]. As a result, 
it has been difficult to predict how much and where the radiation occurs. 

The problem can be reduced to the following question: how will the electric fluc-
tuation released from an LSI (Large-Scale Integrated circuit) propagate and radiate? 
This problem has been discussed in the field of Electromagnetic Compatibility (EMC) 
as unintentional radiation from a digital circuit. From this perspective, the electric 
fluctuation that can be used to retrieve side-channel information is regarded as noise 
responsible for interference. Therefore, it is possible to discuss the problem by using a 
model studied in the field of EMC.  

In this paper, the mechanism behind EMA from remote locations is presented. The 
mechanism behind propagation and radiation is explained by ground bounce, which is 
studied extensively in the EMC field. The mechanism indicates that electric fluctua-
tions are conducted to peripheral circuits through the ground plane, causing radiation. 
We demonstrate the consequence of the proposed mechanism by a series of experi-
ments measuring (i) a power cable (ii) a communication cable, and (iii) the surround-
ing space around the power cable. For the experiments, Simple Electromagnetic 
Analysis (SEMA) and Differential Electromagnetic Analysis (DEMA) are applied to 
FPGA implementations of RSA and AES, respectively. We also discuss advanced 
attacks and noise suppression techniques as countermeasures from the viewpoint of 
EMC. 

2   Leakage Mechanism Based on Ground Bounce 

In this section, conventional measurement techniques are described, followed by the 
mechanism behind the propagation and radiation explained by ground bounce. As 



68 T. Sugawara et al. 

conventional techniques, (i) measurements using an inserted resistor and (ii) meas-
urements of electromagnetic fields are described. 

2.1   Conventional Measurement Methods 

2.1.1   Measurements of Voltage Drop Using an Inserted Resistor 
Fig. 1(a) shows an overview of the power measurement method using a resistor [1]. In 
this measurement, the transient current I released from the power pins of the LSI is 
assumed to contain information leakage. The mechanism behind the leakage is dis-
cussed in [2, 8] based on the switching behavior of CMOS gates.  

The current I must be transformed into voltage units as general instruments, e.g., a 
digital oscilloscope, only accept voltage signals. For this purpose, a small resistor is 
inserted in series between the pin and the PCB. The voltage across the resistor R is V 
= RI according to the Ohm’s law. Then the attacker can measure the voltage V which 
is proportional to the current I.  

Many studies use the above method as it is simple and easy to reproduce. When 
we consider the availability of measurement, however, the method involves manipula-
tion (i.e., insertion of a resistor) of the PCB. Consequently, it requires close access to 
the PCB. 

 

Fig. 1. Conventional and proposed leak model 

2.1.2   Measurements of Electromagnetic Fields 
Side-channel attack based on electromagnetic measurements is referred to as EMA 
and is proposed in [4, 5]. This method is also widely used. Measurements are con-
ducted by placing a magnetic or electric field probe very close to the chip. Below, we 
focus on the method that uses magnetic field measurements. 

A magnetic probe transforms the magnetic field (or magnetic flux) into a voltage 
output based on the Electromagnetic Induction. Here, the output voltage V is  

dt

d
NV

Φ−= , 

where Φ represents the magnetic flux within the closed loop comprising the probe; N 
is the number of the loops. Since I∝Φ , it follows that dtdIV /∝ . A probe that 
directly outputs V is referred to as a magnetic field probe, whereas one that outputs 
the value proportional to I, as a result of loop integration, is referred to as a current 
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probe. Although the output of the magnetic field probe is proportional to dI/dt not to I, 
a number of experiments have shown that the attack using the magnetic probe is fea-
sible and efficient [9].  

This method also requires close access to the PCB since the electromagnetic near 
field decreases in amplitude in proportion to 1 / r3, where r is the distance between the 
target and the probe. Therefore, signals measured from a distance suffer from the 
effects of external noise, resulting in a low S/N ratio. In addition, the measurements 
become even more difficult when the target module uses electromagnetic shielding as 
a countermeasure. 

2.2   Leak Mechanism Based on Ground Bounce 

The proposed mechanism based on ground bounce is described in this section. 
In classical circuit theory, the level of the ground plane is assumed to be constantly 

zero. However, in reality, the ground level can change. Such transient voltage fluctua-
tion in the ground plane is referred to as ground bounce.  

Transient current released from a digital circuit is a known cause of ground 
bounce. Here, the released transient current I is transformed into a voltage fluctuation 
ΔV through inductance. Such inductance is distributed over the PCB, since conductors 
with finite length (e.g., pins and lead lines) have parasitic inductance as shown in the 
Fig. 1(b). When a transient current I is fed into such inductance, an electromotive 
force occurs [10, 11] due to electromagnetic induction, which results in a voltage 
fluctuation ΔV in the ground plane. The fluctuation is expressed as the following 
equation [10]: 

dt

dI
MLV eff ⋅⋅=Δ , 

where Leff is the effective parasitic inductance, M is the number of simultaneous 
switching outputs, and dI/dt is the rate of change of the current. The amount of Leff, 
which is abstractly illustrated in Fig. 1(b), depends not only on the self-inductance 
within the cryptographic chip but also on the mutual inductance between the chip and 
the PCB. 

The voltage fluctuation caused by ground bounce can be modeled as an alternate 
voltage source as shown in Fig. 1(b). The model suggests that the voltage fluctuation 
can propagate to peripheral circuits through a common ground. Consequently, periph-
eral circuits, such as attached cables, are driven as antennas, resulting in unintentional 
radiation from them [12, 13].  

Radiation based on ground bounce is even more important since it generates com-
mon-mode current [14]. If there is only differential-mode current as shown in Fig. 
1(a), then the resulting radiation is limited as the electromagnetic fields radiated from 
the current pair (current with forward and reverse directions) cancel each other out 
since they are equal in amplitude and inverse in direction. On the other hand, when 
common-mode current is considered, the electromagnetic fields from the current pair 
are not cancelled out since their directions coincide. As a consequence, the common-
mode current can cause strong radiation even if it is weak in amplitude. 

When we consider a voltage fluctuation ΔV caused by a transient current I released 
from a cryptographic LSI, ΔV contains information leakage due to dtdIV /∝Δ . 
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As a result, EMA is possible by measuring the radiation driven by ground bounce. 
The mechanism also suggests that peripheral circuits interconnected to a crypto-
graphic module can be an antenna responsible for information leakage.  

3   Experiment 

In this section, we demonstrate SEMA and DEMA against FPGA implementations of 
RSA and AES by measuring the radiation of a target module from remote locations. 

3.1   Experimental Condition 

Fig. 2 and Fig. 3 show a block diagram and overview of the measurement setup, re-
spectively. The measurement system consists of the Side-channel Attack Standard 
Evaluation Board (SASEBO) [15], a digital oscilloscope, and a PC. The SASEBO is 
equipped with two Field Programmable Gate Arrays (FPGAs), namely FPGA1 and 
FPGA2. These two FPGAs work by using power supplied from on-board regulators 
and clock signal provided by an external function generator. Experiments are con-
ducted by implementing cryptographic cores (circuits) on FPGA1. 

Four types of measurements are conducted: (i) the voltage drop across a resistor, 
the current flowing in (ii) the attached power cable and (iii) the communication cable 
(RS232C cable), and (iv) the magnetic field around the power cable. Hereafter, these 
are referred to as (i) Resistor, (ii) Power cable, (iii) RS232C cable, and (iv) Antenna. 
It is important to emphasize that the measuring points (ii) and (iii) are not directly 
connected to FPGA1; there are circuit components (e.g., voltage regulators and an 
RS232C level converter) in between. In addition, the locations of the measurements 
are (ii) 50 cm, (iii) 40 cm, and (iv) 50 cm away from the board. 

Measurement instruments are summarized in Table 1. The details of the measure-
ment methods are as follows. In measurement (i), the voltage drop across a 1-Ω resis-
tor inserted between the ground pin of FPGA1 and the ground plane of the PCB is 
measured using a differential voltage probe. Note that the 1-Ω resistor is short-
circuited during the measurements (ii)–(iv) by using jumper pins. 

 

Fig. 2. Block diagram of experimental setup 
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Fig. 3.  Overview of experimental setup 

In the measurements (ii) and (iii), the current flowing in cables is measured by 
clamping the cables using the probe as shown in Figs. 3(ii) and 3(iii). Then the volt-
age proportional to the flowing current is measured as described in Section 2.1.2. In 
measurement (ii), both lines (for VDD: 3.3 V and GND: 0 V) of a twisted pair cable are 
clamped, while the whole body of RS232C cable is clamped for measurement (iii). 
Since both of the current pairs are clamped, radiation due to differential-mode current 
is cancelled out within the probe, and thus the contribution only by the common-mode 
element is measured. 

Finally, in measurement (iv), the magnetic field around the power cable is meas-
ured using an antenna. We used an off-the-shelf indoor loop antenna, which is used 
for amateur radio and priced around $300. The antenna is used by tuning it to maxi-
mize the measured amplitude in the range of 3–40 MHz. The measurement is con-
ducted by placing the antenna over the power cable at a height of about 20 cm. 

In each measurement, the frequency bands of measured signals are limited up to 
25 MHz by using a low-pass filter equipped with an oscilloscope. This is because the 
measured raw traces were highly contaminated by high-frequency noise that inter-
fered with the measurements. In addition, a trigger signal generated by the FPGA1 is 
used in order to align the measured traces in time. As a probe for the trigger signal has 
a physical contact to the board, the measurements are not exactly remote. However, 
the setup is enough to examine information leakages from the measuring points (i)-
(iv). In practical scenario, an attacker would have difficulty in taking a trigger without  
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Table 1. Specific measurement instruments 

 Probe 

Oscilloscope 
Agilent MSO6104A 
(with 25MHz low-pass filter) 

Voltage probe  
for (i) 

Agilent 1130A differential (voltage) probe with 
SMA probe head 

Current probe  
for (ii) and (iii) 

Fischer F-2000 current probe [16]  
(10MHz - 3GHz) 

Antenna  
for (iv) 

AOR LA380 Wideband Active Loop Antenna [17] 
(10kHz - 500MHz) 

Pre amplifier 
for (ii)-(iv) 

MITEQ AM-1594-9907 (+51dB, 300kHz-3.0GHz) 

 
 

contacts to the target, yet it is still possible. One practical way is to observe communi-
cation cables and then obtain a trigger from a specific binary sequence on them. In 
addition, the attacker can consult signal processing techniques to achieve precise 
waveform alignment [18]. 

3.2   Simple Electromagnetic Analysis of an RSA Implementation 

A 1,024-bit RSA circuit using a left-to-right binary method is implemented on 
FPGA1. Modular multiplication and squaring are performed by high-radix Montgom-
ery multiplication algorithm using a 32-bit multiplier [19, 20]. In this implementation, 
one Montgomery multiplication requires 4,386 cycles, and the total number of cycles 
for the modular exponentiation (1,024-bit RSA operation) is approximately 7 million 
cycles. The parameters, i.e., the key and the plaintext are embedded into the FPGA1 
in order to allow FPGA1 to operate as a standalone module. The goal of the attack is 
to distinguish between multiplication and squaring [1] in the measured trace. Since we 
are interested in the difference between the measurements (i)–(iv), a chosen input 
message of 2-1024 [20] is used to enhance the difference between the multiplication and 
squaring. 

 

Fig. 4. Result of SEMA on RSA 
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Fig. 4 shows the results of the SEMA. The traces are measured at a sampling fre-
quency of 400 MSa/s. Each of the traces is aligned in time, in which the modular 
exponentiation starts at around 1.5 ms. Sequences of symbols ‘S’ and ‘M’ shown in 
the figure represent the corresponding operation (squaring and multiplication). 

The result of measurement (i) shows large difference between multiplication and 
squaring with multiplication having lower spikes compared to squaring. Although the 
differences are smaller than (i), they are still visible in results (ii)–(iv). The results indi-
cate that it is possible to reveal a secret key by using any of the measurements (i)–(iv). 

3.3   Differential Power Analysis of an AES Implementation  

In the experiments, an AES circuit, retrieved from the reference[19], supporting a 
128-bit key is implemented on FPGA1. The circuit uses a loop architecture, where 
one round operation is performed every clock cycle. As a result, one encryption takes 
10 clock cycles for round operations and an additional clock cycle for data I/O. 
FPGA2 is configured as the control and communication circuits, and plaintexts are 
fed from the PC into FPGA1 via FPGA2. During the encryption, the corresponding 
traces are captured from the four measurement points at a sampling frequency of 500 
MSa/s. The measurements are repeated for 30,000 different plaintexts, and the corre-
sponding 30,000 traces are stored for each measuring points. Examples of the meas-
ured traces are shown in Fig. 5, where the encryption process starts at around 400 ns 
and finishes after 11 clock cycles or 916 ns (=11×1/12 MHz).  

Correlation Power Analysis (CPA) [21] is applied to these traces. The 128-bit (16-
byte) register containing intermediate data is chosen as target. The power estimates 
are calculated by counting changed bits of the target register in the final round of AES 
encryption. Here, Hamming distance model [21] is used as power model. Key candi-
dates are searched by byte. In other words, total of 16 power estimates are made cor-
respond to 16 bytes of the round key. In the attack phase, the linearity is evaluated by 
using Pearson’s correlation coefficient. 
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The results are shown as error rates in Fig. 6 and Fig. 7. Fig. 6 shows Measure-
ment to disclosure (MTD) graph of each result. On the other hand, Fig. 7 shows error 
rates. The vertical axis represents the number of incorrectly predicted round-key 
bytes, and the horizontal axis shows the number of traces. Since the length of the 
secret key is 16 bytes (=128 bits), the value ranges between 0 and 16, where 0 indi-
cates the successful extraction of the whole key (i.e., completion of the attack).  

In the analysis with the measurement (i), the key prediction is regarded as  
successful when the correlation with the correct key is the highest among 28 candi-
dates. On the other hand, in (ii)–(iv), the difference between maximum and minimum  
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correlations is used instead of maximum. since the results of (ii)–(iv) show correlation 
in both the positive and negative directions as shown in Fig. 6. 

As shown in Fig. 7, the result for (i) goes to zero fastest, using 3,000 traces to ex-
tract the whole key. In addition, the attack using the power cable (ii) also shows fast 
extraction. On the other hand, the attacks using the RS232C cable and the antenna 
require much larger number of traces. However, the error rate is descending gradually 
as the number of used traces increases. Therefore, we can say that all the remote at-
tacks can successfully reveal the secret keys. 

3.4   Discussion 

As shown above, the remote SEMA and DEMA worked well, but the traces from (ii)–
(iv) contained smaller amount of information leakage or larger noise in comparison to 
that from (i). Various disturbing factors between the FPGA and the measuring points 
are responsible for the results. Such factors include the filtering effect of parasitic 
circuit, the compensation effect of regulators, and external noise, and so on. 

For example, there is an on-board regulator between the chip’s power supply pins 
and the power cable. Since regulators are designed to stabilize their output voltage, 
they feature buffering and feedback control in order to suppress voltage fluctuation. 
The results of (ii) indicate that the voltage fluctuation containing information leakage 
was able to overcome the effects of the regulator.  

Measurement (iii) is also affected by such disturbing factors. In the experimental 
setup, the RS232C cable is connected to FPGA1 via an RS232 level converter and 
FPGA2. First, the RS232 level converter has the same effect as the voltage regulator. 
In addition, FPGA1, FPGA2, and the RS232C level converter have their own sepa-
rated ground plane and they are connected via noise filters (inductors). This feature is 
used in SASEBO, in order to allow an experimenter to measure the contribution from 
FPGA1 while avoiding contributions from other elements. The noise filters act as 
low-pass filters for current through them. However, the success of measurement (iii) 
indicates that the voltage fluctuation from FPGA1 can propagate to the other part of 
the board even if such high-frequency current is filtered out. 

From these results, we can conclude that the propagation of the voltage fluctuation 
is rather robust and difficult to suppress.  

4   Advanced Attacks and Countermeasures 

In this section, advanced attacks as well as countermeasures based on noise suppres-
sion are discussed based on the source-path-antenna model [14] from the EMC field.  

The source-path-antenna model describes unintentional radiation using three ab-
stract factors. The source is a differential-mode element released from a chip. Then, 
the differential-mode element is transformed into a common-mode element in the 
path. Finally, the common-mode element drives an antenna, resulting in radiation. 
The strength of the resulting radiation is the product of the contributions of these three 
components. In our experiments, the source is transient current released from FPGA1, 
the path is ground bounce, and the antenna is the attached cables. 
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4.1   Advanced Attacks 

As the model suggests, an attacker can improve the gain of radiation by enhancing 
any of the sources, path, and antenna elements. If we assume an attacker who has 
difficulty gaining close access to a target cryptographic module, it would also be 
difficult to modify source and path elements. On the other hand, it would be relatively 
easy to access and manipulate antenna elements, such as attached cables. 

A simple enhancing technique of the antenna element is to wind a cable into a 
loop. Since a cable with a loop structure composes a loop antenna, the magnetic field 
around the cable is boosted. Improved gain of radiation enables an attack from a more 
distant position.  

A second technique is to tune the antenna element to the frequency band contain-
ing information leakage. When the antenna element is tuned (intentionally or uninten-
tionally) to such a frequency band, the radiation becomes more efficient.  
Consequently, the attacker can conduct attacks from a more remote location [6, 7]. 
Note here that the resonant frequency of the power cable (75 cm) used for the experi-
ments is 400 MHz for a single wavelength, and the frequency band is not used for the 
experiments as it is filtered. 

4.2   Countermeasures 

It is possible to counteract EMA by suppressing each of the source, path, and antenna 
elements. This implies that existing noise reduction techniques for EMC can be used.  

One of the popular noise reduction techniques is the use of bypass capacitors [6]. 
Voltage fluctuation can be suppressed by placing capacitors close to the pins of the 
cryptographic chip. This method is regarded as equivalent to noise reduction in the 
source element. Note here that the board we used for the experiments (SASEBO) does 
not have bypass capacitors.  

A second example is the use of an attached ferrite core on the cables. This method 
is also widely used to suppress radiation from cables and regarded as equivalent to 
noise reduction in the antenna element.  

It is important to emphasize that noise reduction techniques should be applied care-
fully. First, noise propagation is robust as we observed in the experiments in Section 
3. Second, noise reduction should be applied within the security boundary so that 
attackers won’t remove it. Finally, frequency band containing information leakage 
should be investigated because a noise reduction usually suppresses a specific fre-
quency band selectively. 

5   Conclusion 

Leakage mechanism behind Electromagnetic Analysis (EMA) from remote locations 
is presented. The mechanism based on ground bounce, studied in the EMC field, is 
described. Consequence of the proposed mechanism is demonstrated through various 
experiments. In the experiments, measurements are conducted from (i) an attached 
power cable, (ii) an attached communication cable, and (iii) free space around the 
power cable. By using the measured traces, SEMA and DEMA attacks on FPGA 
implementations of RSA and AES successfully revealed secret keys. The results  
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indicate that side-channel information can extend beyond security boundary through 
unprotected peripheral circuits (e.g., attached cables) even if the module was pro-
tected against invasion within the boundary. We conclude that the proposed mecha-
nism can be used to predict circuit components that can cause information leakage. 
Finally, we discussed advanced attacks as well as noise suppression techniques coun-
termeasures against side-channel attacks. 

In this paper, we studied side-channel attacks from the viewpoint of EMC, focus-
ing on the propagation of information leakage. In addition, the malfunction (fault) 
mechanism due to noise interference is also an important research topic in the field of 
EMC. We plan to apply these research results to fault injection attacks in order to 
develop new aspects of physical security for cryptographic modules.  
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Abstract. We introduce low-cost hardware for performing non-invasive
side-channel attacks on Radio Frequency Identification Devices (RFID)
and develop techniques for facilitating a correlation power analysis (CPA)
in the presence of the field of an RFID reader. We practically verify
the effectiveness of the developed methods by analysing the security of
commercial contactless smartcards employing strong cryptography, pin-
pointing weaknesses in the protocol and revealing a vulnerability towards
side-channel attacks. Employing the developed hardware, we present the
first successful key-recovery attack on commercially available contactless
smartcards based on the Data Encryption Standard (DES) or Triple-
DES (3DES) cipher that are widely used for security-sensitive applica-
tions, e.g., payment purposes.

1 Introduction

In the past few years, RFID technologies rapidly evolved and are nowadays
on the way to become omnipresent. Along with this trend grows the necessity
for secure communication and authentification. RFID-based applications such as
electronic passport, payment systems, car immobilisers or access control systems
require strong cryptographic algorithms and protocols, as privacy and authen-
ticity of the transmitted data are crucial for the system as a whole. Since severe
weaknesses have been discovered in the “first generation” of RFIDs that rely on
proprietary ciphers [25,8,7,10], such as Mifare Classic contactless smartcards [21]
or KeeLoq RFID transponders [20], future systems will tend to employ stronger
cryptographic primitives. This trend can already be observed, as several products
exist that provide a (3)DES encryption.

The aim of this paper is to practically evaluate the security of these believed
(and advertised) to be highly secure contactless smartcard solutions. Since en-
cryption is performed using well-known and carefully reviewed algorithms, crypt-
analytical attacks on the algorithmic level are very unlikely to be found. Thus,
we aim at performing a Side-Channel Analysis which exploits the physical char-
acteristics of the actual hard- or software implementation of the cipher.
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1.1 RFID and Contactless Smartcards

The huge variety of applications for RFID implies that products come in a
lot of distinct flavors, differing amongst others in the operating frequency, the
maximum achievable range for a query, and their computational power [9].

Passive RFIDs draw all energy required for their operation from the field of a
reader and are hence severely limited with respect to their maximum power con-
sumption, i.e., the amount of switching transistors during their operation, which
has a direct impact on their cryptographic capabilities. For highly demanding
applications, the ISO/IEC 14443 standard for contactless smartcards [13,14] has
proven to be suitable. A strong electromagnetic field combined with a specified
reading distance of only approx. 10 cm provides - contrary to most other RFID
schemes - a sufficient amount of energy even for public key cryptography, as
realised in the electronic passport [1]. In the standard, a contactless smartcard
is also referred to as Proximity Integrated Circuit Card (PICC), while the reader
is called Proximity Coupling Device (PCD). The PCD generates an electromag-
netic field with a carrier frequency of 13.56 MHz, that supplies the PICC with
energy and at the same time serves as a medium for the wireless communica-
tion. All communication is initiated by the PCD, while the PICC answers by
load-modulating the field of the PCD [13].

Challenge-Response Authentication Protocol. According to its data
sheet, the analysed contactless smartcard uses a challenge-response authenti-
cation protocol which relies on a symmetric block cipher, involving a 112 bit
key kC that is shared between PCD and PICC. For the cipher, a 3DES us-
ing the two 56 bit halves of kC = k1||k2 in EDE mode according to [2] is im-
plemented. After a successful authentication, the subsequent communication is
encrypted with a session key. We implemented the whole protocol, but how-
ever, focus on the step relevant for our analyses as depicted in Fig. 1, where
3DESkC (·) = DESk1

(
DES−1

k2
(DESk1 (·))

)
denotes a 3DES encryption involving

the key kC = k1||k2. The values B1 and B2 have a length of 64 bit and are
encrypted by the PICC during the mutual authentication. B2 originates from
a random number previously generated by the PICC and is always encrypted
by the PICC in order to check the authenticity of the PCD1. B1, a random
value chosen by the PCD that serves for authenticating the PICC to the PCD,
is mentioned here for completeness only and is not required in the context of our
analyses.

1.2 Related Work

Oren and Shamir [22] presented a successful side-channel attack against so-called
Class 1 EPC tags operating in the UHF frequency range which can be disabled
remotely by sending a secret “kill password”. Small fluctuations in the reader

1 The protocol will abort after the encryption of B2, in case its verification is not
successful.
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PCD PICC

Choose B1, B2 −
B1, B2−−−−−−−−−−−−→ 3DESkC (B2)

Fig. 1. Exerpt of the authentication protocol relevant for an attack

field during the communication with the tag allow to predict the password bits.
However, the very limited type of RFID tag does not offer any cryptography.

At CHES 2007, Hutter et al. [12] performed an EM attack on their own AES
implementations on a standard 8-Bit microcontroller and an AES co-processor
in an RFID-like setting, i.e., the self-made devices are powered passively and
brought into the field of a reader. On their prototype devices the antenna and
analogue frontend are separated from the digital circuitry, while on a real RFID
tag, these components are intrinsically tied together. An artificially generated
trigger signal before the attacked S-Box operation ensures perfect time align-
ment. Moreover, the clock signal for the digital circuitry is generated indepen-
dently from the field of the reader using an external oscillator, hence the carrier is
uncorrelated with the power consumption of the AES and can be easily removed.

In contrast, we now face the real-world situation, i.e., have no knowledge on
the internal implementation details of the unmodified contactless smartcard to
be attacked, cannot rely on artificial help like precise triggering for alignment,
and analyse a black box with all RFID and cryptographic circuitry closely packed
on one silicon die. In the following, after a brief introduction to power analysis
in the context of RFID in Sect. 2.1, we will describe all relevant steps to analyse
an unknown RFID device in practise, starting from our special low-cost mea-
surement setup in Sect. 2.3 and including the extensive profiling that is required
to gain insight into the operation of the smartcard in Sect. 3, before the results
of the actual side-channel attack are presented in Sect. 3.2.

2 Power Analysis of RFIDs

Differential Power Analyis (DPA) was originally proposed in [17] and has be-
come one of the most powerful techniques to recover secret information from
even small fluctuations in the power leakage of the physical implementation of
a cryptographic algorithm. In this paper, we address the popular Correlation
Power Analysis (CPA), as introduced in [4].

2.1 Traditional vs. RFID Measurement Setup

For a typical power analysis attack [8] the side-channel leakage in terms of the
electrical current consumption of the device, while executing a cryptographic
operation, is measured via a resistor inserted into the ground path of the target
IC. Since the targeted RFID smartcard circuitry including the anntenna is em-
bedded in a plastic case, lacking any electrical contacts, it is difficult to perform
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a direct on-chip measurement of the power consumption. Invasive attacks, i.e.,
dissolving the chip from its plastic package and separating it from the antenna,
were not successful [6], maybe due to the strong carrier of the reader that is re-
quired for the operation. Anyway, even a successful invasive attack is costly and
can be easily detected, hence a non-invasive approach becomes very attractive
in the context of RFIDs.

Non-Invasive Analysis with DEMA. A possible source of side-channel leak-
age that can be exploited in a non-invasive attack scenario is the information
gathered from fluctuations of the EM field emanated by a device whilst perform-
ing a cryptographic operation. The corresponding side-channel information for
this so-called Differential Electro-Magnetic Analysis (DEMA) [3] is acquired by
means of near-field probes that are positioned close to the chip, and typically re-
quire no physical contact to the device, i.e., leave no traces. The analogue signal,
i.e., the EM leakage in case of a DEMA, is digitised and recorded as a discrete
and quantised timeseries called a trace. In practice, several traces for varying
input data are collected. In the following, let tl be the lth trace of one attack
attempt, where 0 ≤ l < L, with L denoting the number of traces. Likewise, xl

denotes the associated input challenge for the lth measurement. For simplicity,
we consider that all traces have the same length N .

2.2 Correlation DPA

For the actual attack, each key candidate Ks, 0 ≤ s < S, where the number
of candidates S should be small2, is input to a prediction function d (Ks, xl),
establishing a link between given input data xl and the expected current con-
sumption for each key candidate Ks. Often, d predicts the power consumption of
the output of an S-Box after the key addition, modelled either based on the Ham-
ming weight, i.e., the number of ones in a data word, or based on the Hamming
distance, i.e., the amount of toggling bits in a data word.

A CPA essentially relies on calculating the Normalised Correlation Coefficient
between the predicted and recorded values for one point in time n and a fixed
key Ks:

Δ (Ks, n) =
∑L−1

l=0

(
tl (n) − mt(n)

) (
d (Ks, xl) − md(Ks)

)√
σ2

t(n)σ
2
d(Ks)

with mt(n), md(Ks) denoting the means of the samples, and σ2
t(n), σ2

d(Ks) the
sample variances of the respective timeseries. Plotting Δ for all n yields a curve
indicating the correlation over time that features significant peaks, if Ks is the
correct key guess, and has a random distribution otherwise. Thus, by iterating
over all Ks and analysing the resulting Δ (Ks, 0) . . . Δ (Ks, N − 1), the crypto-
graphic secret can be revealed, given that enough traces have been acquired and
that there exists a link between the side-channel leakage and the processed data
input.
2 This is always the case when attacking single S-Boxes with few in- and outputs.
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Efficiently Implementing a CPA. Straightforward implementations of a
CPA read all L traces, each with a length of N samples, into memory before
calculating the correlation coefficient Δ (Ks, n) (see Sect. 2.2).

This may become problematic for long traces and/or a large amount of mea-
surements, e.g., L = 10 k traces with N = 350 k data points (stored as 4 byte
single precision values) consume ≈ 13 GByte of memory. Therefore, a recursive
computation of Δ (Ks, n) becomes attractive. Instead of first reading and then
processing all data, existing values of the correlation coefficient can be updated
with every new trace. This approach makes use of an algorithm given in [16],
originally proposed by Welford. The update equations are

mi+1 = mi +
ti+1 − mi

i + 1
, M2i+1 = M2i + (ti+1 − mi) (ti+1 − mi+1) .

where the initial values are m0 = 0, M20 = 0, ti denotes the data points, mi

is the mean and σ2
i = M2i

i−1 the variance after i samples. Applying this idea
for computing the correlation coefficient of a key candidate, it suffices to keep
track of N trace means mt(n) and M2t(n). Analogously, md(Ks) and M2d(Ks) are
updated, however, these are independent of n and thus need to be stored only
once.

Besides, for evaluating Eq. 2.2, c (Ks, n) =
∑L−1

l=0 tl(n)d(Ks, xl)

L−1 is stored for N

points in time and updated3 according to

ci+1 = ci +
ti+1 · d (xi+1) − ci

i

with initial values c0 = t0 · d (x0) , c1 = t0 · d (x0) + t1·. Δ (Ks, n) after L
traces is

Δ (Ks, n) =
(L − 1) · cL (Ks, n) − L · mt(n) · md(Ks)√

M2t(n)M2d(Ks)

The application of the recursive approach requires the storage of O (N) values
for each key candidate Ks. In contrast, the traditional two-pass method (read all,
then process) needs O (L · N) memory. Thus, for large L, the memory footprint
of the above described computations remains constant, while a straightforward
algorithm becomes infeasible.

Modelling the Power Consumption of RFID Devices. For a simple model
of the frequencies where we would expect the EM leakage to occur, consider a
band-limited power consumption p (t) that directly affects the amplitude of the
ω0 = 2π ·13.56 MHz carrier, i.e., the amplitude of the field will be slightly smaller
in an instant when the chip requires more energy than in an instant when no
energy is consumed. This results in possibly detectable frequency components

3 Note that n and Ks have been omitted for readability.
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Fig. 2. Frequency spectrum of the carrier signal ω0 and the assumed information leak-
age for remote power analysis

in the side bands of the carrier, as depicted in Fig. 2. Equation 1 describes this
model more precisely, where ◦−• denotes the Fourier transform4.

p (t) cos (ω0t) ◦−• X (jω) =
1
2

(P (jω − jω0) + P (jω + jω0)) (1)

We refer to this approach as Remote Power Analysis, as the fluctuations in the
power consumption of the device are modulated onto the strong carrier signal of
the PCD and may thus be visible even in the far-field5.

2.3 Measurement Setup

The core of our proposed DEMA measurement equipment for RFIDs, illustrated
in Fig. 3, is a standard PC that controls an oscilloscope and a self-built, freely
programmable reader for contactless smartcards. These components, a specially
developed circuit for analogue preprocessing of the signal and the utilised near-
field EM probes are covered in this section.

Fig. 3. Measurement setup

4 The Fourier transform is commonly used to transform signals from the time domain
into the frequency domain.

5 For a frequency of 13.56 MHz the far-field begins at approx. 22m [15].
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RFID Reader. The RFID-interface is a custom embedded system both ca-
pable of acting as a reader and a transponder [15], whereas in the context of
DEMA only the reader functionality is used. The device is controlled by a freely
programmable Atmel ATMega32 microcontroller and provides an ISO 14443-
compliant analogue front-end at a cost of less than 40 e. Contrary to commercial
RFID readers, our self-built device allows for sending chosen challenges during
the authentication.

Scope. The Picoscope 5204 is a dual-channel storage USB-oscilloscope [23], fea-
turing a maximum sample-rate of 1 GHz, an 8 bit analogue-to-digital converter
(ADC), a huge 128 MSamples waveform memory and an external trigger input.
These conditions are extremely good for side-channel analysis6, alone the mini-
mum input range of ± 100 mV might pose a problem in the context of DEMA
attacks, where small voltage changes need to be detected with a high accuracy.

Probes. For measurements of the EM-field emanated by the contactless smart-
card, a RF-U 5-2 probe [18] is suitable, because it captures the near H-field
that is proportional to the flow of the electric current in the horizontal plane.
Note that, if no commercial EM probes are at hand, a self-wound coil can be a
suitable replacement [5]. The small signal amplitudes (max. 10 mV) delivered by
the probe are preamplified with the PA-303 amplifier [18] by 30 dB over a wide
frequency range of 3 GHz.

Analogue Signal Processing. Although to our knowledge there exist no re-
liable estimations about the exact amplitude of the EM emanations caused by
digital circuitry — especially when attacking an unknown implementation —
the unintented emanations of the chip are clearly orders of magnitude smaller
than the strong field generated by the reader to ensure the energy supply of
a PICC. The quantisation error induced by the ADC of the oscilloscope con-
stitutes a minimum boundary for the achievable Signal-to-Noise Ratio (SNR),
depending on the number of bits used for digitising an analogue value. Following
[11], each bit improves the SNR by about 6 dB. Thus, for the best SNR the full
input scale should be utilised for the signal of interest, implying that a maximum
suppression of the carrier frequency and a subsequent amplification of the small
side-channel information must already take place in the analogue domain, before
the digitising step.

For minimising the disturbing influence of the carrier frequency on the mea-
surements, we have built and tested several types of active and passive analogue
filters. We here present our most straightforward and most unexpensive idea
which in fact turned out to be the most effective approach in order to bypass the
influence of the field of the reader. A part of the analogue front-end of the reader
is a crystal-oscillator generating an almost pure sine wave with a frequency of
13.56 MHz that serves as the source for the field transmitted to the contactless
6 In fact, for a typical side-channel attack such a large memory will never be fully

used.
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Fig. 4. Block diagram for removing the unwanted carrier frequency of the reader

smartcard. The straightforward principle introduced in the following is to tap
the oscillator of the reader and subtract its signal from the output of the EM
probe. The sine signal has a constant amplitude and a constant shift in time,
compared to the field acquired with the EM probes. Hence, as shown in Fig. 4,
the developed analogue circuitry is capable of delaying and scaling the sine wave
of the crystal, in order to match its amplitude and phase to that of the EM mea-
surements, before substracting the pure sine from the EM measurements. This
approach, based on low-cost circuits employing operational amplifiers, allows to
suppress the unwanted signal component while keeping all possibly interesting
variations. The analoque preprocessing unit can also be used for other types of
RFIDs, such as 125 kHz transponders in car immobilisers.

3 A Real-World EM Attack on Contactless Smartcards

By performing a full authentication and reproducing the responses7 of the cryp-
tographically enabled contactless smartcard under attack on the PC, we verify
that a standard (3)DES [2] is used for the encryption of the challenge according
to Fig. 1. We further observe that the card unconditionally encrypts any value
B2 (cf. Sect. 1.1 sent to it, hence we can freely choose the plaintext. For the CPA
described in the following, we will send random, uniformly distributed plaintexts
for B2 and attack the first DES round.

3.1 Trace Preprocessing

The raw traces recorded between the last bit of the command sent by the reader
and the first bit of the answer of the card do not expose any distinctive pattern,
hence, digital preprocessing is applied in order to identify interesting patterns
useful for a precise alignment of the traces. On the basis of the RFID power
model introduced in Sect. 2.2, we assume that the power consumption of the
smartcard modulates the amplitude of the carrier wave at frequencies much
lower than the 13.56 MHz carrier frequency, which is justified by a preliminary
7 Note that in this context the secret key of the implementation can be changed by

us and is hence known.
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spectral analysis and the well-known fact that the on-chip components (such
as capacitances, resistors, inductances) typically imply a strong low-pass filter
characteristic.

Digital Amplitude Demodulation. In order obtain the relevant side-channel
information, we record raw (undemodulated) traces and perform the demodula-
tion digitally, using a straightforward incoherent demodulation approach (Fig. 5,
following [26]). The raw trace is first rectified, then low-passed filtered using a
Finite Impulse Response (FIR) filter. An additional high-pass Infinite Impulse
Response (IIR) filter removes the constant amplitude offset resulting from the
demodulation principle and low-frequency noise. Good values for the filter cutoff
frequencies flowpass and fhighpass were determined experimentally and are given
in Sect. 3.2.

Fig. 5. Digital amplitude demodulator

Fig. 7 displays a demodulated trace (flowpass = 2 MHz, fhighpass = 50 kHz)
in which distinct patterns are visible, especially two shapes at 240000 ns and
340000 ns preceded and followed by a number of equally spaced peaks. For com-
parision, Fig. 6 shows a zoomed part of the same trace without demodulation.
Fig. 8 and Fig. 9 originate from a trace recorded without the analogue prefilter
described in Sect. 2.3 and demonstrate that our filter circuit effectively increases
the amplitude of the signal of interest and reduces the noise level of the demod-
ulated signal.

Trace Alignment For precise alignment during the digital processing, we select
a short reference pattern in a demodulated reference trace. This pattern is then
located in all subsequent traces by finding the shift that minimises the squared
difference between the reference and the trace to align, i.e., we apply a least-
squares approach.

For devices with a synchronous clock, the alignment with respect to one dis-
tinct pattern is usually sufficient to align the whole trace. However, in our mea-
surements we found that the analysed smartcard performs the operations in
an asynchronous manner, i.e., the alignment may be wrong in portions not be-
longing to the reference pattern. The alignment has thus to be performed with
respect to the part of the trace we aim to examine by means of CPA.

3.2 Results of DEMA

The process to perform a DEMA of the 3DES implementation can be split up
into the following steps, of which we will detail the latter two in this section:
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Fig. 6. Demodulated trace (50 kHz -
2 MHz) with analogue filter

Fig. 7. Raw trace with analogue filter
(zoomed)

Fig. 8. Demodulated trace (50 kHz -
2 MHz) without analogue filter

Fig. 9. Raw trace without analogue filter
(zoomed)

1. Find a suitable trigger point.
2. Align the traces.
3. Locate the DES encryption.
4. Perform the EM analysis.

Data Bus Transfer of Plain- and Ciphertext. As the plaintext for the
targeted 3DES operation is known and the ciphertext can be computed in a
known-key scenario, we are able to isolate the location of the 3DES encryption
by correlating on these values. From the profiling phase with a known key it turns
out that the smartcard uses an 8 bit data bus to transfer plain- and ciphertexts.
The corresponding values can be clearly identified from 2000 - 5000 traces using
a Hamming weight model, as depicted in Fig. 10 and 11.

This first result suggests that the smartcard logic is implemented on a mi-
crocontroller which communicates with a separate 3DES hardware engine over

Fig. 10. Correlation coefficients for plain-
text bytes (before targeted 3DES encryp-
tion) after 5000 traces, Hamming Weight

Fig. 11. Correlation coefficients for ci-
phertext bytes (after targeted 3DES en-
cryption) after 2000 traces, Hamming
Weight
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Fig. 12. Overview over operations in amplitude-demodulated trace

a data bus using precharged wires. This assumption is further supported by the
fact that correlation with the plaintext bytes can be observed twice, but with
reversed byte order. The microcontroller probably first receives the plaintext
bytes via the RF module, byte-reverses it and transmits it over the internal bus
to the encryption engine later. The ciphertext is then sent back using the same
byte order as for the second appearance of the plaintext.

From the profiling observations, Fig. 12 was compiled, with the shape of the
3DES operation marked. The first 3DES encryption (3DES 1) results from a
prior protocol step, the correlation with the correct ciphertext appears after the
second 3DES shape only (labeled 3DES 2).

3DES Engine. After having localised the interval of the 3DES operation from
the position of the corresponding plain- and ciphertexts, we now focus on this
part of the trace. Fig. 13 shows a zoomed view of the targeted 3DES operation,
filtered with flowpass = 8 MHz and fhighpass = 50 kHz. The short duration of
the encryption suggests that the 3DES is implemented in a special, separate
hardware module, hence we assume a Hamming distance model8.

Fig. 13. Part of trace with 3DES encryption, filtered with flowpass = 8 MHz,
fhighpass = 50 kHz

8 We also considered a Hamming weight model, however, did not reach conclusive
results with it.
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Fig. 14. Correlation coefficients for binwise CPA with peak extraction after 150000
traces, flowpass = 8 MHz, fhighpass = 50 kHz

The three marked peaks seemingly appear at the end of one complete Single-
DES and are thus promising candidates as alignment patterns. Consequently,
we conduct a CPA on demodulated traces aligned to each of these peaks, where
we consider the Hamming distance between the DES registers (L0, R0) and
(L1, R1), i.e, the state before and after the first round of the first Single-DES. It
turns out that for the second peak, results are generally most conclusive. When
performing a standard CPA with L = 150000 traces, correlation peaks with
maximum amplitude for the correct key candidate for S-Box 1 and 3 occur at a
position which we consider as the start point of the first DES.

As the attack works for a subset of S-Boxes, we conclude that no masking
scheme ([19]) is used to protect the hardware engine. Rather than, we conjecture
that hiding in time dimension is used, i.e., dummy cycles with no computation
taking place or similar measures might be inserted to prevent correct alignment
of the traces. This assumption is strengthened by the fact that even when re-
peatedly sending the same plaintext B2 to the smartcard, the shape of the DES
operation and the position of the peaks depicted in Fig. 13 vary9.

In order to improve the alignment, we extract local maxima and minima from
the trace part belonging to the first DES operation. The resulting data points
(composed of time position and amplitude) are then grouped on the basis of
their time coordinate by dividing the time axis into equal intervals or bins. Thus,
extrema which occur at slightly different points in different traces are assigned

9 This misalignment also hinders improving the SNR by means of averaging.
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to the same bin, correcting for timing jitter up to a certain extent. The CPA is
performed binwise, i.e., the correlation coefficient for each bin is computed from
all extrema lying within the corresponding time interval.

The correlation coefficients for this experiment are given in Fig. 14, where the
y-axis has been normalised to the theoretical noise level 4√

L
(cf. [19]), accounting

for the different number of data points per bin. It can be seen that using this
method, the correct subkey can be identified for S-Box 1, 3, 4 and 8.

4 Future Work

To further improve the attack and to both reduce the number of traces and
increase the correlation, we investigate suitable methods for precise alignment
within the DES operation and for the detection of dummy operations. For this
purpose we are currently evaluating two approaches. On the one hand, we plan
to apply CPA in the (short-time) frequency domain ([27], [24]), on the other
hand, we optimise our measurement environment to gain more information on
the details of the internal operation of the RFID smartcard.

The maximum amplitude of the measurements for our DEMA in the oscillo-
scope has been approx. 40 mV, while the 8 Bit ADC in the oscilloscope quantises
a full scale of 100 mV. Hence, only approx. 100 out of 256 values are currently
used for digitising the analogue signal. Accordingly, we expect to carry out an
EM analysis with 2.5 times less measurements than before when exploiting the
full scale. Besides, the amplitude demodulation that has already has proven its
effectiveness when implemented digitally can also be performed in the analogue
domain, allowing for a significantly better amplification of the side-channel in-
formation contained in the carrier envelope.

It is also promising to further investigate a remote power analysis as described
in Sect. 2.2, i.e., whether an EM attack from a distance of several meters is
conductable. Since the side-channel signal is contained in the envelope of the
carrier wave, it can be expected to be receivable from distant locations in the
far field using analogue receiver equipment and suitable antennae.

5 Conclusion

As the main result attained in this paper, we give practical contributions for
analysing the security of RFIDs via non-invasive side-channel attacks. We pre-
sented a new approach for performing effective EM analyses, realised a corre-
sponding analogue hardware and describe our resulting low-cost measurement
environment. We detail on the relevant steps of performing practical real-world
EM attacks on commercial contactless smartcards in a black-box scenario and
thereby demonstrated the potency of our findings.

This paper pinpoints several weaknesses in the protocol and the actual im-
plementation of widespread cryptographic contactless smartcards, including a
vulnerability to DEMA. We investigated the leakage model applicable for the
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data bus and described a CPA on the 3DES hardware implementation running
on the targeted commercial smartcard. We demonstrated the effectiveness of
our developed methods, that are generally applicable for analysing all kinds of
RFID devices and contactless smartcards, by detailing and performing a full
key-recovery attack, leaving no traces, on a black box device.
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Abstract. The notion of identity-based cryptography was put forward by Shamir
in 1984. This setting has also been considered in identification schemes. Since
then, many identity-based identification schemes have been proposed. Nonethe-
less, most of them only resist against concurrent attacks. In this paper, we con-
sider the most stringent attack in identification schemes, namely the reset attacks.
The aim of this paper is to present the first identity-based identification scheme
that is provably secure against concurrent-reset attacks (CR1) based on the 2-
SDH assumption. We shall elaborate the 2-SDH assumption, which is weaker
than the well known q-SDH assumption.

Keywords: Identification scheme, Identity-based, Reset Attack, Concurrent At-
tack, Bilinear Pairings.

1 Introduction

An identification scheme enables one party (verifier) to gain assurance that the identity
of another (prover) is as declared, thereby preventing impersonation [7]. Identification
schemes have been considered in a variety of settings. In this paper, we are interested in
an asymmetric setting, whereby the prover holds the secret key and the verifier holds the
corresponding public key. Traditionally, the prover’s public key is generated after the
associated secret key is chosen, and therefore it appears to be a random bit string. When
we move to a setting where the public key is chosen such that it reflects the identity of
the prover, then we achieve an identity-based identification scheme.

One of the primary purposes of identity-based identification is to use only the user’s
identity to determine whether the prover’s access to a resource is granted or denied.
Furthermore, the “Internet” model [3] is considered to be an essential resource. In this
model, it is essential to consider the security of identity-based identification schemes
against active and concurrent attacks. Nevertheless, Bellare, Fischlin, Goldwasser and
Micali [1] emphasized that the power of reset attacks, where the adversary can reset
the prover to the initial state and learn the associated secret key before attempting to
impersonate, is over the power of concurrent-active attack. Furthermore, we note that
in the “Internet” model based identity-based identification the device used for executing
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the interactive protocol is practically a resetable device. More precisely, the computer
can be reset into any state other than the initial state. It was noted in [1] that a smart
card is vulnerable to the reset attack where an adversary can simply disconnect and
reconnect its power source to reset its state to the initial state and uses that state for a
number of times to gain the private information or some useful information. This case
has been discussed independently by Canetti, Goldwasser, Goldreich and Micali in [5]
and Bellare, Fischlin, Goldwasser and Micali in [1]. Based on the suggestion in [5]
and the example in [1] about the reset attack on identification protocol based on zero-
knowledge proof system, it is concluded that none of the identification protocol based
on zero-knowledge proof system is secure under the reset attack since the knowledge
can be extracted by resetting the random tape of the identification protocol for a polyno-
mial number of times. Therefore, the search for a secure identification scheme against
reset attack remains an interesting research problem.

In 1984, Shamir introduced the idea of identity-based cryptosystem [16]. In 1986, the
first identification scheme was introduced by Fiat, and Shamir [7]. Then, in 1988, the
first identity-based identification scheme was introduced by Feige, Fiat, and Shamir [6].
Since then, many standard and identity-based identification schemes have been con-
structed [9, 13, 14, 11, 10, 12, 15, 17, 8]. Unfortunately, none of these work is secure
against reset attacks. Most of them are provable secure against concurrent attacks and
the only best known identity-based identification schemes secure under the passive and
concurrent-active attacks are Kurosawa and Heng’s scheme [11]. In 2004, Bellare, Nam-
prempre and Neven proposed a proof of security for identity-based identification and
signature scheme [2] which summarized the security proof of identification and sig-
nature schemes. They also formalized the definition of attacks, standard identification
schemes, identity-based identification schemes and security properties of those schemes.
The first identification protocol secure under the reset attacks was proposed by Canetti,
Goldwasser, Goldreich and Micali [5]. However, their scheme in the public key model
is inefficient in practice. Bellare, Fischlin, Goldwasser and Micali later gave the other
definition for the reset attacks in 2001 [1] and they provided four paradigms for stan-
dard identification protocols secure under the reset attacks. The first three paradigms
are based on cryptographic primitives, which are stateless signature schemes, encryp-
tion schemes and a combination of trapdoor commitment schemes and standard iden-
tification protocols secured against non-resetting attacks. The last one is based on the
resetable zero knowledge proof of membership which was introduced in [5].

Concurrent-Reset Attacks
In [1], the adversary is given a power to reset the initial state of the honest prover in
the concurrent setting. This is known as the strongest adversarial model that is consid-
ered for identification protocols. Two types of the reset attacks have been defined [1],
namely the concurrent-reset-1 (CR1) attack and the concurrent-reset-2 (CR2) attack.
In the CR1 setting, the adversary A can execute many identification protocols concur-
rently with the prover B. During the executions A also can reset B to the initial state.
Simultaneously, A hopes to gain enough information before attempting to impersonate
B in a future time. Finally, A will try to impersonate B to convince a verifier that A is
indeed a valid prover. In the CR2 setting, the setting is defined similarly to CR1, with
the addition that during the impersonation stage, A still can execute many identification
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protocols concurrently with the honest prover B. A also can reset B to the initial state
while interleaving the executions. Therefore, the CR1 attack can view as the special
case of the CR2 attack. An identification protocol that is secure under the CR2 attack
implies that it is also secure under the CR1 attack.

Our Contributions
The contribution of this paper is twofold. Firstly, we improve a definition of CR1, which
we call CR1+. Our definition captures a more general case compared to CR1, since we
allow the adversary to reset the state of the prover (or its clones) into any state that he
chooses. In contrast to CR1+, the CR1 attacks only permit the adversary to reset the
state of the prover (or its clones) into its initial state. Therefore, we can see that CR1
is a special case of CR1+, where a CR1+attacker’s execution time is less than a CR1
attacker’s execution time. Secondly, we present the first identity-based identification
scheme that is provably secure against impersonation attack under the concurrent-reset
attacks, as defined in CR1. Additionally, we also provide an identity-based identifi-
cation scheme that is secure against impersonation under the passive attack, which is
more efficient, in terms of computational ability, than the state-of-the-art scheme due to
Kurosawa and Heng [11]. Our scheme secure under CR1+attack is based on a variant
of q-Strong Diffie-Hellman (SDH) assumption, that we call 2-Strong Diffie-Hellman
assumption, which is weaker than the well known SDH assumption [4, 11].

Paper Organization
The rest of the paper is organized as follows. In Section 2, we review some cryptographic
tools and complexity assumptions used throughout this paper. In Section 3, we define the
the identity-based identification scheme model, types of attack, the security of identity-
based identification scheme under the passive and the concurrent-reset attack settings.
A secure identity-based identification scheme under the passive attacks and its security
proof is presented in Section 4. In section 5, an identity-based identification scheme secure
against impersonation under the concurrent-reset attacks with its proof of security and its
experiment is presented. Finally, we present the comparison of our presented schemes
with the state-of-the-art of identity-based identification schemes in the literature.

2 Preliminaries

2.1 Bilinear Pairings

Let G1, G2 be cyclic groups of prime order p, generated by g1, g2, respectively. Let GT

be a cyclic multiplicative group with the same order p. Let ê : G1 × G2 → GT be a
bilinear mapping with the following properties:

1. Bilinearity: ê(ga
1 , gb

2) = ê(g1, g2)ab for all g1 ∈ G1 and g2 ∈ G2, a, b ∈ Z.
2. Non-degeneracy: There exist g1 ∈ G1 and g2 ∈ G2 such that ê(g1, g2) �= 1.
3. Computability: There exists an efficient algorithm to compute ê(g1, g2) for all g1 ∈

G2 and g2 ∈ G1.

A bilinear pairing instance generator is defined as a probabilistic polynomial time algo-
rithm IG that takes a security parameter 1k as input and returns an uniformly random
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tuple param = (p, G1, G2, ê, g1, g2) of bilinear parameters, including a prime number
p of size 1k, cyclic groups G1 and G2 of order p, a multiplicative group GT of order p,
a bilinear map ê : G1 × G2 → GT and a generator g1 ∈ G1 and a generator g2 ∈ G2.
For simplicity, hereafter, we set G1 = G2 and g1 = g2 = g. We note that our scheme
can be easily modified for a general case, when G1 �= G2. This setting can be viewed as
a generic pairing setting which can be changed to other type of pairings (caution needs
to be exercised for the the size of G1 and G2).

2.2 Complexity Assumptions

Definition 1 ( q-Strong Diffie-Hellman (q-SDH) Problem). Given a (q + 1)-tuple
(g, gx, gx2

, ..., gxq

) as input, output a pair (c, g
1

x+c ) where c ∈ Z∗
p. An algorithm A has

advantage ε in solving q-SDH if Pr
[
A(g, gx, gx2

, ..., gxq

) = (c, g
1

x+c )
]
≥ ε, where the

probability is over the random choice of x ∈ Z∗
q and the random bits consumed by A.

Assumption 1 ((q, t, ε)-Strong Diffie-Hellman Assumption [4]). We say that the
(q, t, ε)-SDH assumption holds if no probability polynomial algorithm with time com-
plexity t(.) has advantage at least ε in solving the q-SDH problem.

Definition 2 ( 2-Strong Diffie-Hellman (2-SDH) Problem). Given a 3-tuple (g, gx,

gx2
) as input, output a pair (c, g

1
x+c ) where c ∈ Z∗

p. An algorithm A has advantage ε

in solving 2-SDH if Pr
[
A(g, gx, gx2

) = (c, g
1

x+c )
]
≥ ε, where the probability is over

the random choice of x ∈ Z∗
q and the random bits consumed by A.

Assumption 2 ((2, t, ε)-Strong Diffie-Hellman Assumption). We say that the
(2, t, ε)-SDH assumption holds if no probability polynomial algorithm with time com-
plexity t(.) has advantage at least ε in solving the 2-SDH problem.

Theorem 1. q-SDH problem is reducable to 2-SDH problem, and therefore, 2-SDH
assumption is a weaker assumption.

Proof. The proof is trivial, hence, we omitted it.

3 Identity-Based Identification Scheme

In an identity-based identification scheme (IBI-scheme), the algorithms can be classi-
fied into two PPT algorithms and one interactive protocol as follows.

1. Setup: It takes a security parameter 1k as input and generates a pair of public in-
stance PI and a master private instance SI . That is, (PI , SI) ← Setup(1k).

2. Extract: Given an Identity of a prover ID and the master private instance SI ,
Extract takes ID and SI as inputs and computes a witness instance WI and gives
it to the prover. That is, WI ← Extract(ID, SI).

3. Identification protocol: A canonical protocol of an identification scheme can be
denoted by CID = (Commit, Challenge, Response, Check), where Commit,
Challenge, Response and Check are PPT algorithms used in the following pro-
tocol where P is the prover and V is the verifier.
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– Step 1. P chooses r at random from a certain domain and computes x =
Commit(r). P then sends x to V .

– Step 2. V chooses a challenge c at random from a certain set and sends
Challenge = c to P .

– Step 3. P computes a response y = Response(WI , r, c) and sends y to V .
– Step 4. V checks if x = Check(PI , ID, c, y). V accepts P if only the prior

equation holds.

The above protocol (P, V ) in both standard and identity-based identification schemes
is often called a canonical protocol. We say that (x, c, y) is a valid transcript for PI if it
satisfies the equation (4) as specified above. Observe that most of identification schemes
are transformable from or to digital signature schemes [10, 11]. This is a fast track to
construct an identification scheme, but nonetheless these schemes are insecure against
concurrent-active or reset attacks.

3.1 Types of Attacks

Passive Attack (PA)
The weakest form of attacks in identification schemes is a passive attack which adver-
sary acts as an eavesdropper attempting to impersonate the prover using only the knowl-
edge of the prover’s public key. Furthermore, the adversary is not allowed to interact
with the system at all prior to the impersonation stage. Other attacks of an intermedi-
ate level such as the honest-verifier attack is considered to be equivalent to the passive
attack.

Concurrent Attack (CA) and Concurrent Reset Attack (CR)
The stronger form of passive attacks is the concurrent-active attack. In this scenario, the
adversary is allowed to interact with the honest prover several times prior to imperson-
ation, acting as a cheating verifier. Furthermore, he could interact with many different
provers (clones) concurrently. All clones have the same secret key. However, they main-
tain their own independent states. Security against impersonation under the concurrent
attack implies security against impersonation under the active attack [2]. As mentioned
earlier, in [1], Bellare et al. provided a formal definition of the concurrent reset attack
and further divided into two different classes, namely CR1 and CR2, depending on the
case whether the adversary is still allowed to execute identification protocols with the
honest prover during the impersonation stage or not. CR1 can be viewed as a special
case of CR2.

CR1+ Attack
We define a stronger type of concurrent reset attack that we call CR1+. This attack
is stronger than CR1 in the sense that the adversary is allowed to reset the prover (or
clones) to any state, instead of just the initial state as defined in CR1. That means, the
adversary can still play the role as a cheating verifier prior to impersonation as in the
concurrent attack, CR1. However, these states of the prover (clones) can be reset to the
initial state or to any other state. Security against impersonation under the CR1+ then
implies security against impersonation under the active and concurrent attack, and the
CR1 attack.
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3.2 Security of Identity-Based Identification Scheme against Impersonation
under the Passive Attack

An imp-pa adversary A = (Û , P̂ ) is a pair of randomized polynomial-time algorithms
that consists of the cheating identity-based user and cheating prover, respectively. We
consider the following game that comprises of three phases.
Phase 1: KGC runs on input k to produce the master public key and secret key (pk, sk),
a random tape is chosen for Û and it is given an input pk. Then, it interacts with KGC
initialized with pk, sk. We can precisely define that Extract is a function of KGC
that takes an incoming user’s identity ID, pk, sk, and the current state and it returns an
user secret key σ associated with pk and identity of user ID. Therefore, the cheating
identity-based user Û can issue a request of the form (IDi, i) where i is an index of each
request form. As a result, the operation (σi) ← Extract(IDi, i, pk, sk) is executed,
σi is returned to Û as the secret key associated with user’s identity IDi. These requests
of Û can be arbitrarily interleaved and the next chosen user’s identity IDi+1 may be
relevant with KGC public key and/or the previous user’s identities (ID1, ..., IDi) and
the user secret keys (σ1, ...σi).

Eventually, Û outputs user’s identity ID∗, whom A decides to impersonate. This
ends the first phase. Note that it is not critical whether A can output σ∗ or not. The
most important thing is A can impersonate the user’s identity ID∗ so that the game can
continue to next phase.
Phase 2: A makes a request of conversation transcripts between the honest prover (the
user’s identity ID∗) and the honest verifier. A fresh random tape R is chosen for the
honest verifier and the prover ID∗. Let Sti = (pk, σ∗, R, i) be the state of information
of each request and each transcript is contain {Commiti, Chi, Responsei, Checki}
where Chi is a random challenge number for each request. These requests of A can be
arbitrarily interleaved and eventually, A outputs a set of state information St and stops,
ending the second phase.
Phase 3: A now acts as the cheating prover P̂ , which attempts the impersonation on
ID∗. A is initialized with St, the verifier V is initialized with pk, ID∗ and freshly cho-
sen states (or coins) and P̂ interacts with V . We say that adversary A wins if V accepts
in this interaction. The imp-pa advantage of A, denoted by Advimp−pa

IBI,A (k), is the prob-

ability that A wins, taken over the coins of k, the coins of Û , the coins of the prover
ID∗, and the coins of V . We say that the IBI is secure against impersonation under
the passive-reset attack (IMP -PA secure) if the function Advimp−pa

IBI,A (.) is negligible
for all imp-pa adversaries A of time complexity polynomial in the security parameter
k. Furthermore the time of A is defined as the execution time of the entire three-phase
game, including the time taken by the key generation, extraction, initializations and
computation of the entire queries in each phase.

3.3 Security of Identity-Based Identification Scheme against Impersonation
under the CR1+Attack

An imp-cra adversary A = (Û , V̂ , P̂ ) is a triple of randomized polynomial-time
algorithms, a cheating identity-based user, a cheating verifier and a cheating prover,
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respectively. The first phase is identical to the imp-pa game, and in this section, we
consider the last two phases of the game as follows.
Phase 2: A now plays the role of a cheating verifier V̂ . To initialize the setting for this
phase, a resetable random tape Rs is first provided to the prover ID∗. The cheating
verifier V̂ can then issue either a request of the form (ch, j,0) for the initial state or
the form (ch, j, i) for any other state i, where ch is a chosen challenge number and j
is the index of prover (or clone) that will be reset. For the form (ch, j, 0), the initial
state Stj,0 of clone j is set to (pk, σ∗, Rs), the operation (Commitout, Respout) ←
P (0, Stj,0, ch) is executed, (Commitout, Respout) is returned to V̂ , and remains at the
Stj,0 state. In the other form (ch, j, i), V̂ can issue a request of the form (ch, j, i) where
the selected challenge number ch is sent to the j-th clone with the chosen current state
at i. The j-th clone computes (Commitout, Respout) ← P (i, Stj,i, ch) and returns
(Commitout, Respout) to V̂ and it also remains at the Stj,i state. These requests of V̂

can be arbitrarily interleaved and V̂ eventually may output a set of state information St
and stops, ending the second phase.
Phase 3: A now plays the role as a cheating prover P̂ . P̂ is initialized with St (Note
that it is not compulsory to give P̂ separate coins, or even pk, since these coins can be
obtained from V̂ from the previous phase via St.), the honest verifier V is initialized
with pk, ID∗ and a freshly chosen coin, and P̂ interacts with V . We say that adver-
sary A wins if V accepts in this interaction. The imp-cra advantage of A, denoted
by Advimp-cra

IBI,A (k) is the probability that A wins, taken over the coins of k, the coins

of V̂ , the coins of the prover clones, and the coins of V . It is said that the IBI is se-
cure against impersonation under the CR1+attack (IMP -CRA secure) if the function
Advimp-cra

IBI,A (.) is negligible for all imp-cra adversaries A of time complexity polyno-
mial in the security parameter k. Moreover, the time of A is defined as in the passive
attack model.

4 Identity-Based Identification Scheme against Impersonation
under the Passive Attack (IBI-PA)

In this section, firstly we present our scheme that resists against impersonation under
the passive attacks. Then, in the next section, we modify our scheme to resist against
impersonation under the CR1+attacks. The scheme is as follows.

1. Setup: Let (G1, GT ) be two multiplicative cyclic groups where |G1| = |GT | = p
for some prime p. g is a generator of G1 and ê : G1 × G1 → GT is a bilinear
pairing function. Given a security parameter 1k, which is a positive integer, Setup
works as follows.

– Run the public parameters generator to obtain the system parameters Params
= {G1, GT , ê, p, g}

– Select random numbers α, a, c, τ ∈ Z∗
p and compute PPub = ê(g, g)α, A =

ga, B = gτ , C = gc, D = ga·c, E = gτ ·c.
In this case, a pair of secret and public parameters of KGC is generated where
pk = (G1,GT ,ê,p,g,Ppub, A, B, C, D, E) is the set of public parameters and
sk =(α,a,c, τ) is the KGC’s master secret key.
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2. Extract: Given an identity of a prover (ID ∈ Z∗
p), the public parameters pk and the

master private key sk, Extract takes ID and (α, a, c, τ) as inputs and computes
an user I’s witness instance WI as follows:

– Ui chooses random integers k, n ∈ Z∗
p such that (ID + n · a + τ) mod p �= 0

and k �= a−1 and computes σ1 = g
α

(ID+n·a+τ) , σ2 = gk·a, σ3 = gk, σ4 =
k + ID · c, σ5 = gk·τ .

After this point, the user’s public key ID and the user’s private keys (witness in-
stances) WI = (σ1, σ2, σ3, σ4, σ5, n) are provided to the prover.

3. Identification protocol: A canonical protocol of identity-based Identification
scheme can be denoted by CID = ( Commit, Challenge, Response, Check
), where Commit, Challenge, Response and Check are PPT algorithms used in
the following protocol where P is the prover and V is the verifier.

– Step 1. P chooses a random integer r ∈ Z∗
p and computes Commit(σ2, σ3, σ5,

n, r) = (σ2, σ3, σ5, n, r) and then sends (σ2, σ3, σ5, n, r) to V .
– Step 2. V chooses a random challenge integer ch∈Z∗

p and sends Challenge=
ch to P .

– Step 3. P computes a response Response(σ1, σ4, n, r, ch) = z, which z =

σ
1

r·σ4+ch

1 ∈ G1, and sends z to V .
– Step 4. V checks if Ppub(= ê(g, g)α) ≡ ê(z, σn·r

2 · σID·r
3 · An·ch · Cr·ID2 ·

Dn·r·ID · gID·ch · σr
5 · Er·ID · Bch).

Check(pk, ID, σ2, σ3, σ5, n, r, ch, z) = 1 if the above holds.
– Step 5. V accepts P if only Check holds.

4.1 An Experiment on Identity-Based Identification Scheme against
Impersonation under the Passive Attack

Given a random tape R and let Û denote a cheating user who issues a request form
(IDi, i) to KGC, and KGC returns with a secret key ski associated with a public key
IDi. Let A be an adversary who can break the IBI-PA identity-based identification
scheme with an advantage Advimp−pra and A plays a role in the following game as
Û , eavesdropper and P̂ in the associated phases as defined earlier. Let an adversary’s
algorithm B, attempting to solve q-SDH problem with h, hx, hx2

, ..., hxq

as input and
output (h

1
x+r , r), be the challenger. B runs the experiment as follows.

Experiment: Adversary B(h, hx, hx2
, ..., hxq

)

Since A can make a request of the conversation transcript for at most qIP

queries, where qS < q , we may then assume that A issues exactly q − 1
queries. If the actual number of request is less, we can always virtually reduce
the value of q so that q = qS + 1. However, A is required to reveal a number
of queries up front. B randomly chooses integer l1, ..., lq−1 ∈ Z∗

p

Let f(y) be the polynomial f(y) =
∏q−1

i=1 (y + li). Reform f(y) by expanding
to f(y) =

∑q−1
i=0 βiy

i where β0, ..., βq−1 ∈ Zp are the coefficients of the poly-
nomial f(y). Let K1, ..., Kq denote as hx, hx2

, ..., hxq

. Compute as follows:

g ←
q−1∏
i=0

(Ki)βi = hf(x) ∈ G1 and gx ←
q∏

i=1

(Ki)βi−1 = hxf(x) ∈ G1.
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B randomly chooses an integer a, c, α, τ ∈ Z∗
p. Then, B sets A = ga, B = gτ ,

C = gc, D = ga.c, E = gτ ·c and PPub = ê(g, g)α be public key pk =
(g, A, B, C, D, E, PPub). Initialize with (pk, R) and set i to 0. Let ID-list be
the list of user’s identities that A makes a request for a secret key associated
with public key (pk, ID) and it is initialized with an empty list.
Phase 1: B answers A’s requests as follows: A issues a request of the form
(IDi, i) where IDi is an adaptively chosen integer in Z∗

p by A. Without losing
generality, assume that A will never issue a request for the same user’s identity
again. A then sends a query to B. Then, B computes as follows: set i ← i + 1
and then B randomly selects integers ni, ki ∈ Z∗

p such that (IDi + ni · a +
τ) mod p �= 0 and ki �= a−1 and computes σi,1 = g

α
(IDi+ni·a+τ) , σi,2 =

gki·a, σi,3 =gki , σi,4 =ki + IDi · c, σi,5 = gki·τ and keeps (σi,1, σi,2, σi,3,
σi,4, σi,5, ki, ni, IDi) in ID-list. B then returns (σi,1, σi,2, σi,3,σi,4, σi,5, ni)
as a secret key associated with the public key IDi to A.
Phase 2: Eventually after at most qID < (p − 2) queries, A outputs ID∗ as
the public key which A will attempt to impersonate and then A now acts as an
eavesdropper who can issue a request of the conversation transcript between
the prover ID∗ and the honest verifier.
If ID∗ is in ID-list then B terminates and returns failure. Otherwise, initialize
A with (Upk(= (pk, ID∗)), R); set i to 0; B selects a random integer n ∈ Z∗

p

such that τ + n · a + ID∗ �= 0 and then constructs the partial ID∗’s witness
instance as follows: σ∗,2 = gk·a = ga·x, σ∗,3 = gk = gx, σ∗,5 = gk·τ = gτ ·x.
For the above context, k is x. Let T -list be the list of conversation transcripts
that A requested and it is initialized with an empty list. B then answers A’s
requests as follows: A issues a request of the conversation transcript between
user ID∗ and the honest verifier and then B performs as follows: set i ← i+1
and then B randomly chooses ri ∈ Z∗

p such that ri is not contained in T -list.
If i ≥ q then B terminates and returns failure. B sets (σ∗,2, σ∗,3, σ∗,5, n, ri)
as a commitment. B computes chi = ri(li − c · ID∗) as a challenge number.

B must generate a response with g
1

x+li . To do so, let fi(y) be the polyno-
mial fi(y) = f(y)

(y+li)
=

∏q−1
j=1,j �=i(y + lj). As before, we reform fi(y) into

fi(y) =
∑q−2

j=0 δjy
j . Compute g

1
x+li ←

∏q−2
i=0 Kδi

j = h
f(x)

(x+li) ∈ G1. Let

zi = g
α

ri(τ+n·a+ID∗)·(x+li) be the response. If zi have been in T -list then B
terminates and returns failure. B then keeps (ri, chi, zi) in T -list and returns
(σ∗,2, σ∗,3, σ∗,5, n, ri, chi, zi) as a conversation transcript to V̂ . Until V̂ out-
puts the state information St on at most qIP < q queries and then stops.
Phase 3: Now, A changes the status to P̂ and cannot longer issue a request of
the conversation transcript between user ID∗ and the honest verifier to B.
P̂ starts the impersonation process.

– P̂ first randomly chooses an integer r ∈ Z∗
p and then sends (σ∗,2, σ∗,3,

σ∗,5, n, r) to V .
– B randomly selects an integer ch ∈ Z∗

p such that l∗ = (ch + r · c · ID∗)/r

and l∗ �∈ {l1, ..., lq−1} and sends ch to P̂ .
– P̂ returns z∗.
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Define Check(pk, z∗, ch, σ∗,2, σ∗,3, σ∗,5, n, r, ID∗) as:

Ppub
?= ê(z∗, σn·r

∗,2 ·σID∗·r
∗,3 ·An·ch·Cr·ID2

∗ ·Dn·r·ID∗ ·gID·ch·σr
∗,5·Er·ID∗ ·Bch),

where Ppub = ê(g, g)α. If the equality holds, then the output of Check(pk, z∗,
ch, σ∗,2,σ∗,3,σ∗,5,n,r,ID∗) is 1. Otherwise, it outputs 0. If Check(pk, z∗, ch,
σ∗,2, σ∗,3, σ∗,5,n, r, ID∗) = 1 then B computes the output as follows: Since

l∗= r·ID∗·c+ch
r , Z=z

r(τ+n·a+ID∗)
α∗ = g( α

(τ+n·a+ID∗)(r(x+ID∗·c)+ch) )( r(τ+n·a+ID∗)
α )

= g
1

x+(ID∗·c+ch/r) Hence, Z = g
1

x+l∗ . Since g = hf(x), Z = h
f(x)
x+l∗ . Let us

denote by Z∗ = h
1

x+l∗ . Let f∗(y) be the polynomial f∗(y) = f(y)
(y+li)

such that

there exists some polynomial γ(y) =
∑q−2

i=0 γiy
i and some γ−1 ∈ Z∗

p . Then
we reform f∗(y) into γ(y) as: f(y) = γ(y)(y + l∗) + γ−1. The exponent of

Z , where Z is h
f(x)
x+l∗ , can then be written as f(x)

(x+l∗) = γ−1
x+l∗

+
∑q−2

i=0 γix
i.

Since f(x) =
∏q−1

i=1 (x + li) and l∗ /∈ {l1..., lq−1}, hence, (x + l∗) does not

divide f(x) and γ−1 �= 0. Then B computes Z∗ ←
(
Z.

∏q−1
i=1 K−γi

i

)1/γ−1

=

g
1

(x+l∗) . B wins the game and returns (Z∗, l∗) as the solution of q-SDH. Else,
B returns failure.

4.2 Proof of Security

Theorem 2. Let IBI =(Setup, Extract, P, V ) be the IBI-PA identity-based identi-
fication scheme associated to q-SDH assumption. Let A=(Û , P̂ ) be an imp-pa adver-
sary of time complexity t(.) attacking IBI . Then there exists a q-SDH adversary B of
time complexity t′(.) solving q-SDH problem such that for every security parameter k

Advimp−pa
IBI,A (k) ≥ e2 · Advq−SDH

B (k) or, in a simply term,

ε ≥ e2 · ε′,
where e is the natural logarithm. Moreover, the time complexity t of A is t ≤ t′ −
((6 + 3qID + qIP )CG + 2CP ), where CG be a computation time of group exponential
operation and CP be a computation time of bilinear group pairing operation, and A
can request queries at most qID < p − 1 and at most qIP < q.

Corollary 1. If q-SDH assumption is (q, t′, ε′)-secure then the IBI-PA identity-based
identification scheme associated to q-SDH assumption is (qID, qIP , t, ε)-secure against
impersonation under the passive attack.

Proof. Due to the page limitation, please find the proof for Corollary 1 in the full ver-
sion of this paper [18].

5 Identity-Based Identification Scheme against Impersonation
under the CR1+Attack (IBI-CRA)

In this section, we present our identity-based identification scheme that is secure against
CR1+attack. The Setup phase is the same as the IBI-PA scheme from Section 4, and
therefore it is omitted. We will describe the rest of the scheme as follows.
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1. Extract: Given an identity of the prover (ID ∈ Z∗
p), the public parameters pk and

the master private key sk, Extract takes ID and (α, a, c, τ) as inputs and computes
an user I’s secret key(or an user I’s witness instance) WI as follows.

– Ui chooses random integers v, k, n1, n2 ∈ Z∗
p such that (ID + n1 · a + τ)

mod p �= 0, (ID + n2 · a + τ) mod p �= 0, and k �= a−1 and computes

σ1 = g
α−v

(ID+n1·a+τ) , σ2 = g
v

(ID+n2·a+τ) , σ3 = gk·a, σ4 = gk, σ5 = k +
ID · c, σ6 = gk·τ .

Thereafter, the user’s public key ID and the user’s private keys (witness instances)
WI = (σ1, σ2, σ3, σ4, σ5, σ6, n1, n2) are provided to the prover.

2. Identification protocol: A canonical protocol of identity-based Identification
scheme can be denoted by CID = ( Commit, Challenge, Response, Check
), where Commit, Challenge, Response and Check are PPT algorithms used in
the following protocol where P is the prover and V is the verifier.

– Step 1. P chooses a random integer r ∈ Z∗
p and computes Commit(σ3, σ4, σ6,

n1,n2, r)= (σ3, σ4, σ6, n1, n2, r) and then sends (σ3, σ4, σ6, n1, n2, r) to V .
– Step 2. V chooses random challenge integers ch1, ch2 ∈ Z∗

p and sends
Challenge = (ch1, ch2) to P .

– Step 3. P computes a response Response(σ1, σ2, σ5, n, r, ch1, ch2)=(z1, z2),

which z1 = σ
1

ch1·σ5+r

1 , z2 = σ
1

ch2·σ5+r

2 ∈ G1, and sends (z1, z2) to V .
– Step 4. V checks if Ppub(= ê(g, g)α) ≡ ê(z1, σ

n1·ch1
3 · σID·ch1

4 · An1·r ·
Cch1·ID2 ·Dn1·ch1·ID ·gID·r ·σr

6 ·Er·ID ·Bch1)· ê(z2, σ
n2·ch2
3 ·σID·ch2

4 ·An2·r ·
Cch2·ID2 ·Dn2·ch2·ID ·gID·r ·σr

6 ·Er·ID ·Bch2). Then, Check(pk, ID, σ3, σ4,
σ6, n1, n2, r, ch1, ch2, z1, z2) = 1 if the above equation holds.

– Step 5. V accepts P if only Check is 1.

5.1 An Experiment on Identity-Based Identification Scheme against
Impersonation under the CR1+Attack

Given a random tape R and a resetable random tape Rs and let Û denote a cheating user
who issues a request form (IDi, i) to KGC and KGC returns with a secret key ski

associated with a public key IDi. Let A be an adversary who can break the IBI-CRA
identification scheme with an advantage Advimp-cra and A plays a role in the following
game as Û , V̂ and P̂ , respectively. Let an adversary’s algorithm B , attempting to solve
2-SDH problem with h, hx, hx2

as input and output (h
1

x+r , r), be the challenger. B
executes the experiment as follows.
Experiment: Adversary B(h, hx, hx2

)

B first randomly chooses an integer a, c, α, τ ∈ Z∗
p and sets gx = hx2

, g = hx,

g
1
x = h. Then, B sets A = ga, B = gτ , C = gc, D = ga.c, E = gτ.c

and PPub = ê(g, g)α be public key pk = (g, A, B, C, D, E, PPub). Perform
the initialization with (pk, R) and set i to 0. Let ID-list be the list of user’s
identities that A makes a request for a secret key associated with public key
(pk, ID) and it is initialized with an empty list.
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Phase 1: B answers A’s requests as follows. A issues a request of the form
(IDi, i) where IDi is an adaptively chosen integer in Z∗

p by A. Without losing
generality, assume that A will never issue a request for the same user’s identity
again. Then, A sends a query to B. B responds as follows: Set i ← i + 1 and
then B randomly selects integers ni,1, ni,2, ki, vi ∈ Z∗

p such that (IDi + ni,1 ·
a + τ) mod p �= 0 and (IDi + ni,2 · a + τ) mod p �= 0 and ki �= a−1 and com-

putes σi,1 = g
α−vi

(IDi+ni,1·a+τ) , σi,2 = g
vi

(IDi+ni,2·a+τ) , σi,3 = gki·a, σi,4 =
gki , σi,5 = ki + IDi · c, σi,6 = gki·τ and keeps (σi,1, σi,2, σi,3, σi,4, σi,5,
σi,6, ki, ni,1, ni,2, IDi) in ID-list. B then returns (σi,1, σi,2, σi,3, σi,4, σi,5,
σi,6, ni,1, ni,2) as a secret key associated with the public key IDi to A.
Phase 2: Eventually after at most qID < (p − 2) queries, A outputs ID∗ as
the public key which A will attempt to impersonate and then A now acts as a
cheating verifier V̂ . B, simultaneously, acts as the honest prover of user ID∗.
If ID∗ is in ID-list then B terminates and returns failure, otherwise, initialize
A with (Upk(= (pk, ID∗)), R); set i to 0; B selects random integers n1, n2 ∈
Z∗

p such that τ+n1 ·a+ID∗ �= 0 and τ+n2 ·a+ID∗ �= 0. B then constructs the
partial ID∗’s witness instance as follows: σ∗,3 = gk·a = ga·x, σ∗,4 = gk = gx,
σ∗,6 = gk·τ = gτ ·x. For the above context, k is x. Let T -list be the list of
conversation transcripts that A requested and it is initialized with an empty list.
A also sets a counter for a number of provers(clones) ν = 0. B then answers
V̂ ’s requests as follows:

– When V̂ issues a request of the form (ch, j, 0), where c
R
∈ Z∗

p and j =
ν ← ν + 1 if V̂ requests for a new clone(prover), else any value such
that j ≤ ν, and B computes as follows: set r0,j ∈ Rs ← r; i ← 0;
j ← j. If i ≥ (p − 2) then B terminates and returns failure. B sends

(σ∗,3, σ∗,4, n1, n2, r0,j) as a commitment. (ch0,j,1, ch0,j,2) ← ch
R
∈ Z∗

p.

Then, V̂ issues challenge numbers (ch0,j,1, ch0,j,2) to B. Next, B com-

putes k3 = − (ch0,j,2·ID∗·c+r0,j)(τ+n2·a+ID∗)
(ch0,j,1·ID∗·c+r0,j)(τ+n1·a+ID∗) . If k3 · ch0,j,1(τ + n1 ·

a + ID∗) + ch0,j,2(τ + n2 · a + ID∗) = 0 or (ch0,j,2 · ID∗ · c +
r0,j)(τ + n2 · a + ID∗) = 0 or (ch0,j,1 · ID∗ · c + r0,j)(τ + n1 ·
a + ID∗) = 0 then B terminates and returns failure. Otherwise, z0,j,1 =

g
k3·α

x·(k3·ch0,j,1(τ+n1·a+ID∗)+ch0,j,2(τ+n2·a+ID∗)) and z0,j,2 =
g

α
x·(k3·ch0,j,1(τ+n1·a+ID∗)+ch0,j,2(τ+n2·a+ID∗)) be the response. B then keeps

(r0,j , ch0,j,1, ch0,j,2, z0,j,1, z0,j,2) in T -list and returns (z0,j,1, z0,j,2) to
V̂ .

– When V̂ issues a request of the form (ch, j, i), where c
R
∈ Zp and j be any

value such that j ≤ ν , and B then does as follows: First, B sets ri,j ∈Rs ←
r; i← i+1. If i ≥ (p − 2) then B terminates and returns failure. B sends

(σ∗,3, σ∗,4, n1, n2, ri,j) as a commitment (chi,j,1, chi,j,2) ← ch
R
∈ Zp.

Then, V̂ issues challenge numbers (chi,j,1, chi,j,2) to B. Next,B computes

k3 = − (chi,j,2·ID∗·c+ri,j)(τ+n2·a+ID∗)
(chi,j,1·ID∗·c+ri,j)(τ+n1·a+ID∗) . If k3 · chi,j,1(τ +n1 ·a+ ID∗)+

chi,j,2(τ+n2 ·a+ID∗) = 0 or (chi,j,2 ·ID∗ ·c+ri,j)(τ+n2 ·a+ID∗) = 0
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or (chi,j,1·ID∗·c+ri,j)(τ+n1·a+ID∗) = 0 then B terminates and returns

failure. Otherwise, zi,j,1 = g
k3·α

x·(k3·chi,j,1(τ+n1·a+ID∗)+chi,j,2(τ+n2·a+ID∗))

and zi,j,2 = g
α

x·(k3·chi,j,1(τ+n1·a+ID∗)+chi,j,2(τ+n2·a+ID∗)) be the response. B
then keeps (ri,j , chi,j,1, chi,j,2, zi,j,1, zi,j,2) in T -list and returns
(zi,j,1, zi,j,2) to V̂ .

Until V̂ outputs the state information St or makes at most qIP < (p − 1)
queries and then stops.
Phase 3: Now, A from V̂ changes the status to P̂ . P̂ begins the impersonation
process.

– P̂ first randomly chooses an integer r ∈ Z∗
p and then sends (σ∗,3, σ∗,4,

σ∗,6, n1, n2, r) to V .
– B first sets ch1 = ch2 and randomly selects an integer ch1 ∈ Z

∗
p such that

ch1 �= −r
c·ID∗

and (r, ch1, ch2) is not in T -list and sends ch1, ch2 to P̂ .

– P̂ returns z1, z2.
Define Check(pk, ID, z1, z2, ch1, ch2, σ∗,3, σ∗,4, σ∗,6, n1, n2, r, ID∗) as:

Ppub
?= ê(z1, σ

n1·ch1
∗,3 ·σID∗·ch1

∗,4 ·An1·r·Cch1·ID2
∗·Dn1·ch1·ID∗·gID·r·σr∗,6·Er·ID∗·Bch1)·

ê(z2, σ
n2·ch2
∗,3 ·σID∗·ch2

∗,4 ·An2·r ·Cch2·ID2
∗ ·Dn2·ch2·ID∗ ·gID·r ·σr

∗,6 ·Er·ID∗ ·Bch2) ,
where Ppub = ê(g, g)α. If the equality holds, then output 1, otherwise, output 0.
If Check outputs 1 then B checks if Ppub �= ê(zτ+n1·a+ID∗

1 ,(gx ·gID∗·c)ch1gr)·
ê(zτ+n2·a+ID∗

2 ,(gx·gID∗·c)ch2gr), then B returns failure. Otherwise, B computes
the solution for 2-SDH problem as follows: let m = ID∗ ·c+ r

ch1
. Then com-

pute Z = (zch1(τ+n1·a+ID∗)
1 ·zch2(τ+n2·a+ID∗)

2 )
1
α = g

(
(α−v)·ch1(τ+n1·a+ID∗)

α(τ+n1·a+ID∗)(ch1(x+ID∗·c)+r) ) ·
g
(

v·ch2(τ+n2·a+ID∗)
α(τ+n2·a+ID∗)(ch2(x+ID∗·c)+r) ). Since ch1 = ch2 and g = hx , Z =

g
1

x+ID∗·c+r/ch1 = g
1

x+m = h
x

x+m = h
−m

x+m ·h. Hence, let Z∗ = (Z−1 ·h)
1
m =

h
1

x+m . B wins the game and returns (Z∗, m) as the solution of 2-SDH. Else, B
returns failure. Note that v is assumed to be a variable that does not need to be
known for solving 2-SDH.

5.2 Proof of Security

Theorem 3. Let IBI = (Setup, Extract, P, V ) be the IBI-CRA identity-based
identification scheme associated to 2-SDH assumption. Let A = (Û , V̂ , P̂ ) be an
imp-cra adversary of time complexity t(.) attacking IBI . Then there exists a 2-SDH
adversary B of time complexity t′(.) solving 2-SDH problem such that for every security
parameter k

Advimp-cra
IBI,A (k) ≥ (1/(1 − 1

p − 1
)qID )(1/(1 − 1

p − 1
)qIP ) · (p − 1)2

p2 − 2p
· Adv2−SDH

B (k)

Advimp-cra
IBI,A (k) ≥ e2 · (p − 1)2

p2 − 2p
· Adv2−SDH

B (k) or, in a simply term,

ε ≥ e2 · (p − 1)2

p2 − 2p
· ε′,
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where e is the natural logarithm. Moreover, the time complexity t of A is t ≤ t′ −
((8+4qID +2qIP )CG +5CP ), where CG be a computation time of group exponential
operation and CP be a computation time of bilinear group pairing operation, and A
can request queries at most qID < p − 2 and at most qIP < p − 1. For simplicity,
we assumed that the entire computation time of the multiplication in Z∗

p for the entire
phases is one unit time.

Corollary 2. If 2-SDH assumption is (2, t′, ε′)-secure then the IBI-CRA identity-
based identification scheme associated to 2-SDH assumption is (qID, qIP , t, ε)-secure
against impersonation under the CR1+attacks.

Proof. Due to the page limitation, please find the proof for Corollary 2 in the full ver-
sion of this paper [18].

6 Efficiency

The performance comparison between our identity-based identification scheme and the
state-of-the-art identity-based identification scheme secure against passive attack and
concurrent-active attack proposed by Kurosawa and Heng [11] is provided in
Table 1. Let CE be a computation of group exponential operation, CP be a computation
of bilinear group pairing operation and CM be a computation time of bilinear group
multiplicative operation. Note that KH-IBI-PA and KH-IBI-CA are Kurosawa-
Heng IBI secured against the passive and concurrent attacks, respectively.

Table 1. Table: Bandwidth and Computation Comparison

Computation KH-IBI-PA KH-IBI-CA IBI-PA IBI-CRA

Prover 3CE+CP +4CM 6CE+2CP +6CM CE 2CE

Verifier 3CE+CP +4CM 6CE+2CP +6CM 9CE+CP +8CM 18CE+2CP +16CM

Total 6CE+2CP +8CM 12CE+4CP +12CM 10CE+1CP +8CM 20CE+2CP +16CM

Bandwidth KH-IBI-PA KH-IBI-CA IBI-PA IBI-CRA

Public(bits) 3403 5451 2210 2210
Secret(bits) 331 662 2721 3052
Communi-
cation (bits) 1515 3190 2019 2337

7 Conclusion

We started our paper by providing a stronger definition of CR1+attack to capture the
most stringent attack in id-based identification scheme. The CR1+attack is a stronger
variant than the CR1 attack proposed in [1]. In our definition, we allow the adversary
to reset the prover (or it clones) to any state instead of its initial state, as defined in
[1]. Therefore, the CR1 attack in [1] is a special case of our CR1+attacks. Then, we
provided two id-based identification schemes which are secure under passive attack
and secure against the CR1+attack. The complexity assumption used in our proof is
weaker than the state-of-the-art identification scheme by Kurosawa and Heng [11].
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Abstract. Because of the algebraic attacks, a high algebraic immunity
is now an important criteria for Boolean functions used in stream ciphers.
In this paper, Construction of odd-variables Boolean functions with max-
imum algebraic immunity (AI) was investigated. At first, we study the
method of known construction and apply the method to construct odd-
variable Boolean functions with maximum AI. Then we present a new
construction of odd-variable Boolean functions and we prove that the
constructed Boolean functions has maximum AI.

Keywords: Cryptography; Boolean function; Algebraic attack; Alge-
braic immunity.

1 Introduction

Algebraic attack to LFSR-based stream cipher was proposed by Coutois and
Meier in 2003 [5]. Its main idea is to deduce the security of a stream cipher to
solve an over-defined system of multivariate nonlinear equations whose unknowns
are the bits of the some LFSR-based stream ciphers such as Toyocrypt [9], LILI-
128 [5] and SFINKS [6] etc were successfully attacked.

To resist algebraic attack, a new cryptographic property of Boolean functions
which is known as algebraic immunity (AI) has been proposed by Meier et al
[10]. The AI of a Boolean function expresses its ability to resist standard al-
gebraic attack. Thus the AI of Boolean function used in cryptosystem should
be sufficiently high. Courtois and Meier [5,10] showed that, for any n-variable
Boolean function, its AI is upper bounded by �n/2�. If the bound is achieved, we
say the Boolean function have maximum AI. Obviously, a Boolean function with
maximum AI has strongest ability to resist standard algebraic attack. Therefore,
the construction of Boolean functions with maximum AI is of great importance,
and several constructions of Boolean functions with large algebraic immunity
have been investigated [2,4,7,8,10,11,12,13].

All these known constructions can be divided into two main classes. The first
one contains functions in even numbers n of variables and is obtained by an

H.Y. Youm and M. Yung (Eds.): WISA 2009, LNCS 5932, pp. 109–117, 2009.
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iterative construction [3], where it is shown that their algebraic degrees are close
to n and their nonlinearity is 2n−1 −

(
n−1
n/2

)
. The second class contains symmetric

functions or functions whose values depend on the Hamming weight of the input
vectors except for a few inputs [2,4,7,8,10,11,12,13]. The nonlinearities of these
functions are often not exceeding 2n−1 −

(
n−1
�n/2�

)
.

In this paper, We will work in the direction of first construction and study
the construction of odd-variable Boolean functions with maximum algebraic im-
munity. We first study the method of [3]’s construction and apply the method
to construct Boolean functions, in odd number of variables, has a maximum
algebraic immunity(AI). Then a new construction is obtained through a doubly
indexed recursive relation.

The paper is organized as follows. Section 2 provides basic definitions and
notations. In Section 3, We first study the method of Carlet’construction and
apply the method to construct Boolean functions with maximum AI. In Section
4, we construct maximum AI Boolean functions on odd-variable by a doubly
indexed recursive relation. Section 5 concludes this paper.

2 Preliminaries

Let F2 be the binary finite field, the vector space of dimension n over F2 is
denoted by Fn

2 . A Boolean function on n variables may be viewed as a mapping
from Fn

2 into F2. The set of all n-variable Boolean function is denoted by Bn. A
Boolean function f(x1, x2, · · · , xn) is also interpreted as the output column of
its truth table, that is, a binary string of length 2n having the form:

{f(0, 0, · · · , 0), f(0, 0, · · · , 1), · · · , f(1, 1, · · · , 1)}.

The weight of f is the number of ones in its output column, and is denoted by
wt(f). The support of f denoted by supp(f) is the set of inputs X ∈ Fn

2 such
that f(X) = 1.

Definition 1. An n-variable function f is balanced if and only if wt(f) = 2n−1.

Let us denoted the addition operator over F2 by +. An n-variable function
f(x1, · · · , xn) can be seen as a multivariate polynomial over F2, that is,

f(x1, · · · , xn) = a0 +
n∑

i=1

aixi +
n∑

1≤i<j≤n

ai,jxixj + · · · + a1,2,··· ,nx1x2 · · ·xn

where the coefficients a0, ai, ai,j , a1,2,··· ,n is a constant in F2. This representation
of f is called the algebraic normal form (ANF) of f . The algebraic degree deg(f)
of f is the number of variables in the highest order term with nonzero coefficient.
A Boolean function is affine if it has algebraic degree at most 1.

A nonzero n-variable Boolean function g is called an annihilator of an n-
variable Boolean function f if f ∗ g = 0. We denote the set of all annihilators of
f by AN(f). That is,

AN(f) = {g ∈ Bn|g ∗ f = 0}
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Definition 2. For f ∈ Bn, the algebraic immunity(AI) of f is the minimum
degree of non-zero functions g ∈ Bn such that g ∗ f = 0 or g ∗ (f + 1) = 0.
Namely,

AI(f) = min{deg(g)|0 �= g ∈ AN(f) ∪ AN(1 + f)}

To check that a function f has good algebraic immunity, it is necessary and
sufficient to check that f and f + 1 do not admit nonzero annihilators of low
degrees. Indeed, if f or f + 1 has an annihilator g of low degree d, then f ∗ g
either is null or equals g and therefore has degree at most d; conversely, if we
have f ∗ g = h where g �= 0 and h, g have degrees at most d, then either g = h,
and then g is an annihilator of f + 1, or g �= h, and we have f ∗ g = f ∗ h, which
proves that f ∗ (g + h) and shows that g + h is a nonzero annihilator of f of
degree at most d.

Lemma 1. [5] Let f be an n-variable boolean functions, then AI(f) ≤ �n/2�.

From now on, we use a binary string of length 2n to represent an n-variable
Boolean function. We denote by ”‖” the concatenation of binary strings. For
example, let s, t ∈ B1, and s = x1, t = x1 + 1. In the truth table representation,
they are s = 01, t = 10. Let u = s‖t = 0110, then u = x1 + x2.

3 Construction of Boolean Functions with Maximum AI

In [3], Carlet presented a construction to design a Boolean function of even
variables with maximum algebraic immunity. The construction is iterative in
nature. At each step, two variables are added and the algebraic immunity is
increased by 1. The constructed function is not balanced, but the bias with
respect to balancedness tends to zero when tends to infinity. And the constructed
functions can be used in the secondary construction to lead to functions satisfying
all of the necessary cryptographic criteria.

Construction in [3]: We denoted by φ2k+2 ∈ B2k+2 the function defined by
the recursion

φ2k+2 = φ2k‖φ2k‖φ2k‖φ1
2k−1

and φ1
2k is defined itself by a doubly indexed recursion

φi
2k = φi−1

2k−2‖φi
2k−2‖φi

2k−2‖φi+1
2k−2 (i ≥ 1).

φ0
2k = φ2k, φi

0 = i(mod 2) for i ≥ 0.

Theorem 1. [3] The Boolean functions φ2k+2 constructed above have maximum
algebraic immunity.

Carlet’s method can be applied to construct Boolean functions of odd number of
variables with algebraic immunity. Now we present the improved construction.
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Construction 1: We denoted by φ2k+1 ∈ B2k+1 the function defined by the
recursion

φ2k+1 = φ2k−1‖φ2k−1‖φ2k−1‖φ1
2k−1

and φ1
2k−1 is defined itself by a doubly indexed recursion

φi
2k−1 = φi−1

2k−3‖φi
2k−3‖φi

2k−3‖φi+1
2k−3 (i ≥ 1)

where φ0
2k+1 = φ2k+1, φi

1 = 01 if i is even, φi
1 = 10 if i is odd.

Similar as the proof of Theorem 1 in [3], we can get the following results.

Theorem 2. The Boolean function φ2k+1 constructed in Construction 1 have
maximum algebraic immunity.

4 New Construction of Odd-Variable Boolean Functions
with Maximum AI

In this section, We will give a new construction of Boolean functions with max-
imum algebraic immunity for any odd number of variables, this construction is
based on a doubly indexed recursive relation.

Construction 2: We denoted by φ2k+1 ∈ B2k+1 the function defined by the
recursion

φ2k+1 = φ2k−1‖φ2k−1‖φ1
2k−1‖φ2

2k−1

and φ1
2k−1 and φ2

2k−1 is defined itself by a doubly indexed recursion{
φ1

2k−1 = φ2k−3‖φ1
2k−3‖φ1

2k−3‖φ3
2k−3,

φi
2k−1 = φi−2

2k−3‖φi
2k−3‖φi

2k−3‖φi+2
2k−3, (i ≥ 2).

φ0
2k+1 = φ2k+1, φi

1 = 01 if i is even, φi
1 = 10 if i is odd.

To prove that φ2k+1 has algebraic immunity k, we need intermediate results.
For technical reasons, during our proofs, we will encounter certain situations
when the degree of a function is negative. As such functions cannot exist, we
will replace those functions by function 0.

Lemma 2. Assume that the function φ2i+1 has been generated by Construction
2 for 0 ≤ i ≤ k and that AI(φ2i+1) = i + 1 for 0 ≤ i ≤ k. If, for some 1 ≤ i ≤ k
and j ≥ 0, there exist g ∈ AN(φ1

2i−1)such that deg(g) ≤ i − 2, then g = 0.

Proof. Since the function φ2i+1 ∈ B2i+1 defined by the recursion

φ2i+1 = φ2i−1‖φ2i−1‖φ1
2i−1‖φ2

2i−1

has the ANF as follows,
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φ2i+1 = (x2i + 1)(x2i+1 + 1)φ2i−1 + (x2i + 1)x2i+1φ2i−1 +
x2i(x2i+1 + 1)φ1

2i−1 + x2ix2i+1φ
2
2i−1.

then for g �= 0 ∈ B2i−1,

g ∗ φ1
2i−1 = 0 ⇒ (x2i + 1)x2i+1g ∗ φ2i+1 = 0

That is to say (x2i + 1)x2i+1g is an annihilator of φ2i+1.

AI(φ2i+1) = i + 1 ⇒ deg((x2i + 1)x2i+1g) ≥ i + 1 ⇒ deg(g) ≥ i − 1.

Hence g = 0.

Lemma 3. Assume that the function φ2k+1 has been generated by Construction
2 for 0 ≤ i ≤ k and that AI(φ2k+1) = k + 1 for 0 ≤ i ≤ k. If, for some
0 ≤ i ≤ k and j ≥ 0, there exist g ∈ AN(φj

2i+1) and h ∈ AN(φj+1
2i+1) such that

deg(g + h) ≤ i − 1 − �j/2�, then g = h.

Proof. We prove Lemma 3 by induction on i.
For the base step i = 0, deg(g + h) ≤ 0 − 1 − �j/2� ≤ −1 implies that such a

function cannot exist, i.e., g + h is identically 0, which gives g = h.
Now we prove the inductive step. Assume that, for i < l, the induction as-

sumption holds (for every j ≥ 0). We will show it for i = l(and for every
j ≥ 0). Suppose that there exist g ∈ AN(φj

2l+1) and h ∈ AN(φj+1
2l+1) with

deg(g + h) ≤ l − 1 − �j/2�. By construction, if j = 0, we have

φ0
2l+1 = φ0

2l−1‖φ0
2l−1‖φ1

2l−1‖φ2
2l−1

if j = 1, we have

φ1
2l+1 = φ0

2l−1‖φ1
2l−1‖φ1

2l−1‖φ3
2l−1

if j ≥ 2 then we have

φj
2l+1 = φj−2

2l−1‖φ
j
2l−1‖φ

j
2l−1‖φ

j+2
2l−1

φj+1
2l+1 = φj−1

2l−1‖φ
j+1
2l−1‖φ

j+1
2l−1‖φ

j+3
2l−1

Let us denoted

g = g1‖g2‖g3‖g4

h = h1‖h2‖h3‖h4

It is obvious that the ANF of g + h is as follows,

g + h = (g1 + h1) + x2l(g1 + h1 + g2 + h2) + x2l+1(g1 + h1 + g3 + h3)
+x2lx2l+1(g1 + h1 + g2 + h2 + g3 + h3 + g4 + h4)

Then we can divide our proof into four cases.
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1. It is clear that deg(g1 + h1) ≤ deg(g + h) = l − 1 − �j/2�.
If j = 0 or 1, then g1 ∈ AN(φ2l−1) and h1 ∈ AN(φ2l−1), and therefore
g1 + h1 ∈ AN(φ2l−1) with deg(g1 + h1) ≤ deg(g + h) = l − 1−�j/2� = l − 1.
since AN(φ2l−1) = l, then g1 + h1 = 0 i.e., g1 = h1.
If j ≥ 2, we have g1 ∈ AN(φj−2

2l−1) and h1 ∈ AN(φj−1
2l−1), then

deg(g1 + h1) ≤ l − 1 − �j/2� = (l − 1) − 1 − �(j − 2)/2�

which implies that g1 = h1, according to the induction assumption.
2. Since g1 = h1, then

g + h = x2l(g2 + h2) + x2l+1(g3 + h3) +
x2lx2l+1(g2 + h2 + g3 + h3 + g4 + h4)

then deg(g2 + h2) ≤ deg(g + h) − 1 = (l − 1) − 1 − �j/2�. We have g2 ∈
AN(φj

2l−1) and h2 ∈ AN(φj+1
2l−1), which implies that g2 = h2, according to

the induction assumption.
3. If j = 0, then g3 ∈ AN(φ1

2l−1) and h3 ∈ AN(φ1
2l−1), and

deg(g3 + h3) ≤ deg(g + h) − 1 = l − 2 − �j/2� = l − 2,

By Lemma 2, we have g3 = h3.
If j ≥ 1, we have g3 ∈ AN(φj

2l−1) and h3 ∈ AN(φj+1
2l−1), and

deg(g3 + h3) ≤ deg(g + h) − 1 = (l − 1) − 1 − �j/2�,

which implies that g3 = h3, according to the induction assumption.
4. Since g1 = h1, g2 = h2 and g3 = h3, then deg(g4 + h4) ≤ deg(g + h) − 2 =

(l − 1) − 1 − �(j + 2)/2�, we have g4 ∈ AN(φj+2
2l−1) and h4 ∈ AN(φj+3

2l−1),
which implies that g4 = h4, according to the induction assumption.

Hence, we get g = h.

Lemma 4. Assume that the function φ2i+1 has been generated by Construction
2 for 0 ≤ i ≤ k and that AI(φ2i+1) = i + 1 for 0 ≤ i ≤ k. If, for some 0 ≤ i ≤ k
and j ≥ 0, there exist g ∈ AN(φj

2i+1)∩AN(φj+1
2i+1) such that deg(g) ≤ i+ �j/2�,

then g = 0.

Proof. We prove Lemma 4 by induction on i.
For the base step i = 0, we have from construction φj

2i+1 = φj+1
2i+1 +1(this can

easily be checked by induction). Hence,

g ∈ AN(φj
2i+1) ∩ AN(φj+1

2i+1) ⇒ g = 0

Now we prove the inductive step. Assume that, for i < l, the induction assump-
tion holds (for every j ≥ 0). We will show it for i = l(and for every j ≥ 0).
Suppose that g ∈ AN(φj

2i+1) ∩ AN(φj+1
2i+1) with deg(g) ≤ l + �j/2�. Let us

denoted

g = g1‖g2‖g3‖g4
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It is obvious that the ANF of g is as follows,

g = g1 + x2l(g1 + g2) + x2l+1(g1 + g3)
+x2lx2l+1(g1 + g2 + g3 + g4)

If j ≥ 2, By construction, we have

φj
2l+1 = φj−2

2l−1‖φ
j
2l−1‖φ

j
2l−1‖φ

j+2
2l−1

φj+1
2l+1 = φj−1

2l−1‖φ
j+1
2l−1‖φ

j+1
2l−1‖φ

j+3
2l−1

we can finish our proof by three steps.

1. It is clear that deg(g4) ≤ deg(g) ≤ (l − 1) + �(j + 2)/2�. Since g4 ∈
AN(φj+2

2l−1) ∩ AN(φj+3
2l−1), we have g4 = 0, according to the induction as-

sumption.
2. Since g4 = 0, then

g = g1 + x2l(g1 + g2) + x2l+1(g1 + g3) + x2lx2l+1(g1 + g2 + g3)

and deg(g1 + g2), deg(g1 + g3), deg(g2 + g3) ≤ l + �j/2� − 1, which implies
that deg(g1), deg(g2), deg(g3) ≤ l + �j/2� − 1. Since g2, g3 ∈ AN(φj

2l−1) ∩
AN(φj+1

2l−1), we have g2 = g3 = 0, according to the induction assumption.
3. Now we have

g = g1(1 + x2l + x2l+1 + x2lx2l+1)

which implies that

deg(g1) ≤ deg(g) − 2 ≤ l + �j/2� − 2 = (l − 1) + �(j − 2)/2�
Since g1 ∈ AN(φj−2

2l−1)∩AN(φj−1
2l−1), we have g1 = 0, according to the induc-

tion assumption.

If j = 1, we can prove g2 = g3 = g4 = 0 similar as the case j ≥ 2. Now we
only show g1 = 0, Since

g = g1(1 + x2l + x2l+1 + x2lx2l+1)

then deg(g1) ≤ deg(g) − 2 ≤ l + �j/2� − 2 ≤ l − 1, since g1 ∈ AN(φ2l−1), then
g1 = 0.

If j = 0, we can prove g4 = 0 similar as the case j ≥ 2, then

g = g1 + x2l(g1 + g2) + x2l+1(g1 + g3) + x2lx2l+1(g1 + g2 + g3)

which implies deg(g1 + g2) ≤ l + �j/2� − 1 = l − 1, since g1, g2 ∈ AN(φ2l−1),
then g1 = g2. Now we have

g = g1 + x2l+1(g1 + g3) + x2lx2l+1g3

which implies deg(g3) ≤ deg(g) − 1 = l − 2, By Lemma 2 we have g3 = 0. Then

g = (1 + x2l+1)g1

which implies deg(g1) ≤ deg(g) − 1 = l − 1, since g1 ∈ AN(φ2l−1), then g1 = 0.
Hence, we get g = h. �

Now we present the main result.
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Theorem 3. The Boolean function φ2k+1 constructed in Construction 2 have
maximum algebraic immunity.

Proof. We prove Theorem 3 by induction on k,

φ2k+1 = φ2k−1‖φ2k−1‖φ1
2k−1‖φ2

2k−1

when k = 0, φ2k+1 = 01, then AI(φ2k+1) = 1.
In the inductive step, we assume the hypothesis true until k − 1 and we have

to prove that any 2k+1-variable nonzero function g such that g∗(φ2k+1) = 0 has
degree at least k+1 (proving that any nonzero function such that g∗(φ2k+1+1) =
0 has degree at least k+1 is similar). Suppose that such a function g with degree
at most k exists. Then, g can be decomposed as

g = g1‖g2‖g3‖g4

where g1, g2 ∈ AN(φ2k−1), g3 ∈ AN(φ1
2k−1) and g4 ∈ AN(φ2

2k−1) the ANF of g
is as follows,

g = g1 + x2l(g1 + g2) + x2l+1(g1 + g3)
+x2lx2l+1(g1 + g2 + g3 + g4)

If deg(g) ≤ k, we have deg(g1+g2) ≤ k−1, then g1+g2 = 0, which give, g1 = g2.
Therefore,

g = g1 + x2l+1(g1 + g3) + x2lx2l+1(g3 + g4)

then deg(g3 + g4) ≤ k − 2 = (k − 1) − �1/2� − 1, According to Lemma 4 and
Lemma 5, we have g3 = g4 = 0. Therefore,

g = g1 + x2l+1g1

then deg(g1) ≤ deg(g) − 1 = k − 1, since g1 ∈ AN(φ2k−1), then g1 = 0. Hence
g1 = g2 = 0. This completes the proof. �

5 Conclusion

Possessing a high algebraic immunity is a necessary criteria for Boolean func-
tions used in stream ciphers against algebraic attacks. In this paper, We first
study the method of Carlet’construction and then apply the method to construct
odd-variable Boolean functions with maximum AI. Furthermore, we construct
maximum AI Boolean functions on odd number of variables by a doubly in-
dexed recursive relation. Our constructed functions can be combined with the
secondary constructions to lead to functions satisfying all of the necessary cryp-
tographic criteria. However, it is still an open problem to generalize our con-
struction to obtain more Boolean functions with maximum algebraic immunity.
Furthermore, there are still some problems need to be studied such as whether
the constructed functions can achieve high nonlinearities and be robust against
fast algebraic attacks.
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Efficient Publicly Verifiable Secret Sharing with

Correctness, Soundness and ZK Privacy
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Abstract. A PVSS is a secret sharing scheme with public verification
of share validity. A general PVSS must support efficient and immediate
secret recovery and have no special requirement on the secret to be
shared. No existing general PVSS scheme can achieve correctness,
soundness, ZK privacy and practical efficiency simultaneously. A new
general PVSS scheme is designed to overcome the existing drawbacks.
It is correct, sound and efficient. Moreover, its public verification
procedure is strict honest-verifier zero knowledge. In addition, it has
an efficient and immediate secret recovery function and has no special
requirement on the secret. Another contribution in this paper is that
the public verification procedure has independent value.

Keywords: PVSS, honest-verifier ZK, public share verification,
long challenge.

1 Introduction

In secret sharing [13], a dealer shares a secret among multiple parties such that
only certain groups of the share holders can recover the secret using an efficient
recovery function. VSS (verifiable secret sharing) [10,11] is a special secret shar-
ing scheme, where the share holders can verify that they can recover a unique
secret. When there is a dispute between the dealer and a share holder, PVSS
(publicly verifiable secret sharing) is needed to solve the dispute without reveal-
ing the secret or any share. In PVSS, any party can use a public verification
procedure to verify that a unique secret is shared among the share holders with-
out knowledge of the secret or any share. The public verification procedure is
called public share verification in this paper, which is the most important tech-
nique in PVSS. Four properties are required in public share verification in PVSS.

– Correctness: if the dealer honestly shares the secret, public share verification
can be passed.

– Soundness: if public share verification is passed, a unique secret is shared
among the share holders.

– Privacy: the dealer’s proof in public share verification is honest-verifier zero
knowledge.

– Practical efficiency: public share verification is efficient enough to be em-
ployed in practical applications.

H.Y. Youm and M. Yung (Eds.): WISA 2009, LNCS 5932, pp. 118–132, 2009.
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We specially emphasize privacy of public share verification. We require that
public share verification must be strict honest-verifier zero knowledge. Strict
honest-verifier zero knowledge is defined in this paper as follows.

– If the verifier is honest, the proof transcript can be simulated without any
difference in distribution and thus no information about any share is revealed
in public share verification.

– If Fiat-Shamir heuristic [4] and a hash function is employed, public share
verification is a public verification revealing no information about any share.

As we will show later in this section, most existing general PVSS schemes cannot
achieve strict honest-verifier zero knowledge and reveal some information about
the shares in their public share verification procedure. This problem will be
solved in this paper.

In this paper, only general PVSS with efficient recovery function and able to
share any practical secret is studied. PVSS with delayed recovery defined in [2]
and traced back to [1] is ignored as it does not support immediate efficient secret
recovery. Applications of PVSS to sharing of special secret (like sharing of secret
factorization in [6]) are not included. Other applications of PVSS like [15] is not
included either. The special PVSS scheme in [12] can only share a secret when
its discrete logarithm to a given base is known and actually shares the logarithm.
Although two special formatting mechanisms are proposed in [12] to extend the
message space, it is recognised in the same paper that special limitation to the
message space still exists after the extension. So the PVSS in [12] is excluded.

None of the existing general PVSS schemes [14,5,2] can satisfy all the four
required properties. Public share verification in [2] is not honest-verifier zero
knowledge as the response in the commitment-challenge-response proof to prove
validity of a share directly reveals information about the share. Distribution of
the response in the proof protocol in [2] is obviously different from the distribu-
tion of a random response generated by someone without any knowledge of any
share. Moreover, to achieve soundness, the public share verification in [2] requires
that the response must be in a special range. This special requirement not only
makes the information revealment from the response more serious but also leads
to three problems. Firstly, to guarantee that the response in public verification
of every share falls in the special range with a non-negligible probability, either
the message space must be very small or very large modulus must be used in
multiplication and exponentiation. That means either practicality or efficiency
must be sacrificed. Secondly, even if the sacrifice has been made, the response
may still fall out of the special range, which compromises correctness and leads
to rewinding of the proof. Thirdly, the range test is not precise such that either
some valid secret or share cannot pass the range test or some invalid secret and
share can pass the range test. In [14] there are two PVSS protocols, one based
on discrete logarithm and the other based on eth root. The eth root based pro-
tocol employs an inappropriate response in its public share verification, which
reveals information about the share and compromises privacy of PVSS like in [2].
The discrete logarithm based protocol only supports 1-bit-long challenges and
has to be run for many times to guarantee strong soundness. Moreover, double
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exponentiation operations employed in the discrete logarithm based protocol is
more costly than normal exponentiation operations. So the discrete logarithm
based protocol lacks efficiency and practicality. The PVSS scheme in [5] has a
similar problem with the eth root based PVSS protocol in [14] and does not
support strict honest-verifier zero knowledge privacy.

Actually, privacy receives too little attention in existing general PVSS
schemes. It is recognised in [14] that it is difficult to prove privacy of its eth

root based PVSS protocol, which remains an open question. It is claimed in
[2] that its public share verification is “zero-knowledge” without any proof or
explanation. If zero-knowledge in [2] means strict honest-verifier zero knowl-
edge, the claim is obviously wrong. In fact, even computational honest-verifier
zero knowledge is not guaranteed in the public share verification in [2] as it is
unknown how to simulate its proof transcript. In [5], the public share verifica-
tion protocol is presented in the form of a few proof primitives. Some of the
primitives are claimed to be perfect witness hiding, statistical witness hiding or
statistical witness indistinguishable. The claims are unsystematic, not proved
and some of them are based on inappropriate conditions (e.g. a variable must be
in a certain range, which is difficult to precisely verify). There is no formal and
convincing guarantee of any kind of zero knowledge of public share verification
in [5]. Although we believe public share verification in the discrete logarithm
based PVSS protocol in [14] is perfect zero knowledge, as stated before it only
supports one-bit challenge and is impractical.

In this paper, a new PVSS scheme is designed to overcome the existing prob-
lems. The new scheme employs a discrete-logarithm-based commitment function
to commit the secret and Paillier encryption algorithm to encrypt the shares. A
novel zero knowledge proof protocol is designed to publicly prove that the en-
crypted shares can be used to recover a unique secret. The new PVSS scheme has
a few advantages over the existing PVSS schemes and related techniques. Firstly,
it has an efficient and immediate secret recovery function and has no special re-
quirement on the secret. Secondly, it achieves correctness and soundness with an
assumption called logarithm-root assumption defined in Section 3. Thirdly, its
public share verification procedure is strict honest-verifier zero knowledge and its
zero knowledge property is formally proved. Finally, it employs a long challenge
and is efficient. The new PVSS scheme is presented in two steps. In the first
step, a basic protocol is designed to satisfy parts of the desired requirements.
In the second step, the basic protocol is optimised into an advanced protocol to
achieve all the desired requirements. For convenience of demonstrating honest-
verifier zero knowledge, the two protocols are described in the form of interactive
proof protocols. Obviously they can be transformed into non-interactive proto-
cols using the well known Fiat-Shamir heuristic [4] and a hash function such
that they are publicly verifiable.

An additional contribution in this paper is that the public share verification
procedure in the new PVSS scheme can be employed in any cryptographic ap-
plication where it is required to publicly prove and verify that the same secret
is committed in a discrete-logarithm-based commitment and encrypted as an
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exponent in an encryption algorithm (e.g. Paillier encryption). Namely, it is use-
ful when two logarithms must be proved to be equal where the orders of their
bases are different. Even when one or two of the two orders are unknown, the
new proof and verification mechanism can still work. The new proof and verifi-
cation mechanism is efficient (as it employs a long challenge and does not need
to be repeated) and strict honest-verifier zero knowledge while there exists no
efficient strict honest-verifier zero knowledge solution to this kind of proof.

2 Parameters and Symbols

The sharing dealer is D, who shares a secret among a set of share holders A =
{A1, A2, . . . , An}. The sharing threshold is t such that any subset of A with size
t + 1 can reconstruct the secret while any subset of A with a size smaller than
t + 1 cannot obtain any information about the secret. The following parameters
and symbols are used in this paper.

– Large primes p and q of similar size are generated where p = 2p′, q = 2q′ and
p′ and q′ are primes. N = pq is published but its factorization is concealed.
Integer g with order m = 2p′q′ modulo N is published. These parameters
can be generated using a polynomial algorithm by a trusted party.

– The message space is Zm and any integer in it can be shared. D can share any
integer with practical sense as m is much larger than any practical message
(e.g. m is more than 1024 bits long).

– Each Ai sets up Paillier encryption for i = 1, 2, . . . , n. The public key of
Ai consists of integers Ni and gi where Ni = piqi, Ni > (t + 1)mnt and
pi, qi are secret large primes. The encryption function for Ai is Ei() where
Ei(m) = gm

i rNi mod N2
i and r is randomly chosen from Z∗

Ni
. More detials

of key generation (e.g. choice of gi) can be found in [8].
– L is a security parameter. In this paper, an L-bit challenge will be used in

a three-step zero knowledge proof protocol. It is required that 2L must be
smaller than p, q, any pi and qi. On the other hand, L cannot be too small
as 2−L must be small enough to guarantee soundness of the ZK proof. In
practice, these two requirements can be easily satisfied simultaneously. For
example, p, q, pi and qi should be at least 1024 bits long for i = 1, 2, . . . , n.
When L is 128, 2L < p, 2L < q, 2L < pi and 2L < qi for i = 1, 2, . . . , n
and 2−L is small enough to guarantee very strong soundness of the ZK proof
protocol.

– x ∈u S means x is uniformly distributed in set S.

3 Security Fundamentals

It is obvious that order problem defined as follows is hard.

Definition 1. Order problem: given g and N a polynomial party without knowl-
edge of factorization of N has to find with a non-negligible probability a non-zero
integers x such that gx = 1 mod N .
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The reason is simple. If a non-zero integer x is found to satisfy gx = 1 mod N ,
then as explained in [3,7] N can be factorized in polynomial time. The following
security assumption is used in this paper.

Definition 2. Logarithm-root assumption: the probability that a polynomial al-
gorithm can calculate integers s, x1 and x2 to satisfy gsxN

1 /xNi
2 = 1 mod N

without knowledge of factorization of N is negligible unless s = 0, x1 = 1 and
x2 = 1.

4 The Basic PVSS Scheme

When the dealer is trusted, the basic PVSS scheme works like all the existing
secret sharing schemes and a secret can be shared and reconstructed. When
the dealer is not trusted, each share holder can verify validity of its share.
When there is dispute about validity of a share between a share holder and
the dealer, any observer can publicly verify validity of the share, which is not
revealed.

4.1 Secret Sharing and Reconstruction

Secret sharing and reconstruction in the new secret sharing scheme are the same
as those in most existing threshold secret sharing schemes (e.g. [13]). A secret s
is shared by D among A1, A2, . . . , An as follows.

1. Share generation and distribution
(a) D randomly chooses integers f1, f2, . . . , ft and generates a polynomial

F (x) =
∑t

j=0 fjx
j where f0 = s.

(b) D generates si = F (i) as Ai’s share for i = 1, 2, . . . , n.
(c) D sends ci = Ei(si) = gsi

i rNi

i mod N2
i to Ai for i = 1, 2, . . . , n where ri

is randomly chosen from Z∗
Ni

.
2. Secret reconstruction

(a) Each share holder Ai decrypts ci and obtains its share si.
(b) Any t + 1 sharers can be used to reconstruct the secret: s =

∑
i∈S siui

where ui =
∏

j∈S,j �=i
j

j−i and S contains the indices of the t + 1 shares.

The secret sharing procedure and secret reconstruction procedure have the
following two properties like in the existing threshold secret sharing schemes
under the assumption that it is hard to break the employed encryption
algorithm.

– A dealer can share its secret among n share holders such that no information
about the secret is revealed if the number of cooperating share holders is no
more than t.

– If t + 1 shares are put together, the secret can be reconstructed.
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4.2 Share Verification

The secret sharing protocol in Section 4.1 works only when D is honest and
does not deviate from the secret sharing procedure. If D may deviate from the
secret sharing procedure, there is no guarantee that a unique secret can be
reconstructed from any t + 1 shares. So the share holders need to verify validity
of their shares when they do not trust the dealer. A share verification procedure
is designed as follows.

– D publishes sharing commitments Cj = gfj mod N for j = 0, 1, . . . , t.
– Each Ai verifies gsi =

∏t
j=0 Cij

j mod N . If the verification succeeds, Ai

accepts si. Otherwise, it rejects ci as an invalid encrypted share.

This share verification procedure is the same as that in the VSS scheme in [9]
except that Paillier encryption is specified in the new scheme to construct the
confidential communication channel between the dealer and the share holders.
Soundness of the share verification procedure is illustrated in Theorem 1. The
claim in Theorem 1 has been proved in [9] in its parameter setting. The trivial
difference between the two schemes does not prevent the theorem from being
applied to the parameter setting in this paper. So Theorem 1 is not proved and
interested readers are referred to [9]. If information-theoretical privacy is re-
quired in the commitment procedure, the information-theoretically hiding com-
mitment function in [10] is supported in the new PVSS scheme as well. The
only difference is that with the commitment function in [10], the PVSS scheme
will become a little more complex. For simplicity, the unconditional-binding and
computational-hiding commitment function presented above is employed when
describing the new PVSS scheme.

Theorem 1. If there are t + 1 shares such that each of them si satisfies gsi =∏t
j=0 Cij

j mod N , then a unique secret can be reconstructed as
∑

i∈S siui where
ui =

∏
j∈S,j �=i

j
j−i and S contains the indices of the t + 1 shares.

4.3 Public Share Verification

The main advantage of our new scheme lies in its new public share verification
mechanism, by which any observer can publicly verify validity of ci when there
is a dispute about its validity between Ai and D. The new public verification
mechanism does not reveal any information about si, so that si need not to
be revealed to solve the dispute. In other words, the new public share verifi-
cation mechanism enables a public verification that the share encrypted in ci

is a correct share of the secret committed in the commitments. More precisely,
two logarithms must be publicly verified to be equal where the orders of their
bases are different and the two orders are unknown. As stated in Section 1, the
public proof and verification of equality of such two logarithms in [2] cannot
be employed due to its breach of privacy and drawbacks in the range test. A
new public share verification mechanism is designed as follows. The idea in the
new mechanism is to employ a certain modulus when calculating the response
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1. D randomly chooses integers r ∈ Z, t1 ∈ ZN and t2 ∈ Z∗
Ni

and publishes

a1 = grtNi
1 mod N

a2 = gr
i tNi

2 mod N2
i

2. A verifier publishes a random L-bit integer

c

3. D publishes

w = r − csi mod Ni

v1 = t1g
(r−csi)%Ni mod N

v2 = (t2/rc
i )g

(r−csi)%Ni
i mod N2

i

where % stands for quotient in calculation of division.

Public verification:

gwvNi
1 (

∏t
j=0 Cij

j )c = a1 mod N (1)

gw
i vNi

2 cc
i = a2 mod N2

i (2)

Fig. 1. The first public proof and verification Protocol

in the commitment-challenge-response proof protocol such that the response
does not reveal any information about the share. As the two orders of the two
bases are unknown and thus the employed modulus is neither of them, there
is a certain deviation in the response. To counteract the deviation, additional
responses are generated. Both responses are used in the verification such that
correctness and soundness can be achieved. When this novel proof technique
is employed, two parallel three-step proof protocols are needed, which are de-
tailed in Figure 1 and Figure 2 respectively. The proof protocol in Figure 1
guarantees that D can calculate integers si, r′i and ri in polynomial time such
that

∏t
j=0 Cij

j = gsir′Ni

i mod N and ci = gsi

i rNi

i mod N2
i . Obviously, that is not

enough to ensure the share encrypted in ci is valid. So the proof protocol in Fig-
ure 2 is employed, which together with the proof protocol in Figure 1 guarantees
that the same share si is committed in the commitment variables and encrypted
in ci.

4.4 Analysis

We focus on public share verification of the new PVSS scheme and prove the
following theorems.

Theorem 2. The proof protocol in Figure 1 is correct. More precisely, when D is
honest and strictly follows the protocol, he can pass the verification in (1) and (2).
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1. D randomly chooses integers r ∈ Z, t ∈ ZN and publishes

a = grtN mod N

2. A verifier publishes a random L-bit integer

c

3. D publishes

w = r − csi mod N

v = tg(r−csi)%N mod N

where % stands for quotient in calculation of division.

Public verification:

gwvN (
∏t

j=0 Cij

j )c = a mod N (3)

Fig. 2. The second public proof and verification Protocol

Proof: When D is honest and strictly follows the protocol,

gwvNi
1 (

∏t
j=0 Cij

j )c = g(r−csi) mod Ni(t1g(r−csi)%Ni)Ni(gsi)c

= g((r−csi) mod Ni)+((r−csi)%Ni)NitNi
1 gcsi

= gr−csitNi
1 gcsi = grtNi

1 = a1 mod N

and

gw
i vNi

2 cc
i = g

(r−csi) mod Ni

i (t2g
(r−csi)%Ni

i /rc
i )

Nigcsi

i rcNi

i

= g
((r−csi) mod Ni)+((r−csi)%Ni)Ni

i tNi

2 r−cNi

i gcsi

i rcNi

i

= gr−csi

i tNi
2 r−cNi

i gcsi

i rcNi

i = gr
i t

Ni
2 = a2 mod N2

i �

Theorem 3. The proof protocol in Figure 2 is correct. More precisely, when D
is honest and strictly follows the protocol, he can pass the verification in (3).

Proof: When D is honest and strictly follows the protocol,

gwvN (
∏t

j=0 Cij

j )c = g(r−csi) mod N (tg(r−csi)%N )N (gsi)c

= g((r−csi) mod N)+((r−csi)%N)N tNgcsi

= gr−csitNgcsi = grtN = a mod N �

Theorem 4. The proof protocol in Figure 1 is strict honest-verifier zero knowl-
edge.

Proof: Any party without any knowledge about si or ri can simulate the proof
transcript a1, a2, c, w, v1, v2 to satisfy the verification equations in Figure 1 as
follows.
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1. Randomly chooses c from {0, 1, . . . , 2L − 1}, w from ZNi , v1 from ZN and
v2 from Z∗

N2
i
.

2. Calculates a1 = gwvNi
1 (

∏t
j=0 Cij

j )c mod N and a2 = gw
i vNi

2 cc
i mod N2

i .

In both the proof transcript in Figure 1 and the simulated transcript, the
following and only the following conditions are met.

– a1 is in the form of gz1zNi
2 mod N where z1 ∈u Z, z2 ∈u ZN ;

– a2 is uniformly distributed in the ciphertext space of Ai’s Paillier encryption
system;

– c is uniformly distributed in {0, 1, . . . , 2L − 1};
– w is uniformly distributed in ZNi ;
– v1 is uniformly distributed in ZN ;
– v2 is uniformly distributed in Z∗

N2
i
;

– Equations (1) and (2) are satisfied.

So the simulated transcript and the proof transcript in Figure 1 have the same
distribution if the verifier randomly chooses c in the protocol in Figure 1. �

Theorem 5. The proof protocol in Figure 2 is strict honest-verifier zero knowl-
edge.

Proof: Any party without any knowledge about si can simulate the proof tran-
script a, c, w, v to satisfy the verification equation in Figure 2 as follows.

1. Randomly chooses c from {0, 1, . . . , 2L − 1}, w from ZN and v from ZN .
2. Calculates a = gwvN (

∏t
j=0 Cij

j )c mod N .

In both the proof transcript in Figure 2 and the simulated transcript, the fol-
lowing and only the following conditions are met.

– a is in the form of gz1zN
2 mod N where z1 ∈u Z, z2 ∈u ZN ;

– c is uniformly distributed in {0, 1, . . . , 2L − 1};
– w is uniformly distributed in ZN ;
– v is uniformly distributed in ZN ;
– Equation (3) is satisfied.

So the simulated transcript and the proof transcript in Figure 2 have the same
distribution if the verifier randomly chooses c in the protocol in Figure 2. �

Theorem 6. If D can pass the verification in Figure 1 and Figure 2 with a
non-negligible probability, it can calculate in polynomial time si and ri such that∏t

j=0 Cij

j = gsi mod N and ci = gsi

i rNi

i mod N2
i .

To prove Theorem 6, two lemmas are proved first.

Lemma 1. If in the proof protocol in Figure 2 given two different challenges
c and c′ to the same commitment a, D can provide two responses (w, v) and
(w′, v′) to pass the verification respectively, then D can calculate integers ŝi and
r̂i in polynomial time such that

∏t
j=0 Cij

j = gŝi r̂N
i mod N .
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Proof: That given two different challenges c and c′ to the same commitment a
the dealer can provide two responses (w, v) and (w′, v′) to pass the verification
respectively implies

gwvN (
∏t

j=0 Cij

j )c = a mod N (4)

gw′
v′N (

∏t
j=0 Cij

j )c′ = a mod N (5)

(4) divided by (5) yields

gw−w′
(v/v′)N = (

∏t
j=0 Cij

j )c′−c mod N (6)

D can use the Euclidean algorithm to calculate α and β in polynomial time
such that β(c′ − c) = αN + GCD(N, c′ − c). Note that N = pq, p and q are
primes, c < 2L, c′ < 2L, 2L < p and 2L < q. So −2L < c′ − c < 2L and
GCD(N, c′ − c) = 1. Thus,

(6) =⇒ gβ(w−w′)((v/v′)β)N = (
∏t

j=0 Cij

j )β(c′−c) = (
∏t

j=0 Cij

j )αN+1 mod N

=⇒ gβ(w−w′)((v/v′)β)N/(
∏t

j=0 Cij

j )αN =
∏t

j=0 Cij

j mod N

=⇒ gβ(w−w′)((v/v′)β/(
∏t

j=0 Cij

j )α)N =
∏t

j=0 Cij

j mod N

Therefore, D can calculate integers ŝi =β(w−w′) and r̂i =(v1/v′)β/(
∏t

j=0 Cij

j )α

mod N in polynomial time such that
∏t

j=0 Cij

j = gŝi r̂N
i mod N . �

Lemma 2. If in the proof protocol in Figure 1 given two different challenges c
and c′ to the same commitment (a1, a2), D can provide two responses (w, v1, v2)
and (w′, v′1, v

′
2) to pass the verification respectively, then D can calculate integers

si, r′i and ri in polynomial time such that
∏t

j=0 Cij

j = gsir′Ni

i mod N and ci =
gsi

i rNi

i mod N2
i .

Proof: That given two different challenges c and c′ to the same commitment
(a1, a2) the dealer can provide two responses (w, v1, v2) and (w′, v′1, v

′
2) to pass

the verification respectively implies

gwvNi
1 (

∏t
j=0 Cij

j )c = a1 mod N (7)

gw
i vNi

2 cc
i = a2 mod N2

i (8)

gw′
v′Ni

1 (
∏t

j=0 Cij

j )c′ = a1 mod N (9)

gw′
i v′Ni

2 cc′
i = a2 mod N2

i (10)

(7) divided by (9) yields

gw−w′
(v1/v′1)Ni = (

∏t
j=0 Cij

j )c′−c mod N (11)

(8) divided by (10) yields

gw−w′
i (v2/v′2)Ni = cc′−c

i mod N2
i (12)
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D can use the Euclidean algorithm to calculate α and β in polynomial time
such that β(c′ − c) = αNi + GCD(Ni, c

′ − c). Note that Ni = piqi, pi and qi

are primes, c < 2L, c′ < 2L, 2L < pi and 2L < qi. So −2L < c′ − c < 2L and
GCD(Ni, c

′ − c) = 1. Thus,

(11) =⇒ gβ(w−w′)((v1/v′1)β)Ni = (
∏t

j=0 Cij

j )β(c′−c) = (
∏t

j=0 Cij

j )αNi+1 mod N

=⇒ gβ(w−w′)((v1/v′1)β)Ni/(
∏t

j=0 Cij

j )αNi =
∏t

j=0 Cij

j mod N

=⇒ gβ(w−w′)((v1/v′1)β/(
∏t

j=0 Cij

j )α)Ni =
∏t

j=0 Cij

j mod N

(12) =⇒ g
β(w−w′)
i ((v2/v′2)β)Ni = c

β(c′−c)
i = cαNi+1

i mod N2
i

=⇒ g
β(w−w′)
i ((v2/v′2)β)Ni/cαNi

i = ci mod N2
i

=⇒ g
β(w−w′)
i ((v2/v′2)β/cα

i )Ni = ci mod N2
i

Therefore, D can calculate integers si = β(w − w′), r′i =
(v1/v′1)β/(

∏t
j=0 Cij

j )α mod N and ri = (v2/v′2)β/cα
i mod N2

i in polyno-

mial time such that
∏t

j=0 Cij

j = gsir′Ni

i mod N and ci = gsi

i rNi

i mod N2
i . �

Proof of Theorem 6: Lemma 1 and Lemma 2 illustrate that if D can pass the
public share verification with a non-negligible probability it can calculate integers
ŝi, r̂i, si, r′i and ri in polynomial time such that

∏t
j=0 Cij

j = gŝi r̂N
i mod N ,∏t

j=0 Cij

j = gsir′Ni

i mod N and ci = gsi

i rNi

i mod N2
i .

So
gŝi r̂N

i = gsir′Ni

i mod N

Namely,
gŝi−si r̂N

i /r′Ni

i = 1 mod N

According to logarithm-root assumption, gŝi−si = 1 mod N , r̂N
i = 1 mod N

and r′Ni

i = 1 mod N . Therefore,
∏t

j=0 Cij

j = gsi mod N . �

Theorem 2 and Theorem 3 guarantee that the proposed public share verification
mechanism is correct. Theorem 4 and Theorem 5 guarantee that the proposed
public share verification mechanism is strict honest-verifier zero knowledge. The
proposed public share verification mechanism can be transformed into a non-
interactive protocol using Fiat-Shamir heuristic [4] and a hash function such
that public verification is implemented. Unfortunately, guarantee of soundness
by Theorem 6 is incomplete. When D is honest and strictly follows the proposed
PVSS protocol, si ≤ (t + 1)mnt < Ni and public share verification is sound as
illustrated in Theorem 6. However, if D deviates from the PVSS protocol and
si ≥ Ni, the share Ai obtains after decryption of ci is not si and thus inconsistent
with the committed secret. This problem will be solved in next section.
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5 The Advanced PVSS Scheme

As illustrated in last section, when D is dishonest and generates an si larger than
Ni, the public share verification mechanism in the basic PVSS scheme cannot
guarantee that the share decrypted from ci is the committed share. To solve this
problem, the advanced PVSS scheme is proposed as follows.

– The secret sharing procedure, secret commitment procedure, share verifica-
tion procedure and secret reconstruction procedure are the same as in the
basic PVSS scheme.

– Public share verification procedure is upgraded as follows.
1. D runs the proof protocols in Figure 1 and Figure 2.
2. D publishes Di = gNi−si mod N and runs the proof protocols in Fig-

ure 3.
3. Anyone can publicly verify

Di

∏t
j=0 Cij

j = gNi mod N (13)

The upgraded public share verification mechanism can be transformed into a non-
interactive protocol using Fiat-Shamir heuristic [4] and a hash function such that
public verification is implemented. The proof protocol is Figure 3 is very similar
to the proof protocol is Figure 2 and the only difference is that the secret si is
replaced with Ni − si and the commitment

∏t
j=0 Cij

j is replaced with Di.

Theorem 7. An honest D can pass the proof protocol is Figure 3.

Theorem 8. The proof protocol in Figure 3 is strict honest-verifier zero knowl-
edge.

1. D randomly chooses integers r ∈ Z, t ∈ ZN and publishes

a = grtN mod N

2. A verifier publishes a random L-bit integer

c

3. D publishes

w = r − c(Ni − si) mod N

v = tg(r−c(Ni−si))%N mod N

where % stands for computation of quotient.

Public verification:

gwvNDc
i = a mod N

Fig. 3. The additional public proof and verification Protocol in the advanced PVSS
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Proof of Theorem 7 is similar to that of Theorem 3 and is not repeated. Proof
of Theorem 8 is similar to that of Theorem 5 and is not repeated. Thus, the up-
graded public share verification is correct and strict honest-verifier zero knowl-
edge.

Theorem 9. The public share verification mechanism in the advanced PVSS
scheme is sound. More precisely, if verification in Figure 1, Figure 2, Figure 3
and (13) is passed with a non-negligible probability, then a unique secret can be
reconstructed from the messages in any t + 1 encrypted shares.

To prove Theorem 9, a lemma is proved first.

Lemma 3. If in the proof protocol in Figure 3 given two different challenges
c and c′ to the same commitment a, D can provide two responses (w, v) and
(w′, v′) to pass the verification respectively, then D can calculate integers s′i and
di in polynomial time such that Di = gs′

idN
i mod N .

Proof of Lemma 3 is similar to that of Lemma 1 and is not repeated.

Proof of Theorem 9: According to Theorem 6, D can calculate in polyno-
mial time si and ri such that

∏t
j=0 Cij

j = gsi mod N and ci = gsi

i rNi

i mod N2
i .

According to Lemma 3, D can calculate s′i and di in polynomial time such that
Di = gs′

idN
i mod N . So D can calculate si + s′i and di in polynomial time such

that

Di

∏t
j=0 Cij

j = gsi+s′
idN

i mod N (14)

(14) and (13) imply that

gsi+s′
i−NidN

i = 1 mod N

So according to logarithm-root assumption, si+s′i = Ni mod m. Namely si+s′i =
Ni + km where k is an integer.

If k �= 0, then D can calculate in polynomial time a non-zero integer km such
that gkm = 1 mod N . This is contradictory to the fact that order problem is
hard. So k = 0 and si < Ni. Thus, D(ci) = si where

∏t
j=0 Cij

j = gsi mod N .
So C0 = g

∑
i∈S D(ci)ui mod N for any S containing the indices of t + 1 shares

where ui =
∏

j∈S,j �=i
j

j−i . So for any two sets S1 and S2, each containing the
indices of t + 1 shares,

∑
i∈S1

D(ci)ui =
∑

i∈S2
D(ci)ui + k′m where k′ is an

integer. If k′ �= 0, the dealer can calculate in polynomial time a non-zero integer
k′m =

∑
i∈S1

D(ci)ui −
∑

i∈S2
D(ci)ui such that gk′m = 1 mod N as it knows

all the shares. This is contradictory to the fact that order problem is hard. So
k′ = 0 and

∑
i∈S1

D(ci)ui =
∑

i∈S2
D(ci)ui. Therefore, a unique secret can be

reconstructed from the messages in any t + 1 encrypted shares. �
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6 Conclusion

A new PVSS scheme is proposed to overcome the existing problems in PVSS.
It has an efficient and immediate secret recovery function and has no special
requirement on the secret, which is an advantage over the non-general PVSS
schemes. Correctness, soundness, strict honest-verifier zero knowledge public ver-
ification and practical efficiency are achieved with a reasonable security assump-
tion in the new PVSS scheme, which is an advantage over the existing general
PVSS schemes. If information-theoretical privacy is required in the commitment
procedure, the information-theoretically hiding commitment function in [10] can
be employed and the public share verification procedure can be slightly modi-
fied to suit the change. The public share verification procedure in the new PVSS
scheme has independent value as it is the only efficient and strict honest-verifier
zero knowledge solution to cryptographic applications where it is required to pub-
licly prove and verify that the same secret is committed in a discrete-logarithm-
based commitment and encrypted as an exponent in an encryption algorithm
(e.g. Paillier encryption).
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Abstract. The adaptive oblivious transfer is a variant of oblivious trans-
fer. To the best of our knowledge, the existing adaptive oblivious transfer
schemes are all constructed in the setting of public key infrastructure. In
this paper, we first introduce the notion of ID-based adaptive oblivious
transfer. We also show that a generic construction of ID-based adaptive
oblivious transfer can be obtained if there exists an ID-based unique blind
signature. Another main contribution in this paper is that we propose a
provable secure round-optimal ID-based unique blind signature scheme
and the resulting ID-based adaptive oblivious transfer scheme.

Keywords: ID-based cryptosystem, Adaptive, Oblivious transfer, Blind
signature.

1 Introduction

Oblivious transfer (OT) is a cryptographic primitive for designing secure pro-
tocols, which is introduced by Rabin [19], and extended by Even et al. [12],
and Brassard et al. [8] respectively. It considers the scenario in which Alice (as
a sender) has some information and Bob (as a receiver/chooser) is interested
in obtaining part of these information such that Alice cannot figure out which
part is given to Bob. Meanwhile, Bob must not learn anything about the rest
of the information. The oblivious transfer is so useful that many researchers
concentrate on it and propose plenty of schemes [1,2,21,18,16,11,17,15].

The adaptive oblivious transfer means that the sender has N messages and
the receiver can choose to receive k of them one-after-the-other. That is to say,
the receiver may obtain Mi−1 before deciding on Mi (i.e., the i-th value may
depend on the first i − 1 values). The first adaptive oblivious transfer scheme
is given by Naor and Pinkas [17]. Recently, Camenisch et al. [9] propose two
adaptive oblivious transfer schemes. They also presented a generic solution for
constructing adaptive oblivious transfer from unique blind signature schemes
(UBSS). Later, Green et al. [14] propose another adaptive oblivious transfer by
using the blind version of extracting algorithm from identity-based encryption
(IBE) scheme.

H.Y. Youm and M. Yung (Eds.): WISA 2009, LNCS 5932, pp. 133–147, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Identity-based (ID-based) cryptography, introduced by Shamir [20], is a
public-key system in which an arbitrary string can be used as the public key,
such as email addresses or IP addresses. As a result, identity-based cryptogra-
phy significantly reduces the system complexity and the cost for establishing
and managing the public key authentication framework known as Public Key
Infrastructure (PKI).

In this paper, we first introduce the notion of ID-based adaptive oblivious
transfer, which is useful in some certain applications. For example, when the
ID-based oblivious transfer is used to sell digital goods, a buyer can use the
ID of vendor to encrypt the index of the goods. Our generic construction of
ID-based oblivious transfer follows the solution of Camenisch et al. [9]. More
precisely, we propose a round-optimal ID-based unique blind signature scheme
and then construct the adaptive oblivious transfer from it. We argue that Green
et al. [14]’s construction from IBE is much different with ours since their OT
scheme is not ID-based. Due to the advantage of ID-based cryptosystem, the ID-
based adaptive oblivious transfer schemes proposed in this paper can be used to
design the digital goods selling protocol[1] and the private information retrieval
scheme(PIR) [10] under the ID-based setting.

The rest of this paper is organized as follows: In section 2 we introduce some
preliminaries. In section 3, we describe the model and security notions for ID-
based adaptive oblivious transfer. In section 4, we present the generic construc-
tion of ID-based adaptive oblivious transfer. In section 5, we first present a new
ID-based unique blind signature scheme, and then use it to construct an ID-based
adaptive oblivious transfer scheme. We consider how to obtain the IDAOT N

k×1

scheme from PKI-based unique signature in section 6. Finally, we conclude in
section 7.

2 Preliminaries

2.1 Bilinear Groups with Composite Order

We briefly review the necessary facts about bilinear groups with composite order
using the same notation as in [6].

Let G be an algorithm called a group generator that takes as input a security
parameter λ ∈ Z and outputs a tuple (p, q, G, GT , e) where p, q are two distinct
primes, G and GT are two cyclic groups of order n = pq, and e is a map e :
G × G → GT , which called a bilinear pairing if this map satisfies the following
properties:

1. Bilinearity: For all u, v ∈ G and a, b ∈ Z∗
n, we have e(ua, vb) = e(u, v)ab.

2. Non-degeneracy: There exists a g ∈ G, such that e(g, g) �= 1. In other
words, if g is a generator of G, then e(g, g) generates GT .

3. Computability: There is an efficient algorithm to compute e(u, v) for all
u, v ∈ G.

Such groups can be found on supersingular elliptic curves. Here is an example:
Let n = pq, and L to be smallest prime in {n−1, 2n−1, 3n−1, . . .}, where L = 3
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mod 4. An elliptic curves over FL is the set of geometric solutions P = (x, y) to
the equation y2 = x3 + x. Then E(FL) has subgroup G of order n. The pairing
will be e : G × G → (FL2)(|L|2−1)/N . Other examples can be found in [6].

2.2 The One-More Square-Root-Exponents Assumption

In this subsection, we introduce a new hard problem named “One-More Square-
Root-Exponents problem”. Our new ID-based unique blind signature scheme is
based on this assumption.

Definition 1 (One-More-SREP). One-MoreSquare-Root-ExponentsProblem
in (G, GT ) is given as follows: For an integer n = pq and p, q are big prime num-
bers, and x2 ∈R QRn, an one-way hash function H2 : {0, 1}∗ → G, given a
BLS signature oracle (·)x, the adversary A is required to output t + 1 tuples <
(m1, H2(m1)x), . . . , (mt+1, H2(mt+1)x) >, on the condition that the adversary
makes at most t oracle queries.

We denotes AdvOMSREP
A,m (t) as the probability that the adversary A solves the

One-More Square-Root-Exponents Problem. Then we say that the One-More-
SREP is (t, ε)-hard if AdvOMSREP

A,m (t) < ε, where ε is negligible for any adversary
A whose time-complexity is polynomial in the security parameter t.

Solving One-More-SREP is as hard as the forgeability of BLS signature scheme
[7], assuming the intractability of the quadratic residuosity problem modulo a
composite n = pq where p, q are large primes.

Definition 2 (One-More-SREP Assumption). We say that the (t, ε)-One-
More-SREP assumption holds in (G, GT ) if no t-time adversary has advantage
at least ε in solving the One-More-SREP in (G, GT ), i.e., One-More-SREP is
(t, ε)-hard in (G, GT ).

2.3 ID-Based Blind Signature

An ID-based blind signature scheme is considered be the combination of a general
blind signature scheme and an ID-based one, i.e., it is a blind signature, but its
public key for verification is just the signer’s identity. It consists of the following
four algorithms, Setup, Extract, Blind Signature Issuing protocol, and
Verification. The security of an ID-based blind signature scheme consists of
two requirements: the blindness property and the unforgeability. We say the
blind signature scheme is secure if it satisfies these two requirements. For detailed
description of the definition of ID-based blind signature and the security models,
the readers can refer to [22].

As in [9], we say an ID-based blind signature scheme is unique (called ID-
based unique blind signature) if for each ID, and each message m ∈ {0, 1}∗,
there exists at most one signature s ∈ {0, 1}∗ such that the Verification
holds.
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3 Model and Security Notions

In this section, we present a model and the security notions for the ID-based
adaptive oblivious transfer.

3.1 Definitions

An ID-based Adaptive k-out-of-N Oblivious Transfer (IDAOT N
k×1) consists of

three participants: a trusted Private Key Generator (PKG), a Sender (S), a
Receiver(R) and four algorithms, namely (Setup, Extract, SI , RI ST , RT ) where

1. Setup: A probabilistic polynomial algorithm that takes a security parameter
λ, and returns params (system parameters) and master-key of the PKG.

2. Extract: Takes as input system parameters, master-key, and an arbitrary
ID ∈ {0, 1}∗, and returns a private key sk. Here ID is an arbitrary string
that will be used as a public key.

3. SI , RI : This is an interactive protocol between the sender and the receiver
for the initialization. The sender runs SI(M1, . . . , MN ) (The inputs are the
messages M1, . . . , MN) to obtain state value S0, and the receiver runs RI

algorithm without input to obtain state value R0.
4. ST , RT : This is an interactive protocol between the sender and the receiver

for the k times transfers. The i-th transfer proceeds as follows: the sender
runs ST (Si−1) to obtain state value Si, and the receiver runs RT (Ri−1, σi)
where 1 ≤ σi ≤ N is the index of the message to be received. This produces
state information Ri and the message Mσi or ⊥ indicating failure.

3.2 Security Notions

After the Setup and Extract phases, others are same as the PKI based. So, the
security for ID-based oblivious transfer can be defined according to a simulation-
based definition similar to the presentation in [9]. The RealŜ,R̂(N, k, M1, . . . ,

MN , Σ) means the experiment for arbitrary sender and receiver algorithms Ŝ and
R̂, and the IdealŜ,R̂(N, k, M1, . . . , MN , Σ) means the experiment that trusted
party T handles the data exchanges between the sender Ŝ and the receiver R̂.
The experiment details are copied from [9] and listed as follows.

Real experiment. The experiment RealŜ,R̂(N, k, M1, . . . , MN , Σ) occurs be-
tween the arbitrary sender and receiver algorithms Ŝ and R̂. It proceeds as fol-
lows. Ŝ is given messages M1,. . . ,MN as input and interacts with R̂(Σ), where
Σ is an adaptive selection algorithm that, on input messages Mσ1 ,. . . ,Mσi−1 ,
outputs the index σi of the next message to be queried. In their first run, Ŝ and
R̂ produce initial states S0 and R0 respectively. Next, the sender and receiver
engage in k interactions. In the i-th interaction for 1 ≤ i ≤ k, the sender and
receiver interact by running Si ← Ŝ(Si−1) and (Ri, M

∗
i ) ← R̂(Ri−1), and up-

date their states to Si and Ri, respectively. Note that M∗
i may be different from

Mσi when either participant cheats. At the end of the k-th interaction, sender



ID-Based Adaptive Oblivious Transfer 137

and receiver output strings Sk and Rk respectively. The output of the RealŜ,R̂

experiment is the tuple (Sk, Rk).

Ideal experiment. In experiment IdealŜ′,R̂′(N, k, M1, . . . , MN , Σ), the (possi-
bly cheating) sender algorithm Ŝ′(M1, . . . , MN) generates messages M∗

1 ,. . . ,M∗
N

and hands these to the trusted party T. In each of the k transfer phases, T

receives a bit bi from the sender Ŝ′ and an index σ∗
i from the (possibly cheat-

ing) receiver R̂′(Σ). If bi = 1 and σ∗
i ∈ {1, . . . , N}, then T hands M∗

σ∗
i

to the
receiver; otherwise, it hands ⊥ to the receiver. At the end of the k-th transfer,
Ŝ′ and R̂′(Σ) output a string Sk and Rk; the output of the experiment is the
pair (Sk,Rk). Note that the sender’s bit bi models its ability to make the current
transfer fail. However, the sender’s decision to do so is independent of the index
σi that is being queried by the receiver.

Then we have the following notions:

Security under ID Attack: Assume that A is the adversary (he/she can be
a sender or receiver or any third party) holding the system parameters and the
identity public key ID of the sender. The A performs the ID attack as follows: A
queries Extract qE (qE > 0) times with (params, IDi �= ID) for i = 1, · · · , qE .
Extract returns to A the qE corresponding secret key ski. We assume that qE

is limited by a polynomial in k. If A can get a (ID′
i, sk

′
i), such that (ID′

i, sk
′
i)

has the same function with (ID, sk), then he/she can play the role of sender.
As noted by Naor in [5], any Extract phase in ID-based cryptosystem gives a
public key signature scheme. When this signature scheme is secure, then A can
not get such (ID′

i, sk
′
i), this means that A learns nothing from query results.

Sender-Secure: We say that OT N
k×1 is (t, t′, tD, ε)-sender-secure if for any real-

world cheating receiver R̂ running in time t, there exists an ideal-world receiver
R̂′ running in time t′ such that for any N ∈ [1, t], any k ∈ [0, N ], any messages
M1, . . . , MN , and any selection algorithm Σ, no distinguisher D running in time
tD has success probability greater than ε to distinguish the distributions RealS,R̂

(N, k, M1, . . . , MN , Σ) and IdealS′,R̂′(N, k, M1, . . . , MN , Σ). The distinguisher D
is allowed to query Extract oracle except on ID of the sender. With the obtained
private keys, the distinguisher D can practice the oblivious transfer at will.

Receiver-Secure: We say that OT N
k×1 is (t, t′, tD, ε)-receiver-secure if for any

real-world cheating sender Ŝ running in time t, there exists an ideal-world sender
Ŝ′ running in time t′ such that for any N ∈ [1, t], any k ∈ [0, N ], any mes-
sages M1, . . . , MN , and any selection algorithm Σ, no distinguisher D running
in time tD has success probability greater than ε to distinguish the distributions
RealŜ,R(N, k, M1, . . . , MN , Σ) and IdealŜ′,R′(N, k, M1, . . . , MN , Σ).

4 Generic Construction of ID-Based Adaptive Oblivious
Transfer from ID-Based Unique Blind Signature

In this section, we present a generic construction for ID-based adaptive oblivious
transfer (IDAOT N

k×1). Our construction is identical to the generic construction
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of [9], except that there is PKG in our construction to issue private keys for
the senders and receivers with their IDs as the public keys, and that the unique
blind signature scheme is also ID-based. We suppose that the ID-based unique
blind signature scheme consists of four algorithms IDBS=(Setup, Extract,
BlindSign, Verify).

A generic IDAOT N
k×1 is a tuple (Setup, Extract, SI , RI ST , RT ) where:

– Setup Input a security parameter λ, it outputs system parameters params
and a master secret key msk for PKG.

– Extract The same as Extract in the ID-based blind signature scheme. Input
one PKG’s secret key msk, and the user’s ID, the PKG outputs the cor-
responding private key for the user. For the sender with identity IDS , the
private key is SKS. For the receiver with identity IDR, the private key is
SKR.

– (SI , RI): The sender (signer) has N messages {M1, . . . , MN}. For i =
1, . . . , N , the sender calculates si = Sign(skS , i), and Ci = H(i, si) ⊕ Mi,
here H is a hash function. {IDS, C1, . . . , CN} are sent to the receiver. At
the end of this algorithm, the sender and the receiver reach the initial state,
S0 and R0, respectively.

– (ST , RT ): In the i-th transfer (1 ≤ i ≤ k), the receiver selects σi ∈ {1, . . . , N}
as input, and executes the interactive BlindSign protocol with the signer,
with the signer’s input SKS. After the protocol, the receiver obtains the blind
signature sσi=BlindSign(skS,σi) from the signer, with the signer knows
neither the σi nor the sσi . The sσi should be the same as the one used to
encrypt Mσi in (SI , RI) phase, for the signature scheme is an unique blind
signature scheme.
The receiver verifies the sσi by running Verify(IDS , σi, sσi). If it outputs
0, the receiver outputs ⊥. Else, the receiver outputs Mσi=Cσi ⊕ H(σi, sσi).
If i = k the receiver stops. Else the receiver can decide the next choice by
selecting a different σi+1 and running the (ST , RT ) again. It means that the
running states of the sender and the receivers evolve from the states Si and
Ri to Si+1 and Ri+1.

It is obviously that if the signature scheme educed from Extract phase is secure,
then A learns nothing under the ID attack.

Theorem 1 states that the sender’s security is implied by the one-more un-
forgeability of IDBS, while Theorem 2 states that the receiver’s security follows
from the selective-failure blindness of BS. The proofs are identical to those in
[9] except considering the ID attacks, and provided in Appendix A.

Theorem 1. If the IDBS is (t′′, q′′S, ε′′)-unforgeable, then the IDAOT N
k×1

scheme described above is (t, t′, tD, qH , ε)-sender-secure in the random ora-
cle model for any ε ≥ ε′′, k ≤ q′′S, t ≤ t′′ − qH · tV erify, and t′ ≥ t + tExt +
k · tSign + qH · tV erify, where tExt, tSign and tV erify are the time steps required
for an execution of the key extraction, blind signing and verification algorithm
of IDBS, respectively.
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Theorem 2. If the IDBS is (t′′, ε′′) selective-failure blind, then the IDAOT N
k×1

scheme described above is (t, t′, tD, qH , ε)-receiver-secure in the random oracle
model for all ε ≥ 2 · ε′ and tD ≤ t′′ − t − tΣ − k · tUser, t′ ≥ t + tΣ + (qH + k) ·
tV erify +k · tUser where tUser, tV erify and tΣ are the running times of the User,
Verify and Σ algorithms, respectively.

5 A Concrete IDAOT N
k×1 Scheme

As shown above, the ID-based adaptive oblivious transfer can be constructed
if there exists ID-based unique blind signature scheme. In this section, we first
propose a round-optimal ID-based unique blind signature scheme and then use
it to construct a concrete IDAOT N

k×1 scheme.

5.1 The Proposed ID-Based Unique Blind Signature Scheme

The round-optimal ID-based unique blind signature scheme is described as fol-
lows:

1. Setup. The PKGgenerates the system parameters: (G, GT , e, n, g, H1, H2).
H1 : {0, 1}∗ → Z∗

n, H2 : {0, 1}∗ → G. The master secret key is (p, q), here
n = pq and p, q are big prime numbers.

2. Extract. Given a signer’s identity ID, PKG computes the private key
sid = H1(ID||tag) 1

2 mod n associated with ID, here tag is increased from
0 by step 1, untill H1(ID||tag) is a quadratic residue modulo n. Then PKG
returns sid and tag to the signer.

3. BlindSign. The signer has ID and private key sid. The signer interacts with
the user to issue blinded signature.
– Blind: For message m, the user picks a random number r ∈ Zn, com-

putes R = H2(m)r ∈ G and sends R to the signer.
– Sign: The signer computes s = Rsid ∈ G, and returns s and tag to the

user.
– Unblind: The user computes s′ = sr−1 mod n.

4. Verify: Given ID, tag, m, s′, the the user verifies that

e(s′, s′) ?= e(H2(m), H2(m))H1(ID||tag)

The verification of the signature is justified by the following equations:

e(s′, s′)

= e(sr−1 mod n, sr−1 mod n)

= e((Rsid)r−1 mod n, (Rsid)r−1 mod n)

= e(((H2(m)r)sid)r−1 mod n, ((H2(m)r)sid)r−1 mod n)
= e(H2(m)sid , H2(m)sid)

= e(H2(m), H2(m))s2
id

= e(H2(m), H2(m))H1(ID||tag)
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On the blindness of our ID-based blind signature scheme, we can state the fol-
lowing theorem:

Theorem 3. The proposed scheme is blind.

Proof. We follow the blindness model presented in [22]. Let A be the Signer
or a probabilistic polynomial-time algorithm that controls the Signer and has
(ID, sid) from Extract(params, ID).

If A gets ⊥, it is easy to see that A wins the game with probability exactly
the same as a random guessing of b, i.e., with probability 1/2.

Suppose that A gets s′(mb) and s′(m1−b), instead of ⊥. For i = 0, 1, let Ri, si

be the data exchanged during the signature issuing protocol, and (R0, s0) and
(R1, s1) are given to A. Then it is sufficient to show that there exist a random
factors d that maps Ri, si to Rj , sj for each i, j ∈ {0, 1}. Suppose H2(mi) = gy1

and H2(mj) = gy2 , with unknown y1 and y2. Then we have Ri=H2(mi)ri =
gy1·ri mod n and Rj=H2(mj)rj = gy2·rj mod n. There does exist a random factors
d=(y1 · ri − y2 · rj mod n) that maps Ri to Rj , though we can not calculate it
out. Therefore, even an infinitely powerful A has no advantage in determining
which message Ri, si belong to, and the probability that A guesses the right b
is 1

2 .
Taking two cases into account, the probability that A wins is 1

2 . Therefore,
the proposed scheme is blind. ��

Theorem 4. The proposed ID-based unique blind signature scheme is unforge-
able, under the One-More-SREP assumption.

Proof. Our proof is in the random oracle model (the hash function is seen as a
random oracle, i.e., the output of the hash function is uniformly distributed).
Suppose that a forger F (t, qE , qH , ε)-break the signature scheme using an
adaptive chosen message attack. We will use F to construct an algorithm A to
solve One-More-SREP. Suppose A is given a signature oracle (·)x.

Now A selects hash function H1 : {0, 1}∗ → Z
∗
n, plays the role of the signer.

He parses the x2 as (ID||tag), then the public key for A is ID. A will answer
hash oracle queries, Extract queries and signing queries. We assume that F never
repeats a hash query or a signature query.

– Step1: A prepares qE responses {x1, x2, . . . , xqE ∈ Z
∗
n} of the Extract oracle

queries, where xi are distributed randomly in this response set. A maintains
a Hash-List for hash and Extract oracle. For each 1 ≤ i ≤ qE , A selects
a randomly tagi,0 ∈ {1, . . . , k} and sets H1(IDi||tagi,0)=x2

i , with IDi still
unknown for index i. An index counter j is set to 0.

– Step2: When F makes a H1(·) oracle query on a new ID IDnew and a
tag tagnew, if IDnew does not exist in Hash-List, A increases j by 1 and
sets IDj = IDnew, tagj,1 = tagnew. If tagj,1 = tagj,0, A returns x2

j for
H1(IDj ||tagj,1). Else A selects randomly unused r ∈ Z∗

n sends r to F , and
A also records r in Hash-List as H1(IDj ||tagj,1). If IDnew already exists
as IDj, A checks if any tagj,l (0 ≤ l ≤ k) equals to tagnew. If a certain
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tagj,l equals to tagnew, A returns H1(IDj ||tagj,l). If no tagj,l (0 ≤ l ≤ k)
equals to tagnew, an empty array tagj,l′ is assigned to contain tagnew. Then
a randomly unused r ∈ Z∗

n is recorded as H1(IDj ||tagj,l′) and sent to F .
– Step3: F makes a Extract oracle query for a new ID IDnew. If there exists

an item in Hash-List with IDj = IDnew, A returns sidj = xj and tagj,0 to
F as the response. Otherwise, A increases j by 1 and records IDj = IDnew.
A sends xj and tagj,0 to F .

– Step4: F makes a hash oracle query for a l-th message on hash function H2,
1 ≤ l ≤ qH . A returns H2(ml) to F as the response, at the same time, A
records the message pair (ml,H2(ml)) in its Hash-List. Otherwise, A reports
failure and aborts.

– Step5: F makes a signature oracle query for a l-th message ml, 1 ≤ l ≤ t.
A forwards the query to the signature oracle (·)x and forwards the returned
H2(ml)rx to F as the response. In this step, A knows nothing about the
message ml because its hash value is blinded by r.

– Step6: Eventually, F halts and outputs t + 1 message-signature tuples <
(m1, H2(m1)x), . . . , (mt+1, H2(mt+1)x) >. Then A verifies if each message-
signature tuple (ml, H2(ml)x) satisfies e(H2(ml)x, H2(ml)x) = e(H2(ml),
H2(ml))H1(ID||tag), where 1 ≤ l ≤ t + 1. If so, A outputs these t + 1 tuples
as a solution to One-More-SREP.

We don’t need to care about the forgery of combining several message-signature
pairs to form a new message-signature pair. Because this kind of forgery requires
finding message for the hash function H2(·), violating the one-wayness of H2(·).

��

5.2 An IDAOT N
k×1 Scheme

From the ID-based unique blind signature proposed above, we can easily con-
struct an ID-based adaptive oblivious transfer scheme. We just give out the
detailed construction here.

– Setup: Input a security parameter λ, PKG generates the system parameters:
(G, GT , e, n = pq, g, H1, H2), with H1 : {0, 1}∗ → Z∗

n, H2 : {0, 1}∗ → G.
(p, q) is the master secret key of PKG.

– Extract: Input the sender’s ID, PKG outputs the corresponding private key
sid = H1(ID||tag) 1

2 mod n. Here tag is increased from 0 by step 1, untill
H1(ID||tag) is a quadratic residue modulo n. Then PKG returns sid and
tag to the signer. Note that this Extract phase is actually the signing phase
of Rabin signature scheme.

– (SI , RI): The sender (or signer) has N messages {M1, . . . , MN}. For i =
1, . . . , N , the signer calculates si = H2(i)sid , and Ci = H1(i, si) ⊕ Mi.
{IDS, tag, C1, . . . , CN} are sent to the receiver. At the end of this algorithm,
the signer and the receiver reach the initial state, S0 and R0, respectively.

– (ST , RT ): In the i-th transfer (1 ≤ i ≤ k), the receiver selects σi ∈ {1, . . . , N}
as input, runs the interactive protocol BlindSign with the signer. In the
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protocol, the sender’s input is sid. After the protocol, the receiver obtains
the blind signature sσi=H2(σi)sid from the sender, with the sender knows
neither the σi nor the sσi . The sender also sends tag to the receiver.

The receiver verifies the sσi by testing e(sσi,sσi)
?=e(H2(σi), H2(σi))H1(ID||tag).

If it outputs 0, the receiver outputs ⊥. Else, the receiver outputs Mσi=Cσi ⊕
H1(σi, sσi). If i = k the receiver stops. Else the receiver can decide the next
choice by selecting a different σi+1 and running the (ST , RT ) again. It means
that the running states of the sender and the receivers evolve from the states
Si and Ri to Si+1 and Ri+1.

6 IDAOT N
k×1 Scheme from PKI-Based Unique Signature

At Eurocrypt 2004, Bellare, Neven, and Namprempre [3] demonstrated that
identity-based signature schemes can be constructed from any PKI-based sig-
nature scheme. Galindo et al.[13] extended Bellare et al.’s method, and gave a
generic construction of some identity-based signature schemes with additional
properties (such as identity-based blind signatures, proxy signatures, verifiably
encrypted signatures, ...) from PKI-based signature schemes with the same prop-
erties. The ID-based unique blind signature can be obtained using Galindo et
al.’s method from PKI-based unique blind signature. So, the IDAOT N

k×1 scheme
can be constructed from PKI-based unique blind signature.

As an example, we give another concrete IDAOT N
k×1 scheme from BLS sig-

nature [7] and blind BLS signature [4] schemes as follows.

– Setup: Input a security parameter λ, PKG generates the system parameters:
(G, GT , e, n, g, H1, H2), with H1 : {0, 1}∗ → Z

∗
n, H2 : {0, 1}∗ → G. Here n

is a prime number. The master public key of PKG is defined as u = gx,
whereas the master secret key stored by PKG is x.

– Extract: The sender has public-secret key pair (pki, ski) = (ui = gxi , xi) with
identity IDi. Input the sender’s ID and his public key (IDi, pki = ui), PKG
outputs σ = H2(IDi||ui)x. The resulting secret key of the identity IDi is
sidi = (ski = xi, pki = ui, σ).

– (SI , RI): The sender (or signer) has N messages {M1, . . . , MN}. For i =
1, . . . , N , the signer calculates si = H2(i)xi , and Ci = H1(i, si) ⊕ Mi.
{IDi, C1, . . . , CN} are sent to the receiver. At the end of this algorithm,
the signer and the receiver reach the initial state, S0 and R0, respectively.

– (ST , RT ): In the i-th transfer (1 ≤ i ≤ k), the receiver selects σi ∈ {1, . . . , N}
as input, runs the interactive protocol with the signer as follows:
• The receiver picks up a random number r ∈ Z∗

n, sends grH2(σi) to the
sender.

• The sender computes s′σi
= (grH2(σi))xi , and sends (s′σi

, ui, σ) to the
receiver.

• The receiver computes sσi = s′σi
/ur

i = H2(σi)xi , verifies that e(sσi , g) ?=

e(H2(σi), ui) and e(σ, g) ?= e(H2(IDi||ui), u).
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After the protocol, the receiver obtains the blind signature sσi=H2(σi)xi

from the sender, with the sender knows neither the σi nor the sσi .
The receiver verifies the sσi and σ if they are valid. If it outputs 0, the receiver
outputs ⊥. Else, the receiver outputs Mσi=Cσi ⊕ H1(σi, sσi). If i = k the
receiver stops. Else the receiver can decide the next choice by selecting a
different σi+1 and running the (ST , RT ) again. It means that the running
states of the sender and the receivers evolve from the states Si and Ri to
Si+1 and Ri+1.

From the previous scheme [17,9,14], as well as our scheme, we can see that
the key pair of the sender can not be reused for the new set of N messages
{M ′

1, . . . , M
′
N}. Because they all use the unique values to encrypt the message.

For instance, in [9] the ciphertext for Mi is Ci = H(i, si) ⊕ Mi, and the value
H(i, si) is used to encrypt Mi. Because si is the unique blind signature, if the
key pair and the index i are not changed, si hence H(i, si) will be the same
for every new set of N messages {M ′

1, . . . , M
′
N}. And the receiver can run the

protocol once and obtain the decryption key forever.
Due to the advantages of the identity-based cryptography, the sender can set

his identity as IDS ||date, for every new set of N messages, he will ask PKG to
compute his new secret key. So, the ID information can be reused.

7 Conclusion

In this paper, we introduce the notion of ID-based adaptive oblivious transfer.
The primitive is useful in some applications since it enjoys the inherent advan-
tages of the identity-based cryptography. We also show that a generic construc-
tion of ID-based adaptive oblivious transfer can be given if there exists ID-based
unique blind signature. Moreover, we propose a round-optimal ID-based unique
blind signature scheme and prove its security. To the best of our knowledge,
the resulting oblivious transfer scheme is the first ID-based adaptive oblivious
transfer scheme.
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Appendix A

Proof of Theorem 1

Proof. For any real-world cheating receiver R̂, consider the ideal-world receiver R̂′

that works as follows. R̂′ generates a fresh pair (ID′
S , skid) from Extract algo-

rithm for the blind signature scheme BS and chooses random strings C1,. . . ,CN

← {0, 1}l. It then feeds the string (ID′
S , C1, . . . , CN ) as input to R̂ to obtain ini-

tial state R0. During the transfer phase, when R̂ engages in a transfer protocol,
R̂′ simulates the honest sender by executing the blind signature protocol as pre-
scribed by BlindSign(skid, σi). To answer random oracle queries, R̂′ maintains
an initially empty associative array HT[·] and a counter ctr. When R̂ performs a
random oracle query H(x), R̂′ responds with HT[x], or proceeds as follows if this
entry is undefined.

If x = (i, s) and Verify(ID′
S , i, s)=1 and i ∈ [1, N ] then

ctr ← ctr + 1; If ctr > k then halt with output ⊥
Obtain Mi from the ideal functionality
HT[x]← Mi ⊕ Ci

else HT[x]← {0, 1}l.

When eventually R̂ outputs a string τ , R̂′ halts with the same output τ . The
running time t′ of R̂′ is that of R̂ plus the time of a key extraction, k signing
interactions and up to qH signature verifications, i.e. t′ = t + tExt + k · tSign +
qH · tV erify .

The only differences between the two environments occur in the initializa-
tion message and the simulation of the random oracle. In both environments,
the initialization message contains a fresh public key ID′

S and N random l-bit
strings. The responses to R̂’s random oracle queries are random l-bit strings,
except for queries of the form H(i, s) where s is the unique signature such that
Verify(ID′

S , i, s) = 1. For these queries, the unique value Mi ⊕ Ci is returned.
Since Ci is a randomly chosen string, the distribution of Mi ⊕ Ci will also be a
random l-bit string. So if R̂′ does not abort, R̂′ perfectly simulates the environ-
ment of the RealS,R̂(N, k, M1, . . . , MN , Σ) experiment.

R̂′ just relays messages between its signing oracle and R̂ to simulate R̂’s
transfer queries. So R̂′ aborts with probability not greater than R̂, which is ε′′.

From the above, we know that as long as R̂′ does not abort, the distri-
butions RealS,R̂(N, k, M1, . . . , MN , Σ) and IdealS′,R̂′(N, k, M1, . . . , MN , Σ) are
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identical, so any unbounded distinguisher D can not have any advantage in
telling them apart, even if he is allowed to query Extract oracle and prac-
tice the oblivious transfer as described in subsection 3.2. The probability that
R̂′ aborts however introduces a statistical difference ε′′ between the distribu-
tions. Hence, even an unbounded distinguisher D has advantage at most
ε ≤ ε′′. ��

Proof of Theorem 2
Proof. For any real-world cheating sender Ŝ, consider the ideal-world sender
Ŝ′ that works as follows. On input (M1, . . . , MN), it runs Ŝ(M1, . . . , MN). It
records each of the random oracle queries performed by the Ŝ algorithm and
responds by providing consistent random values (i.e., if the adversary queries
some value x twice, return the same result on each query). Let (IDS ,C1,. . . ,CN )
be the output of the sender’s initialization process. At this point, Ŝ′ reviews
each of the random oracle queries H(hi) made by Ŝ. If it succeeds at parsing
hi as (σi, si) such that Verify(IDS , σi, si) = 1 and σi ∈ {1, . . . , N}, then it
sets M∗

i ← Ci ⊕ H(σi, si). For all 1 ≤ j ≤ N such that M∗
j has not been set

by this process, it chooses a random value for M∗
j . It sends (M∗

1 , . . . , M∗
N) to

the trusted party. To handle the next k interactive queries, Ŝ′ runs the honest
receiver algorithm to obtain the initial state R0. At each transfer, Ŝ′ set σi=1,
that’s to say, it simulates an honest receiver that queries the first message M1 k
times. Remember that Ŝ′ is not given the selection algorithm Σ as input, so it
cannot simulate an honest receiver on the real values. If algorithm Ŝ completes
the protocol and the output of simulation is a valid signature, then Ŝ′ sends 1
to the trusted party. Otherwise, it sends 0, indicating an abort for this query.
(Note that it is here that we need the selective-failure property of BS. Namely,
it implies that the probability that the user algorithm fails is independent of the
message being queried, and hence is the same for index 1 and the real index that
would be generated through Σ.) At the end of the k-th query, Ŝ outputs a string
Sk, and the ideal sender Ŝ′ also outputs the same string Sk.

Given the simulation that Ŝ′ provides to Ŝ above, one can see that Ideal Ŝ′,R′

( N , k, M1, . . . , MN , Σ) and RealŜ,R(N , k, M1, . . . , MN , Ω) are identically dis-
tributed, where Ω is the selection algorithm that always outputs σi= 1. Suppose
we are given an algorithm D that distinguishes outputs of IdealŜ′,R′(N , k, M1,
. . . , MN , Σ) = RealŜ,R(N , k, M1, . . . , MN , Ω) from outputs of RealŜ,R(N , k,
M1, . . . , MN , Σ). Then consider the following adversary A against the selective-
failure blindness of BS. Algorithm A first chooses a random bit b′ ← {0, 1}
and runs Ŝ to obtain public key IDS and ciphertexts C1, . . . , CN . If b′ = 0,
then A runs Ŝ in interaction with normal receiver on indices generated by Σ;
if b′ = 1, it uses all ones as indices. Let i be the first index σi generated by
Σ such that σi = 1. (If such index doesn’t exist, then D is trying to distin-
guish between two identical distributions, so obviously it has advantage zero.)
Algorithm A outputs IDS as the public key and M0 = σi, M1 = 1 as the
messages on which it wishes to be challenged. It simulates the i-th interac-
tion with Ŝ by relaying messages between Ŝ and the first instantiation of the
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User algorithm that A is faced with (which implements either User(IDS , σi)
or User(IDS , 1)). It then continues running Ŝ, simulating interactions as be-
fore. Eventually, Ŝ outputs a string Sk. A runs the distinguisher D on input
Sk to obtain a bit bD. Assume that bD = 0 indicates that D guesses Sk was
drawn from RealŜ,R(N, k, M1, . . . , MN , Σ), and that bD = 1 indicating that
it was drawn from RealŜ,R(N, k, M1, . . . , MN , Ω). If bD = b′ = 0, then algo-
rithm A outputs bA = 0; if bD = b′ = 1, algorithm A outputs bA = 1; other-
wise, A outputs a random bit bA ← {0, 1}. Let b be the hidden bit chosen by
the blindness game that A has to guess. It is clear from the simulation that
if b = b′ = 0, then Sk follows the distribution RealŜ,R(N, k, M1, . . . , MN , Σ).
Likewise, if b = b′ = 1, then Sk follows RealŜ,R(N, k, M1, . . . , MN , Ω). Us-
ing a standard probability analysis, one can see that the advantage of A in
breaking the blindness of BS is ε′ = ε/2. The running time t′ of Ŝ′ is at
most the running time t of Ŝ plus that of qH + k signature verifications, k
executions of receiver simulation and one execution of Σ. The running time
t′′ of A is at most the running time tD of D plus the running time t of Ŝ
plus the running time of Σ plus the time required for k executions of receiver
simulation. ��
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Abstract. In this paper we present a variation of the template attack
classification process that can be applied to block ciphers when the plain-
text and ciphertext used are unknown. In a näıve implementation this
attack can be applied to any round of a block cipher. We also show that
when a block cipher is implemented with the masking countermeasure a
similar attack can be applied to the first round of the cipher. We demon-
strate that the attack works in practice by applying it to implementations
of AES on 8051 and ARM7 microprocessors. We also demonstrate that
the attack can be applied to implementations of block ciphers that use
the masking countermeasure when three points are selected from which
templates are constructed, or two points if the plaintext can be guessed.

Keywords: block ciphers, side channel attack, power analysis, tem-
plate attack.

1 Introduction

Side-Channel Analysis (SCA) focuses on how a cipher is implemented in hard-
ware or software, rather than focusing on the cryptographic strength of a cipher.
An implementation of a cryptographic algorithm can leak some side channel
information, which can, potentially, lead to information on the key being ex-
tracted. Information from a multitude of sources can be exploited such as the
time required to compute an algorithm [15], the power consumption [16] or elec-
tromagnetic emanations [11] during the computation, or a combination of these
sources [1].

There are a number of different methods for using the power consumption
to attack an implementation of a block cipher, such as Simple Power Analy-
sis (SPA) [16] and Differential Power Analysis (DPA) [7,16]. SPA makes use of
visible differences in a power trace to deduce which operations have occurred,
and key bits can be extracted if conditional paths can be identified in an im-
plementation of a cryptographic algorithm. In DPA, hypotheses on intermediate
states of an algorithm are correlated with the instantaneous power consumption
(termed traces) acquired while computing an algorithm to derive information on
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the key being used. Template Attacks (TA), first introduced in [8], take a differ-
ent approach to key extraction. They require a profiling stage of an open device
to create power consumption templates, followed by a classification stage of the
device under attack. The key can then be determined by matching the power
consumption of the device under attack to the previously computed templates.

In this paper we introduce a classification process for a template based attack
that allows for key extraction without knowledge of the plaintext (or ciphertext).
Only power traces taken from the cryptographic device while an encryption is
being performed are required. As in a known-plaintext attack, full control over
the identical profiling device is still required. We show that when a block cipher is
implemented näıvely, information from any round can be extracted to derive the
secret key being used. We also show that when an implementation is protected
with the masking countermeasure that this is no longer the case. However, by
combining our classification process with the attack described in [20], the key
can still be recovered from the first round using only the acquired power traces
in this scenario.

This paper is organised as follows. Related work is outlined in Section 2,
and a brief overview of known plaintext template attacks is given in Section 3.
Section 4 then explains the theory behind the unknown plaintext attack. This
is followed up with experimental results on two different platforms in Section 5.
The attack in relation to masking is dealt with in Section 6. Finally, conclusions
are drawn from the work in Section 7.

2 Related Work

The idea of a two stage attack, a profiling and classification stage, was first
considered in [10]. Template attacks were then introduced in [8], and expanded
in [21]. In [2] template attacks were used to recover single bits of the key at
a time, as well as introducing an attack where the adversery has access to a
profiling device with a slightly biased random number generator. Subspace-based
template attacks were investigated in [5,22].

When implementing block ciphers on embedded devices it is common to use
a masking scheme, where a random value is generated for each instance of the
block cipher, and every operation is implemented such that the input and output
are correct when XORed with this random value [17]. It was suggested in [3,4]
that it is only necessary to apply this countermeasure to the first and last few
rounds of a block cipher. In [12] it was demonstrated that techniques used in
differential cryptanalysis can be used to apply side channel analysis to internal
rounds of block ciphers. In this paper we show that a template attack can be
applied to any round of a block cipher, and affirm that countermeasures need
to be included in every round of an implementation of a block cipher (as shown
in [12]).

A method of applying Differential Power Analysis to a block cipher in counter
mode [9] is described in [13], where the secret key is derived by guessing the
initial state of portions of the counter. We show that when a block cipher is
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implemented using a masking scheme as described above, the techniques pre-
sented in [13] can be modified to attack an implementation of a block cipher.

In [20] a template attack on an implementation of a block cipher that uses a
masking scheme is presented that retrieves the secret key. We show that a similar
attack can be used to derive the secret key used in a masked implementation of
a block cipher where the plaintext and ciphertext are unknown.

3 Overview of Template Attacks

Template attacks are one of the strongest forms of side channel attack; however,
they rely on the assumption that an attacker possesses an identical device to the
one under attack, and has full control over its inputs. Template attacks work by
building up a set of templates for an intermediate value using a large number
of acquired traces, where a trace is a recording of the power consumption of
the device being attacked while it is executing an algorithm. The classification
stage then matches traces to a particular template using a multivariate Gaussian
probability distribution. The correct key value should be returned with a higher
probability than the incorrect values. The computationally intensive and time-
consuming template building stage need only be completed once for a particular
device. The same templates can then be used to mount multiple attacks on
identical devices. An overview of how templates are constructed and used to
attack an implementation of a cryptographic algorithm are given in Sections 3.1
and 3.2 respectively.

3.1 Template Construction

As described in Equations (1) and (2), templates consist of a pair of estimates
for the mean vector mi and the noise covariance matrix Ci, for i ∈ {1, . . . , n},
where n is the number of different possible values that can be present at the
point which an attacker wishes to analyse. These values are constructed from a
large number of traces, tj where j ∈ {1, . . . , k}, and k is typically in the region
of 1000. However, the actual value of k will vary from one device to another.

mi =
1
k

k∑
j=1

ti,j (1)

where ti,j represents the j-th acquisition of the i-th possible value.

Ci =
1

k − 1

k∑
j=1

(ti,j − mi) (ti,j − mi)
T (2)

If, for example, the target operation of the attack is a mov instruction for the
output of the SubBytes (sbox) operation in the AES encryption algorithm, a
template must be built for each of the 256 valid outputs of the sbox. In [7],
it is shown that the power consumption of a microprocessor can correspond to
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the Hamming weight of the value being examined (this holds for both our 8051
and our ARM7 microprocessors). Therefore, it is reasonable to instead make
templates for all possible Hamming weights of the sbox output byte, i.e. n = 9.
Then for each Hamming weight possibility, there exists a template consisting of
(mi, Ci).

When recording power traces, the sampling rate is often high, to capture small
fluctuations in power consumption. This leads to the length of a trace being very
large (e.g. for the ARM traces used in Section 5 a sampling rate of 125Ms/s
led to a trace length of 120, 000 points for the first two rounds of the AES
algorithm). It is computationally unfeasible to construct templates including all
of these points. Methods are available to reduce redundant information in a trace,
such as integration within a clock cycle or extracting the maximum value per
clock cycle [17]. These methods significantly reduce processing time; however,
for the construction of templates further reduction is required to extract the
features that the templates will be based on. One option is to sum the absolute
differences of the mean traces and select the required number of highest points,
ensuring that only one point per clock cycle is retained, as described in [21].
Note that if certain trace reduction methods have already been employed, only
one point per clock cycle may be present to begin with. Another option is to
use Principal Component Analysis (PCA) [14] as demonstrated in [5]. PCA
is a data dimensionality reduction technique which projects the traces into a
subspace where only the required principal directions of maximum variability
are retained for template construction.

3.2 Template Classification

To extract key information, an attack trace t is required, which is a power trace of
the operation that is being targeted. The trace must first be reduced in size and
features selected, in the same manner that the template generation traces were
reduced. For each of the n templates, the probability of the trace corresponding
to a given template can be calculated using Equation (3):

Pr (t | mi,Ci) =
1√

(2π)n |Ci|
· e− 1

2 (mi−t)C−1
i (mi−t)T

(3)

Using the known plaintext (or ciphertext), the intermediate target operation
that the templates were generated for is hypothesised for each possible key value
in the key set K. Therefore, each key value maps to one of the templates. As
the Hamming weight of an intermediate value is being targeted, each key value
does not map to a unique template. The probability of each of the l possible
key values, kj , can then be calculated using Bayes’ theorem, which is given in
Equation (4):

Pr (kj | t) =
p (t | kj) · p (kj)∑K
l=1 (p (t | kl) · (kl))

(4)

The success of the attack is increased if a set of D power traces, T, for a constant
secret key are available. In this scenario, either Bayes’ theorem applied iteratively
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or Equation (5) can be used, thereby increasing the power of the attack, as shown
in [20].

Pr (kj | T) =

(∏D
x=1 p (tx | kj)

)
· Pr (kj)∑K

l=1

((∏D
x=1 p (tx | kl)

)
· p (kl)

) (5)

4 Key Extraction with Unknown Plaintext

If we consider a näıve implementation of a block cipher, a template attack can
be used to extract key information without using any known plaintext (or ci-
phertext) values by targeting two separate intermediate states in the encryption
algorithm.

When attacking a block cipher a natural choice would be to build templates
on α and β, where β = S(α ⊕ k) and S is a substitution table, and k is some
portion of the secret key or subkey. For AES, α, β and k would each be eight
bit values. Assuming that the device under attack follows the Hamming weight
model, the attacker would be interested in constructing templates to identify the
Hamming weight of α and β and using this to derive k. If the second template
is built on β, where β occurs before the substitution table (i.e. β = α ⊕ k),
the key cannot be extracted as there is a linear relationship between the two
template sets. We note that in some architectures an attacker would be obliged
to model some previous state that would affect the power consumption of α and
β, referred to as the Hamming distance model [17]. In this paper we just consider
the Hamming weight, as this corresponds to our experimental results.

The advantage for an attacker is that the attack can be applied to any round
of a block cipher, allowing countermeasures that are implemented on certain
rounds to be circumvented. In this section we informally discuss the expected
number of observations an attacker would be required to make to derive k if
applying this attack in general, and, more specifically, to the SubBytes function
of AES [19].

4.1 Approximating the Number of Key Hypotheses

The amount of possible values that α and β can take can be computed from the
Hamming weight h as

(
8
h

)
. Trivially, we can say that if either α and β have a

Hamming weight of zero or eight, then the number of hypotheses returned for
the key will be dictated by the Hamming weight of the other variable.

For further analysis, we assume that the function S is a one-to-one transfor-
mation that allows β to be modelled as a random variable. However, it should be
noted that for a given observation of H(β), there will be

(
8

H(β)

)
distinct possible

values for β. Given these assumptions, we can view the expected number of valid
key hypotheses as a variant of the Classical Occupancy Problem [18].

For a given observation of the Hamming weight of α and β, each of the
(

8
H(β)

)
possible values for β will return

(
8

H(α)

)
distinct key values. However, given our
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assumptions on S, this means that we have a repeated generation of
(

8
H(α)

)
distinct key hypotheses, so some key values will occur more than once.

If we take the example of H(α) = 1 and H(β) = 1, the first evaluation for a
given value of β will give

(
8
α

)(
8
1

)
= 8 possible key hypotheses. In order to evaluate

the effect of considering a second possible value of β, one needs to compute the
number of new key hypotheses one would expect to see after generating the next
eight distinct key hypotheses.

The statistically expected increase in the number of key hypotheses in this
case can be computed as:

E(# key hypotheses (X)) = Σ8
i=0(n + i) · Pr(X = i) (6)

where X is the expected increase, and that n is the number of keys seen before,
and that between zero and eight new key hypotheses are possible.

Computing the probability that the increase in the number of key hypotheses
is i, Pr(X = i), is somewhat problematic, as when listing the combinations
of events where X = 2 the probability of a new or previously observed key
hypothesis is dependent on how many key values have already been observed.
For example, if we consider the probability of X = 2, there are

(
8
2

)
= 28 possible

combinations of observations that have to be evaluated, but each possibility
occurs with the same probability.

This can be general case of Pr(X = i) can be computed as:

Pr(X = i) =
(

v

i

)
· n(v−i) · (m − n)(i)

m(v)
(7)

where n is number of keys seen before, m is the total number of possible key
hypotheses, and v is the number of key hypotheses being generated. The function
x(y) is defined in Equation (8):

x(y) = x · (x − 1) · (x − 2) · · · (x − y + 1) (8)

However, this assumes that the
(

8
H(β)

)
values are random and uniformly dis-

tributed. It is therefore necessary to apply a correction to the above formula to
take into account key hypotheses that will be impossible because of previous ob-
servations. If, for example, we consider the case where H(α) = 0 and H(β) = 1.
The first value possible for β will return one key hypothesis, as there is only one
possible value for α. The second possible value for β must produce a different
hypothesis to the first value, as S is a one-to-one transformation. If we return
to the initial example of H(α) = 1 and H(β) = 1, then eight key hypotheses
will be returned by analysing the first value possible for β. When the second
value is analysed, only seven of these values can be reproduced. A third possible
value of β will have two different key hypotheses that it cannot generate as it is
a different value to the previous two etc.

This means that when computing the expected number of key hypotheses,
the number of values for β that have already been analysed need to be taken
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into account. When making observations with the �-th possible value of β, the
probability in Equation (7) is adjusted in Equation (9):

Pr(X = i) =
(

v

i

)
· (n − (� − 1))(v−i) · (m − (� − 1) − (n − (� − 1)))(i)

(m − (� − 1))(v)

=
(

v

i

)
· (n − � + 1)(v−i) · (m − n)(i)

(m − � + 1)(v)

(9)

From this, we can compute the expected number of hypotheses (Z) for a given
pair of observations H(α) and H(β) by computing

E(Z) =
(log2 m

H(β) )∑
i=1

(log2 m

H(α) )∑
j=0

(v + j) ·
(

v

j

)
· (n − i + 1)(v−j) · (m − n)(i)

(m − j + 1)(v)
(10)

This can be used to compute the expected number of key hypotheses returned
for a pair of observations H(α) and H(β), where we are looking at attacking
the function β = S(α ⊕ k), where each variable is one byte, and we know the
Hamming weight of α and β. The expectations are shown in Table 1.

Table 1. The approximate expected number of key hypotheses given observations
H(α) and H(β)

H(α)
0 1 2 3 4 5 6 7 8

0 1 8 28 56 70 56 28 8 1
1 8 58.134 156.036 221.568 236.940 221.568 156.036 58.134 8
2 28 156.036 247.789 255.838 255.982 255.838 247.789 156.036 28
3 56 221.568 255.838 256 256 256 255.838 221.568 56

H(β) 4 70 236.940 255.982 256 256 256 255.982 236.940 70
5 56 221.568 255.838 256 256 256 255.838 221.568 56
6 28 156.036 247.789 255.838 255.982 255.838 247.789 156.036 28
7 8 58.134 156.036 221.568 236.940 221.568 156.036 58.134 8
8 1 8 28 56 70 56 28 8 1

The overall expectation can be computed from this by multiplying each table

entry by the probability of it occurring, i.e. ( 8
H(α))·( 8

H(β))
216 , and computing the sum

of the result. This produces an expected number of key hypotheses for a single
observed pair, H(α) and H(β), to be 246.3. This means that one would expect
to acquire log2(256/246.334) = 0.055527 bits of information from one observed
H(α) and H(β), and to derive all eight bits would therefore be expected to
require 8/0.055527 = 144.074 observations.

4.2 Computing the Actual Number of Key Hypotheses for AES

The above description will only give an approximation of the expected number
of hypotheses, as a random one-to-one function is used as a model. The number
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Table 2. The expected number of key hypotheses given observations H(α) and H(β)

H(α)
0 1 2 3 4 5 6 7 8

0 1 8 28 56 70 56 28 8 1
1 8 54 163 219 236 218 153 58 8
2 28 146 251 256 256 256 249 153 28
3 56 222 256 256 256 256 256 226 56

H(β) 4 70 244 256 256 256 256 256 246 70
5 56 222 256 256 256 256 256 226 56
6 28 146 251 256 256 256 249 153 28
7 8 54 163 219 236 218 153 58 8
8 1 8 28 56 70 56 28 8 1

of hypotheses returned can be computed for attacking an implementation of
AES by counting all the valid key hypotheses for a given pair of observations
H(α) and H(β) using the actual SubBytes function. The expected number of
hypotheses returned is shown in Table 2.

As described above, the overall expectation can be computed by multiplying

each table entry by the probability of it occurring, i.e. ( 8
H(α))·( 8

H(β))
216 , and comput-

ing the sum of the result. This produces an expected number of key hypotheses
for an observed H(α) and H(β) to be 246.5. This means that one would expect
to acquire log2(256/246.507) = 0.0545172 bits of information from one observed
H(α) and H(β), and to derive all eight bits would therefore be expected to re-
quire 8/0.0545172 = 146.743 observations. This is assuming that the Hamming
weight is correctly identified every time.

5 Experimental Results

An attack was carried out on an unprotected software implementation of AES
on a 8051 microprocessor. Two sets of templates were built for an unknown
plaintext attack. The targeted operations, i.e. the α and β from Section 4, were
the Hamming weights of the first plaintext byte and the first byte of the output
of the SubBytes function in the first round. For the template generation, 9000
traces were used, each with a pseudorandomly generated plaintext and a constant
key. The sum of the absolute difference method (Section 3) was used to select
the points of interest in the trace. A seperate set of 1000 traces were used to
conduct the attack. For comparison, the results of a known plaintext attack,
using the same templates for the output of the SubBytes function, are given
in Figure 1. As can be seen, after only five traces, the correct key is returned
with a probability of 1. Figure 2 shows the results of the unknown plaintext
attack. After approximately 85 traces, the correct key value is returned with
a probability close to 1. This is consistent with the expected number of values
calculated in Section 4.2, which indicates that the Hamming weight of the target
value is identified correctly each time.
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Fig. 1. Known plaintext template attack
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Fig. 2. 8-bit microprocessor unknown plaintext template attack

As the traces are statistically independent, each key probability can be mul-
tiplied on a trace by trace basis. In an ideal scenario when a key hypothesis is
classified as incorrect, it has a probability of 0 so will subsequently be eliminated
by multiplication. However, in a practical template attack, the correct Hamming
weight is not classified with a probability of 1, with incorrect values consequently
0. Therefore, keys are not ruled out on a trace by trace basis, but instead are
multiplied by a smaller probability. The correct key value then emerges with the
highest probability as can be seen in Figure 2(b).

5.1 Trace Signal-to-Noise Ratio

The number of required traces for an unknown plaintext attack on the micropro-
cessor is consistent with the expected number of traces, as for the 85 traces used
the Hamming weight value is identified correctly for the plaintext in 97.65% of
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Table 3. Comparison of Identified Hamming Weights (HW) for 1000 traces

8-bit Microprocessor ARM

HW error plaintext sbox plaintext sbox

0 99.5 96.8 47.0 45.9

1 0.5 3.2 46.0 45.1

2 0.0 0.0 6.2 7.8

3 0.0 0.0 0.8 1.1

> 3 0.0 0.0 0.0 0.1

cases, and for the SubBytes function it is classified correctly in 92.94% of cases.
As incorrect classifications occur infrequently, they only have a small impact on
the overall result.

This can be compared to the result of an attack on an unprotected AES im-
plementation on a 32-bit ARM7TDMI [6] microprocessor, shown in Figure 3. A
comparison of the percentage of correct Hamming weight classifications between
targeted platforms is given in Table 3. The percentage of incorrect classifica-
tions is also given for the different Hamming weight errors. The AES functions
on the 32-bit ARM were implemented using the same algorithms used on the
8-bit microprocessor implementation, i.e. no optimisations that take advantage
of the 32-bit architecture were included, to allow for a fair comparison with the
results given above. The templates were built using 10000 traces, using the sum
of the absolute difference method to select the points of interest as before, and
a further 1000 traces were used to conduct the attack. As the Hamming weight
was identified correctly less frequently on the ARM chip than on the 8-bit mi-
croprocessor, considerably more traces were required to determine the correct
key to allow for the incorrect classifications reducing the correct key probability.

In other similar cases using the same templates and a different set of attack
data, the unknown plaintext classification did not return the correct answer. The
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Fig. 3. ARM unknown plaintext template attack
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incorrect Hamming weight classifications not leading to any, or an incorrect, key
value being returned. When attacking such noisy platforms the attack is helped
by higher instances of low and/or high Hamming weights in the initial stages,
as fewer key values are assigned high probabilities.

6 Application to Masked Implementations

A common side channel countermeasure is to use Boolean masking, where every
intermediate state is stored in memory XORed with some random value that
varies for each execution [17]. This random value will be chosen to be a convenient
size for a given block cipher, e.g. for AES this would typically be an 8-bit value
because of the SubBytes function. The target equation would then become

β ⊕ τ = S′(α ⊕ k ⊕ τ) = S(α ⊕ k) ⊕ τ (11)

where τ is a random value generated for each execution of the implementation
of AES.

To attack a masked implementation of AES our observations then become
H(α⊕ τ) and H(β ⊕ τ). There will be some values of τ that will not be possible
given a pair of observations (dictated by the structure of the function S), the
simplest method of evaluating the expected number of hypotheses returned by
evaluating a pair of observations is to count all the possibilities.

As described in Section 4.2, the overall expectation can be computed from
this by multiplying each table entry by the probability of it occurring, i.e.
( 8

H(α⊕τ))·( 8
H(β⊕τ))

216 , and computing the sum of the result. This produces an ex-
pected number of key hypotheses for an observed H(α ⊕ τ) and H(β ⊕ τ) to
be 255.9. This means that one would expect to acquire log2(256/255.992) =
0.00004299 bits of information from one observed H(α ⊕ τ) and H(β ⊕ τ), and
to derive all eight bits would therefore be expected to require 8/0.00004299 =
186063 observations, once again assuming the hamming weight is correctly iden-
tified each time.

Table 4. The expected number of key hypotheses given observations H(α ⊕ τ ) and
H(β ⊕ τ )

H(α ⊕ τ )
0 1 2 3 4 5 6 7 8

0 163 254 256 256 256 256 256 254 163
1 254 256 256 256 256 256 256 256 254
2 256 256 256 256 256 256 256 256 256
3 256 256 256 256 256 256 256 256 256

H(β ⊕ τ ) 4 256 256 256 256 256 256 256 256 256
5 256 256 256 256 256 256 256 256 256
6 256 256 256 256 256 256 256 256 256
7 254 256 256 256 256 256 256 256 254
8 163 254 256 256 256 256 256 254 163
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6.1 Attacking Masked Implementations

Eliminating the Mask: To successfully attack a masked implementation an
attacker would be required to construct a third set of templates on τ ; a known
plaintext version of this attack is described in [20]. In this scenario, the attack
is restricted to the first round only, as one of the templates must be built on
α before it is masked, not α ⊕ τ which would allow any round to be targeted.
In the case of building the templates for α ⊕ τ instead of just α, removing the
mask from both α ⊕ τ and β ⊕ τ by XORing both sets of values with the third
template τ limits the amount the valid keyspace can be reduced, preventing key
extraction. On the other hand, using the templates built on τ , the mask on β can
be removed by XORing all possible combinations together. Then the templates
based on α can be used to extract the secret data k in β = S(α ⊕ k) as before.
The attack reverts as the previously explained method without masking, at the
cost of extra traces being required to deal with the extra unknown value τ .
Hence, similar to the result presented in [20], Boolean masking does not prevent
key extraction in the context of an unknown plaintext template attack.

Predicting the Plaintext: It has also been shown in [13] that a differential
power analysis [7,16] is possible against an implementation of a block cipher
where a counter is part of the plaintext, e.g. counter mode used for random
number generation [9]. The initial value of the counter does not need to be
known for an attacker to mount an attack against an implementation where
no countermeasures are present. The same technique could be used to guess
the values of a counter present in the plaintext to guess values of α such that
information can be derived in a similar manner, by evaluating all the possible
values of τ and β ⊕ τ , from templates constructed on α ⊕ τ and β ⊕ τ . The
advantage of this attack over eliminating the mask is that templates only need
to be constructed on two points.
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6.2 Simulation Results

Figure 4 demonstrates a simulation of an unknown plaintext attack on a masked
implementation of AES using three templates as described in the first part Sec-
tion 6.1. This simulation assumes that the attacker is able to use templates built
for the plaintext, mask and masked output of the first SubBytes operation to
correctly identify the Hamming weight at the desired points in time. As can be
seen from Figure 4(b), a greater number of traces than before are required to
extract the correct secret key value with a high probability because of the extra
variation that the third template introduces.

7 Conclusion

In this paper we describe a template attack where an attacker can derive the
secret key used in an instantiation of a block cipher without knowledge of the
plaintexts or ciphertexts used during the classification stage, and an implemen-
tation of this attack applied to AES is demonstrated.

We also show that this attack can be extended to block ciphers that are im-
plemented using the Boolean masking countermeasure, using similar techniques
to those described in [13] and [20]. A simulation of a template attack is described
that assumes that an attacker would be able to identify the Hamming weight at
three different points of the first round of the AES. In our attack we assume that
the function S′ is implemented such that both the input and output are masked
with the same random value τ . In a real implementation, the input and output
may be masked with two different values and our attack would no longer apply.
However, the same random values would appear in all rounds, as it would not
be practical to construct multiple examples of the SubBytes function in mem-
ory. An attack could then be constructed where the same point in two adjacent
rounds would be analysed, rather than two points in the same round.

In the attacks implemented it is assumed that an attacker can characterise a
device to build templates on intermediate states of an algorithm. This is certainly
possible when block ciphers are implemented without any countermeasures. It
would not be expected that an attacker would be able to characterise a transient
random value, such as the random value used as a mask to hinder Differential
Power Analysis. However, as observed in [20], the danger is that an attacker could
characterise certain commands required by a processor and use these templates
to implement the attacks described in this paper.
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Abstract. Security-enabled RFID tags become more and more impor-
tant and integrated in our daily life. While the tags implement crypto-
graphic algorithms that are secure in a mathematical sense, their
implementation is susceptible to attacks. Physical side channels leak in-
formation about the processed secrets. This article focuses on practical
analysis of electromagnetic (EM) side channels and evaluates different
preprocessing techniques to increase the attacking performance. In par-
ticular, we have applied filtering and EM trace-integration techniques
as well as Differential Frequency Analysis (DFA) to extract the secret
key. We have investigated HF and UHF tag prototypes that implement
a randomized AES implementation in software. Our experiments prove
the applicability of different preprocessing techniques in a practical case
study and demonstrate their efficiency on RFID devices. The results clar-
ify that randomization as a countermeasure against side-channel attacks
might be an insufficient protection for RFID tags and has to be combined
with other proven countermeasure approaches.

Keywords: RFID, Differential Frequency Analysis, Side-Channel Anal-
ysis, Electromagnetic Attacks.

1 Introduction

During the last few years, Radio-Frequency Identification (RFID) has emerged
from a simple identification technique to the enabler technology for buzzwords
like “ambient intelligence” or the “Internet of things”. Additional features like
sensors and actuators allow applications in many different fields apart from
supply-chain management and inventory control. Sarma et al. [19] have been
the first who addressed the importance of security for passive RFID tags. The
introduction of security allows tags to prove their identity by means of cryp-
tographic authentication. Furthermore, privacy issues could be solved and a
protected access to the tag’s memory becomes possible.

In 2003, it was stated e.g. by Weis et al. [20] that strong cryptography is
unfeasible on passive tags due to the fierce constraints concerning power con-
sumption and chip area. Since then, many attempts have been made to imple-
ment standardized cryptographic algorithms in hardware complying with the

H.Y. Youm and M. Yung (Eds.): WISA 2009, LNCS 5932, pp. 163–177, 2009.
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requirements of passive RFID tags. Among the most popular publications on
that are realizations of the Advanced Encryption Standard (AES) [6], Elliptic-
Curve Cryptography (ECC) [3,8], and GPS [9,15].

Unfortunately, having a crypto module of a secure algorithm in hardware
on the tag is not sufficient for a secure RFID system. Due to the fact that an
adversary always tries to break the weakest link in a system (and this is the
RFID tag that is easily available for attacks), further attacks have to be con-
sidered. Side-channel attacks target at the implementation of a cryptographic
device. They are very powerful in retrieving the secret key by measuring some
physical property like power consumption, electromagnetic emanation, or tim-
ing behavior etc. Differential power analysis (DPA) [13] attacks and differential
electromagnetic analysis (DEMA) [18,1] attacks gained a lot of attention during
the last ten years.

In the findings of Hutter et al. [11] for HF tags as well as in the work of
Oren et al. [16] and Plos [17] for the UHF frequency range, it has been shown
that passive RFID tags are also susceptible to side-channel attacks. Even in
the presence of the strong electromagnetic field of the reader DEMA attacks
are possible. Hence, as far as a cryptographic algorithm is implemented on a
tag, appropriate countermeasures have to be implemented. According to [14],
countermeasures can principally be divided in either hiding or masking.

A very efficient way of implementing hiding, especially for low-resource devices
like RFID tags, is to randomize the execution of the algorithm. This means that
the performed operations of the algorithm occur at different moments in time
in each execution. Randomization can be done by shuffling and by randomly
inserting dummy cycles [14]. The reason why randomization is very cost efficient
in terms of hardware resources is that the implementation is mainly done in
the control logic. Moreover, spending additional clock cycles for randomizing
the execution of the algorithm is convenient since the data rates used in RFID
systems are rather low.

Differential Frequency Analysis (DFA)—not to confuse with differential fault
analysis, which uses the same acronym—has been first mentioned by Gebotys et
al. [7] in 2005. There, the authors successfully applied DFA to attack crypto-
graphic algorithms running on a Personal Digital Assistant (PDA) device. The
principle idea of DFA is to transform measured side-channel traces from the
time domain to the frequency domain. The Fast Fourier Transform (FFT) is an
operation that can be used for this transformation. Since the FFT is time-shift in-
variant, the time delays introduced by the side-channel analysis countermeasures
are removed in the frequency domain. Further advantage of DFA especially for
attacking RFID tags is that misaligned traces are of no concern. Misalignments
do often occur due to the interfering reader field and difficulties in triggering ap-
propriate events on the tag. Another approach that uses the frequency domain
for handling misaligned traces has been presented by Homma et al. [10] in 2006.
They have been able to diminish the displacement between traces by using a
so-called phase-only correlation after transformation to the frequency domain.
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In this work we show how DFA can be used to extract the secret key out of
RFID devices that implement randomization countermeasures. We compare DFA
with preprocessing techniques such as filtering and trace integration. Commer-
cially-available RFID tags today do not contain cryptographic algorithms with
randomization countermeasures implemented. In order to perform and analyze
the proposed attacks, we used semi-passive RFID-tag prototypes for HF and
UHF frequency as target of evaluation. In these prototypes it is possible to im-
plement e.g. the AES algorithm with randomization countermeasures in software.
Our results show that DFA is a powerful technique, especially when analyzing
the electromagnetic emanation of RFID devices.

This article is structured as follows. In Section 2, we describe the HF and
the UHF RFID-tag prototypes used throughout the analysis. Section 3 provides
insights about different hiding techniques that are applied in practice followed
by attacking techniques on them in Section 4. The design of the randomized
AES implementation used during the experiments is presented in Section 5 and
the measurement setups for the attacks are shown in Section 6. Results are given
in Section 7. The article closes with conclusions in Section 8.

2 RFID-Tag Prototype Implementation

In order to perform side-channel analysis on RFID devices, we have developed
two different RFID-tag prototypes. Using prototypes provides many advantages.
They can be used to demonstrate new applications and protocols, making an in-
vention more informative and imaginable. Prototypes are also suitable for iden-
tifying weaknesses more easily by modifying and testing the device in real terms.
In cryptographic systems, prototypes allow the analysis of side channels by mea-
suring, for example, the electromagnetic emanation. This article focuses on such
analyses by using prototypes that implement security mechanisms.

Two RFID-tag prototypes have been designed and developed. One prototype
operates in the HF frequency band at 13.56MHz and one prototype works in the
UHF frequency band at 868MHz. Both devices have been assembled using discrete
components. In Figure 1, a picture of the twoprototypes is shown.They principally
consist of an antenna, an analog front-end, a microcontroller, a clock oscillator, a
serial interface, a JTAG interface, and a power-supply connector. Both devices dif-
fer in their antenna design, the analog front-end, the clock source, and the software
that runs on the microcontroller. The remaining components are the same. As a
microcontroller, the ATmega128 [2] has been used, which manages reader requests
and tag responses by following the specification of the usedRF communication pro-
tocol. The microcontroller is able to communicate with a PC over a serial interface.
It furthermore supports In-System Programming (ISP) and has a JTAG interface
for debug control and system programming. Both devices are semi-passive where
the microcontroller is powered by an external power source, typically a battery,
while the RF communication is done passively without any signal amplification.

In the following sections, the design of the HF and the UHF tag prototype is
described in a more detail.
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Analog front-endSerial interface Antenna
Microcontroller 
(ATMega128)

Fig. 1. Picture of the HF (top) and the UHF (bottom) tag prototype

2.1 HF-Tag Prototype

The HF-tag prototype uses a self-made antenna according to ISO7810. It con-
sists of a coil with four windings that allows the communication with a reader
over the air interface. The antenna is tuned to resonate at a carrier frequency
of 13.56MHz, which is realized by a matching RLC circuit. This circuit narrows
the frequency range and can also be considered as a band-pass filter that passes
the carrier frequency but attenuates unwanted and spurious frequencies. The
matched signals are then preprocessed by an analog front-end that is used to
transform the analog signals into the digital world. First, the signals are recti-
fied using a bridge rectifier. Small-signal Shottky diodes have been assembled
that provide low voltage drops and low leakage currents. Second, the voltage is
regulated by a Zener diode. At the third stage, a comparator is used to iden-
tify reader modulations. The output of the comparator is then connected to the
microcontroller that rises an interrupt and starts the receiving process. The mi-
crocontroller is clocked by a 13.56MHz quartz crystal that has been assembled
on board. For sending data from the tag to the reader, a load modulation circuit
is available that consists of a shunt and a transistor. The microcontroller triggers
the transistor that switches the shunt and thus modulates the tag response.

The tag prototype can communicate using several protocol standards. It
implements ISO 15693, ISO 14443 (type A and B), ISO14443-4 and ISO18092.
The software is written in C while parts have been implemented in assembly lan-
guage due to timing constraints. Moreover, it implements a user-command inter-
face that allows easy administration over the serial interface. For our
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experiments, we have used the ISO14443-A protocol standard [12] and have in-
cluded some proprietary commands that implement a simple challenge-response
protocol. First, the reader sends 16 bytes of plaintext to the prototype. The pro-
totype encrypts the plaintext using the Advanced Encryption Standard (AES).
Second, the reader retrieves the ciphertext and verifies the encrypted result.
Furthermore, we have implemented a command to set different randomization
parameters for the AES encryption. These parameters are used to randomize the
encryption process that is commonly used as a countermeasure for side-channel
analysis.

2.2 UHF-Tag Prototype

The second tag prototype operates in the UHF frequency band. In contrast to the
HF-tag prototype it uses a half-wave dipole antenna consisting of two wires di-
rectly integrated to the layout of the printed circuit board (PCB). The antenna,
whose length is about 150mm, is optimized for a frequency of 868MHz and it is
connected to the analog front-end. Like for the HF-tag prototype, an adjustable
capacitor is placed in parallel to its antenna. This capacitor is used for match-
ing the antenna to the input impedance of the analog front-end. Signals that
are received by the antenna are first rectified by a charge-pump rectifier. This
rectifier performs demodulation and voltage multiplication all at once. Special
detector diodes, which have a low voltage drop and are constructed to operate
up to some GHz, are used in the rectifier circuit. Subsequently, signals are fil-
tered and passed to a comparator before feeding them to the microcontroller.
For tag-to-reader communication, a backscatter-modulation circuit is provided
within the analog front-end. This circuit, which works similar to the one used
by the HF-tag prototype, uses a transistor to switch an impedance (shunt and
capacitor) in parallel to the tag antenna. A 16MHz quartz crystal is assembled
on board in order to generate the system clock for the microcontroller.

The UHF-tag prototype supports the ISO 18000-6C standard (EPC Gen2 [5])
which is the most widespread protocol in the UHF frequency range. Implementa-
tion of the protocol is done in software on the microcontroller. The software for
the UHF-tag prototype is also mainly written in C while time-critical routines
are directly realized via assembly language. Also the same challenge-response
protocol has been implemented that allows encryption of received data, as well
as a dedicated command to adjust the parameters for the AES randomization.

3 Hiding as a Countermeasure against Side-Channel
Analysis

Hiding data-dependent information of a cryptographic device can be achieved
by two different approaches. The first approach blurs the data-dependent infor-
mation by varying the power-consumption characteristic in its amplitude. The
second approach randomizes the execution of operations in the time dimension.
However, hiding can also occur in an unintended manner. There, misaligned
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traces in the amplitude and also in the time make the analysis of side channels
largely infeasible. Measurements on contactlessly-powered devices like RFID tags
are a typical example for this scenario where the acquired EM traces have to be
aligned or preprocessed before the analysis in order to perform a successful at-
tack. In the following, a short description of hiding in the amplitude and hiding
in the time dimension is given. A more detailed description can be found in [14].

3.1 Hiding in the Amplitude Dimension

In fact, the measurement of side channels that leak from RFID devices is a chal-
lenging task. RFID readers emit a very strong field in order to allow a certain
reading range. This field is necessary to power the tags, to allow a communi-
cation, and in most cases also to provide a clock signal to the tags. However,
the field interferes and perturbs the measurement of the weak side-channel emis-
sions. In addition, if the reader field and the clock signal of the tag differ in their
frequency, a superposition of signals can be perceived. This results in periodic
rises and falls in the amplitude of the measured EM traces. Measurements on HF
RFID-tag prototypes, whose clock frequency differ from 13.56MHz, are a typical
example where the reader field interferes the measurement of interesting side-
channel emissions. Measurements on UHF tags are another example where they
often include their own oscillators. The internal clock allows the communication
with multiple reader frequencies such as used in different countries (868MHz in
Europe, 915MHz in USA, or 950MHz in Japan).

In contrast to these unintended interferences, variations in the amplitude are
also often generated purposely. This has its reason in the fact, that variations
in the amplitude dimension essentially lower the signal-to-noise (SNR) ratio and
thus make the measurement of side channels harder to perform. This kind of
hiding is commonly-used as a countermeasure against such attacks. Devices often
integrate noise generators or perform several operations in parallel to increase
the overall noise [21].

3.2 Hiding in the Time Dimension

Hiding can also emerge in the time dimension where traces are misaligned either
in an unintended or in an intended manner. Unintended time variations often oc-
cur due to the absence of adequate trigger signals for measurement. Especially in
RFID environments, triggering is often performed on the communication instead
of the measured emanation. For example, the end of the last reader command
before executing the targeted algorithm can be used to trigger the measurement.
This trigger signal does not always appear at the same position in time which
leads to misaligned traces and thus to unintended hiding.

Intended time variations are referred to hiding through randomization. There
are two possibilities on how the execution of an algorithm can be randomized.
The first possibility is to insert dummy operations such as additional rounds
(or only parts of it). These dummy operations can be processed before or after
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the execution of the actual algorithm. The second possibility is to shuffle the se-
quence of operations [4]. In respect of AES, several operations can be randomized
such as AddRoundKey, SubBytes, ShiftRows, or MixColumns.

4 Attacking Techniques on Hiding

There exist techniques that increase the performance of attacks on hiding
through trace preprocessing. The most obvious and commonly-used preprocess-
ing technique is filtering. By applying different filters, it is possible to reduce
noise that originates from narrow-band interferers such as RFID readers. Filter-
ing of these perturbing signals helps to evade hiding in the amplitude dimension.
Though this requires knowledge of the appropriate filter parameters to preserve
data-dependent information in the traces. In contrast, hiding in the time di-
mension can be obviated by integration of power or EM traces. Specific points
in time are summed up before performing the attack. In practice, only points
are chosen that exhibit a high side-channel leakage. These points form a kind of
comb or window that can be swept through the trace in order to obtain the high-
est correlation. This technique is often referred to as windowing. However, it is
evident that this technique implies the knowledge of certain points in time where
the leakage of information is high. If no knowledge of this leakage is available,
it shows that the performance of this attack is rather low due to the integration
of unimportant points.

Another related technique uses FFT to transform the traces into the frequency
domain. Instead of performing differential analysis in the time domain (as done
in standard DPA and DEMA attacks), the analysis is performed in the frequency
domain. This allows a time-invariant analysis of side-channel leakages across the
overall signal spectrum. Such an analysis is also referred as Differential Frequency
Analysis (DFA) [7]. Figure 2 illustrates the necessary preprocessing steps for
conducting DEMA and DPA attacks as well as DFA attacks in presence of hiding.
In this article, all three discussed types of preprocessing techniques are analyzed
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in terms of their efficiency. These preprocessing techniques are applied on EM
measurements having increased noise in both amplitude and time dimension.
This noise is caused by an interfering RFID reader and by a randomized AES
implementation that is described in the following.

5 Description of the Randomized AES Implementation

In our experiments, a 128-bit AES implementation has been used that offers
hiding in the time dimension. First, the implementation allows to choose addi-
tional rounds that are randomly executed either at the beginning or the end of
the actual algorithm. Second, it allows the shuffling of bytes b1 to b16 within
the AES state. There, the sequence of the columns and the sequence of the rows
can be randomized as shown in Figure 3. In order to set specific randomization
parameters during our experiments, we have implemented a custom command
that can be sent over the air interface. These parameters define the number of
dummy rounds and the number of shuffling operations. In particular, it is pos-
sible to define the sequence of the columns as well as the sequence of the rows
within the AES state. If no dummy rounds are inserted and all bytes of the state
are shuffled, 16 different positions can be taken over time for one state operation.
Regarding side-channel analysis, the correlation coefficient through randomiza-
tion is then reduced linearly by a factor of 16. The number of necessary traces
to succeed an attack increases by a factor of 162 = 256. However, the quadratic
influence is only correct when no preprocessing method like windowing or DFA
is applied [14].

6 Measurement Setups

The measurement setup used for our experiments is shown in Figure 4. It com-
prises different devices such as a PC, a standard RFID reader, a digital-storage
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oscilloscope, the tag prototype, and a measurement probe. The RFID reader and
the digital-storage oscilloscope are directly connected to the PC that controls
the overall measurement process. Matlab is running on the PC and is used to ap-
ply the preprocessing techniques and to conduct the side-channel analysis. The
RFID reader communicates with the tag prototype via the air interface. For the
HF-tag prototype, the ISO14443-A protocol has been used while the ISO 18000-
6C protocol has been used for the UHF-tag prototype. The HF-tag prototype has
been placed directly upon the reader antenna. The UHF-tag prototype has been
placed 30 cm in front of the UHF reader. Two channels of the digital-storage
oscilloscope (LeCroy LC584AM ) are used in our experiments. One channel is
connected to the trigger pin of the tag prototype, the other channel is connected
to the measurement probe. Signals have been sampled with 2GS/s. Both tag
prototypes have been programmed to release a trigger event whenever a new
AES encryption is started. This trigger event causes the oscilloscope to record
the EM emissions of the tag prototype using magnetic near-field probes. We have
used two probes from EMV Langer which is the RF R 400 for the HF measure-
ments and the RF B 3-2 for the UHF measurements. Figure 5 shows a picture of
the measurement setup for the HF and one for the UHF-tag prototype.

7 Results

In this section, the results of the performed side-channel attacks on our RFID-tag
prototypes are presented. Attacks have been performed on the electromagnetic
emissions of the HF and the UHF-tag prototype. The target of all attacks has
been the first byte of the first round of AES. As a power model, the Hamming
weight has been used.

First, we have analyzed the impact of misaligned traces in the amplitude
dimension. For this, we have measured EM emissions of our prototypes that
are interfered by unsynchronized reader signals. Note that no randomization of
the AES state is enabled in this experiment. In order to perform attacks on
such kind of hiding, we investigated two different preprocessing approaches. The
first approach applies filtering techniques to suppress the interfering noise of the
reader. The second approach applies an FFT before performing the DFA attack.
We compare both techniques in their practical efficiency and performance. Sec-
ond, we show results of attacks that have been performed on misaligned traces
in both amplitude and in the time dimension. For this experiment, we have en-
abled the randomization of the AES implementation which is commonly-used in
practice to counteract against side-channel attacks. For this scenario, we have
applied trace-integration techniques by windowing. We also compare the results
with the results obtained by DFA.

7.1 Attacks on Hiding in the Amplitude Dimension

At first, we focus on typical measurements in RFID environments. The misalign-
ment of EM traces is often caused by readers that interfere the EM measurement
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(a) (b)

Fig. 6. Result of the filtered DEMA attack (a) and DFA attack (b) on the HF-tag
prototype when using hiding in the amplitude domain

of RFID devices. In our experiment, we consider the scenario where the clock
signal of our prototype and the reader carrier are desynchronized. This is al-
ready the case for our UHF-tag prototype which operates at 16MHz and which
communicates with an 868MHz reader. For the HF prototype, we have used a
13.56MHz quartz crystal that is assembled on board. This quartz crystal is also
unsynchronized with the communicating 13.56MHz reader. Both devices have
been placed inside the reader field, which interfered the measurement due to ad-
ditional noise. After the acquisition of 2 000 traces, we have performed filtering
techniques to circumvent the interferer and to decrease the noise at this juncture.
For the HF prototype, a bandstop filter has been designed using Matlab that
filters the 13.56MHz carrier. For the UHF prototype, a low-pass filter has been
used that passes all frequencies below 200MHz. We have performed a filtered
DEMA attack and a DFA attack using FFT.

In Figure 6(a), the result of the filtered DEMA attack for the HF-tag proto-
type is shown. The correct key hypothesis is plotted in black while all other key
hypotheses are plotted in gray. The correct key hypothesis leads to a correlation
coefficient of 0.20. Figure 6(b) shows the result of the DFA attack. Three peaks in
the electromagnetic spectrum are clearly discernable, which represent high data-
dependent frequency emissions. The highest absolute correlation coefficient has
been 0.33 and occurred at a frequency of around 33MHz.

In Figure 7(a), the result of the filtered DEMA attack is presented that has
been performed on the UHF-tag prototype. A maximum absolute correlation
coefficient of 0.63 has been obtained for the correct key hypothesis. Figure 7(b)
shows the result of the DFA attack. As opposed to the results of the HF-tag pro-
totype, many peaks occurred up to a frequency of about 600MHz. The highest
correlation that has been obtained is 0.28.

For the UHF-tag prototype, the results show a higher correlation coefficient
compared to the results of the HF prototype. This is explained by the fact that
our UHF measurement setup provides a higher SNR. On the one hand, a different
EM probe has been used for the measurement that allows the probe to be drawn
nearer to the surface of the chip. On the other hand, our experiments have shown
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Fig. 7. Result of the filtered DEMA attack (a) and DFA attack (b) on the UHF-tag
prototype when using hiding in the amplitude domain

that the UHF reader produces lower noise compared to the HF reader. However,
when the result of the filtering technique and the result of the DFA are compared
to each other, it shows that the DFA attack leads to a higher correlation in noisier
environments while it is less effective in measurements where a low noise source
is present.

7.2 Attacks on Hiding in the Amplitude and Time Dimension

Next, we consider the scenario where a side-channel countermeasure is enabled
on the tag side. In addition to the noise of the reader, we have activated the
hiding mechanism using AES randomization. As stated in Section 5, we are able
to shuffle all bytes within the AES state. This leads to 16 different positions in
time where a byte may be processed during one round. Nonetheless, the results
of our experiments have shown that for the HF tag no significant correlation has
been obtained for the case where we have preprocessed the traces using the trace
integration (windowing) technique. By performing the attack in the frequency
domain using DFA, we successfully revealed the correct key byte. However, we
decided to reduce the number of shuffling bytes to 8 for the HF-measurement
scenario in order to succeed the attack in both cases. The attacks for the UHF-
measurements scenario, in contrast, have been successful when randomizing all
16 bytes of the AES state. We performed software filtering as described in the
section above to reduce the noise of the RFID reader for the DEMA attacks in
the time domain. For each experiment, 10 000 traces have been captured.

The attack using windowing as a preprocessing technique has been performed
as follows. We summed up 100 points in time which showed the highest correla-
tion in a previously performed standard DEMA attack. This defines an integra-
tion window that involves points with high data-dependent information. For a
better visualization of the window matching, we have further implemented an au-
tomatic sweep that slides the window from the beginning of the trace to its end.
At each position in time, all points of the window are summed up and a DEMA
attack is performed afterwards. This results in a correlation trace where a peak
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(a) (b)

Fig. 8. Result of the windowing attack (a) and DFA attack (b) on the HF-tag prototype
when using hiding in the amplitude domain and shuffling 8 bytes of the AES state

(a) (b)

Fig. 9. Result of the windowing attack (a) and DFA attack (b) on the UHF-tag pro-
totype when using hiding in the amplitude domain and shuffling 16 bytes of the AES
state

occurs in time when the window fits best the specified data-dependent locations.
In Figure 8(a), the result of the attack on the HF-tag prototype is shown where
we have zoomed only into the interesting region in time. A peak is observable
which has a maximum absolute correlation coefficient of 0.06. In Figure 8(b), the
result of the performed DFA attack is given. Note that neither filtering nor other
trace-alignment techniques have been applied before. Two peaks are discernable
that arise at about 30MHz and 100MHz. These data-dependent frequencies are
the same as those we have already obtained in the previous experiment (see
Figure 6(b)). The highest correlation coefficient is 0.10.

After that, we have focused on our UHF-tag prototype. We have applied the
same integration technique as used for the HF-tag prototype. In contrast to the
attack on the HF-tag prototype where 8 bytes have been randomized, now 16
bytes have been shuffled within the AES state. Figure 9(a) shows the trace-
integration result of the UHF-tag prototype. A maximum absolute correlation
coefficient of 0.23 has been obtained. In Figure 9(b), the result of the performed
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DFA attack is shown again without using any filtering or trace-alignment tech-
niques. There, a maximum correlation coefficient of 0.14 is obtained.

By taking a closer look at our results, it becomes clear that DFA poses a
powerful and easy preprocessing technique that is able to reveal the secret key
of our RFID-tag prototypes. DFA provides not only high correlation even in
noisy environments but can also be successfully applied against randomization
countermeasures without having any knowledge of either interfering frequencies
nor data-dependent locations.

8 Conclusions

In this article, we present results of performed DEMA and DFA attacks on HF
and UHF RFID-tag prototypes. We addressed the issue of misaligned traces that
are captured during EM measurements. These traces are interfered by the reader
field, which results in a lower SNR within the amplitude dimension. In addition
to that, we have investigated a randomized AES implementation in software
that hides the leakage of side channels in the time dimension. We performed
several attacks by applying filtering, trace integration, and DFA preprocessing
techniques. Our experiments prove that DFA is a powerful technique that allows
a fast and time-invariant analysis even in environments where traces are mis-
aligned due to noise and randomization. Filtering techniques, in contrast, need
the knowledge of the noise-source frequency and might also suppress interesting
leakages. Applying integration techniques is a time-consuming task that requires
the knowledge of data-dependent locations to design an appropriate integration
window. Moreover, if the degree of randomization is increased, the number of
windowing points has to be increased as well. We conclude that DFA offers many
advantages especially when neither knowledge of the device nor possibilities of
noise reduction are given. All side-channel attacks performed on the RFID-tag
prototypes with the randomized AES implemented in software have been suc-
cessful by applying DFA. This also clarifies that RFID devices that are using
randomization as a countermeasure suffer from this kind of attack. The effort
for attacking commercially-available RFID tags is assumed to be higher, since
they will have their cryptographic algorithm and the countermeasure realized in
dedicated hardware. Nevertheless, combining randomization with other counter-
measure approaches as proposed in [14] might be a good solution to provide a
higher degree of security.
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In: Kaliski Jr., B.S., Koç, Ç.K., Paar, C. (eds.) CHES 2002. LNCS, vol. 2523, pp.
29–45. Springer, Heidelberg (2003)

2. Atmel Corporation. 8-bit AVR Microcontroller with 128K Bytes In-System Pro-
grammable Flash (August 2007),
http://www.atmel.com/dyn/resources/prod_documents/doc2467.pdf

3. Batina, L., Guajardo, J., Kerins, T., Mentens, N., Tuyls, P., Verbauwhede, I.:
Public-Key Cryptography for RFID-Tags. In: Workshop on RFID Security 2006
(RFIDSec 2006), Graz, Austria, July 12-14 (2006)

4. Clavier, C., Coron, J.-S., Dabbous, N.: Differential Power Analysis in the Presence
of Hardware Countermeasures. In: Paar, C., Koç, Ç.K. (eds.) CHES 2000. LNCS,
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Abstract. Power analysis has shown to be successful in breaking sym-
metric cryptographic algorithms implemented on low resource devices.
Prompted by the breaking of many protected implementations in prac-
tice, researchers saw the need of validating security of implementations
with formal methods. Three generic S-box implementation methods have
been proposed by Prouff el al., together with formal proofs of their secu-
rity against 1st or 2nd-order side-channel analysis. These methods use a
similar combination of masking and hiding countermeasures. In this pa-
per, we show that although proven resistant to standard power analysis,
these implementation methods are vulnerable to a more sophisticated
form of power analysis that combines Differential Power Analysis (DPA)
and pattern matching techniques. This new form of power analysis is pos-
sible under the same assumptions about power leakage as standard DPA
attacks and the added complexity is limited: our experiments show that
900 traces are sufficient to break these algorithms on a device where 150
traces are typically needed for standard DPA. We conclude that the de-
fense strategies—hiding by repeating operations for each possible value,
and masking and hiding using the same random number—can create new
vulnerabilities.

Keywords: Power analysis, side-channel analysis, provable security,
block cipher S-box.

1 Introduction

With the expansion of electronic data-processing systems, small cryptographic
devices like smart card and key tokens have tremendous possibilities for devising
solutions for crucial applications, such as financial transaction and user identifi-
cation. Based on cryptography, these devices could safely store secret keys and
execute cryptographic algorithms. The security of cryptographic devices is there-
fore of vital importance and is the prime concern during design and development
of such a device and the software running on it.

Power analysis has shown to be a practical threat to the security of cryp-
tographic devices. Using the fact that the power consumption of the device is
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dependent on the data that is being processed within the device, power analysis
extracts confidential information—such as the secret key used in a cryptographic
algorithm—and leads to powerful and easy to conduct attacks. Ensuring the se-
curity of cryptographic devices against power analysis is an ongoing arms race
at the forefront of scientific research, with new attacks being discovered, new
countermeasures being introduced (see [1,2,7,14] for example).

As many implementations which are supposedly secured with effective coun-
termeasures turn out to be broken, be it by incorrect use of the countermeasure
or use of inadequate countermeasures, the need for a formal proof of the security
of an implementation arises. Prouff et al. [9,10] proposed three generic S-box
implementation methods that were demonstrated secure against 1st/2nd-order
DPA attacks within the proof-of-security framework presented in [12]. In their
methods, a combination of masking and hiding is used. On the one hand, the
input and output of the S-box are masked by random values; on the other hand,
the S-box look-up is executed for all possible values in a loop, during which the
expected result, the masked output of S-box for the given input, is produced
at a random moment in time for each execution. As will be explained in detail
in Section 2, these implementations can thwart many powerful power analysis
attacks.

In this paper, we introduce a new form of power analysis that can break
the S-box implementation methods in [9,10], and any implementation methods
that are of the same fashion. The attack makes use of the facts that the S-
box look-up is executed for all possible values in an order that is predictable,
and that the random value used for masking the intermediate result is also the
value used for shuffling the look-ups. The new attack does not require a leakage
of information that is more than required for standard DPA and the added
complexity is limited. Using a device where 150 power traces are typically needed
to break an unprotected implementation of AES S-box, practical experiments
show that our attack on the protected implementation of AES S-box requires
only 900 traces for success. Our theoretical analysis indicates that even when the
noise is relatively high (e.g. SNR=0.015), our attack is still less than two orders
of magnitude (i.e. 100 times) harder than a standard DPA attack. Moreover,
the cost of our attack is independent from the number of random values used
for the protection, as long as they are handeled in the same fashion as in the
implementation methods presented in [9,10]. As a result, this new form of power
analysis will reasonably be applicable in any setting where standard DPA is
possible. Thus, though the implementation methods in [9,10] are formally proven
to resist (1st/2nd-order) DPA attacks, they are not secure in any setting where
such attacks are possible.

The remainder of the paper is organized as follows. Section 2 summarizes
some popular power analysis techniques and countermeasures, followed by brief
descriptions of the attacked S-box implementation methods proposed in [9,10].
Section 3 describes our attack strategy in detail. The practical and the theoretical
aspects of the attack are discussed in Section 4 and Section 5, respectively.
Finally, Section 6 provides some conclusions.
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2 Preliminary

2.1 Power Analysis and Countermeasures

Many forms of power analysis have been discussed in literature in the past
decade. Among them, the most common ones are Simple Power Analysis (SPA)
[6] attacks and Differential Power Analysis (DPA) [4] attacks. With detailed
knowledge of the implementation of the cryptographic algorithm under attack,
SPA attacks can derive confidential information directly from a small number of
power traces measured from the device. DPA attacks, on the other hand, com-
bine a large number of power traces to extract secrets and thus remain applicable
even when there is a lot of noise in the measurements. Moreover, they do not
require detailed knowledge of the attacked device. Other popular forms of power
analysis are template attacks [3] and collision attacks [11]. Template attacks
can extract information from a single power trace by matching it against some
pre-built templates. Collision attacks detect equal intermediate values that the
device manipulates by comparing the power consumptions that correspond to
different executions of the cryptographic algorithm under attack or to different
moments in time in the same execution.

To defend against power analysis attacks, two general countermeasures ex-
ist: Masking and hiding [5]. Masking conceals the intermediate results of a
cryptographic algorithm with random values. In the most common form, an
intermediate result v is split into n shares (random masks r1, . . . , rn−1 and
v ⊕ r1 ⊕ . . . ⊕ rn−1) which all need to be combined to find any information
on v. At each point in time only a single share is used ensuring that no in-
formation is leaked about the masked sensitive intermediate result. Hiding uses
techniques such as random insertion of dummy operations and shuffling of (inde-
pendent) instructions to ensure that in different executions the same operation
does not (or only with a small probability) happen at the same moment in time.
As a result, power traces are misaligned and the power consumption in any
point in time will not (or at most very weakly) be correlated to any sensitive
data.

In turn, attacks exist that are efficient despite these countermeasures (see
e.g. [5,13]). An n-order DPA attack examines n locations of a power trace that
correspond to the secret shares of an intermediate result. Biased mask attacks
force bias into the masks, for instance by using templates, enabling DPA attacks
examining a sensitive intermediate result that is protected by the no longer uni-
formly distributed masks. In windowing, the power consumption for a complete
region, the ‘window’, is used rather than a single point in time. This prevents
misalignment as long as the targeted intermediate result is computed within the
window. As the number of traces needed for a successful attack grows with the
size of the window, windowing is typically combined with trace alignment tech-
niques such as pattern matching. In pattern matching, a pattern chosen from
one trace is matched to the other traces to detect the same executed operation
or equal processed data, allowing realignment of a trace.
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Table 1. The provably secure S-box implementation algorithms proposed in [9,10].
Input: x̃=x ⊕ r (algorithm 1) or x̃=x ⊕ r1 ⊕ r2 (algorithms 2, 3); output: S(x) ⊕ s
(algorithm 1) or S(x) ⊕ s1 ⊕ s2 (algorithms 2, 3).

Algorithm 1 Algorithm 2 Algorithm 3

R0 ← s r3 ← rand(n)
R1 ← s r′ ← (r1 ⊕ r3) ⊕ r2 b ← rand(1)
for a = 0 to 2n − 1 for a = 0 to 2n − 1 for a = 0 to 2n − 1

cmp ← compare(a, r) a′ ← a ⊕ r′ cmp ← compareb(r1 ⊕ a, r2)
Rcmp ← Rcmp ⊕ S(x̃ ⊕ a) T [a′] ← (S(x̃ ⊕ a) ⊕ s1) ⊕ s2 Rcmp ← (S(x̃ ⊕ a) ⊕ s1) ⊕ s2

end end end
cmp ← compare(R0, R1) return T [r3] return Rb

return R0 ⊕ (cmp × R1)

2.2 Provably Secure S-Box Implementations

Table 1 depicts the algorithms of the three provably secure S-box implementation
proposed in [9,10]. In these algorithms, an S-box look-up maps an input in Fn

2

to an output in Fm
2 through a table S. Sensitive intermediate result x, which is

often a function of the plaintext and the key, is concealed by an input mask r
(resp. r1 ⊕ r2). The masked sensitive intermediate result x̃ is taken as the input
of the algorithms and a masked S-box output S(x) ⊕ s (resp. S(x) ⊕ s1 ⊕ s2) is
returned at the end. The input masks and the output masks are independent
variables. The core idea of the algorithms is to compute S(x̃ ⊕ a) ⊕ s (resp.
S(x̃ ⊕ a) ⊕ s1 ⊕ s2) for every a ∈ Fn

2 and return only the expected result S(x) ⊕ s
(resp. S(x) ⊕ s1 ⊕ s2) at the end.

It was formally proven in [9,10] that algorithm 1 is secure against 1st-order
DPA attacks and that algorithms 2 and 3 are also secure against 2nd-order DPA
attacks. The security of the implementations lies in countermeasures including
masking, shuffling and insertion of dummy operations. During each execution
2n−1 dummy S-box look-ups are performed, between which the look-up for
the expected result is executed. The 2n look-ups are shuffled according to the
value of the input mask (i.e. r or r1 ⊕ r2), randomizing the moment in time the
expected result is computed.

An S-box implemented in this fashion can thwart most of the pratical power
analysis reported till now [5,13]. Standard 1st/2nd-order DPA attacks do not
work for these implementations because the intermediate results are masked
and randomized. Biased mask attacks and windowing are no longer practical,
because there are too many possible points in time where the expected result
could be computed, and the attacks cannot succeed without an extreme increase
of the number of power measurements (about 2n times as many as needed for
an unprotected implementation). Pattern matching can detect equal (masked)
intermediate values, however, without further information about the masks this
is not enough to reveal the secret key.



182 J. Pan, J.I. den Hartog, and J. Lu

Table 2. A model of the algorithms shown in Table 1. Input: x̃ = x ⊕ r; output:
S(x) ⊕ s.

Model Instantiations

for a = 0 to 2n−1 Algorithm 1 Algorithms 2, 3
← x̃ ⊕ a
← S(x̃ ⊕ a)
← S(x̃ ⊕ a) ⊕ R

end
← S(x) ⊕ s

S(x̃ ⊕ a) ⊕ R = S(x) ⊕ s if a = r

R =⎧⎨
⎩s if a = r,⊕a−1

j=0
j �=r

S(x̃ ⊕ j) ⊕ s if a �= r.

R = s
r = r1 ⊕ r2

s = s1 ⊕ s2

3 Description of the New Power Analysis Attack

The algorithms depicted in Table 1 all use the same approach to secure an S-
box implementation. Even though there are some differences in the usages of
masks, registers and memory, these algorithms produce intermediate results in
a similar fashion which can be summarized by an implementation model that is
shown in Table 2. In this model, masks used for the same intermediate result
are summed up and treated as one. Note that although it can be instantiated
differently depending on the algorithm, variable R is randomized from execution
to execution. The expected result is always computed during loop iteration a=r.

The model in Table 2 exposes three potential vulnerabilities to power analysis.
First, the 2n S-box look-ups are executed depending on the same unknown value
of a few bits (e.g. x̃) so that guessing the unknown allows the prediction of the
inputs and outputs of all the S-box during an execution. Second, the S-box
look-up is performed for a large number (i.e. 2n) of times in each execution
with different inputs, opening the possibility for a 1st-order DPA attack even
within a single trace. Third, the same random variable (i.e. r) is used for both
masking and hiding, hence defeating one countermeasure immediately leads to
the destruction of the other.

We introduce an attack that combines these vulnerabilities and can break
a protected S-box implementation that is in line with the model in Table 2.
This attack is illustrated in Figure 1 and consists of five steps. To simplify the
notations, in the rest of this section we assume that the sensitive intermediate
result x is the XOR of the plaintext and the key of the attacked device, and the
variable R is always equal to the output mask s in the attacked implementation
(as in Algorithms 2, 3 in Table 2). As discussed in Sections 4 and 5, the attack
functions equally for implementations where a different R or a different x is used.

Step 1: Acquiring Power Traces. First, we randomly generate N plain-
texts p1, . . . , pN and let the attacked device process these plaintexts based on
its secret key K. During the execution of pi, an input mask ri and an out-
put mask si are randomly generated on the device and the masked sensitive
data x̃i = pi ⊕ (K ⊕ ri) is computed. The sensitive data xi is thereby pi ⊕ K.
Next, the S-box implementation is used to execute on x̃i to produce S(xi) ⊕ si.
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align: j ← j ⊕ k̃i ⊕ k̃1 (Step 3)

(Step 1)(Step 2)

T

T′

Fig. 1. Block diagram illustrating the new power analysis attack

During this execution a power trace is recorded: ti = (ti,0, . . . , ti,2n−1, ti,ret),
where subtrace ti,j , 0 ≤ j ≤ 2n−1, corresponds to loop iteration a = j and sub-
trace ti,ret corresponds to the return of the expected result S(xi)⊕si. The power
traces obtained for all the plaintexts can be written as matrix T=(t1, . . . , tN )′.

Step 2: Recovering Masked Keys. Note that each trace ti has 2n subtraces
ti,0 trough ti,2n−1 which all process intermediate values depending on some (un-
known) masked key k̃i =K ⊕ ri, (known) plaintext pi and (known) loop iteration
indices a = 0..2n−1. This allows us to recover k̃i by performing a standard 1st-
order DPA attack using the subtraces. (See e.g. [5] for details of such an attack.)
Note that we perform an attack for each trace, i.e. N attacks in total.

Step 3: Aligning Power Traces. The effect of the hiding countermeasure
can be removed by aligning the power traces. Having found the value of the
masked keys we rearrange the traces to ensure that the computation of the
expected result always happens at a fixed (but unknown) location for every power
trace. We use cj to denote (the index of the subtrace containing) this location.
We rearrange trace ti by moving subtrace ti,j⊕k̃i⊕k̃1

to position j leaving ti,ret

where it is: t′i =(ti,0⊕k̃i⊕k̃1
, . . . , ti,2n−1⊕k̃i⊕k̃1

, ti,ret). Note that the computation
of the expected result happens in loop iteration ri. Since trace t′1 = t1 remains
unchanged it holds that cj=r1. For an arbitrary trace t′i, subtrace ti,cj⊕k̃i⊕k̃1

is
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placed at position cj. Because cj ⊕ k̃i ⊕ k̃1 = r1 ⊕ k̃i ⊕ k̃1 = ri, in every trace t′i
the computation of the expected result occurs at position cj.

Step 4: Comparing Power Signals. Within matrix T′ = (t′1, . . . , t
′
N ) there

are two columns which work with the expected result: the column cj and the
last column ret. Due to the non-linearity of the S-box and the randomness
of the output masks, the expected results S(xi) ⊕ si, i=1..N , are statistically
independent from other intermediate values processed during the loop. Thus,
column cj of T′ will be the only column related with column ret, and because
of this, we can find cj by comparing column ret to every other column of T′—it
is the column giving the highest correlation value. Note that every subtrace ti,j
contains several power consumption signals. For the correlation value between
a column of subtraces and another column of subtraces, we take the maximum
value amongst the correlation coefficients between any signal in the first and any
signal in the second subtrace.

Step 5: Recovering the Key. Having found the masked key k̃1 and the mask
r1(= cj) we can recover now the secret key K = k̃1 ⊕ cj. Note that if we make
an error in determining k̃1 we will make the same error in realigning the traces;
the column cj will be shifted by the same amount and K = k̃1 ⊕ cj still gives the
correct result. We provide a more detailed analysis in Section 5.

4 Practical Experiments

We validate our attack on an protected S-box implementation described in Sec-
tion 3 by experiments with the AES S-box. To obtain the power traces for these
experiments the power signals of an 8-bit microcontroller clocked at 3.57 Mhz
(1 clock cycle per 280 ns) are sampled at rate 1 GHz (1 sample per ns). In the
experiments we focus on steps 2 and 4 of the attack described in Section 3. These
steps contain the statistical analysis of the traces which mostly determines the
effectiveness of the attack. The steps 1, 3 and 5 include trace processing and
data computations which are well known to be feasible in practice and do not
need to be repeated. E.g. we create the subtraces ti,j (step 1) by using already
measured and extracted S-box computations rather than generating them anew.

Experimental Validation of Step 2. In effect, step 2 performs, for each trace,
a 1st-order DPA attack on an unprotected S-box using all 2n possible plaintexts.
We take the 256 power traces measured while the microcontroller executes AES
S-box look-ups using plaintexts 0, 1, . . . , 255 and a randomly selected key. Fig-
ure 2 shows the results of the attack for the correct key hypothesis (160 in this
case). There exist multiple peaks in this graph because an S-box look-up takes
more than one nanoseconds to be executed on the microcontroller. The highest
peak ρ = 0.59 occurs at 9514 ns, denoting the point in time the output of the
S-box is processed. Figure 3 plots the results of the attack for 9514 ns and all
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Fig. 2. The results of the DPA attack for
the correct key hypothesis
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Fig. 3. The results of the DPA attack for
all the key hypotheses at 9514 ns

the key hypotheses. As expected, the highest peak occur at the correct hypothe-
sis 160 in this graph. The significance of the peaks in both figures indicates that
the DPA attack has successfully revealed the key.

Note that a DPA attack may already succeed with fewer power traces. Figure 4
shows the evolution of the results for all the key hypotheses with an increasing
number of traces used. The result for the correct hypothesis is plotted in black
and the results for the incorrect hypotheses are plotted in light gray. The outer
dark gray curves mark the confidence interval for correlation coefficient that is
equal to zero (see Section 5). Within the interval is the expected region for the
incorrect key hypotheses. The point where the black curve leaves this region
gives an estimation for the number of traces required for a successful attack.
Figure 4 shows that approximately 150 power traces are already sufficient to
find the key. Using all available 256 traces the attack will almost always succeed;
for nearly all traces we will find the correct masked key. Therefore, in step 3
nearly all traces can be correctly aligned.

Experimental Validation of Step 4. In step 4 of the attack the column
of subtraces ret is compared to each of the other columns of subtraces. As
the expected result is statistically independent from other intermediate results
of the algorithm and every location of the traces corresponds to independent
intermediate results, in step 4 we compare the return of the expected result
with the computation of the same number or a random number.

For this purpose, we take the measurements of the power consumption for
the transference to memory of N = 10000 expected results to obtain the column
(t′i,ret)i=1..N . Then, we compare this column to the measurements during the
computation of the expected results in (t′i,cj)i=1..N . We also compare this column
to a column of computation of random results ((t′i,j)i=1..N for j �= cj).

Figure 5 shows the results of the comparison for different numbers of power
traces used (up to N = 10000). The results for column cj are plotted in black and
the results for the other 255 columns are plotted in light gray. Again, the outer
dark gray curves indicate the expected region for the traces that are uncorrelated
to cj. The point where the black curve leaves this region suggests that the number
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of traces required for a distinctive match between the columns cj and ret is
approximately 900. A simple XOR in step 5 completes the attack.

5 Analysis of the Attack Practicality

The attack in Section 4 has succeeded with a relatively small number of power
traces. However, more traces could be necessary when the measured power con-
sumption signals have a rather low signal-to-noise ratio (SNR). In this section,
we will discuss the practicality of our attack in a more general setting and provide
a theoretical assessment of the effectiveness of the attack based on the SNR of
the power measurements. Methods that can be used to improve the effectiveness
of the attack are also suggested in this section.

Needless to say, due to the insertion of the dummy look-ups, the time required
for the measurement of power traces and the hardware capability needed for the
storage of the measured traces are, compared with a standard attack on an
unprotected implementation, increased by a factor of approximately 2n for our
attack.

In order to mount the DPA attacks in step 2, 2n subtraces must be extracted
from each power trace that correspond to the 2n loop iterations respectively. Such
subtraces can often be spotted by visually inspecting the power trace, in that the
S-box look-up is repeated for so many times in a row and that every look-up takes
nearly the same amount of time (despite different processed data). Besides, the
fact that an S-box look-up is usually captured by a number of points on a trace
(see Section 4) can also facilitate the detection of subtraces. Note that this trace
division needs to be performed only once for all traces, as in spite of different pro-
cessed data the executed operations are already aligned in the raw traces for all
plaintexts, hence the segmentation of one trace is also valid for other traces.

Next, N standard DPA attacks are performed (separately) using the extracted
subtraces to find the masked keys. Although the total number of attacks in this
step seems large, one of such attacks can usually be mounted with little effort.
Please refer to e.g. [5,8] for a detailed description of a standard DPA attack.
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Let ρdpa denote the expected correlation peak resulted from such a DPA attack
for the correct hypothesis of the masked key and the correct moment in time.
Let sr be the success rate of such a DPA attack and snr be the SNR of the power
signal at the correct moment in time. Based on the rule of thumb introduced
by Mangard et al. in [5], the relations between ρdpa, sr and snr can be roughly
defined as in Eq. (1). The detailed deductions of ρdpa and sr can be found in [5]
and Appendix A, respectively.

ρdpa =
1√

1 + snr−1
, sr = cdf

(√
2n − 3

8
ln2 1 + ρdpa

1 − ρdpa

)
. (1)

Having a success rate of sr in step 2 implies that there are on average sr · N
correctly aligned power traces resulted from step 3 leaving (1−sr) · N traces
misaligned. Thanks to the non-linearity of an S-box, the misaligned traces must
contain only randomly shuffled power consumption signals.

Based on these partially aligned traces, in step 4 column ret of T′ is matched
against other columns to find cj. Let ρcmp denote the expected correlation value
given by columns ret and cj. Let snr1 and snr2 be the SNRs of the power signals
(in ret and cj respectively) that actually result in ρcmp. Eq. (2) shows some rules
of thumb for the relations between ρcmp, snr1, snr2 and N—the number of traces
needed for a successful attack, where z0.9999 (=3.719) is the quantile of the stan-
dard normal distribution N (0, 1) for probability 0.9999. The derivations of ρcmp

and N are explained in detail in Appendix A and [5] respectively. Please note that
the N obtained by Eq. (2) is the number of traces needed for an entire attack.

ρcmp =
1√

1 + snr−1
1

· 1√
1 + snr−1

2

· sr , N = 3 + 8
z2
0.9999

ln2 1+ρcmp

1−ρcmp

. (2)

Eqs. (1) and (2) indicate that the number of traces needed for a successful at-
tack grows about quadratically on the success rate of the trace alignment. In-
creasing the correctness of trace alignment, especially in case of heavy noise, will
enormously reduce the number of traces required. Hence, we provide an error-
correction method that can be applied at the end of step 3 to detect misaligned
traces. Since the S-box look-up is executed for all possible values in a run of the
implementation, there must exists one (and only one) subtrace in each trace such
that they all correspond to S-box look-ups with equal data (i.e. equal inputs and
equal outputs). These subtraces can be derived based on correct masked keys ob-
tained from step 2, while incorrect masked keys will only result in subtraces that
correspond to random intermediate data thanks to the non-linearity of the S-box.
For example, let us assume two different traces ti0 and ti1 and define relation
j1 = j0 ⊕ k̃i1 ⊕ k̃i0 ⊕ pi1 ⊕ pi0 ; subtraces ti0,j0 and ti1,j1 correspond to S-box
look-ups with equal data if and only if ti0 and ti1 are correctly aligned with each
other, since pi0 ⊕ k̃i0 ⊕ j0 = pi1 ⊕ k̃i1 ⊕ j1. Therefore, by demonstrating for all
subtraces of all traces whether or not the relevant subtraces indeed correspond to
equal processed data, we can verify if the obtained masked keys are correct and
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hence identify misaligned traces. To determine equal intermediate results, one can
use highest-correlation or least-variance method to the corresponding power sig-
nals. If a misaligned trace is found, one can choose either to exclude it from the
rest of the attack, or to make another attempt to align this trace by using the 2nd
(or the 3rd, etc.) best hypothesis of the masked key resulted from step 2.

However, it is not always necessary in practice to improve the success rate of
step 3; the improvement is only worthwhile when the SNR of the power measure-
ments is relatively low. As shown later in this section, in case of the AES S-box,
one percent increase of the success rate in step 3 can reduce the number of traces
needed by 1686 if snr=1/50 but can save only 66 traces if snr=1/10.

Effectiveness of Our Attack for the AES S-Box. Using the methods pre-
sented in this section, we have assessed the effectiveness of our attack for such a
protected implementation of the AES S-box. Figure 6 depicts the evolutions of the
correlations ρdpa and ρcmp, the success rate sr and the number of traces needed N
with a decreasing SNR, as well as the evolution of N with a decreasing sr. Note
that in order to simplify the demonstration, we have replaced snr−1

1 and snr−1
2 in

Eq. (2) with their mean snr−1. Compared with using two separate SNRs, using the
mean leads to a lower estimation of ρcmp and a higher estimation of N . Therefore,
the results presented in Figure 6 show a worse case scenario for the attacker.

Figure 6 shows that the success rate of step 2 is extremely high even when
the power measurement is relatively noisy. This is because the AES S-box is
especially vulnerable to DPA attacks. The number of traces required for the
entire attack, on the other hand, grows rapidly when the noise goes up, implying
that the attack may encounter practical difficulties in case of very low SNRs.
Fortunately, many commercial cryptographic devices used in practice can give
relatively high SNRs (e.g. ≥1/20). In fact, we believe that if a device requires
such an elaborate protection as the attacked implementations in this paper, this
device must leak a considerable amount of information once without protections;
in this case our attack can be highly effective.

Table 3 shows the effectiveness of our attack for some SNRs that are higher
than 1/20. The number of traces need for our attack for the protected AES S-
box implementation and the number of traces needed for a standard DPA attack
for an unprotected AES S-box implementation are listed shoulder to shoulder
in Table 3. It is indicated by our results that while a standard DPA attack
requires about 150 traces to break an unprotected implementation, our attack
needs about 980 traces to break the protected implementation. This estimation
accords almost perfectly with the practical results presented in Section 4, which
shows that our theoretical results given in Table 3 can be very close to the reality.

Important Notes. Our attack is possible for the proven secure implementa-
tions not because of incorrect proofs of Prouff et al.’s or inadequate security
metrics of Standaert et al.’s. When directly analyzing the raw power traces that
are measured during the executions of Prouff et al.’s algorithms, the security
metric of Standaert et al.’s can be perfectly satisfied; therefore the algorithms
were believed secure against side-channel analysis in general. However, in fact
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Fig. 6. The estimated results of our attack on the provably secure implementations
with the AES S-box. Left-top: ρdpa and ρcmp with a decreasing SNR; right-top: sr with
a decreasing SNR; left-bottom: N with a decreasing SNR; right-bottom: N with a
decreasing sr.

Table 3. The number of traces needed for some high SNRs: N is for our attack
on a protected AES S-box; N(DPA) is for a standard 1st-order DPA attack on an
unprotected AES S-box

snr−1 1 2 3 4 5 6 7 8 9 10 12 14 16 18 20

N 95 233 427 676 980 1340 1755 2225 2751 3333 4666 6227 8022 10057 12339
N(DPA) 39 67 95 122 150 178 206 233 261 289 344 399 455 510 565

the proofs have only shown the resistances against straightforward side-channel
analysis. With a little preprocessing, such as the steps 2 and 3 in our attack,
power signals that contain information about the same sensitive data can be
relocated to the same position for all traces; the security of the implementation
is thereby no longer provable by the metric for the aligned power traces.

We would also like to point out that our attack is not a high-order attack. In a
high-order DPA attack, all the unknown secret shares have to be tested resulting
in a total testing space that is exponential to the testing space for one share.
Whereas in our attack, the required testing space is only linear to the testing
space for one share because only the masked key needs to be tested. Moreover,
in a noise-free scenario the resulted correlation peak of our attack is greater than
that of a high-order DPA attack, e.g. it is ρ = 0.24 for a 2nd-order DPA attack
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(see [5]) and is ρ = 1 for our attack (see Figure 6). This means that less power
traces would be necessary for our attack at least in case of high SNRs.

Finally, the attack introduced in this paper breaks a generic S-box implemen-
tation method. An implementation is vulnerable to our attack as long as it is in
line with the extracted model shown in Table 2. The cost needed for breaking
such implementations are almost equal in spite of the number of masks used.

6 Conclusion

In this paper, we have introduced a power analysis attack that can break a type of
provably secure S-box implementations. The attack combines the standard DPA
attacks and pattern matching techniques and can reveal the secret that is delib-
erately hidden behind the countermeasures. We have shown by both practical ex-
periments and theoretical analysis that our attack is effective and efficient.

As general conclusions, we find that this work leads to several general observa-
tions for countermeasures against side-channel analysis. Particular care has to be
taken when masking and hiding are applied based on the same random number,
and when an operation is repetitively executed depending on the same unknown
value. Finally, well known but worth repeating, one must be prudent when inter-
preting a formal proof; though it is a very useful and powerful tool, a formal proof
should be used as intended and must not be seen as a final guarantee of security.
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1. Brier, É., Clavier, C., Olivier, F.: Correlation power analysis with a leakage model.
In: Joye, M., Quisquater, J.-J. (eds.) CHES 2004. LNCS, vol. 3156, pp. 16–29.
Springer, Heidelberg (2004)

2. Chari, S., Jutla, C.S., Rao, J.R., Rohatgi, P.: Towards sound approaches to counter-
act power-analysis attacks. In: Wiener, M.J. (ed.) CRYPTO 1999. LNCS, vol. 1666,
pp. 398–412. Springer, Heidelberg (1999)

3. Chari, S., Rao, J.R., Rohatgi, P.: Template attacks. In: Kaliski Jr., B.S., Koç,
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A The Derivation of Eqs. (1) and (2)

Mangard et al. [5] introduced a rule of thumb to assess the number of power
traces needed for a DPA attack. According to them, the number of traces N
that are necessary to mount a DPA attack with a confidence α can be calculated
by Eq. (3), where zα =cdf−1(α) is the quantile of N (0, 1) for probability α. They
also suggested that the number of traces needed for a successful attack can be
calculated by Eq. (3) with α=0.9999. Inversely, the success rate α of a DPA at-
tack using N power traces can be derived as in Eq. (4). Letting N =2n we obtain
the success rate of the DPA attack in step 2 of our attack as the sr in Eq (1).

N = 3 + 8
z2

α

ln2 1+ρdpa

1−ρdpa

, (3) α = cdf

(√
N − 3

8
ln2 1 + ρdpa

1 − ρdpa

)
. (4)

To deduct ρcmp in (2) we first consider the following general cases. Assume that
M1 and M2 are two measurements for the same random data variable, of which
the Hamming-weight is H . Let P1 and P2 denote the noise in M1 and M2,
respectively. Therefore, the SNR of M1 is snr1 = σ2(H)/σ2(P1) and the SNR
of M2 is snr2 = σ2(H)/σ2(P2). The correlation coefficient ρ (M1, M2) can be
calculated by Eq. (5), where the simplification is made based on the fact that
P1 and P2 are statistically independent from H .

ρ (M1, M2) = ρ (H + P1, H + P2) (5)

=
E ((H + P1) · (H + P2)) − E(H + P1) · E(H + P2)

σ(H + P1) · σ(H + P2)

=
E(H2) − E2(H)

σ(H + P1) · σ(H + P2)
=

σ2(H)√
σ2(H) + σ2(P1) ·

√
σ2(H) + σ2(P2)

=
1√

1 + snr−1
1

· 1√
1 + snr−1

2

.
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Now, let us consider the case where error exists in one of the measurement. Let I
denote a random variable that has the same distribution as M1 but is statistically
independent from M1. Let X1 be an erroneous measurement of the processed
data such that Pr(X1 =M1)=sr and Pr(X1 =I)=1−sr. The correlation coef-
ficient ρ (X1, M2) then corresponds to the expected correlation coefficient ρcmp

in step 4 of our attack for the correct loop iteration index (see Eq. (2)), which
can therefore by developed as in Eq. (6) based on Eq.(5).

ρcmp =ρ (X1, M2)=
E(X1 · M2) − E(X1) · E(M2)

σ(M2) ·
√

E(X2
1 ) − E2(X1)

(6)

E(M1 · M2) · sr + E(I · M2) · (1 − sr)

=
− (E(M1)·E(M2)·sr + E(I)·E(M2)·(1 − sr))

σ(M2)·
√

E(M2
1 )·sr + E(I2)·(1 − sr) − (E(M1)·sr + E(I)·(1 − sr))2

=
(E(M1 · M2) − E(M1) · E(M2)) · sr

σ(M2) · σ(M1)
=ρ (M1, M2) · sr

=
1√

1 + snr−1
1

· 1√
1 + snr−1

2

· sr .
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Abstract. In CHES 2008 a generic side-channel distinguisher, Mutual
Information, has been introduced to be independent of the relation be-
tween measurements and leakages as well as between leakages and data
processed. Assuming a Gaussian model for the side-channel leakages,
correlation power analysis (CPA) is capable of revealing the secrets effi-
ciently. The goal of this paper is to compare mutual information analysis
(MIA) and CPA when leakage of the target device fits into a Gaussian
assumption. We first theoretically examine why MIA can reveal the cor-
rect key guess amongst other hypotheses, and then compare it with CPA
proofs. As our theoretical comparison confirms and shown recently in
ACNS 2009 and CHES 2009, the MIA is less effective than the CPA
when there is a linear relation between leakages and predictions. Later,
we show detailed practical comparison results of MIA and CPA, by means
of several alternative parameters, under the same condition using leakage
of a smart card as well as of an FPGA.

1 Introduction

1.1 History

In 2000s side-channel attacks made a challenge on cryptographers’ point of view
that not only mathematical security of a cryptographic algorithm but also phys-
ical security of its implementation should be justified to call a system “secure”.
Since a side-channel adversary needs physical access to the target device, perva-
sive devices such as smart cards and RFIDs which can operate in an uncontrolled
environment are at risk of such powerful implementation attacks, e.g., differen-
tial power analysis (DPA) [8] and electromagnetic analysis (EMA) [6,14] which
extract key materials by monitoring respectively the power consumption and
electromagnetic emanation of the attacked device.

In a DPA attack, measurements are categorized into usually two (but can
more, e.g., [9]) sets using a partition function which relies on one (respectively
can on more) bit of intermediate value depending on the secret and a known
input/output. Then, clear peaks in difference of means of two sets indicate the
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correct key guess. Afterwards, a more general scheme namely correlation power
analysis (CPA) [2] has been introduced that uses a hypothetical power con-
sumption model ideally close to the actual leakage function of the target device.
Depending on the hypothetical power model, known input/output, and each key
guess, hypothetical power values are constructed and compared with measure-
ments by means of Pearson correlation coefficient. Similarly to DPA, clear peaks
in correlation coefficients identify the correct key hypothesis. It should be noted
that improved side-channel key recovery attacks such as template attacks [4] and
higher order attacks [12] have been designed to make the key recovery process
more efficient or to defeat a range of countermeasures.

On the other hand, recently Gierlichs et al. introduced Mutual Information
Analysis (MIA) [7] in which Mutual Information of guessed intermediate values
and measurements is used as a side-channel distinguisher. In contrary to CPA,
MIA has been designed to be effective without any knowledge about the partic-
ular dependencies between the processed data and leakages as well as between
leakages and measurements. Also, CPA works efficiently under a Gaussian as-
sumption when means and variances are estimated. However, MIA still can reveal
the secrets if this Gaussian assumption does not hold.

Recently two articles [13] and [15] on mutual information analysis and its
application have been published which shows that the topic is of highly inter-
est for the relevant research community. In [13] the authors exposed theoretical
foundation of the side-channel distinguishers, including MIA, and assessed their
limitations and assets. They have answered a number of questions regarding the
efficiency of MIA and the condition where it is better than the other distinguish-
ers. Moreover, they generalized MIA to higher orders. As a short result, they
showed that the MIA is less efficient than the CPA when the leakage is a linear
function of the predictions, e.g., Hamming weight model. Further, it has been
shown that a proposed extension of MIA is more efficient than existing higher-
order attacks on masked implementations. Both articles argued that in addition
to histograms, which has been used in the original description of MIA [7] to esti-
mate the probability density functions, using other methods such as Kernel ones
and parametric ones allows to improve the efficiency of the MIA attacks. The
authors of [15] also discussed on the conditions in which the MIA can be more
effective than the CPA, and proposed to use alternative probability-distance
measure tools (which allows deciding which subkey is the most likely to be the
correct one) with different impacts on the attack efficiency.

1.2 Motivation

Although it has been showed that the CPA is more effective than the MIA under
a certain assumption, they have not been compared precisely with each other to
make it clear how much the CPA is better than the other. What exactly we want
to discuss in this paper is to compare the CPA and the MIA when the target
device is a so-called general-purpose microcontroller or an FPGA whose leakages
fit into a Gaussian assumption. In fact, we are going to answer several questions
that arise by comparing MIA and CPA. These questions can be categorized as
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follows. Note that in all of our comparisons, the histogram method which has
been proposed in the original description of MIA, is used.

– How much CPA can reveal the secrets better than the MIA, i.e., the revealed
secret reported by CPA is more distinguishable amongst others than that
reported by MIA?

– How is the threat of MIA in the presence of noise? Does it still work when
CPA can not reveal the secrets, or vice versa?

– As mentioned in [7], it is not essential to use a hypothetical leakage model
perfectly matching with the actual leakage function of the attacked device,
and it is sufficient to use a leakage function proportional to the particular
actual one. What is the result if this inaccurate leakage function is used in
a CPA? Does CPA works when MIA does not?

– Does CPA need less number of traces than a corresponding MIA attack,
under the same condition?

– How much the hypothetical leakage model is independent of the actual leak-
age of the attacked device? Does it work without any knowledge about the
particular dependencies? Is it the same for CPA? or MIA works more effi-
ciently?

– To the best of our knowledge, success rate of a CPA targeting leakage of a
function having linear relation with secrets is not perfectly 100%, so does
MIA work better in this situation?

1.3 Organization

This paper is organized as follows. In Section 2 we give an overview of the
side-channel model used in our theoretical comparison. Section 3 and Section 4
recall the basic notations of CPA and MIA respectively, and compare the cases
where CPA and MIA are not capable of revealing the secret. Later, in Section 5
we present the practical results of MIA and CPA under the same condition for
several different situations to give an insight on answer of the aforementioned
questions. Finally, conclusions are given by Section 6.

2 Side-Channel Model

In this section, we restate the theoretical model for side-channel leakage of a
cryptographic device which has been introduced in [7]. Later, we will use the
notations given here to theoretically discuss on CPA and MIA.

As shown by Fig. 1, a cryptographic device which performs a cryptographic
algorithm, E, using a secret key, k, on input values, x, and generates outputs y as
Ek (x) is taken into account. During the computation of the device, intermediate
values depending on the input x and unknown key k are changed and lead to
some bit flips modeled by w. Changing the internal states of the target device
leaks through a side-channel leakage function L (w) = l. However, what a side-
channel adversary can observe is a noisy measurement, o, (usually acquired by
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Input, x Output, y=Ek(x)

Key, k

Cryptographic Device

L(w)
bit flips,w

C(l)
leakage, l

measurement, o

Fig. 1. Side-channel leakage model

a digital oscilloscope) of the leakage l, o = C (l). In short, a noisy function of bit
flips of internal state would be observed by a side-channel adversary,

o = C (L (w)) .

To mount a side-channel key recovery attack, an adversary collects q queries of
measurements, oi, 0 < i ≤ q, knowing corresponding inputs xi and/or outputs
yi. Supposing that instants of time when the cryptographic device operates on
the target secret are known causes each measurement oi to contain single value1.
During the attack, the adversary using “divide and conquer” scheme guesses parts
of the secret key k and estimates the bit flips w, then using the measurements o
and a side-channel distinguisher tries to find the most probable hypothesis close
to the correct one.

3 Correlation Power Analysis

If we model the leakage for each key hypothesis k ∈ key space K as lk and
similarly to [2] suppose a linear relation between adversary’s observation o and
leakages, we can write the following equation for the correct key guess, k0:

o = a · lk0 + b, (1)

where a is a constant scaling factor of the channel C, and b is a random variable
concerning the noise model (Gaussian assumption). We also assume that the
random variable b is independent of lk0 . An example for the leakage function
satisfying the linear relation of Eq. (1) would be Hamming weight (HW) of the
intermediate values as well as HW of a part of the intermediate values since
similar to Eq. (1) there is a linear relation between HW and partial HW of a
value with an additive and independent random variable, i.e.,

HW(x) = HW(xL) + HW(xR) ; x = xL‖xR.

1 Otherwise the adversary needs to acquire longer measurements and takes each in-
stant of time separately into account.
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Considering linear relation of Eq. (1), correlation coefficient between two random
variables of adversary’s observation, o, and leakage for a wrong key, lk′ ; k′ ∈
K, k′ �= k0 can be written as follows:

ρolk′ =
Cov(o,lk′ )

δo·δl
k′

=
Cov(a·lk0

+b,lk′)
δo·δl

k′
=

a·Cov(lk0
,lk′)

δo·δl
k′

=
a·Cov(lk0

,lk0
)

δo·δlk0

·
Cov(lk0

,lk′)
δlk0

·δl
k′

= ρolk0
· ρlk0 lk′ .

(2)

Since |ρlk0 lk′ | ≤ 1, the leakage random variable has the maximum correlation
with observations for the correct key guess. Thus, a CPA reveals the correct key
as long as |ρlk0 lk′ | < 1 for ∀k′ ∈ K; k′ �= k0. In other words, CPA is not capable
of revealing the secret when ∃k′ ∈ K, k′ �= k0 for which lk′ has a linear relation
with lk0 . Note that we discuss on this issue more in Section 4.

4 Mutual Information Analysis

By classifying a hypothetical leakage lk for a key hypothesis k ∈ K and making
histograms of the measurements o, we can estimate P(lk) and P(o) as the prob-
ability distributions of the random variables hypothetical leakage and measure-
ments respectively. Further, we can estimate conditional probability distribution
of measurements given a hypothetical leakage as P(o|lk). As illustrated in [7],
we can now estimate conditional entropy H(o|lk) and hence have an estimation
for mutual information of measurements and each key hypothesis as

I(o; lk) = H(o) − H(o|lk). (3)

First we should point out a markov chain as lk′ → lk0 → o for ∀k′ �= k0 and
equivalently the equality of P(o|lk0 lk′) = P(o|lk0). It can be easily verified by
considering Eq. (1), the probability distribution of o given lk0 is similar to the
distribution of b (with a constant difference) which is also independent of lk′ .
Note that o is not generally independent of lk′ . Now, writing I(o; lk0 lk′) in two
ways gives:

I(o; lk0 lk′) = I(o; lk0) + I(o; lk′ |lk0)
(a)
= I(o; Lk0) (4)

I(o; lk0 lk′) = I(o; lk′) + I(o; lk0 |lk′), (5)

where (a) follows from the aforementioned markov chain. Finally, we can write

I(o; lk′ ) = I(o; lk0) − I(o; lk0 |lk′). (6)

Since mutual information is a positive function, I(o; lk′) ≤ I(o; lk0). Therefore,
the leakage random variable for the correct key, lk0 , has the maximum mutual
information with random variable observations, and hence MIA gives the correct
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key as long as I(o; lk0 |lk′) �= 0. In other words, MIA is not capable of revealing
the secret when ∃k′ �= k0 for which mutual information of o and lk0 given lk′ is
zero. Further, a special case is when ∃k′ �= k0 for which there is a one-to-one
relation between lk0 and lk′ . In such a case, H(lk0 |lk′) = H(lk0 |lk′o) = 0, so
I(o; lk0 |lk′) = H(lk0 |lk′) − H(lk0 |lk′o) = 0.

Comparison with CPA. As mentioned in Section 3, CPA does not work if
∃lk′ , k′ �= k0 for which ρlk0 lk′ = 1. This implies a linear relation between lk0 and
lk′ . Since a linear relation is also a one-to-one relation, MIA does not work in this
case too. In general, MIA is unsuccessful if ∃lk′ , k′ �= k0 for which I(o; lk0 |lk′) =
0 whereas CPA is successful in this case unless for the aforementioned linear
relation. As a consequence, the situations in which CPA is unsuccessful are fewer
than that of MIA.

Generally we can say that correlation coefficient captures the linear relation
between two random variables while mutual information captures any relation
between two random variables. Therefore, CPA is not successful when there is
a linear relation between observations and leakage variable for a wrong key
guess as much as a linear relation between observations and leakage variable
for the correct key. However, MIA is not successful when there is any relation
between observations and leakage variable for a wrong key guess as much as a
linear relation between observations and leakage variable for the correct key. It
seems that in the later case, capturing any relation between leakage variable for
a wrong key and observations, when a linear model holds for the correct key,
leads to a weaker attack.

5 Practical Comparison

5.1 Target Devices and Measurement Setup

We developed two experimental platforms. One is a programmable smart card
embedded by an Atmel AVR ATmage163 microcontroller [1] in which we have
developed an implementation of the AES Rijnael encryption algorithm. Since
the microcontroller has an 8-bit architecture, each subbyte transformation is
executed separately using pre-computed look-up tables. Further, to obtain the
power consumption traces the voltage drop over a 100Ω resistor placed in GND
pin of the microcontroller has been measured by a digital oscilloscope with the
sampling rate of 500 MS/s. Note that a standard smart card reader, e.g., [5], has
been used to communicate with a PC. The second one is a XC2S150 Spartan-II
FPGA [16] running again the AES-128 encryption function. Only one combina-
tional Sbox based on the netlist presented in [3] is implemented in the device
and is shared in subbytes operation. Side-channel observations are collected by
measuring the differential voltage of a 3.3Ω resistor in the VCCINT line with the
same sampling rate of the smart card case. The only difference between the two
devices is due to the clock signal which is supplied by the smart card reader in
the first one and an external signal generator with a frequency of 1 MHz in the
later one.
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5.2 Results

Unmatched Power Models - Because of a pre-charged (or pre-discharged)
architecture of microcontrollers’ data bus usually HW of data transfered by the
bus leaks through power traces. Thus, an efficient CPA attack using HW model
can be mounted on microcontroller-based devices. However, in MIA it is not
needed to apply a power model matching with the particular leakage function,
e.g., HW [7]. For instance we can use a part, e.g., 7 bits, of intermediate values
instead of their HW. The first question here is due to what happens if this model
is used in a CPA. To examine this, we have performed MIA and CPA on 256
traces measured from our microcontroller due to 256 chosen plaintexts to cover
all possible plaintexts when the target secret is a key byte and the leakage of the
Sbox output is the target leakage. Note that in MIA we need to set a parameter
due to the number of bins in which measurements are classified to build the
histograms. In the rest of this paper, we denote this parameter as “number of
bins”. In contrary to [7] we have used an automated way to make histograms, i.e,
we have just divided the range of measurement values (of course independently
for each instant of time) by the number of bins to equal intervals. Also, we have
used the same power model, 7 bits of Sbox output, in a CPA attack. Fig. 2
shows the maximum mutual information and correlation coefficient for each key
hypothesis when two bins used for measurement classifications in the MIA. We
have repeated this task for all possible power models as a part of the intermediate

value on the same power traces, i.e.,
∑7

i=1

(
8
i

)
= 254 power models for MIA

and CPA. Interestingly, in all cases both MIA and CPA are capable of revealing
clearly the correct key byte amongst other hypotheses2. It is because of a high
correlation between decimal values and their HWs. Suppose a random variable
R containing decimal values of a n-bit binary data. Correlation coefficient of R
and HW(R) is {1, 0.95, 0.88, . . . , 0.65, 0.61} for n = 1, 2, 3, . . . , 7, 8. Thus, still
there is a high correlation between the actual leakage of the target device, i.e.,
HW, and the decimal values as the power model in a CPA.

Further, we have done this procedure for all possible HW of a part of the target

leakage, i.e.,
∑8

i=1

(
8
i

)
= 255 power models, which led to the same result as

expected. As a result, in this case when the target device is a microcontroller
with HW leakage, CPA like MIA can recover the secret for all possible leakage
functions.

Distinguishability - One important criterion in comparison of MIA and CPA
is how much a secret revealed by MIA is more distinguishable amongst other
hypotheses than that by CPA (or vice versa). In order to have a parameter
to compare the distinguishabilities we have computed the normalized difference
between two most probable hypotheses. Suppose that V = {v1, v2, . . . , vn} is a
set of correlation coefficient or mutual information values reported by a CPA or
2 Note that we have computed absolute of correlation coefficient in CPAs; for this

reason all coefficients seen in Fig. 2 are positive.
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Fig. 2. Mutual information (left) and correlation coefficient (right) values over a key
byte hypotheses using 7 bits of an Sbox output as the power model

MIA respectively, and suppose that vi values are sorted from the biggest to the
smallest, i.e., vi ≥ vj ; i > j. We have used (v1 − v2)/v1 as the normalized dif-
ference to compare the distinguishabilities. Note that according to the previous
results we know that always v1 relates to the correct hypothesis.

Since the number of bins is a new parameter which does not exist in CPA,
we examined its effect on distinguishability too. Although it is suggested in [7]
“to use as many bins as there are distinct values in the domain covered by the
sample set to ensure that no information is lost”, we could not obtain good
results by choosing big number of bins, we hence limited the number of bins to
{2, 3, . . . , 16}. Indeed, by selecting more number of bins the correct hypothesis
was not distinguishable clearly amongst other hypotheses (of course using a
particular number of traces). First we have considered all possible HW models
(similarly to the previous experiments) and all possible number of bins, i.e.,
255 power models for CPA and 255 × 15 power models for MIA. Then, we got
average of distinguishability values over number of bits contributed in the power
model leading to the diagram shown by Fig. 3(a). Further, we have repeated this
scenario for a part of the target leakage, i.e., some bits of the Sbox output, as
the power model, i.e., 254 power models for CPA and 254× 15 power models for
MIA. The comparative diagram is shown by Fig. 3(b). Obviously when a HW
model is used, there is not a big difference between the normalized differences
in MIA and CPA. Also, by increasing the number of bits contributed in HW
model, the correct secret would be more distinguishable. However, better results
are achieved by CPA when a part of the target leakage is used as the power
model. For instance, when a high number of bits, e.g., 6 and 7, construct the
power model, CPAs reveal the secret more distinguishably than MIA especially
than those with high number of bins.

Minimum Number of Traces - Another parameter investigated is the min-
imum number of traces needed to have a successful attack in MIA and CPA.
Since the role of thumb illustrated in [11] still is not examined for MIA, we
had to repeat the previous attacks using different number of traces. To do so,
because of the high computation overload, we have limited our examinations to
eight power models for each number of bits contributed in the power model, i.e.,
8× 7 = 56 models when a part of the target leakage constructs the power model
and 56 + 1 models when HW power model is used. Moreover, we have limited
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Fig. 3. Average of the normalized difference of two most probable hypotheses in CPA
and MIA over the number of bins and over the number of bits contributed in (a) HW
model and (b) a part of the target leakage

CPA2
4 8 16

1
2

3
4

5
6

7
8

0

50

100

150

200

no. of bins
no. of

bits in HW

m
in

. o
f n

o.
 o

f t
ra

ce
s

(a)

CPA2
4 8 16

1
2

3
4

5
6

7

0

50

200

300

no. of bins
no. of bits
in leakage

m
in

. o
f n

o.
 o

f t
ra

ce
s

(b)

Fig. 4. Average of the minimum number of traces in CPA and MIA over the number
of bins and over the number of bits contributed in (a) HW model and (b) a part of the
target leakage

the number of bins to {2, 4, 8, 16}. Getting the average on the minimum number
of traces over the number of bits in power models led to diagrams shown by
Fig. 4. As expected when a HW model is used in CPA as well as in MIA, the
more bits contributed in the model, the less traces are needed. However, an un-
predicted treatment from MIA is seen when a part of the target leakage is used
as the power model. For instance, when the number of bins is 4, contributing 1
or 7 bits of the Sbox output leads to higher number of traces than other cases.
More interestingly, in almost all cases CPA clearly needs less traces to reveal the
secret.

Noise Effect - The next criterion by which MIA and CPA are compared is their
capability of revealing the secret in the presence of noise. A parameter which we
have used to compare them is the success rate. To compute the success rate for
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Fig. 5. Success rate of CPA and MIA for different conditions over noise standard
deviation

a certain condition, measurements are collected separately for all possible values
for the key (in this case one byte). After performing a certain attack to recover
the secret key separately for each key value using the corresponding power traces,
the success rate would be computed as a ratio of the number of cases where the
secret is recovered over the number of all cases. Indeed, based on the idea pre-
sented in [10] we are going to find a threshold of the noise standard deviation for
successful MIA and CPA attacks. We first computed the standard deviation of
electronic noise in our measurement setup by measuring 2 000 traces when our
microcontroller runs the same function on a fixed plaintext. Then, for each possi-
ble key byte we collected 256 traces due to all possible values of a plaintext byte.
In order to compute the success rate of an attack for a given noise standard devi-
ation, we have added Gaussian distributed random noise with a zero mean value
and the given standard deviation deducted from the estimated electronic noise
standard deviation to each point of the measured power traces independently,
then the attacks are performed for each key byte separately. Further, since the
noise values are chosen randomly from a distribution, we have repeated each of
the above procedure ten times to improve the accuracy of our estimation about
the success rate. For instance to obtain the aforementioned threshold for a CPA
using HW of 8 bits of the Sbox output, we have performed the attack 256 × 10
for each of 25 given noise standard deviations, i.e., in sum 64 000 times. This
procedure has been repeated for MIA with HW model as well as a model which
uses a part of the target leakage. However, we limited ourselves to HW model of
8 bits, a model using 3 bits of the Sbox output, and four different number of bins
as {2, 4, 8, 16}. As shown by Fig. 5, the CPA which uses HW of all 8 bits has
the highest threshold, and the noise standard deviation threshold decreases by
increasing the number of bins in MIAs. Further, for each power model the best
result is achieved by using 4 bins in measurements classification. Note that since
the variance of signal is the same for all attacks, 0.095 (mA)2, one can compare
the SNR thresholds for the plotted diagrams in Fig. 5.

Linear Functions - It is clear that the success rate of an attack targeting the
leakage of a linear function, e.g., an XOR, is not perfect if the leakage of the
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Fig. 6. Success rate of CPA and MIA for different number of bins targeting the leakage
of an XOR operation using a HW model

attacked device fits into a HW or HD model. In order to examine the success
rate practically we have performed CPAs as well as MIAs on the traces we had
collected for the noise effect, i.e., 256 traces for each possible key byte. Fig. 6
shows the success rate of CPA and MIA for different number of bins when
the HW of an AddRoundKey output byte is considered as the target leakage.
Moreover, we have repeated this task with different leakage models as a part of
the AddRoundKey output byte, but neither CPA nor MIA (for any number of
bins) led to a success rate over 0.05. From our point of view, in this case MIA
does not have an advantage in comparison with CPA.

Independency on the Particular Leakage Function - MIA has been intro-
duced to be independent of the particular relation between measurements and pro-
cessed data [7]. In order to evaluate this we have measured a set of traces of our
FPGA board and performed MIAs and CPAs using a set of different leakage mod-
els. Considering a HD model for an Sbox output, of course, MIA as well as CPA are
successful. However, when a HW or a part of the Sbox output is used as the leakage
model, neither MIA nor CPA can reveal the secret. We applied all power models
used before on 10 000 traces of a random plaintext byte that measured separately
for each possible key byte, but none of the attacks reported a success rate more
than 0. In contrast, using a part of the XOR result of two consecutive Sbox out-
puts, i.e., bit flips, both MIA and CPA work similarly to the results presented so
far. To our knowledge we can not say that MIA or any power analysis attack can
work efficiently without any knowledge about the leakage function of the target
device. At least we should know how intermediate values affect the side-channel
leakage. For instance, we use HW model (or a part of the Sbox output) when at-
tacking a microcontroller, because we know there is a pre-charged bus inside. Gen-
erally, one can not perform a universal attack on some traces measured from an
unknown unprotected device, of course knowing algorithm and inputs/outputs.

6 Conclusions

We studied MIA in comparison with CPA from theoretical as well as practical
points of view. First we have examined the theoretical reason of why MIA can
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recover the secrets, then expressed a situation in which in contrary to MIA,
CPA is capable of revealing the secret. Further, we have compared them using
the results of practical attacks on a microcontroller-based smart card and an
FPGA board. According to the results, and as expected from the results of [13]
and [15] there is no advantage for MIA over CPA when the leakage of the target
device fits into a Gaussian assumption. Indeed, MIA works roughly the same
as CPA, but with more parameters that affect the efficiency of the attack, i.e.,
number of bins. Further, MIA has more computational overhead in comparison
with CPA especially for high number of bins. For instance, performing all of the
attacks illustrated in Section 5.2 took weeks of computation on a 3GHz Intel
Core2 PC.

In short, in comparison with CPA, MIA works worse in the presence of noise;
it distinguishes the correct guess amongst other hypotheses weaker than CPA
considering a part of the target leakage as the power model; it is not perfectly
independent of the particular leakage function of the attacked device (similar to
CPA); number of the traces which is needed to have a successful MIA attack is
more than a corresponding CPA attack; and similarly to CPA, it is not 100%
successful when the leakage of a function that has a linear relation with the
secret is the target leakage.

Note that the results expressed here are only correct when the target device is
an unprotected implementation which has side-channel leakage like HW or HD
model. However, the MIA especially its multi-dimensional extension is much
more effective than the CPA and respectively than classical higher-order CPA
attacks when the leakage of the target device is not linearly proportional to the
predictions, e.g., masked implementations.
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Abstract. Recent attacks on hash functions start by constructing a dif-
ferential characteristic. By finding message pairs that satisfy this char-
acteristic, a collision can be found. This paper describes the method of
De Cannière and Rechberger to construct generalized characteristics for
SHA-1 in more detail. This method is further generalized and applied to
a simplified variant of the HAS-V hash function. Using these techniques,
a characteristic for 45 steps is found, requiring an effort of about 246

compression function evaluations to find a colliding message pair. A lot
of the message bits can still be freely chosen when using this character-
istic, greatly increasing its usefulness.
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1 Introduction

Hash functions are an important building block in cryptography. As described
in [1], these are functions h that convert an input m of arbitrary length in a
deterministic way to a fixed-length output h(m). It is crucial that a number
of security properties are satisfied, one of which is the infeasibility of finding
collisions (collision resistance). A collision consists of two input values m, m′

where m �= m′ for which h(m) = h(m′).
Recent attacks by Wang et al. on the widely used hash functions MD4 [2],

MD5 [3], RIPEMD [2] and SHA-1 [4], as well as other hash functions, show
that it is possible to find collisions for these hash functions much faster than
expected by the birthday paradox [1]. In response to these attacks, NIST has
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launched a competition to find a new hash function standard [5]. Although a lot
of cryptanalysis effort is directed to these submissions, we feel that it is still very
important to analyze existing hash function standards.

These recent collisions have lead to several practical attacks on network ap-
plications. For POP3 [6], it is is possible to mount a password recovery attack.
Together with IMAP [7], POP3 [8] is one of the most used protocols for retriev-
ing e-mail. Very recently, a rogue CA certificate was created using a collision for
MD5 [9,10]. This certificate allows an attacker to impersonate any website on the
Internet secured by HTTPS [11], including websites for banking and e-commerce.

The hash function HAS-V [12] is similar in structure to these hash functions.
HAS-V fulfills the need of the KCDSA [13], the Korea Certificate-based Digital
Signature Algorithm, to use a hash function with a variable digest size. The
only cryptanalytic results on HAS-V known to us are described in [14]. Results
using the recent attacks on hash functions have not been published before. The
cryptanalysis of a simplified variant of HAS-V is the subject of this paper.

Recent attacks on hash functions focus on the construction of a differential char-
acteristic, that allows collisions to be found with a good probability by finding mes-
sages m, m′ that satisfy this characteristic. Characteristics are often constructed
in an ad hoc way, which does not give any insight into the application of these at-
tacks to other hash functions. This emphasizes the need for automated methods.

One such method, introduced in [15], is further generalized and applied to the
simplified HAS-V. Using this method, we found a characteristic for a 45-step
collision with an expected work factor of 275.84 step function evaluations, which is
given in Table 12. Further improvements lead to the better characteristic shown
in Table 13, which has a work factor of 251.53, making a collision finding attack
feasible. If the cost of one step function evaluation is about 2−5 compression
function evaluations, these work factors are equivalent to about 271 and 246

compression function evaluations, respectively. Note that a lot of bits in the
message words can still be freely chosen.

Notation is defined in Table 1. In Sect. 2, a description of a simplified variant
of HAS-V is given. An alternative, cyclic description of this hash function is
provided as well. The technique for finding NL-characteristics of [15] is further
explained, generalized and applied to HAS-V in Sect. 3. Techniques for improving
NL-characteristics are laid out in Sect. 4, where good NL-characteristics for a
45-step simplified HAS-V are obtained as well. A conclusion and suggestions for
future work are given in Sect. 5.

Appendix A lists the NL-characteristics we obtained. To assist the reader in
understanding the more abstract explanation of the graph method in this paper,
a simple example is given in Appendix B. Although this method is extensively
used to attack SHA-1 in [15], this paper is the first to fully explain it.

2 A Simplified HAS-V

The hash function HAS-V [12] splits a 1024-bit message block into two 512-bit
message blocks, which are then processed in two streams. The rounds of each
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Table 1. Notation

notation description

x ‖ y concatenation of the binary strings x and y
x ∧ y bitwise AND of x and y
x ∨ y bitwise OR of x and y
x ⊕ y bitwise XOR of x and y
¬x bitwise NOT of x

x ≪ s rotation of x to the left by s positions
x ≫ s rotation of x to the right by s positions
x + y addition of x and y modulo 232 (in text)
x � y addition of x and y modulo 232 (in figures)
x[i] bit selection: 0 if (x ∧ 2i) ≡ 0, 1 otherwise

Table 2. The IV values for the simplified HAS-V

A B C D E

IV 0x67452301 0xEFCDAB89 0x98BADCFE 0x10325476 0xC3D2E1F0

stream alternately use message words of the first and the second 512-bit block.
In our simplified variant of HAS-V, the right stream is omitted, as well as rounds
in the left stream that depend on message words of the second 512-bit message
block. As recent collision finding attacks are applied to hash functions with only
one stream, simplifying the hash function in this way allows us to focus more
easily on the main concepts of these recent attacks. For the same reason, the
optional output tailoring is not applied. All other properties of HAS-V are left
intact. A description of this simplified HAS-V is now given.

2.1 Description

The input message is padded and split into 512-bit message blocks. A 3-round
compression function with 20 steps per round is applied to each of these 512-bit
message blocks. This compression function g(m, h) uses a 160-bit chaining input
h and a 512-bit message block m as its inputs. The chaining input hn+1 of the
next call of the compression function is calculated as hn + g(m, hn). Here, the
addition is done in blocks of 32-bit words, using a total of five adders modulo
232. The chaining variables for the first compression function call are set to fixed
values, referred to as the IV. They are shown in Table 2. The last chaining input
h represents the hash value.

Given a 512-bit message block m, consisting of 16 32-bit message words mi,
four extra message words, referred to as XOR-words, are derived from these
message words for every round, as specified in Table 3. The extended message
words wi consist of the message words mi followed by the four XOR-words.

Table 4 shows how the expanded message words Wt are derived as a reordering
of the extended message words wi for every round.
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Table 3. Calculation of the XOR-words for the simplified HAS-V

w16 w17 w18 w19

Round 1 w0⊕w1⊕w2⊕w3 w4⊕w5⊕w6⊕w7 w8⊕w9⊕w10⊕w11 w12⊕w13⊕w14⊕w15

Round 2 w3⊕w6⊕w9⊕w12 w15⊕w2⊕w5⊕w8 w11⊕w14⊕w1⊕w4 w7⊕w10⊕w13⊕w0

Round 3 w12⊕w5⊕w14⊕w7 w0⊕w9⊕w2⊕w11 w4⊕w13⊕w6⊕w15 w8⊕w1⊕w10⊕w3

Round 4 w7⊕w2⊕w13⊕w8 w3⊕w14⊕w9⊕w4 w15⊕w10⊕w5⊕w0 w11⊕w6⊕w1⊕w12

Round 5 w15⊕w9⊕w5⊕w3 w12⊕w8⊕w6⊕w2 w13⊕w11⊕w7⊕w1 w14⊕w10⊕w4⊕w0

Table 4. The message expansion for the simplified HAS-V

t 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

Round 1 18 0 1 2 3 19 4 5 6 7 16 8 9 10 11 17 12 13 14 15

Round 2 18 12 5 14 7 19 0 9 2 11 16 4 13 6 15 17 8 1 10 3

Round 3 18 15 9 5 3 19 12 8 6 2 16 13 11 7 1 17 14 10 4 0
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Fig. 1. The HAS-V step function

Figure 1 gives a schematic representation of the HAS-V step function, which
is also described by⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

At+1 ← (At ≪ St) + fj(Bt, Ct, Dt, Et) + Wt + Kt ,

Bt+1 ← At ,

Ct+1 ← Bt ≫ 2 ,

Dt+1 ← Ct ,

Et+1 ← Dt .

(1)

Here, fj represents a Boolean function, different for every round j:

f1(B, C, D, E) � (B ∧ C) ⊕ (¬B ∧ D) ⊕ (C ∧ E) ⊕ (D ∧ E) ,

f2(B, C, D, E) � (B ∧ C) ⊕ (¬B ∧ E) ⊕ D ,

f3(B, C, D, E) � (¬B ∧ C) ⊕ (B ∧ D) ⊕ (C ∧ E) ⊕ (D ∧ E) .

(2)
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Table 5. Constant Kt for the simplified HAS-V

Round 1 Round 2 Round 3

Kt 0x00000000 0x6ED9EBA1 0xA953FD4E

Table 6. Rotation value St for the simplified HAS-V

t 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

St 5 11 7 13 15 6 13 9 5 11 7 12 8 15 13 8 15 6 7 14

In every step a constant Kt, different for every round, is added. These are listed
in Table 5. The rotation value St is different for every step of a round. They are
given in Table 6.

2.2 Cyclic Description

Using the step function of the simplified HAS-V, five internal variables At, Bt,
Ct, Dt and Et are obtained from five previous internal variables, At−1, Bt−1,
Ct−1, Dt−1 and Et−1. As Bt ≡ At−1, Ct ≡ At−2 ≫ 2, Dt ≡ At−3 ≫ 2
and Et ≡ At−4 ≫ 2, it is sufficient to keep track of only At when calculating
the step functions. These At, preceded by the IV values, are denoted by Qt. A
similar cyclic formulation was proposed for MD5 in [16], however there Qt refer
to values of Bt. The compression function can then be formulated alternatively
for t = 0, . . . , 59 as:

Qt+1 ← (Qt ≪ Si) + fj(Qt−1, Qt−2 ≫ 2, Qt−3 ≫ 2, Qt−4 ≫ 2) + Wt + Kt .
(3)

The values of Qt for t = −4, . . .0 are derived from the IV:

(Q−4, Q−3, Q−2, Q−1, Q0) ← (E ≪ 2, D ≪ 2, C ≪ 2, B, A) . (4)

It is this cyclic formulation of the simplified HAS-V that will be used from now
on in this text.

3 NL-characteristics

For collision attacks, non-linear characteristics (NL-characteristics) start with
chaining input and output difference zero. Differences are introduced via the
message input, which then cancel themselves out with a sufficiently high proba-
bility by following the characteristic. High-probability characteristics are crucial
for building fast collision-finding attacks, yet not much is known about their
construction. They are often generated manually, using a great deal of intuition
and experience. This paper further improves the results from [15], where an
automated method is described for constructing these NL-characteristics.

In this paper, NL-characteristics are applied to the simplified HAS-V. An NL-
characteristic is a set of conditions ∇Q−4, . . .∇QT and ∇W0 . . .∇WT−1. Each
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Table 7. All possible conditions for (X[i], X ′[i])

(0, 0) (1, 0) (0, 1) (1, 1)

? � � � �
- � - - �
x - � � -
0 � - - -
u - � - -
n - - � -
1 - - - �
# - - - -

(0, 0) (1, 0) (0, 1) (1, 1)

3 � � - -
5 � - � -
7 � � � -
A - � - �
B � � - �
C - - � �
D � - � �
E - � � �

∇X [i] represents a set of possible combinations for (X [i], X [i]′), as shown in
Table 7. The number of steps T is left variable to be able to study step-reduced
versions of this simplified HAS-V. In this paper, results will be obtained for
T = 45.

3.1 Representation of Conditions on One Bit ∇Qt+1[i]

The step function (3) can be written as follows for every bit, for 0 ≤ t < T and
0 ≤ i < 32. Indices i are calculated modulo 32. The carry input of the addition
is denoted by Ct,i, the carry output by Ct+1,i+1.

Ct+1,i+1 ‖ Qt+1[i] ←Qt[i − St] + fj(Qt−1[i], Qt−2[i + 2], Qt−3[i + 2],
Qt−4[i + 2]) + Wt[i] + Kt[i] + Ct,i .

(5)

To calculate Qt+1[i], the bit positions of the previous state words Qt−k (0 ≤ k <
5) are schematically represented in Fig. 2.

In the step function for every bit (5), a single, large addition is used with a carry
input and output. The resulting carry states (Ct+1,i+1, C

′
t+1,i+1) are then the only

way in which adjacent bits of the same message word pair (W t, W
′
t ) or internal

states (Qt+1, Q
′
t+1) interact. If a particular carry state (Ct+1,i+1, C

′
t+1,i+1) cannot

occur as the output for the calculation of this bit (Qt+1,i, Q
′
t+1,i), nor as the input

of the calculation of the next bit (Qt+2,i+1, Q
′
t+2,i+1), this combination of carries

is said to be invalid.

                                i-S
t
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                            o    Q
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t-3

                            o    Q
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           o                     Q
t

                              o  Q
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Fig. 2. Calculation of Qt+1[i] from Qt[i − St], Qt−1[i], Qt−1[i + 2], Qt−1[i + 2] and
Qt−1[i + 2]
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Fig. 3. Explanation of the edges in the graph. When adding four bits (and the carry
input), the carry output Ct,i can be 0, 1, 2 or 3. The addition of the corresponding
four bits of the second message of the collision pair results in the carry C′

t,i.

For the calculation of every ∇Qt+1[i], all valid combinations of (Ct,i, C
′
t,i),

(Qt−k, Q′
t−k) for 0 ≤ k < 5 and (Wt, W

′
t ) are represented by an edge in Fig. 3.

Imposing new conditions on ∇Qt+1[i] will lead to the elimination of some of
these edges.

The Boolean function fj and the constant bit Kt[i] are fixed for one bit posi-
tion. Therefore, they are not included on the edges in Fig. 3. Each of the 216 input
bits of the edges then completely determines the six output bits (Qt+1[i], Q′

t+1[i])
and (Ct,i+1, C

′
t,i+1).

3.2 Propagation of Conditions for Every Word ∇Qt+1

Initially, all input conditions are allowed for all bits. As this implies that all
outputs are allowed for every bit, this is a self-consistent state. However, as soon
as some restrictions are imposed on a bit, this may affect other bits. We refer to
this mechanism as the propagation of conditions.

To calculate the possible conditions for every word ∇Qt+1 for 0 ≤ t < T , it
is necessary to do both a forward and a backward propagation over all condi-
tions ∇Qt+1[i] for 0 ≤ i < 32. In Fig. 3, every possible input combination is
shown as an edge connecting the input carries (Ct,i, C

′
t,i) to the output carries

(Ct,i+1, C
′
t,i+1). Note that there can be multiple edges between two nodes.

In Fig. 4 (left), a forward propagation (for i = 0, 1, . . . , 31) is done where
edges are removed if they start at an impossible input carry. In Fig. 4 (right),
a backward propagation is performed (for i = 31, 30, . . . , 0) where edges are
removed if the output carry is invalid. If necessary, the input conditions ∇Qt[i−
St], ∇Qt−1[i], ∇Qt−2[i + 2], ∇Qt−3[i + 2],∇Qt−4[i + 2] and ∇Wt[i], as well as
the output condition ∇Qt+1[i] in the NL-characteristic are updated. In this way,
one word can affect the conditions of another word.

This step is repeated for every word ∇Qt+1 for 0 ≤ t < T , until further
propagation would not remove additional edges or until at least one condition
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Fig. 5. Remaining valid paths for one word ∇Qt+1

is inconsistent. Every time a message bit Wt[i] is assigned a new value, message
bits Wt′ [i] that are related by the message expansion, are updated as well if
necessary. The remaining valid paths for one word are then shown in Fig. 5.

3.3 Double Conditions

Conditions that do not involve one pair of bits, but two pairs of bits, are referred
to as “double conditions”. The use of these is new to this paper. They are similar
to Table 7, except that double conditions apply to four bits instead of two. Thus,
there are 216 possible double conditions, instead of 24.

For the simplified HAS-V, double conditions can be used in three locations
for the calculation of one bit of ∇Qt+1. These are shown in Fig. 6, as the result
of the only possibilities of creating an overlap of at least two bits of Fig. 2 with
a translated version of this pattern.

The use of the first double condition is explained, the other two cases are
analogous. During the calculation of ∇Qt′+1[2], a double condition is used to
represent the possibilities of the joint occurrence of ∇Qt′+1[2] and ∇Qt′−1[2].
When ∇Qt+1[0] is calculated, it can be seen that the same double condition
now also applies to the joint occurrence of ∇Qt−2[2] and ∇Qt−4[2]. It is pos-
sible that this information leads to the removal of additional edges. If this is
the case, the number of iterations needed to construct an NL-characteristic
is lowered, and inconsistencies can be found sooner. In our implementation of
the search for NL-characteristics, double conditions can be implemented with
minimal overhead.
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Fig. 6. Double conditions for the HAS-V step function, obtained as the only possible
overlaps of at least two bits in Fig. 2 with a translated version of this pattern

3.4 Work Factor

The work factor Nw of an NL-characteristic indicates the expected number of
step function evaluations required to find a collision using this characteristic.
When building NL-characteristics, the collision search is optimized by lowering
the work factor. This concept was introduced in [15].

Message freedom FW(t). “Single-message modification” [3] (also known as
“single-step modification” [2]) can be used during the search process, as there
is still freedom left in the choice of several expanded message words Wt. Due
to the constraints imposed by the XOR-words, this is not possible for each of
the 20 message word pairs (Wt, W

′
t ) of the first round. Of the five message word

pairs involved in the calculation of each XOR-word, only the first four can be
chosen. The last message word pair cannot be freely chosen, but must equal the
XOR of the four others.

The message freedom FW(t) of a characteristic at step t is the number of
ways to choose (Wt, W

′
t ), without violating any (linear) condition imposed by

the message expansion, given fixed values of (Wj , W
′
j) for 0 ≤ j < t.
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The description of the simplified HAS-V indicates that FW(t) is always 1 for
t = 10, 14, 15, 19 and t ≥ 20. For the other values of t, FW(t) is the product of
the number of possibilities for conditions ∇Wt[i] for 0 ≤ i < 32. This number of
possibilities equals the number of checkmarks (�) for the respective conditions
in Table 7.

Uncontrolled probability Pu(t). The uncontrolled probability Pu(t) of a
characteristic at step t is the probability that the output (Qt+1, Q

′
t+1) follows

the characteristic, given that all input pairs (Qt−k, Q′
t−k) for 0 ≤ k < 5 and

message word pairs (Wt, W
′
t ) follow this characteristic as well:

Pu(t) = P
(
(Qt+1, Q

′
t+1) ∈ ∇Qt+1 | (Qt−k, Q′

t−k) ∈ ∇Qt−k

for 0 ≤ k < 5, and (Wt, W
′
t ) ∈ ∇Wt) .

(6)

This probability can be calculated as the number of remaining paths of Fig. 5,
divided by the number of paths for which only the input pairs (Qt−k, Q′

t−k) for
0 ≤ k < 5 and the message word pairs (Wt, W

′
t ) follow the characteristic, but

not necessarily the output pair (Qt+1, Q
′
t+1).

Controlled probability Pc(t). The controlled probability Pc(t) of a charac-
teristic at step t is the probability that there exists at least one pair of message
words (Wt, W

′
t ) following the characteristic, such that the output (Qt+1, Q

′
t+1)

follows the characteristic, given that all input pairs (Qt−k, Q′
t−k) for 0 ≤ k < 5

do as well:

Pc(t) = P
(
∃(Wt, W

′
t ) ∈ ∇Wt : (Qt+1, Q

′
t+1) ∈ ∇Qt+1

| (Qt−k, Q′
t−k) ∈ ∇Qt−k for 0 ≤ k < 5

)
.

(7)

A graph is made for every bit i for the calculation of (Qt+1[i], Q′
t+1[i]) to deter-

mine this probability. Each node of the graph is a carry mask, indicating which
of the 16 possible values of (Ct,i, C

′
t,i) can occur. Thus, a carry mask can have 216

possible values. Note the analogy with Table 7, where the possible combinations
of (X [i], X [i]′) are shown.

Let n be the number of possibilities for (Qt−k[i], Q′
t−k[i]) ∈ ∇Qt−k[i] for 0 ≤

k < 5. For each possibility, we run through all carries (Ct,i, C
′
t,i) and all mes-

sage bit pairs (Wt[i], W ′
t [i]). A binary 16 × 16 matrix indicates which transition

possibilities from (Ct,i, C
′
t,i) to (Ct,i+1, C

′
t,i+1) can occur.

Using this 16×16 transition matrix, we can calculate the possible carry masks
for bit i + 1 using the carry mask of bit i. For the least significant bit (i = 0),
only one carry mask is possible: the carry is (0, 0) with probability 1. Each of the
edges in the graph has probability 1/n. Unlike in Fig. 5, there is never more than
one edge between two nodes. This step is repeated for every (Qt−k[i], Q′

t−k[i]) ∈
∇Qt−k[i] for 0 ≤ k < 5.

This calculation is performed for bits i = 0 . . . 31. We now consider the most
significant bit (i = 31). One carry mask indicates that none of the carries
(Ct,31, C

′
t,31) are valid. Pc(t) then equals the sum of all the other carry masks.
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Table 8. Lowest Hamming weights found for L-characteristics, not taking the weight
of ∇Qt+1 for 0 ≤ t < 20 into account

collision near-collision pseudo-collision

40 steps 30 26 27
45 steps 75 68 65

Total work factor Nw. In the collision search tree, the average number of
children of a node at step t is FW(t) · Pu(t). Only a fraction Pc(t) of the nodes
at step t have children at all. The search stops as the last step T − 1 of the
compression function is reached. We can thus obtain the following recursive
relation for the expected number of nodes Ns(t) at every step of the compression
function:

Ns(t) =

{
1 for t = T − 1 ,

max
(
Ns(t + 1) · F−1

W (t) · P−1
u (t), P−1

c (t)
)

for 0 ≤ t < T − 1 .
(8)

The total work factor is then given by

Nw =
T−1∑
t=0

Ns(t) . (9)

In tables, the base 2 logarithms of FW(t), Pu(t), Pc(t), Ns(t) and Nw(t) are
shown.

A difference with [15], is that in this work, the double conditions of Sect. 3.3
are also taken into account in the calculation of the work factor. These are
assumed to be included in the definitions of Pu(t) and Pc(t). This is because
double conditions are used in the actual collision search as well. Implementing
this is possible with minimal overhead, and can only improve Nw. Experimental
results of using these double conditions will be given in Sect. 4.

4 Finding NL-characteristics for 45 Steps

To obtain a good NL-characteristic, Stage 1 of [15] consists of obtaining a sparse
L-characteristic to use as a starting point. As can be seen in Table 8, no suitable
L-characteristic could be found for 45 steps of the simplified HAS-V. The weight
of the ∇Qt+1 for the first round is not taken into account, assuming for simplicity
that these can all be satisfied by single-message modification.

To overcome this problem, we looked for message differences that are localized
at a small number of steps of the internal states ∇Qt+1. The Boolean functions fj

are particularly well suited to allow for NL-characteristics consisting of very short
collision regions. It can be seen that both f1 and f3 allow any input difference
to be either passed on or canceled out at the output. For f2(B, C, D, E), this
is also the case for every input difference, except for an input difference at D,
which will always lead to an output difference. The HAS-V specification [12]
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Table 9. The work factor Nw (in base 2 logarithm) after each of the four stages

Stage 1 Stage 2 Stage 3 Stage 4

without double conditions 143.87 89.30 81.84 59.92
with double conditions 143.87 81.28 75.84 51.53

reveals that this is by design, in an attempt to satisfy the “Strict Avalanche
Criterion (SAC)” [17]. As the attacker can choose both messages m, m′ of a
collision pair, he can control the output differences of the f -function at certain
positions (either probabilistically, or by single- or multi-message modification).
This allows for more freedom in the construction of NL-characteristics, while
still keeping the probability of the characteristic high.

Differences in the message words mi are only introduced in m12[0] and m14[0].
Due to the message expansion, these differences can be found in W16[0], W18[0],
W21[0], W23[0]. Before and after this collision region, equality is imposed on the
internal state words.

In the short collision region, all conditions for ∇Qt+1[i] are still unrestricted
(“?”) at Stage 1.

Stages 2 and 3 are the same as in [15]. In Stage 2, unrestricted conditions (“?”)
are randomly chosen, and the requirement that they are equal (“-”) is imposed.
This stage is repeated several times, until a characteristic with a sufficiently low
work factor is obtained. Further in Stage 2, conditions (“x”) start to appear,
which are replaced by either (“u”) or (“n”) when selected. In Stage 3, local
optimizations are performed by going over all “-” conditions, and replacing
them by “0” or “1” if this improves the work factor. By repeating Stage 3
several times, the work factor gradually decreases. The end result after Stage 3
is shown in Table 12, with corresponding work factor Nw = 275.84.

After Stage 3, adding a single extra condition will never decrease the work
factor. It is possible, however, to reduce the work factor even further. This is
done in an additional stage, Stage 4, not described in [15]. In Stage 4, not one,
but several conditions are added locally, as long as they do not worsen the
work factor. If adding multiple conditions improves the work factor, a min-
imal set of conditions is derived from these, that still lowers the work fac-
tor. This set is obtained by relaxing the additional conditions again, one by
one, to see if they had any impact on the global work factor. Only the con-
ditions of this minimal set are kept. Experiments show that it is even possi-
ble, that relaxing conditions decreases the work factor of the NL-characteristic.
This fourth stage is also repeated several times. The end result is shown in
Table 13, where a work factor Nw of 251.53 is obtained. After the Stage 4,
it is not possible to decrease the work factor by adding or relaxing a single
condition.

Note that the characteristics obtained after every stage are not necessarily
the best possible. Every stage can thus be performed several times, until a char-
acteristic is found that is good enough.

Experimental results indicating the impact of these double conditions on Nw

after each of the four stages, are shown in Table 9.
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Although time limits did not allow us to find a colliding message pair, we have
verified for reduced versions that the complexity estimates accurately reflect the
actual search cost, both with and without the inclusion of double conditions.

5 Conclusion and Future Work

This paper shows how techniques developed for SHA-1 in [15] can be further
improved and generalized for a simplified variant of the hash function HAS-V.
This simplified variant consists of only a single stream.

For 45 steps of this simplified HAS-V, an NL-characteristic is constructed,
requiring about 251.53 step function evaluations, or about 246 compression func-
tion evaluations, to find a collision. A lot of the message bits can still be freely
chosen when using this characteristic.

Stage 1 of method of De Cannière and Rechberger [15], the search for a good
L-characteristic, is replaced by the requirement that collisions occur in a very
short region. As the method described in this paper can be applied without
finding good L-characteristics first, it might be used for hash functions such as
RIPEMD-160 [18], for which also no good L-characteristics were found [19].

“Double conditions” are introduced as conditions for two pair of bits. They
can be used to speed up the actual collision search.

An extra stage, Stage 4, is introduced to further improve the work factor for
finding a collision. It is shown how this additional stage can reduce the work
factor from 275.84 step function evaluations, or about 271 compression function
evaluations, in Table 12, to 251.53, or about 246 compression function evaluations,
in Table 13.
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A NL-characteristics

The NL-characteristics obtained after Stage 3 of Sect. 4 are shown in Table 12.
After Stage 4, Table 13 is obtained. The work factor Nw improves from 275.84

to 251.53.

B A Two-Bit Example

B.1 Introduction

Let n denote the word size in bits. We will write the differential probability of
addition modulo 2n as xdp+(α, β → γ), where α, β and γ are bitstrings, most
significant bit first. The best known method to find xdp+ was an exponential-in-n
calculation, before Lipmaa and Moriai introduced their algorithm in [20]. In [21],
it was shown how xdp+ can be calculated as a series of matrix multiplications
in linear time in n.

In this section, we will calculate the xdp+(11, 01 → 10) by representing the
addition as a graph and applying dynamic programming. We then show the re-
lation of this graph method with [21], as both algorithms can be implemented
in O(n) by using matrix multiplications. Afterwards, we mention several im-
provements and extensions to the graph method. Although this two-bit example
may seem contrived, we found a fully worked-out example to be very useful to
help understand the more abstract explanation of Fig. 3-5 in Sect. 3. There, an
extension of the graph method is used to represent the step update function of
HAS-V.

B.2 Visualizing xdp+(11, 01 → 10) in a Graph

For xdp+(α1 ‖ α0, β1 ‖ β0 → γ1 ‖ γ0) � xdp+(11, 01 → 10), we consider two
additions, z = x+y and z′ = x′+y′, as shown in Fig. 7. For this particular xdp+,
we define the input differences for the least significant bits (α0 = x0 ⊕ x′

0 = 1
and β0 = y0 ⊕ y′

0 = 1), and for the most significant bits (α1 = x1 ⊕ x′
1 = 1 and

β1 = y1 ⊕ y′
1 = 0). We assume that all valid inputs x, x′ and y, y′ are uniformly

distributed. We then find xdp+(11, 01 → 10) as the probability that the output
has difference γ0 = z0 ⊕ z′0 = 0 and γ1 = z1 ⊕ z′1 = 1.

The calculation for the least significant bits is shown in Table 10. As there
is no carry input for the least significant bits, we only consider C0 = C′

0 = 0.
We list all values that satisfy the input conditions (α0 and β0) for the least
significant bit. Note that the output condition (γ0 = z0 ⊕ z′0 = 0) is satisfied as
well for all valid inputs (C0, C

′
0, x0, y0, x

′
0, y

′
0).
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Fig. 7. Calculating z = x + y and z′ = x′ + y′. All variables with subscripts represent
one bit.

Table 10. The summation for the least significant bits (z0, z
′
0), where α0 = x0⊕x′

0 = 1
and β0 = y0 ⊕ y′

0 = 1

C0 C′
0 x0 y0 x′

0 y′
0 C1 C′

1 z0 z′
0 α0 β0 γ0

0 0 0 0 1 1 0 1 0 0 1 1 0
0 0 0 1 1 0 0 0 1 1 1 1 0
0 0 1 0 0 1 0 0 1 1 1 1 0
0 0 1 1 0 0 1 0 0 0 1 1 0

Table 11. The summation for the most significant bits (z1, z
′
1), where α1 = x1⊕x′

1 = 1
and β1 = y1 ⊕ y′

1 = 0

C1 C′
1 x1 y1 x′

1 y′
1 C2 C′

2 z1 z′
1 α1 β1 γ1

0 0 0 0 1 0 0 0 0 1 1 0 1
0 0 0 1 1 1 0 1 1 0 1 0 1
0 0 1 0 0 0 0 0 1 0 1 0 1
0 0 1 1 0 1 1 0 0 1 1 0 1

1 0 0 0 1 0 0 0 1 1 1 0 0
1 0 0 1 1 1 1 1 0 0 1 0 0
1 0 1 0 0 0 1 0 0 0 1 0 0
1 0 1 1 0 1 1 0 1 1 1 0 0

0 1 0 0 1 0 0 1 0 0 1 0 0
0 1 0 1 1 1 0 1 1 1 1 0 0
0 1 1 0 0 0 0 0 1 1 1 0 0
0 1 1 1 0 1 1 1 0 0 1 0 0

We then draw each of these input values as the four rightmost edges in the
graph of Fig. 8. Every edge is labeled with the input conditions [x0 y0 x′

0 y′
0],

and starts at (C0, C0). Together, these uniquely determine (z0, z
′
0) and (C1, C1).

For now, the reader can ignore that some lines are dashed.
Next, we do the calculation for the most significant bits, as shown in Table 11.

We again list all values that satisfy the input conditions (α1 and β1). Note that
now, several carry inputs (C1, C

′
1) are possible. The output condition (γ1 =

z1 ⊕ z′1 = 1) is not always satisfied, implying that xdp+(11, 01 → 10) < 1.
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Again, we draw each of the inputs of Table 11 as edges in Fig. 8. To improve the
readability, we use three separate coordinate systems on top of each other on the
left of the figure. These should in fact overlap: the same nodes are represented
three times. For example, four edges end in (C2, C

′
2) = (0, 0). If the output

pairs are valid (γ1 = z1 ⊕ z′1 = 1), we use full lines, and if they are invalid
(γ1 = z1 ⊕ z′1 = 0), dashed lines are used.

Due to backward propagation (explained in Fig. 4), the inputs [x0 y0 x′
0 y′

0]
with values [00 11] and [11 00] become dashed lines as well: they will eventually
result in an incorrect output difference γ1 = 0. The probability xdp+(11, 01 → 10)
is then equal to the number of paths in the graph with valid inputs (x, x′, y, y′) and
outputs z, z′ (full lines), divided by the number of paths that have valid inputs
(x, x′y, y′) (full or dashed lines). This ratio is equal to 8/16, or 1/2.

Note that storing this graph does not require a lot of memory. For every bit
in the n-bit addition, we need to store 26 bits. Each of these 26 bits is either set
to 1 if the input (C0, C

′
0, x0, y0, x

′
0, y

′
0) is valid, and 0 otherwise. For the entire

n-bit addition, we thus need to store only 26n bits; the memory requirement
is O(n).

B.3 Calculating xdp+(11, 01 → 10) Using Matrix Multiplications

Similar to [21], we can calculate xdp+ as a series of matrix multiplications. The
graph of Fig. 8 can be seen as a first-order Markov chain. We have [1 0 0 0]T as
the initial distribution, as the input carry of the addition is C0 = C′

0 = 0 with
probability 1. All three other input carries (C0, C

′
0) have probability 0.

As the input conditions for [x0 y0 x′
0 y′

0] are given, these specify the transi-
tion matrix of the Markov chain. Every column contains the transition probabili-
ties for one carry input (C0, C

′
0) to every carry output (C1, C

′
1). We left-multiply

the initial distribution by this transition matrix. We do the same for every sub-
sequent bit of the n-bit addition.

Lastly, we sum all probabilities (by left-multiplying by [1 1 1 1]): the carry
outputs (Cn, C′

n) are not used, so all of them are valid. This gives us the total
probability of xdp+.

B.4 Extending the Graph Method

As the reader may have noticed, the matrices of the previous section are larger
than those in [21]. This is because we do not take the symmetry into account:
although the value of Ci ⊕ C′

i would be sufficient, we keep track of the values
of (Ci, C

′
i). This symmetry exists because we restrict the input differences α, β

and the output differences γ to exclusive-or differences.
The graph based method of the previous section, however, can also support

the signed differences that were used for the cryptanalysis of MD5 [3], and as
well as all the other generalized conditions of Table 7.

It is straightforward to generalize the graph method to the addition of three
or more words. In this case, we extend each of the n adders of Fig. 7 to three
or more input bits. This will increase the maximal values of the carry (Ci, C

′
i):
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Fig. 8. Graph representation to calculate xdp+(11, 01 → 10). Only valid input pairs are
shown. Full lines are used for the eight paths that have valid output pairs (γ1 = z1⊕z′

1 =
1), and dashed lines are used for paths with invalid output pairs (γ1 = z1 ⊕ z′

1 = 0).
As there are eight of each, the ratio gives xdp+(11, 01 → 10) = 8/16 = 1/2. The three
coordinate systems on top of each other on the left represent the same nodes three
times. This makes the drawing more readable, however note that, for example, four
edges end in (C2, C

′
2) = (0, 0).

for example, the addition of four bits (and the carry input) can have a maximal
carry output of 3.

In this case, value of the carry (Ci, C
′
i) is equal to all output bits of the adder

at position i, except the least significant bit. This can be seen as a variant of
Fig. 7, where three or more bits are input to every adder.

In fact, the method can be generalized for any combination of additions,
exclusive-ors and Boolean functions, as long as no rotations are present (ex-
cept at the input or output). It is this calculation that was used for every step
of SHA-1 in [15], and is also used for every step of HAS-V in this paper. By
constructing higher-order Markov chains, the graph method was used in [22] to
efficiently calculate the differential probability of a multiplication by 9, given by
xdp+(x, x � 3).
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Table 12. NL-characteristic of 45 steps after Stage 3, work factor Nw = 275.84

t ∇Qt+1 ∇Wt FW Pu(t) Pc(t) Ns(t)
-5 00001111010010111000011111000011
-4 01000000110010010101000111011000
-3 01100010111010110111001111111010
-2 11101111110011011010101110001001
-1 01100111010001010010001100000001
0 -------------------------------- -------------------------------- 32 0.00 0.00 0.00
1 -------------------------------- -------------------------------- 32 0.00 0.00 0.00
2 -------------------------------- -------------------------------- 32 0.00 0.00 0.00
3 -------------------------------- -------------------------------- 32 0.00 0.00 0.00
4 -------------------------------- -------------------------------- 32 0.00 0.00 0.00
5 -------------------------------- -------------------------------- 32 0.00 0.00 0.00
6 -------------------------------- -------------------------------- 32 0.00 0.00 0.00
7 -------------------------------- ------------------------------10 30 0.00 0.00 0.00
8 -------------------------------- -------------------------------- 32 0.00 0.00 0.00
9 -------------------------------- -------------------------------- 32 0.00 0.00 0.00

10 -------------------------------- -------------------------------- 0 0.00 0.00 0.00
11 -------------------------------- -------------------------------- 32 0.00 0.00 0.00
12 -------------------------------- -------------------------------- 32 0.00 0.00 0.00
13 ----------------------0--------- -------------------------------- 32 -1.00 0.00 22.60
14 -------------------010001101100- -------------------------------- 0 -12.00 0.00 53.60
15 --------------------001011---1-0 -------------------------------- 0 -9.00 0.00 41.60
16 ---0---------------unnnnnnnnnnnn 1------------------------------u 30 -14.00 -1.00 32.60
17 0--1-----------------0100u111010 -------------------------------- 32 -13.00 0.00 48.60
18 0--1------1---------uu-uu0001110 -----------------------000-----u 28 -19.77 -7.77 67.60
19 01-unn--nnu------------11000nn10 0------------------------------- 0 -19.00 -1.97 75.83
20 n-u0uu001-000----------0-0000-10 -----------------------1-101--00 0 -14.30 -2.30 56.83
21 u-u-0n11----0---------11-010--10 1------------------------------u 0 -18.98 -6.42 42.53
22 --1-110---011----------0-n----11 ------------------------------10 0 -10.00 -1.00 23.56
23 --0-0-10-----------------n-0---0 -----------------------000-----u 0 -7.56 -1.61 13.56
24 --1-1--1-------------------1---- -------------------------------- 0 -4.00 0.00 6.00
25 ---------------------------0---- -------------------------------- 0 -1.00 0.00 2.00
26 ---------------------------1---- -------------------------------- 0 -1.00 0.00 1.00
27 -------------------------------- -------------------------------- 0 0.00 0.00 0.00
28 -------------------------------- -------------------------------- 0 0.00 0.00 0.00
29 -------------------------------- -------------------------------- 0 0.00 0.00 0.00
30 -------------------------------- -------------------------------- 0 0.00 0.00 0.00
31 -------------------------------- -------------------------------- 0 0.00 0.00 0.00
32 -------------------------------- -------------------------------- 0 0.00 0.00 0.00
33 -------------------------------- -------------------------------- 0 0.00 0.00 0.00
34 -------------------------------- 0------------------------------- 0 0.00 0.00 0.00
35 -------------------------------- -------------------------------- 0 0.00 0.00 0.00
36 -------------------------------- -------------------------------- 0 0.00 0.00 0.00
37 -------------------------------- -------------------------------- 0 0.00 0.00 0.00
38 -------------------------------- -------------------------------- 0 0.00 0.00 0.00
39 -------------------------------- -------------------------------- 0 0.00 0.00 0.00
40 -------------------------------- -------------------------------- 0 0.00 0.00 0.00
41 -------------------------------- 0------------------------------- 0 0.00 0.00 0.00
42 -------------------------------- -------------------------------- 0 0.00 0.00 0.00
43 -------------------------------- ------------------------------10 0 0.00 0.00 0.00
44 -------------------------------- -------------------------------- 0 0.00 0.00 0.00
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Table 13. NL-characteristic of 45 steps after Stage 4, work factor Nw = 251.53

t ∇Qt+1 ∇Wt FW Pu(t) Pc(t) Ns(t)
-5 00001111010010111000011111000011
-4 01000000110010010101000111011000
-3 01100010111010110111001111111010
-2 11101111110011011010101110001001
-1 01100111010001010010001100000001
0 -------------------------------- -------------------------------- 32 0.00 0.00 0.00
1 -------------------------------- -------------------------------- 32 0.00 0.00 0.00
2 -------------------------------- -------------------------------- 32 0.00 0.00 0.00
3 -------------------------------- -------------------------------- 32 0.00 0.00 0.00
4 -------------------------------- -------------------------------- 32 0.00 0.00 0.00
5 -------------------------------- -------------------------------- 32 0.00 0.00 0.00
6 -------------------------------- -------------------------------- 32 0.00 0.00 0.00
7 -------------------------------- ----00------------------------10 28 0.00 0.00 0.00
8 -------------------------------- -------------------------------- 32 0.00 0.00 0.00
9 -------------------------------- -------------------------------- 32 0.00 0.00 0.00

10 -------------------------------- -------------------------------- 0 0.00 0.00 0.00
11 ---------------------0---------- -------------------------------- 32 -1.00 0.00 0.00
12 ---------------------0-0-------- -------------------------------- 32 -2.00 0.00 0.00
13 --------------------1-00-----0-- -------------------------------- 32 -4.00 0.00 23.48
14 -------------------0100011011001 -------------------------------- 0 -13.00 0.00 51.48
15 ------00-----------0001011011110 -------------------------------- 0 -17.00 0.00 38.48
16 -1-0--110----------unnnnnnnnnnnn 10---------------------1-00---0u 25 -17.83 -4.24 21.48
17 01-1--1------------110100u111010 ------------------------0------- 31 -18.00 0.00 28.65
18 00-1-1110011111-----uu1uu0001110 ---------------------01000--1--u 25 -20.00 -1.00 41.65
19 01-unn--nnu1111------1011000nn10 000-00000100000------1-100000000 0 -11.58 -8.59 46.65
20 n-u0uu0010000---------0000000-10 000001011110---1------0101011000 0 -6.10 -4.62 35.07
21 u-u-0n11--110---------11-01---10 10---------------------1-00---0u 0 -10.03 -1.00 28.96
22 --1-110---011----------0-n----11 ----00------------------------10 0 -7.46 -0.12 18.93
23 --0-0-10-----------------n-0---0 ---------------------01000--1--u 0 -5.48 0.00 11.48
24 --1-1--1-------------------1---- -------------------------------- 0 -4.00 0.00 6.00
25 ---------------------------0---- -------------------------------- 0 -1.00 0.00 2.00
26 ---------------------------1---- -------------------------------- 0 -1.00 0.00 1.00
27 -------------------------------- -------------------------------- 0 0.00 0.00 0.00
28 -------------------------------- -------------------------------- 0 0.00 0.00 0.00
29 -------------------------------- -------------------------------- 0 0.00 0.00 0.00
30 -------------------------------- -------------------------------- 0 0.00 0.00 0.00
31 -------------------------------- -------------------------------- 0 0.00 0.00 0.00
32 -------------------------------- ------------------------0------- 0 0.00 0.00 0.00
33 -------------------------------- -------------------------------- 0 0.00 0.00 0.00
34 -------------------------------- 000-00000100000------1-100000000 0 0.00 0.00 0.00
35 -------------------------------- -------------------------------- 0 0.00 0.00 0.00
36 -------------------------------- -------------------------------- 0 0.00 0.00 0.00
37 -------------------------------- -------------------------------- 0 0.00 0.00 0.00
38 -------------------------------- -------------------------------- 0 0.00 0.00 0.00
39 -------------------------------- -------------------------------- 0 0.00 0.00 0.00
40 -------------------------------- -------------------------------- 0 0.00 0.00 0.00
41 -------------------------------- 000-00000100000------1-100000000 0 0.00 0.00 0.00
42 -------------------------------- -------------------------------- 0 0.00 0.00 0.00
43 -------------------------------- ----00------------------------10 0 0.00 0.00 0.00
44 -------------------------------- -------------------------------- 0 0.00 0.00 0.00
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Abstract. We propose the use of systematic nonlinear error detection
codes to secure the next-state logic of finite state machines (FSMs). We
consider attacks under an adversarial model which assumes an advanced
attacker with high temporal and spatial fault injection capability. Due
to the non-uniform characteristics of FSMs, simple application of the
systematic non-linear codes will not provide sufficient protection. As a
solution to this problem, we use randomized masking. Furthermore, we
show that our proposal detects injected faults with probability exponen-
tially close to 1.

Keywords: Fault-resilience, state-machines, adversarial-faults.

1 Introduction

Active fault injection attacks are proven to be effective on many cryptosystems.
The idea is to reveal secret information using erroneous executions of a device
as a result of intentional fault injections. The seminal paper of Boneh et al. [5]
demonstrated that it is relatively easy to break the Chinese Remainder Theorem
(CRT) based RSA algorithm in the presence of faults. Following this work, Biham
et al. [4] introduced differential fault attacks (DFA) and showed that secret key
cryptosystems such as DES can also be compromised using active fault injection
attacks.

Following the attacks outlined above, various fault injection techniques and
attacks have been proposed. Bit-flips using optical laser beams [25], electro-
magnetically induced faults [24], variations in the external voltage lines, external
clock transients, and temperature variations are some of the active fault attack
techniques available in the literature. Survey papers by Bar-El et al. [1] and
Naccache [23] can provide more information on side channel attacks (SCAs).

Since active fault attacks pose a serious threat for many cryptosystems, vari-
ous countermeasures have been proposed. In the Double-Data-Rate (DDR) com-
putation technique [20,21], both edges of the clock are used to make the same
computation twice and check for errors by comparing the two results. Another
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proposed solution is dual-rail encoding [6,16]. In this technique, one bit of in-
formation is represented by two bits, hence making it more difficult to inject a
precise fault. Finally, concurrent error detection (CED) [3,14,7,22] is the most
common countermeasure against active attacks. For example, triple modular
redundancy (TMR) and quadruple modular redundancy (QMR) replicate the
original design three and four times, respectively. Next, the result is determined
after a majority voting by comparing the outcomes of each individual copy.
Non-linear robust error detection codes [13], a subset of CED, provides strong
protection against active fault attacks. These codes mainly minimize the max-
ima of error masking probability under a strong adversarial model. They achieve
robustness with reasonable efficiency. The robustness property states that the
attacker cannot find an error vector which will be missed for all data values that
can be observed at the output of the device. In other words, any error pattern
that will be masked is data dependent. Another benefit of this coding scheme
is the uniformity of its error detection capability over all possible error vectors.
This means that no error vector has an error detection probability smaller than
the error detection probabilities of other possible error vectors. For the details
of this coding scheme and its possible applications such as the protection of
the Advanced Encryption Standard (AES) hardware, the reader is referred to
[19,18,11,12,17]. More details about systematic non-linear codes and their ro-
bustness characteristics will be provided in Section 3.

The remainder of this paper is organized as follows: Section 2 lays out our main
motivation in protecting FSMs against active fault attacks and summarizes our
contributions. In Section 3, we introduce background information on nonlinear
robust codes. Section 4 discusses the characteristics of the advanced attacker
and describes our fault model. Next, the proposed error detection technique is
described in Section 5. The security and robustness measure of the proposed
scheme are presented in Section 6. In Section 7, hardware scaling results are
provided. Finally, in Section 8, the proposed scheme is compared with other
FSM protection schemes from a security perspective.

2 Motivation

Finite state machine (FSM) security is an important aspect of cryptographic
hardware design. The datapath which usually includes arithmetic units (such as
adders, multipliers, division and inversion units) will work on operands with sizes
on the order of hundreds to a thousand bits and therefore will take much more
chip area when compared to control units. As a result, it is a reasonable design
decision to arm these units with strong error detection techniques against active
fault injection attacks. However, the security level of a cryptographic device can
be reduced to the security level of its most vulnerable and non-secure portion.
Hence, secure FSM design should also be one of the crucial design goals, even
though the size of the control unit is relatively small.

Most of the CED based error detection techniques, mainly aim to secure the
datapath of the crypto-system while leaving the FSM as a possible target point.
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Fig. 1. Fault injection example on the control unit of the Montgomery Ladder Algo-
rithm with Point of Attack indicated by the dashed transition [8]

Also note that the state values in an FSM are kept in either current-state or
next-state registers. Consequently, any attack that is shown to be successful on
a register level (bit-flips or stuck-at faults, etc.) can be used to attack FSMs with
mild effort. Depending on the characteristics of the FSM, various effective attack
scenarios can be produced. An example attack scenario from [8] on the FSM
of the Montgomery Ladder Algorithm is shown in Figure 1. The figure shows
that an attacker can recover the secret exponent using this attack with mild
effort. A similar attack can be applied to all exponentiation algorithms that are
implemented in a similar fashion. Elliptic curve add-always point multiplication
algorithm will potentially suffer from a similar attack [10]. In summary, FSM
security is an important problem that needs to be handled carefully.

The first solution to this problem was proposed by [15,2]. This solution sim-
ply uses single-bit error detection/correction schemes. However, these schemes
mainly target single event upsets and naturally occurring faults such as the ones
caused by radioactive radiation.

Another well-known solution which could be proposed is the usage of TMR
and QMR based schemes. Both of these schemes will add an acceptable level of
security against a weak attacker. However, when an advanced attacker -as will
be defined in Section 4- is considered, both QMR and TMR will offer no security
at all. This point will be further explained in Section 8.

As a solution to the same problem in cryptographic settings against an in-
telligent adversary, Gaubatz et al. [8] proposed to apply linear error detection
codes. Linear codes provide security in an adversarial setting, yet only against
weak attackers with limited fault injection capabilities. The reason is that any
error pattern, which is also a valid codeword in the utilized coding scheme, will
be missed in this detection scheme. Consequently, a more advanced attacker can
still easily bypass this error detection mechanism.

In [9], physically unclonable functions (PUFs) are used in order to secure
know-path state machines. In this class of FSMs, state transitions do not depend
on the inputs, and hence the name known-path state machines. This solution
used PUFs to create a fingerprint of the expected and fault free state transitions.
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This fingerprint is then used to check if the FSM transitioned correctly while
the device is in operation. This is an interesting and efficient error detection
technique, yet it requires the golden fingerprint to be kept in a secure location
in the device and assumes that this part of the circuit cannot be attacked.

Our Contribution: In this paper, we will use systematic nonlinear error detec-
tion codes to secure the next-state logics of FSMs against an advanced attacker.
We assert that protecting FSMs with a high error detection probability is a dif-
ficult problem due to the non-uniform characteristics of FSMs. In this case, the
systematic non-linear codes discussed in Section 3 can not be directly applied
to FSMs. As a solution to this problem, we propose using randomized masking
which solves this non-uniformity problem. This makes it possible to apply the
nonlinear codes to FSMs and use their high error detection capabilities. In our
security proof, we show that any injected fault will be detected with probability
exponentially close to 1.

3 Background on Robust Codes

In [13], Karpovsky and Taubin proposed a new class of systematic non-linear
error detection codes with the following definition.

Definition 1. [13] Let V be a binary linear (n, k) code with n ≤ 2k and check
matrix H = [P |I] with rank(P ) = n − k. Then CV = {(x, w)|x ∈ GF (2k), w =
(Px)3 ∈ GF (2r)}.

To quantify the performance of CV , they also defined the following error masking
probability metric:

Q(e) =
|{x|(x + ex, w + ew) ∈ CV }|

|CV | . (1)

where the error vector is represented by e = (ex, ew). This metric quantifies
the number of the information codewords x for which the error pattern e will be
masked, and computes the error masking probability by normalizing this number
by the code size.

Note that the code CV is defined to be robust if and only if the error masking
probability Q(e) < 1 for all possible error vectors e (i.e. k=r), and partially
robust if for some e, Q(e)=1 (i.e. k > r).

The following theorem from [13] quantifies the error detection performance of
the proposed nonlinear code CV .

Theorem 1. [13] For CV the set E = {e|Q(e) = 1} of undetected errors is a
(k − r)-dimensional subspace of V , from the remaining 2n − 2k−r errors, 2n−1 +
2k−1 − 2k−r are detected with probability 1 and 2n−1 − 2k−1 errors are detected
with probability 1 − 2−r+1.

This theorem is constructed and proved under the following uniformity
assumption:
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Assumption 1: All the codewords x ∈ GF (2k) in CV are uniformly distributed
and have the same probability of being observed.

In this coding scheme, contrary to linear codes, masked errors are data-dependent.
This means that an active adversary trying to inject an undetected error in the
data would need to know the value of the data beforehand in order to find an un-
detectable error pattern. In a linear scheme, the success of a specific error vector is
independent from the data because any error vector which is also a valid codeword
is masked in this case. Also note that the error detection probability provided by
the nonlinear codes has a uniform lower bound. In other words, error detection
probability does not dramatically decrease for any specific error pattern.

4 Adversarial Fault Model

Our adversarial model assumes that the details of the particular structure or
the function of the device are known to the attacker. Also, we do not limit
the attacker’s particular fault injection methodology. This model assumes an
advanced attacker with high temporal and spatial fault injection capability. In
other words, the attacker has high resolution both in time and space. In addition,
we model the errors observed at the output of the device in additive nature in
which case the error will be the difference between the expected output x and the
erroneous output x̃=x ⊕ e, where ⊕ is the logical XOR operation. This implies
that an attacker cannot conduct his attack by overwriting the output values.

Furthermore, the attacker cannot observe any existing data on the circuit
in the same clock cycle as the fault injection takes place. This means that the
attacker will not be able to adaptively attack the circuit by first reading the
existing data and then choosing the appropriate error vector. We also assume
that the attacker can pick any specific error vector he desires to reflect to the
output, i.e. he can choose the value of e. For a comprehensive analysis, we also
allow every error vector (all multiplicities) to be observed at the output of the
device.1

In our detection model, the device is disabled or the secret information is
reseted after an injected fault is detected. As a result, the attacker will have
only one chance to successfully inject a fault into the circuit.

5 The Error Detection Technique

Systematic nonlinear codes described in Section 3 provide robustness and error
detection uniformity which are crucial when error detection is concerned. As a
result, the proposed error detection technique in this paper inherits the main

1 Depending on the specifics of the design, not all the error vectors can be observed
at the output of the device. However, we will conduct our error detection study
assuming that all the errors can be observed at the output of the proposed design
with the same frequency for sake of completeness.
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Fig. 2. Proposed error detection technique

structure of these codes to protect next-state logics of FSMs. Note that the
security level provided by the nonlinear codes is sufficient for arithmetic circuits
even against strong adversaries such as the one discussed in Section 4. However,
the structure of these codes needs to be modified to some extent to make them
applicable to FSMs.

Assume that we want to apply a nonlinear (n, k, r)-code to protect a specific
FSM. When FSMs are concerned, the number of valid codewords is limited by
the number of states in the FSM, which is usually a relatively small number. In
addition to this, some states of the FSMs can be visited more than others. As a
result, FSMs show a non-uniform behavior over a larger domain that is defined
by the values of k and r of the applied (n, k, r)-code. Due to this non-uniform
characteristic of the FSMs, applying the non-linear (n, k, r)-code becomes a dif-
ficult problem. In this case, the security level provided by this method cannot
be quantified as in Theorem 1 because FSMs do not satisfy Assumption 1. Con-
sequently, to inherit the useful error detection characteristics of these codes, we
need to guarantee that the state register value will have a distribution that is
close-to-uniform.

As a solution to this problem, we now formally define a randomized robust
code by merging a randomized masking process with the robust code definition
introduced by Karpovsky et al. [13] in Definition 1 as follows.

Definition 2. Let V be a binary linear (n, k) code with n = 2k. We define
the robust code with randomized masking as CV = {(x, R, w)|x ∈ GF (2k), R ∈
GF (2k), w = (x × R)3 ∈ GF (2k)}.
In this code, the masking is achieved by the random string R. The effect of
masking is to essentially remove the non-uniform characteristic of the FSM. In
this case, the error detection probability can be quantified as in Theorem 1
because Assumption 1 is satisfied with the utilization of randomized masking.
Note that because we are working in a finite field the above randomization can
be realized by a multiplication as in the definition or by an addition.



232 K.D. Akdemir, G. Hammouri, and B. Sunar

The proposed solution built on the defined robust code with randomized mask-
ing is shown in Figure 2. There are four main building blocks in this solution,
these blocks will be described in more detail shortly. Note that all the variables
in this figure are elements of GF (2k) and all the operations are conducted over
GF (2k). The essential idea here is to use the input values i and s in order to gen-
erate the next-state value s′. At the same time, the inputs and their check-sums
are used to predict the check-sum of the next-state value. This operation is costly
in general. Therefore, we use a multiplexer structure which will help improve the
efficiency of the circuit. Also note that when multiplexers are concerned, attacks
on the select lines could lead to potential vulnerabilities. As a result, we will
carry out separate comparisons to ensure that no errors were injected into the i
and s values which are the select lines of the multiplexer in the predictor unit.

– NS Logic: This is basically the non-redundant next-state logic of any FSM.
Using the input (i) and current-state (s), this block computes the appropriate
next-state value (s′). Note that i, s, and s′ are padded with zeros so that they
will be elements of GF (2k). In other words, i, s, and s′ ∈ GF (2k). However,
this does not affect the logic that implements the next-state function. This
block uses the well-known next-state logic computation methods.

– Randomizer: This block applies the randomized masking on the next-state
logic (s′). It takes the current-state value (s), next-state value(s′), the pri-
mary randomizer (R2), and the secondary randomizer (R0, Ri) as its inputs
where R2, R0, Ri ∈ GF (2k). The primary randomizer (R2) will be coming
from the predictor block and is the main randomizer that is used in the
current cycle. The secondary randomizer (R0) is calculated in the previous
cycle and is stored to be used in the current cycle. The other secondary
randomizer Ri is generated with every input i.
This block computes (s′R2). However, the randomizer needs to be passed
to the next cycle. As multiplications are more expensive than addition and
this multiplication has been already performed, the next state is passed a
different version of the randomizer, namely R

′
0, which will be the secondary

randomizes used in the next cycle. More specifically, the output of this block
will be

s′R2 = s′ + s′(R2 − 1), (2)

where R
′
0 = s′(R2 − 1). Observe that the output of this block is randomized

using R2. This proves that the non-uniform behavior of the FSMs is removed
at the error-check (comparison) level. Even though the non-redundant next-
state logic block still provides non-uniform behavior, this does not affect the
error detection probability because cubing and hence the error-checking is
done on the randomly masked version of the next-state value.
Furthermore, to compute the secondary randomizer for the following cycle,
s′ is subtracted from the output s′R2 of the randomizer. Keep in mind that
all these addition and multiplication operations are conducted over GF (2k).

– Predictor: The function of the predictor block is to predict the check-sum
of the randomized next-state logic value (output of the randomizer). In or-
der to achieve this, the predictor takes the input (i) and current-state (s).
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In this block, there is a register that holds the (s′jR)3 values with the initial
randomizer R ∈ GF (2k) (this is actually the primary randomizer from the
previous cycle) where j indexes all possible next-state values. With every
clock-cycle, the values in this register are randomized with R1 that is gen-
erated using a true-random number generator (TRNG) and the results are
also written back (WB) into the original register. Also note that the pri-
mary randomizer R2=R × R1 is stored and sent to the randomizer block.
The write-back (WB) is necessary to prevent the attacker from reading the
existing values of the original register, calculating the appropriate error vec-
tor that will be missed, and injecting the faults that will result with this
error vector. In other words, we want to update these register values at ev-
ery clock cycle because the advanced attacker we are modeling cannot read
and write within the same clock cycle. After the computation of the new
(s′jR2)3 for all j, the input i and the current-state s select the appropriate
(s′R2)3 using a multiplexer circuit. The multiplexer circuit is inspired from
the efficient FSM implementations. This is the predicted check-sum of the
randomized next-state logic.
As with the randomizer block, the multiplication and cubing operations are
conducted over GF (2k).

– EDN: The error detection network (EDN) is mainly a comparator. It com-
pares the cube of the randomized next-state logic with the predicted check-
sum. As we mentioned earlier, because s and i are used in the multiplexer
structure they have to be randomized with their previous state randomizer
and compared to their randomized check-sums (s+R0)3, (i+R0)3 ∈ GF (2k).
If the results match in all comparisons, this means that the operation is fault
free, yet if there is a mismatch, then an error signal is triggered. The error
signal can either reset the secret information or can stop the operation. A
PUF based EDN mechanism is proposed in [9]. This provides a fault free
EDN block and prevents the attacker from simply attacking and disabling
the error signal.

6 Security Analysis

The main idea of the proposed protection scheme is to prevent an attacker
from forcing the state machine into an arbitrary state. The predictor’s job is
focused on using the checksum of the state and the input in order to generate
the checksum of the next state. Building a circuit which directly performs this
operation can be quite costly. Therefore, we have used a multiplexer structure as
explained in the previous section. The multiplexer uses the current input and the
current state to compute the check sum of the next state. This operation does
not preserve the isolation between the predictor branch and the FSM which
could have an effect on the security of the scheme. To solve this problem we
perform an overall comparison between the current state and its checksum. We
also perform separate comparisons between the actual values and the checksums
of both the current state and the input. In this section we will show that the
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error detection probability will be exponentially close to 1. We start with the
following Corollary to Theorem 1.

Corollary 1. Given a uniformly random x ∈ {0, 1}k and w = x3 ∈ {0, 1}k the
probability that any chosen pair (ex, ew) �= 0 satisfies (x+ex)3 = w+ew is lower
bounded by 1 − 2−k+1.

Proof. Use Theorem 1 with parameters n = 2k, k = r and H = I.

We will also need the following Lemma.

Lemma 1. Given a uniformly random x ∈ {0, 1}k and any w ∈ {0, 1}k the
probability that any chosen pair (ex, ew) such that ex �= 0 satisfies (x + ex)3 =
w + ew is upper bounded by 3 · 2−k.

Proof. The equation (x + ex)3 = w + ew is a cubic equation over GF(2k) and
hence will have at most 3 solutions for x for any given w, ex, ew. As x is chosen
uniformly at random, the probability that x will be the correct solution for a
specific w, ex, ew will be at most 3

2k .

Now we can prove the main theorem.

Theorem 2. The error detection probability of the scheme depicted in Figure 2
is lower bounded by 1 − 9 · 2−k.

Proof. Recall that under the adversarial fault model we are assuming, the at-
tacker will not know R0, Ri, R and R1 in the same clock cycle in which he will
inject his error. The scheme of Figure 2 will perform a comparison between
sw = (s + R0)3 and the cube of (s + R0), and similarly for iw = (i + Ri)3 and
the cube of (i + Ri). As Ri and R0 are unknown and uniformly random to the
attacker, using Corollary 1 we can assume that except with probability at most
2 · 2−k+1 no error will be injected on s or i. Now we proceed by assuming error
injections in every possible location of the circuit. Let the error injected into
the FSM reflect to s′ as a shift of es′ . Similarly, let the error injected into the
registers holding R, R1, R2, (S′R)3 and (S′R2)3 be eR, eR1, eR2, eSR and ew re-
spectively. Also, let the error injected into the multiplication between s′ and R2

be ex. Finally, let the error injected into the cubing of R1 be eR3 . The output of
the main branch will be

(s′ + es′) [(R1 + eR1)(R + eR) + eR2] + ex.

The output of the predictor side will be

((s′R)3 + eSR)[(R1 + eR1)3 + eR3 ] + ew.

As the main goal of an attacker is to change s′ to another valid state we can
assume es′ �= 0. We will now work our way backwards. The EDN will cube the
main branch and compare it to the predictor branch. Now the term to the left of
ex in the main branch equation, which we label x, is a uniformly random string
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in {0, 1}k and similarly, the term to left of ew, which we label w is some string
in {0, 1}k. Therefore, using Lemma 1 if ex �= 0 the probability of finding (ex, ew)
to satisfy the comparison will be upper bounded by 3 ·2−k. If this is not the case
we can assume that ex = 0. Next, we assume that (RR1) �= 0 which will happen
with probability at least 1− 2 · 2−k. We can now factor RR1 from x and (RR1)3

from w. For the left side we get,

(RR1)[(s′ + es′)[(1 + eR1R
−1
1 )(1 + eRR−1) + eR2(RR1)−1]] .

The right side becomes.

(RR1)3[((s′)3 + eSRR−3)[(1 + eR1R
−1
1 )3 + eR3R−3

1 ]] + ew .

We can now write the comparison as

[(RR1)(x̂ + es′)]3 ?= (RR1)3(ŵ + ew) .

Where

x̂ = s′[(1 + eR1R
−1
1 )(1 + eRR−1) + eR2(RR1)−1] + eReR1es′(RR1)−1

+eRes′R−1 + eRes′R−1
1 + eR2es′(RR1)−1

which can be seen as a uniformly random string in {0, 1}k. Similarly,

ŵ = ((s′)3 + eSRR−3)[(1 + eR1R
−1
1 )3 + eR3R−3

1 ] + e2(RR1)−3]

which is some string in {0, 1}k which can be dependent on x̂. Recall, that
(RR1) �= 0 therefore the comparison above will hold iff

(x̂ + es′)3 = (ŵ + ew) .

However, es′ �= 0. Now using Lemma 1 the above will hold with probability
1 − 3 · 2−k. This will make the overall probability of an error not being detected
by the scheme of Figure 2 lower bounded by

1 − (2 · 2−k+1 + 3 · 2−k + 2 · 2−k) = 1 − 9 · 2−k

The theorem above insures the security of the proposed scheme against fault
attacks. We note here that this scheme needs to carry three separate compar-
isons. A simpler scheme would be for the main branch to compute (i+Ri)× (s+
R0)× (sR2) then cube this term and compare it to (i+Ri)3 × (s+R0)3 × (sR2)3

coming from the predictor branch. In fact, we conjecture that the error detection
probability of such a scheme will still be exponentially close to 1. However, in
this paper we do not present a formal proof of this conjecture.

7 Hardware Scalability

As can be observed from Figure 2, the scheme requires 4 k-bit finite field cubings
(1 k-bit squaring + 1 k-bit multiplication), 2 k-bit finite field multiplications,
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and 2 k-bit finite field additions. Since addition over GF (2) is just XORing,
field adders can be implemented very efficiently. Squaring over GF (2) can also
be implemented quite efficiently. As a result, the effect of the field adders and
squarings in the scheme will be minimal. However, multiplication over GF (2)
is an expensive operation and hence the multipliers will dominate most of the
area of the whole scheme. Since this is the case, the total area of the proposed
FSM will scale in parallel with the area of the field multipliers. It is a reasonable
assumption to state that the area of a field multiplier will scale as O(k2). Hence
the area of the whole scheme will scale as O(k2).

The scaling factor O(k2) essentially determines a trade-off between area over-
head and security. When the FSM is running a very sensitive application with a
high security risk, one cannot tolerate any errors. Therefore, only an exponentially
small probability of failure can be accepted. Of course it does not make sense to
pay for such an overhead when the underlying application is not sensitive.

An interesting perspective is to consider the overhead from a complexity point
of view. With this perspective one can see that the proposed scheme requires
a circuit of size polynomial in k while providing an exponentially small (in k)
fault injection probability.

8 Comparison with Other FSM Security Schemes

At this point, it is also important to compare the error detection capability of our
scheme with other error detection schemes. Triple modular redundancy (TMR)
and quadruple modular redundancy (QMR) are two of the most common error de-
tection techniques against active fault attacks. In TMR, the non-redundantFSM is
replicated three times and a majority voting circuit determines the correct result.
QMR works in the exact same way, but the non-redundant FSM is replicated four
times. Applying linear codes for error detection is another proposed method [8].
Under a weak attacker model, linear codes, TMR, and QMR may provide limited
security with minimum error detection probability greater than zero. However, in
the advanced attacker model considered in this paper, an attacker can with %100
probability cause invalid state transitions on an FSM protected by these schemes.
For example, in TMR and QMR, the attacker can inject the exact same error to all
replicas of the original design. This attack will clearly go undetected as all replicas
of the circuits will behave in an identical fashion. Similarly, in the linear scheme,
the attacker will choose error vectors which are also valid codewords in the utilized
code and hence the injected error will be undetected. It should be clear that the
strength of the scheme proposed in this paper stems from the exponentially small
error detection probability even against an advanced attacker.

Another interesting FSM security scheme based of physically unclonable func-
tions (PUF) was proposed in [9]. This PUF-based scheme is quite efficient with
an exponentially small error detection probability even against an advanced at-
tacker. However, it is only applicable to known-path FSMs, which is a specific
class of FSMs. The approach we present in this paper is a generic one that can
be applied to any FSM.
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9 Conclusion

We presented a fault detection scheme in FSMs based on systematic nonlinear
error detection codes. Our scheme detects any injected fault with probability
exponentially close to 1 under an adversarial model which assumes an advanced
attacker with high temporal and spatial fault injection capability. Furthermore,
the work here presents a new approach to handling the non-uniform output of a
state machine in a way which enables the usage of some classical error detection
techniques.

References

1. Bar-El, H., Choukri, H., Naccache, D., Tunstall, M., Whelan, C.: The sorcerer’s
apprentice guide to fault attacks. Proceedings of the IEEE 94, 370–382 (2006)

2. Berg, M.: Fault tolerant design techniques for asynchronous single event upsets
within synchronous finite state machine architectures. In: 7th International Mil-
itary and Aerospace Programmable Logic Devices (MAPLD) Conference. NASA
(September 2004)

3. Bertoni, G., Breveglieri, L., Koren, I., Maistri, P., Piuri, V.: Error analysis and
detection procedures for a hardware implementation of the advanced encryption
standard. IEEE Transactions on Computers 52(4), 492–505 (2003)

4. Biham, E., Shamir, A.: Differential fault analysis of secret key cryptosystems. In:
Kaliski Jr., B.S. (ed.) CRYPTO 1997. LNCS, vol. 1294, pp. 513–525. Springer,
Heidelberg (1997)

5. Boneh, D., DeMillo, R., Lipton, R.: On the importance of checking cryptographic
protocols for faults. In: Fumy, W. (ed.) EUROCRYPT 1997. LNCS, vol. 1233, pp.
37–51. Springer, Heidelberg (1997)

6. Cunningham, P., Anderson, R., Mullins, R., Taylor, G., Moore, S.: Improving
Smart Card Security Using Self-Timed Circuits. In: Proceedings of the 8th In-
ternational Symposium on Asynchronus Circuits and Systems. IEEE Computer
Society, Washington (2002)

7. Gaubatz, G., Sunar, B.: Robust finite field arithmetic for fault-tolerant public-key
cryptography. In: Breveglieri, L., Koren, I. (eds.) 2nd Workshop on Fault Diagnosis
and Tolerance in Cryptography - FDTC 2005 (September 2005)

8. Gaubatz, G., Sunar, B., Savas, E.: Sequential circuit design for embedded crypto-
graphic applications resilient to adversarial faults. IEEE Transactions on Comput-
ers 57(1), 126–138 (2008)

9. Hammouri, G., Akdemir, K., Sunar, B.: Novel puf-based error detection methods in
finite state machines. In: Lee, P.J., Cheon, J.H. (eds.) ICISC 2008. LNCS, vol. 5461,
pp. 235–252. Springer, Heidelberg (2008)

10. Joye, M.: Highly regular right-to-left algorithms for scalar multiplication. In: Pail-
lier, P., Verbauwhede, I. (eds.) CHES 2007. LNCS, vol. 4727, p. 135. Springer,
Heidelberg (2007)

11. Karpovsky, M., Kulikowski, K.J., Taubin, A.: Differential fault analysis attack re-
sistant architectures for the advanced encryption standard. In: Proc. World Com-
puting Congress (2004)



238 K.D. Akdemir, G. Hammouri, and B. Sunar

12. Karpovsky, M., Kulikowski, K.J., Taubin, A.: Robust protection against fault-
injection attacks on smart cards implementing the advanced encryption standard.
In: DSN 2004: Proceedings of the 2004 International Conference on Dependable
Systems and Networks (DSN 2004), Washington, DC, USA, p. 93. IEEE Computer
Society, Los Alamitos (2004)

13. Karpovsky, M., Taubin, A.: A new class of nonlinear systematic error detecting
codes. IEEE Trans. Info. Theory 50(8), 1818–1820 (2004)

14. Karri, R., Wu, K., Mishra, P., Kim, Y.: Concurrent error detection schemes for
fault-based side-channel cryptanalysis of symmetric block ciphers. IEEE Transac-
tions on computer-aided design of integrated circuits and systems 21(12), 1509–
1517 (2002)

15. Krasniewski, A.: Concurrent error detection in sequential circuits implemented
using fpgas with embedded memory blocks. In: Proceedings of the 10th IEEE
International On-Line Testing Symposium (IOLTS 2004) (2004)

16. Kulikowski, K., Venkataraman, V., Wang, Z., Taubin, A., Karpovsky, M.: Asyn-
chronous balanced gates tolerant to interconnect variability. In: IEEE International
Symposium on Circuits and Systems, ISCAS 2008, pp. 3190–3193 (2008)

17. Kulikowski, K., Wang, Z., Karpovsky, M.: Comparative Analysis of Robust Fault
Attack Resistant Architectures for Public and Private Cryptosystems. In: Proceed-
ings of the 2008 5th Workshop on Fault Diagnosis and Tolerance in Cryptography,
pp. 41–50. IEEE Computer Society, Washington (2008)

18. Kulikowski, K.J., Karpovsky, M., Taubin, A.: Robust codes for fault attack resis-
tant cryptographic hardware. In: Workshop on Fault Diagnosis and Tolerance in
Cryptography (FTDC 2005) (2005)

19. Kulikowski, K.J., Karpovsky, M., Taubin, A.: Fault attack resistant cryptographic
hardware with uniform error detection. In: Breveglieri, L., Koren, I., Naccache, D.,
Seifert, J.-P. (eds.) FDTC 2006. LNCS, vol. 4236, pp. 185–195. Springer, Heidelberg
(2006)

20. Maistri, P., Leveugle, R.: Double-Data-Rate Computation as a Countermeasure
against Fault Analysis. IEEE Transactions on Computers 57(11), 1528–1539 (2008)

21. Maistri, P., Vanhauwaert, P., Leveugle, R.: Evaluation of Register-Level Protection
Techniques for the Advanced Encryption Standard by Multi-Level Fault Injections.
In: 22nd IEEE International Symposium on Defect and Fault-Tolerance in VLSI
System (DFT 2007), pp. 499–507 (2007)

22. Mitra, S., McCluskey, E.: Which concurrent error detection scheme to choose? In:
Proc. of Int. Test Conference (ITC), pp. 985–994. IEEE Press, Los Alamitos (2000)

23. Naccache, D.: Finding faults. IEEE Security and Privacy 3(5), 61–65 (2005)
24. Schmidt, J., Hutter, M.: Optical and em fault-attacks on crt-based rsa: Concrete

results. In: Austrochip 2007: Proceedings of the 15th Austrian Workshop on Mi-
croelectronics (2007)

25. Skorobogatov, S., Anderson, R.: Optical Fault Induction Attacks. In: Crypto-
graphic Hardware and Embedded Systems-Ches 2002: 4th International Workshop,
Redwood Shores, CA, USA, August 13-15 (2002) (Revised Papers)



H.Y. Youm and M. Yung (Eds.): WISA 2009, LNCS 5932, pp. 239–253, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Quadratic Equations from a Kind of S-boxes 

Jia Xie, Weiwei Cao, and TianZe Wang 

The state key laboratory of information securtity, Institute of software, 
Chinese Academy of Science, Beijing, 100790, China  

The state key laboratory of information securtity,  
Graduate School of Chinese Academy of Sciences 

{xiejia,wtz}@is.iscas.ac.cn, gowiwin@gmail.com 

Abstract. Algebraic attack studies ciphers from the point of view of solving 
equations. It is important to measure the security of block ciphers how many 
linearly independent bi-affine or quadratic equations they satisfy. As the S-box 
is the main nonlinear part of block ciphers, it really makes sense to get the 
number of linearly independent bi-affine and quadratic equations that an S-box 
satisfies to analyse the security of block ciphers. The article answers this ques-
tion for two S-boxes based on APN power functions, and shows how to find out 
the equations by two toy examples. The techniques can be generalized to other 
S-boxes constructed by power functions. According to these conclusions, we 
can estimate the safety of such kind of block ciphers. 

Keywords: algebraic attack, Trace form representation, APN functions, power 
functions. 

1   Introduction 

In algebraic attack, a cryptosystem is broken by solving a set of multivariate equa-
tions over a finite field(such as 

2F ) which describes the whole system. The complex-

ity of the attack depends on the number of such equations, their type and their alge-
braic degree. The main idea goes back to Shannon’s work in [5]. Here, multivariate 
equations are said to be linearly independent when each distinct monomial is consid-
ered as a new variable. 

Nicolas T.Courtois and Wili.Meier proposed several kinds of ways about algebraic 
attack on stream ciphers in 2003[1]. After that, It has been a hot topic in cryptogra-
phy, and great improvement has been made such as in [2,3,4]. All the results above 
are about stream ciphers. At the same time, algebraic attack does not look so powerful 
in block ciphers. 

Algebraic attack was also applied to block ciphers such as AES[11]. The S-box of 
AES can be expressed as an overdefined system of algebraic equations. If we can 
obtain an algebraic system with the number of equations exceeds that of the monomi-
als from an S-box, a block cipher with the S-box can be represented by many equa-
tions with smaller number of variables. By solving these multivariate equations by so 
called the XSL algorithm, we may find the key of the block cipher.  
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In [11], Γ  was defined as Γ =
( )/

(( ) / )
t r n

t r n
−⎡ ⎤⎢ ⎥−   to measure the complexity to 

solve the algebraic system using XSL algorithm, where r is the number of equations, 

and t is the number of monomials in them. It was proposed that if 322Γ ≥ , the S-box 
is safe. That is to say, ( ) /t r n−  should not be less than 10. In [11], it was shown that 

22.92Γ =  for AES S-box. 
Note that an improvement of algorithms on solving multivariate equations may re-

sult in different ways to solve the problem. However, it is true that Γ  reflects a diffi-
culty of solving multivariate equations in some sense, and we will use it to estimate 
the resistance to algebraic attack in this paper. 

There exists a kind of functions, APN functions, which have the best resistance to 
affine attack and differential analysis, so they are good candidates to construct S-
boxes. Algebraic attack may be a good method to analyse them.  

J. Cheon and D.H. Lee estimated the number of quadratic equations we can get 
from APN functions[7,8]. However, the results were proved not to be correct by 
simulations[10]. 

In [10], Courtois et al. gave some results about the S-box of AES cipher. But they 
did not generalize the results to other power S-boxes and only provided experimental 
results for other APN functions. 

In this article, we will develop techniques to find out the number of linearly inde-
pendent bi-affine and quadratic equations obtained from APN power functions, which 
can be used to construct S-boxes. Furthmore, we can find out the form of the equa-
tions. This method can be generalized to other S-boxes constructed by power func-
tions. In the discussion, we can see that neither of the conclusions in [8,10] are perfect. 

2   Preliminary Knowledge 

2.1   Notations 

The number of 1s in the binary representation of n  is called the weight of n with the 
symbol ( )wt n , and we will use wt  for short in the context. 

Let F be the set of functions from (2 )nGF  to (2)GF , and define B to be the set of 

boolean functions in n variables. 

A function from 
2

nF  to 
2

mF  is called a vector boolean function. When m=1, it is 

merely called a boolean function. 

Let 0 1{ , ..., }nω ω −  be a basis of 
2nF , then there exists an isomorphism φ : 

22n

nF F→  given by 

0 1( ) ( , ..., )i i na a aφ ω −=∑ . 

Let 0 1( , ..., )nf f fφ− = o , and define the algebraic degree of f  by the degree of its 

component functions. 

Lemma. Let 
2

( ) n

df x x F= ∈ , 0 1( , ... )nf f fφ −=o , then deg( ) ( )f wt d= . 



 Quadratic Equations from a Kind of S-boxes 241 

Proof. Let 1
0

n
i i ix x ω−
== ∑ ，

1
0 2 jn

j jd d−
== ∑ ,and 

1
0 2 2 11 1 1

0 0 0 0
1 1

( ) ( ) ( ( ))
jn j

j j

j j

dd nn n n
i i ii i i i i k ik k

d d
x x x x aω ω ω

−
=∑ −− − −

= = = =
= =

= = =∑ ∑ ∑ ∑∏ ∏  ( 2ika F∈ ) 

1 1 1
00 0 0 1

1
( ( ) ) ( , ..., )

j

n n n
kk i ik i k k n k

d
a x f x xω ω− − −

== = −
=

= =∑ ∑ ∑∏ . 

Since deg( ) ( )( 0, ..., 1)jf wt d j n= = − , the degree of dx  is ( )wt d  too. 

On 
2nF , a cyclotomic coset is defined by 1{ , * 2, ..., * 2 }sn

SC s s s
−= , where sn  is 

the smallest positive integer such that * 2 (mod 2 1)sn ns s≡ − . The subscript s is cho-

sen as the smallest integer in sC , and s is called the coset leader of sC . For example, 

if n=4, the cyclotomic cosets modulo 15 are: 

0 1 3 5 7{0}, {1, 2, 4,8}, {3, 6,12, 9}, {5,10}, {7,14,13,11}C C C C C= = = = = , 

where {0,1, 3, 5, 7} are coset leaders modulo 15. 

It is easy to see that the elements in one coset are of the same weight. And if b and 
c belong to the same coset, we can get c from b by cyclic shift in binary. 

2.2   Almost Perfect Nonlinear Power Functions 

Definition1. Let 2{ | ( ) ( ), , , }nX x f x g x f B g B x F= ≠ ∈ ∈ ∈ , ( , ) | |d f g X=  is the 

hamming distance of f  and g . 

Let ( )f x  be a boolean function with n variables, { ( )xϕΦ = =
 

2 2: , ,n nwx a x F w F= + ∈ ∈ 2}a F∈ , 

min{( ( , )) | }fN d f ϕ ϕ= ∈ Φ  is called the nonlinearity of ( )f x . The functions 

with maximal nonlinearity is called the maximal nonlinear functions. 
The nonliearity of a boolean function is used to measure its resistance to linear 

analysis. 
 

Definition2. A function 22
: nF F F→  is called almost perfect nonlinear(APN) if each 

equation: ( ) ( ) ,F x a F x b+ + = *

2
,na F∈

2nb F∈  has not more than two solutions 

2nx F∈ .   

The known APN power functions: 
2

, n

dy x x F= ∈ [14] 

I.  Gold: d= 2 1k + , gcd( , ) 1k n = (1 k n≤ ≤ ) 

II.   Kasami: d= 22 2 1, gcd( , ) 1(2 / 2 )k k k n k n− + = ≤ ≤ ⎢ ⎥⎣ ⎦  

III.  Dobbertin: 4 3 22 2 2 2 1( 5 )s s s sd n s= + + + − =  

IV.  Welch: d= 2 3m +  (n=2m+1) 
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V.  Niho: 
/2

(3 1)/2

2 2 1, 2

2 2 1, 2 1

m m

m m

m t
d

m t+

+ − =
=

+ − = +

⎧
⎨
⎩

 (n=2m+1) 

VI.  Inverse: d=-1(n=2m+1) 

The S-box of AES cipher is constructed by the inverse exponent. 
From the definition, we can see APN functions have the best resistance to differential 

analysis. Also it is proved that maximally nonlinear function is APN if n is odd[14]. 
Especially, Gold and Kasami exponents are proved to be maximally nonlinear, while 
Welch and Niho exponent are deemed to be maximally nonlinear. Therefore, these APN 
functions are considered to be good candidates of S-boxes of block ciphers.  

3   Quadratic Equations from S-boxes Based on APN Functions 

Power functions are often used to construct S-boxes. Since APN power functions 
have the best resistance to diffential analysis and linear attack, we try to analyse them 
by algebraic attack. 

Niho and Kasami exponent are proved or considered to be maximally nonlinear. 
Since the number of equations with low degree has great influence on the complexity 
of attack, we will find out the number of equations with low degree with the two ex-
ponents. From the analysis, we can see that the method can be generalized to other 
power functions. 

Firstly, we will give several theorems. The conclusions are used in[11]. We will 
amend them and give the whole proof. 

Theorem1. 0 1{ , ..., }nα α −  is a basis of 
2nF . y ∈

2
,n i i

i
F y yα= ∑ . ( )f y  is a boolean 

function, and 1
0( ) n

i i if y b y−
== ∑ . Then ( )f y  has a unique polynomial representation 

in 
2nF : 1( ) ( )nf y Tr cy= , 

2nc F∈ . 

Proof.  Suppose 0 1{ , ..., }nβ β −  to be the corresponding dual basis of 0 1{ , ..., }nα α −  

over 
2nF , and 

1

0

n

iii
y y α

−

=
= ∑ . So 1 ( )n

i iy Tr yβ= . 

1 1( ) ( ) ( ) ( )n n
i i i i i i

i i i
f y b y b Tr y Tr b y Tr cyβ β= = = =∑ ∑ ∑ , 

where i i
i

c b β= ∑ , 
2nc F∈ . c  is determined by ,i ib β , and it is unique. 

This ends the proof. 
 

Theorem2. 0 1{ , ..., }nα α −  is a basis of 
2nF , x = i i

i
xα∑ , i i

i
y yα= ∑ . ( , )g x y  is a bi-

affine boolean function, and ( , )g x y =
,

ij i j
i j

a x y∑ . Then ( , )g x y  has a unique poly-

nomial representation in 
2nF : 

1 2
, 1

, 0
( )

kn n
i j i j k

i j k
a x y Tr c x y

−

=
=∑ ∑ , 

2nkc F∈ . 
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Proof.  Suppose 0 1{ , ..., }nβ β −  to be the corresponding dual basis of 0 1{ , ..., }nα α −  

over 
2nF . 

Let 
1

0

n

i i
i

x x α
−

=
= ∑ , 

1

0

n

i i
i

y y α
−

=
= ∑ . So 1 ( )n

i ix Tr xβ= , 1 ( )n
i iy Tr yβ= . 

, , 1 1
, ,

1 , 1
,

1 2
1 ,

, 0

( ) ( )

( ( ) )

( ( ) )
k

n n
i j i j i j i j

i j i j

n n
i j i j

i j

nn
i j i j

i j k

a x y a Tr x Tr y

Tr a Tr x y

Tr a x y

β β

β β

β β
−

=

=∑ ∑

= ∑

= ∑ ∑

 

1 2 2
1 ,

0 ,
( ).

k kn n
i j i j

k i j
Tr a x yβ β

−

=
= ∑ ∑  

Let 2
,

,

k

k i j i j
i j

c a β β= ∑ , 
2nkc F∈ , where 

1 2
, 1

, 0
( )

kn n
i j i j k

i j k
a x y Tr c x y

−

=
=∑ ∑ . 

kc ( 0,1, ..., 1k n= − ) are determined by , ,, ,i j i ja kβ β , so the polynomial is unique. 

This ends the proof. 

Theorem3. 0 1{ , ..., }nα α −  is a basis of 
2nF , i i

i
y yα= ∑ . ( )h y  is a boolean function , 

and ( )h y =  ij i j
i j

a y y
≤
∑ . Then ( )h y  has a unique polynomial representation in 

2nF : 

2 1
, 1 0 1

1
( ) ( )

kn n
i j i j

i j k m
b y y Tr b y Tr b yk

+

≤ ≤ ≤
= +∑ ∑ , 

2
, 0nib F i m∈ ≤ ≤ , where n=2m+1; 

2 1 2 1
, 1 0 1

1 1
( ) ( ) ( )

k mn m
i j i j k m

i j k m
b y y Tr b y Tr b y Tr b y+ +

≤ ≤ ≤ −
= + +∑ ∑ , 

2
, 0nib F i m∈ ≤ ≤ , 

where n=2m. 
 

Proof. Suppose 0 1{ , ..., }nβ β −  to be the corresponding dual basis of 0 1{ , ..., }nα α −  

over 
2nF , and 

1

0

n

i i
i

y y α
−

=
= ∑ . Then 1 ( )n

i iy Tr yβ= . 

Use the same method as above, and we can get that 

, , 1 1( ) ( )n n
i j i j i j i j

i j i j
b y y b Tr y Tr yβ β

≤ ≤
=∑ ∑

1 2 2 1
1 ,

0
( )

k kn n
i j i j

k i j
Tr b yβ β

− +

= ≤
= ∑ ∑ . 

At first, let n=2m+1.  

Notice that 2( ) ( )Tr y Tr y= , and 2 1( )
n k

Tr y
− + =  

2 1 2 1( )
n k n

Tr y
− + + −

 =
2 (2 1)( )

n k k

Tr y
− +

 

= 2 1( )
k

Tr y + . So, when 1 k m≤ ≤ , 2 1 2 1( ) ( )
k n k

Tr y Tr y
−+ += , and 

2 2 1 2 2 1 2 2 2 1
1 , 1 , 1 ,

, , ,
( ) (( ) ) ( )

n k n k n k n k k k kn n n
i j i j i j i j i j i j

i j i j i j
Tr b y Tr b y Tr b yβ β β β β β

− − − −+ + += =∑ ∑ ∑ . 
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So, when n=2m+1, 
0

0

2 1 2 2 1 2 2 1
, 1 , 1 , 1 ,

1 1

2 1 2 2 1 2 2 1
1 , 1 , 1 ,

1 1

(( ) ) (( ) ) (( ) )

(( ) ) (( ) ) (( ) )

k k n k n k

i j

k k k k

n n n
i j i j i j i j i j i j i j i j

i j i j k m i j k m

n n n
i j i j i j i j i j i j

i j k m i j i j

b y y Tr b y Tr b y Tr b y

Tr b y Tr b y Tr b y

β β β β β β

β β β β β β

− −

≤

+ + +

≤ ≤ ≤ ≤ ≤ ≤ ≤

+ + +

≤ ≤ ≤ ≤ ≤ ≤

= + +∑ ∑ ∑ ∑ ∑ ∑

= + +∑ ∑ ∑ ∑

2 1
1 0 1

1
.( ) ( )

k

k m

n n
k

k m
Tr b y Tr b y

≤

+

≤ ≤

∑

= + ∑

where 
12

0 , ( )
n

i j i j
i j

b b β β
−

<
= ∑ , 2 2

, ( )
k k

k i j i j i j
i j

b b β β β β
≤

= +∑   (1 k m≤ ≤ ). 

Now we consider the case that n=2m. The proof is similar. Notice that there is only 

m elements in the coset of 2 1m + . We have the conclusion that: 
2 1 2 1

, 1 0 1
1 1

( ) ( ) ( )
k mn m

i j i j k m
i j k m

b y y Tr b y Tr b y Tr b y+ +

< ≤ ≤ −
= + +∑ ∑ , 

where 
12

0 , ( )
n

i j i j
i j

b b β β
−

<
= ∑ , 2 2

, ( )
k k

k i j i j i j
i j

b b β β β β
≤

= +∑ (1 1k m≤ ≤ − ). 

2
,

m

m i j i j
i j

b b β β
≤

= ∑ , so 
22 2 2 2 2

, ,( ) ( )
m m m m m

m i j i j i j i j
i j i j

b b bβ β β β
≤ ≤

= = =∑ ∑
 

2
,

m

i j i j m
i j

b bβ β
≤

= ≠∑ ,
 

2mmb F∉ . 

So , whether n is odd or even, 
2

, 0nib F i m∈ ≤ ≤ . 

Similiarly to the case in theorem2, it can be shown the polynomial is unique. 
This ends the proof. 

3.1   The Number of Linearly Independent Bi-Affine Equations 

Suppose the S-box is like: ( ) dy S x x= = . 

Assume the bi-affine equations are of the form: 

,
,

0i j i j i i i i
i j i

a x y b y c x d
i

+ + + =∑ ∑ ∑ ,  ,i ix y , , 2, , ,i j i ia b c d F∈ , 

,
,

i j i j i i i i
i j i i

a x y b y c x d+ = +∑ ∑ ∑ . 

Let ,
,

( , ) i j i j i i
i j i

g x y a x y b y= +∑ ∑ .  

By theorem1 and theorem2, 
2

,
, 0

( , ) ( ( )) ( )
k

i j i j i i k
i j i k n

g x y a x y b y Tr y c x Tr ay
≤ <

= + = +∑ ∑ ∑ . 

Replace y with dx , and we can get: 
2 2

0 0
( , ) ( * ( )) ( ) ( ) ( )

k kd d d d
k k

k n k n
g x y Tr x c x Tr ax Tr c x Tr ax+

≤ < ≤ <
= + = +∑ ∑ .          (3) 

The exponents of the monomials in one trace function, are in the same coset, and they 
are of the same degree. From the lemma above, the degrees of the component boolean 
functions of the trace function equal the weight of the exponents. 
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So the degree of ( , )g x y  equals max( ( ), (2 ))kwt d wt d+ . If 

( ) (2 ) 1kwt d wt d= + = , ( , )g x y  equals some affine function in x . So we can get a 

bi-affine equation. Furthermore, the number of linear independent bi-affine equations 
equals that of linear independent boolean functions of ( , )g x y . 

The coefficient in one trace function can be any value in 
2nF , and we can get a bi-

affine function from each value. So we can get 2n  equations in total. There are n 

linearly independent equations in the space. Besides that, if 12k d+  and 22k d+  belong 

to different coset, the bi-affine functions related to 
1

1

2(( ))
k d

kTr c x
+

 and 
2

2

2( )
k d

kTr c x
+

 

are in different spaces, and they are independent to each other. 
The number of linearly independent equations should be the sum of the numbers of 

linearly independent equations in each space. 

Note 

Let index set S={ 2 | (2 ) 2k kd wt d+ + ≥ , 0 k n≤ < }. If two elements in S belong to 

the same coset, we can get (2 1)2 2n n− =  bi-affine functions. For example, if 12k
a+  

and 22k a+ 1 2( )k k≠  belong to one coset, i.e. 1 2(2 2 )2k k l
a a+ = +  where 

1 nl≤ ≤ . Then we can see the term of 
1

1 2

2 2
1 (( ) )

kln a
k kTr b b x ++  that 

1 2

2l

k kb b+  can be 

zero in 2n  ways. Analogously, if there are m elements in S belong to the same coset, 

we will get ( 1)2 m n−  equations, where (m-1)n ones are linearly independent. 

3.2   The Number of Linear Independent Quadratic Equations 

Suppose the equations are of the form: 

, , ,
,

0i j i j i j i j i j i j i i
i j i j i j i

a x y b y y d x x e x a
≤ <

+ + + + =∑ ∑ ∑ ∑ (if , i ji j y y= = iy ), 

      where , ,i ix y , , , 2, , , ,i j i j i j ia b d e a F∈ . 

, , ,
,

i j i j i j i j i j i j i i
i j i j i j i

a x y b y y d x x e x a
≤ <

+ = + +∑ ∑ ∑ ∑ . 

Let , ,
,

( , ) i j i j i j i j
i j i j

h x y a x y b y y
≤

= +∑ ∑ . 

From theorem2 and theorem3, when n=2m+1,  

, ,
,

( , ) i j i j i j i j
i j i j

h x y a x y b y y
≤

= +∑ ∑ = 2 2 1
1 0 1

0 1
( ( )) ( ) ( )

k kn n
k k

k n k m
Tr y c x Tr b y Tr b y +

≤ < ≤ ≤
+ +∑ ∑  

Replace y with dx , 

( , )h x y = 2 (2 1)
1 0

0 1
( ) ( ) ( )

k kd n d d
k

k n k m
Tr c x Tr b x Tr b xk

+ +

≤ < ≤ ≤
+ +∑ ∑ .      (4) 
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If n=2m, 

, ,
,

( , ) i j i j i j i j
i j i j

h x y a x y b y y
≤

= +∑ ∑  

   = 2 2 1 2 1
1 0 1 1

0 1 1
( ( )) ( ( ) ( ) ( ))

k k mn n m
k k m

k n k m
Tr y c x Tr b y Tr b y Tr b y+ +

≤ < ≤ ≤ −
+ + +∑ ∑ . 

Replace y with dx ,  
2 (2 1) (2 1)

1 0 1 1
0 1 1

( , ) ( ) ( ) ( ) ( )
k k md n d n d m d

k k m
k n k m

h x y Tr c x Tr b x Tr b x Tr b x+ + +

≤ < ≤ ≤ −
= + + +∑ ∑ .  (5) 

The degree of ( , )h x y  in (4) equals 1max( ((2 ) ),kwt d+ (2 ))kwt d+ . If 

1((2 ) ) (2k kwt d wt+ = )d+ =2, ( , )g x y  equals some quadratic function in x , and we 

can get a quadratic equation. Furthermore, the number of linear independent quadratic 
equations equals that of linear independent boolean functions of ( , )g x y . The situa-

tion about ( , )h x y  in (5) is similar to that in (4). 

Similarly we can get the results when n is even. 
 

Note2 

Let the set of exponents S={ 2 | (2 ) 2k kd wt d+ + > , 0 k n≤ < } ∪  

{ (2 1) | ((2 1) ) 2k kd wt d+ + > , 0 ≤ k n< }. If two elements in S belong to the same 

coset, we can get (2 1)2 2n n− =  bi-affine functions, which corresponding a vector 
space with dimension n. Similarly, if there are m elements in S belong to one coset, 

we will get ( 1)2 m n−  equations, where (m-1)n ones are linear independent. 
Since note1 is a special case of note2, we should only consider the case in note2. 
 

Algorithm(To count the number of linearly independent equations in note2) 

Input n,d 
Eqnum=0 
For i=0 to n-1 do  
  a[i]=pow(2,i)+d 
for i=n to 2n-1 do 
  a[i]=(pow(2,(i-n))+1)*d 
temp=a[i] 
for p=0 to n-1 do 
 temp=(temp*2) % (int(pow(2,n)-1))    

/*we can get all the members in one coset by cyclic shift 
of the coset leader in binary*/ 
    for (int j=i+1;j<2*n;j++)  
        if (temp==a[j]) eqnum+=n 
return eqnum; 
 

Now we show how to find the number of linearly independent equations with low 
degree by two APN functions. 
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3.3   The Niho Exponent Case 

Now we discuss about the Niho case. The number n is always odd this time. 
Firstly, let us see how many linearly independent bi-affine equations the niho ex-

ponent satisfies. 

When 2m t= ( 0t > ), replacing d with /22 2 1m m+ −  in (3), and we will get that 

( , )g x y =
/2 /22 2 2 1 2 2 1

0
.( ) ( )

k m m m m

k
k n

Tr c x Tr ax+ + − + −

≤ <
+∑  

For 0 k n≤ < , /2(2 2 2 1) 1k m mwt + + − > , 0(0 )kc k n= ≤ < . 

At the same time, /2(2 2 1) 1 / 2m mwt m+ − = + >1, so 0a = . 

Hence there does not exist non-trivial bi-affine equations. 

If 2 1m t= + ( 1)m ≥ , with d replaced by (3 1)/22 2 1m m++ − ,  
(3 1)/2 (3 1)/22 2 2 1 2 2 1

0
( , ) ( ) ( )

k m m m m

k
k n

g x y Tr c x Tr ax
+ ++ + − + −

≤ <
= +∑ . 

Since (3 1)/2(2 2 1)m mwt ++ − =1+m>1, a =0. 

When k=m=1, (3 1)/2 32 2 2 1 2 1k m m++ + − = − . 

So when n=2m+1=3, ∀ 32
x F∈ , 0x ≠ , 

32 1x − =1; if 0x = , 
32 1 0x − = . 

When k=2, (3 1)/22 2 2 1 9k m m++ + − = ,  9 2 8(mod )x x x x≡ − . 

Thus 1 2,c c  can be any element in 32
F .We have 3 32 2*  choices, and we can get 6 

linearly independent bi-affine forms from them. 

For other cases, since (3 1)/2(2 2 2 1) 1k m mwt ++ + − > ， kc =0. 

There only exists trivial equations with degree not more than 1 this time. 
Now we discuss about the number of quadratic equations that Niho exponent  

satisfies. 

If 2m t= , with d replaced by /22 2 1m m+ −  in (5),  
/2 /2 /2

/2

2 2 2 1 (2 1)(2 2 1) 2 2 1
0

0 1 1

(2 1)(2 2 1)
1 )

( , ) ( ) ( ) ( )

( .

k m m k m m m m

m m m

k k
k n k m

m
m

h x y Tr c x Tr b x Tr b x

Tr b x

+ + − + + − + −

≤ < ≤ ≤ −

+ + −

= + +∑ ∑

+
    

As for /22 2 2 1k m m+ + − , if k=0, wt=2; otherwise when 2k m= = , 
wt=2(n=2m+1=5); in the other cases, wt=2+m/2>2; 

If n=5, we can get 10 linearly independent forms from them. If n is some other 
value, we will get n linear independent quadratic forms this time. 

As for /2(2 1)(2 2 1)k m m+ + − , wt is always larger than 2. 

For 
/22 2 1

0( )
m m

Tr b x + − , if m=2, /2(2 2 1)m mwt + − =2, 0b  can be any value in 52
F , 

and we can get 5 equations; otherwise /2(2 2 1)m mwt + − >2. 

So if m=2t, we have the following conclusions: 
if n=5, there exists 15 linearly independent quadratic equations; 
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if n>5(n=2m+1,m=2t), there exists n linearly independent quadratic equations. 

If 2 1m t= + , replacing d with (3 1)/22 2 1m m++ −  in (4), by discussion similar to 
above, we can get the following conclusions:  

if n=3, there exists 9 linearly independent equations; 
if n>3(n=2m+1,m=2t+1), there exists n linearly independent equations. 
So in the Niho exponent case, we can get the number of equations with degree not 

more than 2(except those that are trivial) as below: 
if n=3, there exists 12 linearly independent equations; 3 of them are linear, and the 

others are quadratic; 
if n=5, there exists 15 linearly independent quadratic equations; 
when n is some other value, we can get n linearly independent quadratic equations. 
When n=7,m=3, we can get 7 additional linearly independent quadratic equations.  
For niho exponent, since we can get additional equations when n=7, the conclusion 

in [8] is not perfect. 

3.4   The Kasami Exponent Case 

Now we discuss about Kasami exponent:  
dy x= : 22 2 1, gcd( , ) 1(2 / 2 )k kd k n k n= − + = ≤ ≤ ⎢ ⎥⎣ ⎦  

Firstly we will discuss how many linearly independent bi-affine functions Kasami 
exponent satisfies. 

Replace d with its expression in (3), and we can get 

       
2 22 2 1 2 2 2 1

0
( , ) ( * ( )) ( )

k k t k k

t
t n

g x y Tr x c x Tr ax− + − +

≤ <
= +∑  

             =
2 22 2 2 1 2 2 1

0
.( ) ( )

t k k k k

t
t n

Tr c x Tr ax+ − + − +

≤ <
+∑  

Since 2(2 2 2 1) 1t k kwt + − + > , 2(2 2 1) 1k kwt − + > , 0(0 )tc t n= ≤ < , 0a = , We 

can only get a trivial equation.  
Now let us discuss about the number of linearly independent quadratic equations 

derived from Kasami exponent. 

If n=2m+1, replacing d with 22 2 1k k− +  in (4), and we can get 
2 2 22 2 1 2 2 2 1 (2 1)(2 2 1)

1 0
0 1

( , ) ( ( )) ( ) ( )
k k t k k p k kn

t p
t n p m

h x y Tr x c x Tr b x Tr b x− + − + + − +

≤ < ≤ ≤
= + +∑ ∑  

  =
2 2 22 2 2 1 2 2 1 (2 1)(2 2 1)

1 0
0 1

.( ) ( ) ( )
t k k k k p k kn

t p
t n p m

Tr c x Tr b x Tr b x+ − + − + + − +

≤ < ≤ ≤
+ +∑ ∑       (6) 

If n=2m, replacing d with 22 2 1k k− +  in (5), 
2 2 22 2 2 1 (2 2 1) (2 1)(2 2 1)

1 0 1
0 1 1

( , ) ( ) ( ) ( )
t k k k k p k kn n

k p
t n p m

h x y Tr c x Tr b x Tr b x+ − + − + + − +

≤ < ≤ ≤ −
= + +∑ ∑

 
2(2 1)(2 2 1)

1 ( ).
m k kmTr x + − ++                                                               

(7)
 

For 
22 2 2 1

0
( )

t k k

k
t n

Tr c x + − +

≤ <
∑ , if t=k, 2(2 2 2 1)t k kwt + − + =2; otherwise 

2(2 2 2 1) 2t k kwt + − + > . 
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For 
2(2 1)(2 2 1)

1
1 1

( )
p k kn

p
p m

Tr b x + − +

≤ ≤ −
∑ , if p k= , 

2(2 1)(2 2 1)p k k

x + − + =
32 1k

x + . 

When 3 ( 2 )k n n m< = , 3(2 1) 2kwt + = ; 

when 3k n≥ , 
3 3 3 32 1 2 1 (2 1)2 2 1k k n k n k n

x x x
− −+ + − − += = , 3(2 1) 2k nwt − + ≤ . 

If p k≠ , 2((2 1)(2 2 1)) 2p k kwt + − + > . 

As for 
2(2 1)(2 2 1)

1 ( )
m k kmTr x + − + , from gcd( , ) 1k n = , n=2m, we can see gcd( , ) 1k m = , 

k m≠ , so 2((2 1)(2 2 1)) 2m k kwt + − + > . 

At the same time 2(2 2 1) 1 2k kwt k− + = + > . 

So the formula in (6), (7) are quadratic under the following circumstances: 

0

0(0 , );

0(1 , );

0;

t

p

c t n t k

b p n p k

b

= ≤ < ≠

= ≤ < ≠

=

 

where 0 2
, , nk kc b b F∈ . 

For any k, ,k kb c  can be any value in 
2nF , so we can get 2n linearly independent 

equations. 
We can get some additional linearly independent equations under following cir-

cumstances:  
 

 n  m Additional number of equations 
 5  2             10 
 7 2              7 
 9  2              9 
 11  2             22 

 
This also shows that the conslusions in [8] are not perfect. 

3.5   To Find Out the Expressions of the Low Degree Equations 

In the formulas, ,k kb c  can be expressed by , ,, ,i j i j ia b c . Since the hamming degrees 

of the monomials in ( , )h x y  do not exceed 2, we can find out the number of linearly 

independent equations. Furthermore, let ,k kb c  be the values of the basis in their 

spaces, we can extract , ,, ,i j i j ia b c , and get , , ,i j id e a . That is to say, we can find out 

the expressions of the equations. 
In the appendix, we show the method by two toy examples. In the result, we can 

see that the conclustions in [10] are not correct. We will find 9 bi-affine functions and 
6 quadratic equations that the S-box of AES satisfies when n=3, which is consistent 
with the conclusions in [8]. 
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3.6   To Compare the Safety of the Two APN Functions 

Now we will discuss the security of the S-boxes constructed by Niho and Kasami 

exponents. Γ =
( )/

(( ) / )
t r n

t r n
−⎡ ⎤⎢ ⎥− , (t-r)/n should not be less than 10 considering 

322Γ ≥ . 
Practically n will not be too small. We can get n equations for Niho exponent, 

while 2n equations for Kasami exponent commonly. 

The number of monomials 2 ( 1) / 2t n n n= + + . 

By (t-r)/n=n+(n-3)/2 ≥ 10, for Niho, 7n ≥ . But when 7n = , wet can get 7 addi-
tional equations. So n should not be less than 9 (n is always odd for Niho exponent). 

For Kasami exponent, 8n ≥ . 
Since Kasami exponent satisfy more equations than Niho exponent in the same 

field, the S-box constucted by Kasami exponent is more vulnerable than that by Niho 
exponent. 

From the discussion above, we can see the method can be generalized to other S-
boxes constructed by power functions. 

4   Conclusion 

We have proved the number of quadratic equations that can be derived from the APN 
power functions , such as Niho and Kasami exponent, and we estimate the security of 
the S-boxes constructed by the two exponents. From the discussion, it is shown that 
we can analyse the number of bi-affine or quadratic equations of S-boxes as long as 

they are based on the functions of dy x=  in a similar way. We can estimate their 

security by this method. 
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Appendix 

To find out the equations with low degree that power functions satisfy 

We will use Niho exponent for example. Let n=3, now 5y x= . 

At first, we will find the bi-affine functions. 
Let the bi-affine functions are like: 

             ,
,

0i j i j i i
i j i

a x y c x d+ + =∑ ∑ . 

1 2
, 1

, 0
( )

kn n
i j i j k

i j k
a x y Tr c x y

−

=
=∑ ∑ , 2

,
,

k

k i j i j
i j

c a β β= ∑ , 32
, 0,1, 2kc F k∈ = . 

Let 0 1 2( , , )α α α  be a normal basis of 32
F , and 0 1 2( , , )α α α = 2(1, , )a a . Its  dual  

basis is  

0 1 2( , , )β β β = 2(1, , )a a . 

Replace iβ  in kc , and we can get that 
2

0 00 12 21 02 11 12 20 21 01 10 11 22

2
1 00 11 12 22 02 10 12 21 22 01 10 11 12 20 21

0 00 11 21 22 02 10 11 20 22 01 12 20 2

( ) 1 ( ) ( )

( ) 1 ( ) ( )

( ) 1 ( ) (

c a a a a a a a a a a a a a a

c a a a a a a a a a a a a a a a a a

c a a a a a a a a a a a a a a

= + + ⋅ + + + + + ⋅ + + + + ⋅

= + + + ⋅ + + + + + ⋅ + + + + + + ⋅

= + + + ⋅ + + + + + ⋅ + + + + 2
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⎧
⎪
⎨
⎪
⎩

     

From the discussion above, when 0c =0, 1 2,c c  are any values in 32
F , we can get bi-

affine functions. 
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Let 0 2 0c c= = , 1c  be 21, ,a a  separately, and we can get 3 solutions of ija . By 

expanding 2 5
1( )Tr c x x⋅ , we can get 3 equations. 

Analogously, let 0 1 0c c= = , 2c  be 21, ,a a  separately, and we can find 3 solu-

tions of ija , and we can get another 3 equations. 

Now we can get 6 bi-affine functions: 

0 1 1 0 1 1 2 0 2 2 2 0x y x y x y x y x y x+ + + + + = ; 

0 0 1 1 1 2 2 2 0 0x y x y x y x y x+ + + + = ; 

0 2 1 0 1 1 1 2 2 1 1 2 0x y x y x y x y x y x x+ + + + + + = ; 

0 0 1 1 2 1 2 2 1 0x y x y x y x y+ + + + = ; 

0 2 1 0 1 2 2 0 2 1 2 2 0x y x y x y x y x y x y+ + + + + = ; 

0 1 1 1 1 2 2 0 2 1 0x y x y x y x y x y+ + + + = . 

Let the quadratic equations are like: 

, , ,
,

0i j i j i j i j i i i j i j i i
i j i j i i j i

a x y b y y c y d x x e x a
< <

+ + + + + =∑ ∑ ∑ ∑ ∑  

For 
2 3 2

, 1
, 0

( )
k

i j i j k
i j k

a x y Tr c x y
=

=∑ ∑ , 0 ,
,

i j i j
i j

c a β β= ∑ , 0c  can be any value in 32
F . 
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ij i j
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b y y Tr b y Tr b y +

<
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0 , ( )i j i j

i j
b b β β

<
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1 , ( )i j i j i j
i j

b b β β β β
<

= +∑ , 

0 1,b b  can be any value in 32
F . 

3
1 ( )i i

i
c y Tr ay=∑ , i i

i
a c β= ∑ , a  can be any value in 32

F . 

Using the same method to find the bi-affine functions, we can find 9 quadratic equa-
tions: 

0 2 1 2 2 1 0 1 2 1 2 0x y x y x y x x x x x+ + + + + + = ; 

0 1 1 0 1 2 2 1 2 2 0 1 2 0x y x y x y x y x y x x x+ + + + + + = ; 

0 2 1 1 2 0 2 2 0 2 1 2 0x y x y x y x y x x x x+ + + + + + = ; 
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0 1 2 0 0y y y x+ + = ; 0 1 0 2 1 1 0y y y y y x+ + + = ; 1 2 0 1 2 0 0y y y y y x+ + + + = ; 

0 1 0 2 1 2 0x x x x x y+ + + = ; 0 2 1 2 1 0x x x x y+ + + = ; 1 2 0 1 2 0 0x x x x x y+ + + + = . 

It can be shown they are linearly independent. 

The <plaintext, ciphertext> pairs of 5y x=  in 32
F  are as following: 

(001,001), (010,111), (011,010), (100,011), (101,100), (110,101), (111,110). 

We can verify that the equations above are correct. 

In 32
F , the S-box of AES satisfies 9 linearly independent bi-affine functions. By 

the same method as above, we can get the expressions: 

 0 2 1 0 1 2 2 0 2 1 2 2 2 0x y x y x y x y x y x y x+ + + + + + = ;   

0 1 1 1 1 2 2 0 2 1 1 0x y x y x y x y x y x+ + + + + = ; 

0 0 1 1 2 1 2 2 0 0x y x y x y x y x+ + + + = ; 

0 0 1 2 2 1 1 0x y x y x y+ + + = ; 

0 2 1 1 2 0 2 2 0x y x y x y x y+ + + = ; 

0 1 1 0 1 2 2 1 2 2 0x y x y x y x y x y+ + + + = ; 

 0 0 1 1 1 2 2 2 0 0x y x y x y x y y+ + + + = ; 

 0 2 1 0 1 1 1 2 2 1 1 0x y x y x y x y x y y+ + + + + = ; 

0 1 1 0 1 1 2 0 2 2 1 2 0x y x y x y x y x y y y+ + + + + + = . 

In addition, the 6 quadratic equations are as follows: 

0 2 1 0 1 1 1 2 2 1 0 1 2 0x y x y x y x y x y x x x+ + + + + + = ; 

0 1 1 0 1 1 2 0 2 2 0 1 0 2 1 0;x y x y x y x y x y x x x x x+ + + + + + + =

0 0 1 1 1 2 2 2 1 2 0 1 2 0x y x y x y x y x x x x x+ + + + + + + = ; 

 0 1 1 1 1 2 2 0 2 1 0 1 2 0x y x y x y x y x y y y y+ + + + + + = ; 

 0 1 1 0 1 1 2 2 0 2 0 1 0 2 1 0x y x y x y x y x y y y y y y+ + + + + + + = ; 

0 0 1 1 2 1 2 2 1 2 0 1 2 0x y x y x y x y y y y y y+ + + + + + + = .  

It can be shown they are linearly independent. 
The <plaintext,ciphertext> pairs are: 

(001,001), (010,101), (011,110), (100,111), (101,010), (110,011), (111,100). 

Easily to verify that the bi-affine and quadratic equations are correct. 
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Abstract. Recently, Wang et al proposed a new middle-field type
scheme for multivariate public key encryption. There are three equa-
tions in the central map, so it is convenient to name it TH. They found
that some linearization equations can be derived for TH and to overcome
this defect, they combined the internal perturbation and plus methods
to obtain an improved scheme which we call PTH+. They claimed that
PTH+ can resist all known types of attacks, including differential attack,
and to ensure it achieves a security level higher than 280, they suggested
the parameter is taken as (l, r, m) = (47, 6, 11). In this paper, we show
that TH has a much weaker structure than what is analyzed by the in-
ventors and it can be totally cracked by linearization attack. For PTH+,
we propose a method to reduce the attack against PTH+ to an attack
on TH+ (a plus variant of TH) using the property on its differentials,
which was originally regarded as impossible by that authors. The total
complexity of our attack is 2l+r+1(2l)w ≈ 272, which is independent on
the number m of the additional random quadratic equations by the plus
method and disproves the claim in their original paper that the larger is
the m, the securer is PTH+.

Keywords: Multivariate public key encryption, internal perturbation,
quadratic polynomial, differential attack.

1 Introduction

Public key cryptography (PKC) has opened a new era of cryptography since
Diffie and Hellman delivered a new idea in their seminal paper in 1976 [DH76].
The classical trapdoors of PKC are based on the difficulty of integer factoriza-
tion for RSA and discrete logarithm for ElGamal and ECC. However, with the
arrival of quantum computer, integer factorization and discrete logarithm will be
cracked by quantum computer attack [Sho97]. Therefore, one of the new public
key cryptography, multivariate public key cryptosystem (MPKC) appeals more
attention and has been a hot topic in the last years.

The public key of MPKC is a set of quadratic polynomials. Its security relies
on the difficulty of solving systems of nonlinear polynomial equations, which has
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been proved as an NP-hard problem. MPKC has become one of the promising
alternatives for PKC implementation on small devices. As compared with RSA,
the computation in MPKC can be implemented very fast since it is operated on
a small finite field.

One of the first implementations of MPKC was suggested by Matsumoto and
Imai [MI88]. It was broken by Patarin [Pat95] in 1995 by linearization attack.
Linearization attack is to find equations satisfied by plaintext variables xi and
ciphertext variables zj, of the form∑

i,j

aijxizj +
∑

i

bixi +
∑

j

cjzj + d = 0.

They are called first order linearization equations, since they are linear in plain-
text variables if ciphertext variables are fixed and of degree 1 in ciphertext vari-
ables. The first order linearization equation attack was extended to high order
attack by Ding et al in [DH07], where they used linearization equations of the
forms like∑

i,j,k

aijkxizjzk +
∑
i,j

bijxizj +
∑
j,k

cjkzjzk +
∑

i

dixi +
∑

j

ejzj + f = 0.

These equations are called second order linearization equations since they are
of degree 2 in ciphertext variables and are also linear in plaintext variables if
ciphertext variables are fixed.

Internal perturbation is a method proposed by Ding to resolve linearization
equation attack for MPKC [Din04]. It is usually parameterized by a small integer
r. As its application, the first MPKC scheme MI [MI88] was improved by in-
ternal perturbation to a variant PMI [Din04]. However, for some of its practical
parameters, PMI can be efficiently broken by differential attack [FGS05]. Later,
to counteract the differential attack, Ding and Gower repaired it by using a plus
method, and proposed an enhanced version PMI+ [DG06]. This combination
of internal perturbation and plus methods work well for MI, and PMI+ is still
secure up to now.

Recently, a new MPKC scheme proposed by Wang et al in 2008 [WNZ08]. The
scheme is designed based on a new central map, which belongs to the middle
field type family [WYH06]. There are three equations in the central map, so it
is convenient to name the basic version of this scheme as TH. TH was proved to
be vulnerable to linearization attack like MI [WNZ08]. Following the same line
for PMI+, the inventors of TH used both of the internal perturbation and plus
methods to remedy the basic scheme TH. Here we call the plus variant of TH
as TH+ and the internally perturbed and plus variant as PTH+. PTH+ is the
final MPKC scheme constructed in [WNZ08].

In this paper, we show the basic scheme TH is far weaker than what the
authors of [WNZ08] analyzed, and the weakness severely threats the safety of
TH+ and PTH+. In fact, we will show that due to the weak structure of TH,
TH+ can be totally cracked by linearization equation attack. Moreover, although
the combination of perturbation and plus methods can resist the differential
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attack against PMI+, they can not work for PTH+. In this paper, we will make
an observation of the rank distribution of the differentials of TH+ and then
reduce the attack against PTH+ to an attack on TH+.

We organize the paper as follows. In Section 2, we describe the PTH+ scheme.
In Section 3, we make a theoretical analysis that TH+ can be totally cracked by
the linearization attack. In Sections 4 and 5, we explain our idea of reducing the
attack against the PTH+ to an attack on the TH+ and discuss its complexity.

2 Description of PTH+

2.1 Basic Scheme TH+

The TH+ scheme follows the conventional design way of MPKC. Its encryption
transformation is a composition of three maps L1, φ, and L2, where L1 : k2l →
k2l and L2 : k3l+m → k3l+m are two invertible affine maps and kept as a private
key, and the so-called central map φ : k2l → k3l+m is constructed by composing
of 3l + m quadratic polynomials in 2l variables, here k = F2 is the binary field.
The composition map E = L2◦φ◦L1 is used as a public key, and it is an ordered
set of 3l + m quadratic polynomials in 2l variables.

The central map φ is publicly known and is constructed as follows. Let K be
an extension of k of degree l. Let π : K → kl be the natural isomorphism, namely
it is the coefficient vector of elements of K under a fixed basis. It is naturally
extended to π : K2 → k2l and π : K3 → k3l, also denoted by π. Let φ̃ be the
polynomial map from K2 to K3 defined by⎧⎪⎨

⎪⎩
Y1 = (X2

1X2)2 + α1X
2
1X2

Y2 = (X1X2)2 + α2X1X2

Y3 = (X2
1X2) + (X1X2)

(2.1)

where α1 and α2 are randomly chosen elements in the field K and they are
required to be nonzero and distinct for the purpose of successful decryption.
Define a random quadratic polynomial map p : k2l → km. The central map of
TH+ is then defined as

φ = (π ◦ φ̃ ◦ π−1, p).

It is a quadratic polynomial map from k2l to k3l+m, where p is the so-called plus
polynomials added by the plus method [DG06]. To avoid direct algebraic attacks
from XL [YC05] or Gröebner Basis algorithm like F4 [Fag99] and F5 [Fag02], m
should not be too big.

The key point of decryption is efficiently inverting φ̃. Dividing the both sides
of the first two equations of (2.1) by α2

1 and α2
2 respectively gives equations of

the form x2 + x + β = 0. It is well known this equation has solutions in K if
and only if Tr(β) = 0 and in that case, there are two solutions and they differ
1, where Tr is the trace map from K to F2. Randomly choose an element δ in
K such that Tr(δ) = 1 (with a success probability of 1/2). A solution is then
explicitly given by [BSS99]



Cryptanalysis of a Multivariate Public Key Encryption Scheme 257

τ(β) =
l−2∑
i=0

(
l−1∑

j=i+1

δ2j

)β2i

. (2.2)

If β is computed from x0 by β = x2
0 + x0, then this solution τ(β) is related to

the original x0 by
τ(β) = x0 + Tr(δx0). (2.3)

(Inserting β = x2
0 + x0 into (2.2) and making a deduction gives the equality

(2.3).)
Now, from the first two equations of (2.1) we can compute X2

1X2 and X1X2

from Y1 and Y2. More precisely, we compute α1τ(α−2
1 Y1) and α2τ(α−2

2 Y2) from
Y1 and Y2. By the above formula,{

α1τ(α−2
1 Y1) = X2

1X2 + α1Tr(δα−1
1 X2

1X2)

α2τ(α−2
2 Y2) = X1X2 + α2Tr(δα−1

2 X1X2).
(2.4)

Utilizing the third equation of (2.1), we can test either of α1τ(α−2
1 Y1) and

α1τ(α−2
1 Y1)+α1 equals to X2

1X2 and either of α2τ(α−2
2 Y2) and α2τ(α−2

2 Y2)+α2

equals to X1X2. Finally, it is easy to recover X1 and X2 from X2
1X2 and X1X2.

In the case of l being odd, exactly as in TH+ and PTH+, we can choose δ = 1
since Tr(1) = l · 1 = 1, then we have

τ(β) =
(l−1)/2∑

j=1

β22j−1
. (2.5)

Obviously this solution τ(β) can be found by shift operation of vector repre-
sentation of elements if a normal basis of K over k is used, which means the
complexity of inverting the central map is very low.

2.2 Internally Perturbed Scheme PTH+

Taking notice of the fact that there are linearization euqaitons for TH+ due
to the defect of φ (see Section 3 below), the authors in [WNZ08] proposed a
perturbation type variant of TH+, which we call PTH+. In PTH+, perturbation
is added into the central map of TH+. Let r be a small integer and define a
quadratic polynomial map φ̂ = H ◦ R, where R: k2l → kr is an affine map, and
H : kr → k3l+m is a random quadratic map. Since the last m coordinates of
the quadratic map φ have been randomly chosen, the last m coordinates of the
quadratic map H can be without loss of generality specified to 0. The central map
of PTH+, denoted as φ̂, is then defined as φ̂ = φ+H ◦R. To achieve a reasonable
decryption efficiency, the value of r must be small, for instance r = 6 like in
[Din04]. Define the public key of PTH+ as E′ = L2◦φ̂◦L1 = L2◦(φ+(H◦R))◦L1.
It is a quadratic polynomial map.
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3 Linearization Equation Attack of TH+

The authors of [WNZ08] pointed out that there exist l first order lineariza-
tion equations for TH+, which are also called tweakable polynomials in [DS08].
However, their theoretical analysis is not completely correct. Below we give a
complete proof on the existence of linearization equations. Moreover, except
these l linearly independent (first order) linearization equations, another l sec-
ond order linearization equations still exist for TH+. That means we can find
2l linear equations in 2l plaintext variables once the 3l + m ciphertext variables
are specified. So given a valid ciphertext, starting from these 2l equations, we
can find the corresponding plaintext easily. Below, we explain how to derive 2l
linearization equations.

Using the formula (2.4) we can get{
X2

1X2 = α1τ(α−2
1 Y1) + α1Tr(δα−1

1 X2
1X2)

X1X2 = α2τ(α−2
2 Y2) + α2Tr(δα−1

2 X1X2)
(3.1)

From (3.1), we get

α1τ(α−2
1 Y1) + α1Tr(δα−1

1 X2
1X2) = X1 · (α2τ(α−2

2 Y2) + α2Tr(δα−1
2 X1X2)).

The authors of [WNZ08] thought this is a linearization equation, however, it is
not since it is of degree 3 in the variables corresponding to the Xi.

To get linearization equations, we insert (3.1) into the third equation of (2.1)
and get

α1Tr(δα−1
1 X2

1X2)+ α2Tr(δα−1
2 X1X2) = Y3 + α1τ(α−2

1 Y1)+ α2τ(α−2
2 Y2). (3.2)

Taking the traces for the both sides of this equation gives

Tr(α1) · Tr(δα−1
1 X2

1X2) + Tr(α2) · Tr(δα−1
2 X1X2)

= Tr(Y3) + Tr(α1τ(α−2
1 Y1)) + Tr(α2τ(α−2

2 Y2)). (3.3)

Assuming (Tr(α1), Tr(α2)) �= (0, 0), from (3.2) and (3.3), we can linearly express
Tr(δα−1

1 X2
1X2) and Tr(δα−1

2 X1X2) in terms of Y3, α1τ(α−2
1 Y1), α2τ(α−2

2 Y2),
Tr(Y3), Tr(α1τ(α−2

1 Y1)), and Tr(α2τ(α−2
2 Y2)). Since τ is a linear operation over

k, Tr(δα−1
1 X2

1X2) and Tr(δα−1
2 X1X2) are linear expressions of Y1, Y2 and Y3.

Let Y = (Y1, Y2, Y3). By (3.2) and (3.3) there exist linear expressions l1 and
l2 on the corresponding components over k of Y such that X2

1X2 = l1(Y ) and
X1X2 = l2(Y ). Then we have

l1(Y ) = X1l2(Y ). (3.4)

Applying π(Y ) = L−1
2 (z1, · · · , z3l+m) and π(X1, X2) = L1(x1, · · · , x2l) to (3.4),

and working on the base field k, we get l first order linearization equations over
k of the form ∑

i,j

aijxizj +
∑

i

bixi +
∑

j

cjzj + d = 0, (3.5)
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where x1, · · · , x2l are the plaintext variables and z1, · · · , z3l+m are the ciphertext
variables.

Having Equations (3.5) and (3.4), if we substitute the ciphertext variables with
a fixed value in (3.5), then then the corresponding X1 will be recovered from (3.4)
and become a constant. Thus, the three equations in (2.1) will become linear
equations in the variables of X2. Again the variables of X2 will be recovered.
Consequently, TH+ can be totally cracked by the linearization equations of (3.5).
The complexity of finding (3.5) is O(2l(3l+m)+5l+m+1)w), w ≈ 2.732, which
is 238 for the instance (l, r, m) = (47, 6, 11) as proposed in [WNZ08].

As a matter of fact, we note that there still exist second order linearization
equations for TH+. Multiplying l2(Y )2 to the both sides of the third equation
of (3.1): Y3 = X2

1X2 + X1X2, and associating with the relation in (3.4) give us

Y3l2(Y )2 = X2l1(Y )2 + X2l1(Y )l2(Y ) (3.6)

Applying L1 and L−1
2 as for (3.4), (3.6) is transformed into l second order lin-

earization equations over k of the form∑
i,j,k

aijkxizjzk +
∑
i,j

bijxizj +
∑
j,k

cjkzjzk +
∑

i

dixi +
∑

j

ejzj + f = 0. (3.7)

Equations (3.4) and (3.6) are linearly independent over k since they are linear
in X1 and X2 respectively once Y is fixed. So they are totaly 2l linearization
equations in 2l plaintext variables. This means we can compute both X1 and
X2 given by (3.5), (3.7), and a ciphertext. The complexity of finding these 2l
linearization equations is O((2l(3l+m)(3l+m−1)/2+2l(3l+m)+(3l+m)(3l+
m − 1)/2 + 5l + m + 1)w).

4 Cryptanalysis of PTH+

In Section 3, we have shown that TH+ can be totally destructed by linearization
equation attack. PTH+ is a perturbed variant of TH+. In this section we will
show how to reduce the attack against PTH+ to an attack on TH+ scheme.

Let us recall the notations: E := L2 ◦ φ ◦ L1 is a quadratic polynomial map
corresponding to a public key of TH+; E′ = L2◦ φ̂◦L1 is a quadratic polynomial
map corresponding to a public key of PTH+, and E′ = E + (L2 ◦ H ◦ R ◦ L1).

We define a linear space K as the kernel of R ◦ L1. Because L1 is a bijection
and typically rank(R) = r, we have generally that dim(K) = 2l − r. For decryp-
tion efficiency, the value of r must be small. So K is a large linear space with
dimension 2l − r. According to the subspace K, the whole linear space k2l can
be divided into 2r cosets C0, · · · , C2r−1, and each coset Ci is a translate of K
namely Ci = wi +K, where wi is a representative of Ci, 0 ≤ i ≤ 2r −1, and there
are 2r representatives which form an r-dimensional complementary space of K.
We name the complementary space as W . Suppose W is spanned by r linearly
independent vectors w1, · · · , wr ∈ k2l, we can linearly express wr+1, · · · , w2r−1

by w1, · · · , wr. Let w0 = 0.
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Now we observe the perturbation part L2 ◦ H ◦ R ◦ L1. It is easy to know
that L2 ◦ H ◦ R ◦ L1 maps the vectors in the same coset to a same vector, and
maps 2r different cosets to 2r generally different vectors. This means, for the
vectors in the same coset, we have E′ = E + c, here c is a vector dependent
on only the coset. In other words, PTH+ is degenerated into the TH+ scheme
on each Ci, so we can still apply the linearization attack on each Ci by finding
linearization equations on that Ci, 0 ≤ i ≤ 2r − 1. To recover the 2r cosets, we
need to recover K.

The general strategy of attack is as follows:

1. Recover the (2l − r)-dimensinal subspace K.
2. For i = 0 to 2r − 1, find a system of at least l linearly independent lineariza-

tion equations which hold on Ci. This will be done by selecting O(2l(3l +
m) + 5l + m + 1) plaintexts in Ci and their corresponding ciphertexts.

3. For a given ciphertext, we choose an i, 0 ≤ i ≤ 2r − 1, and the linearization
equation system found for Ci in Step 2, and then replace its component values
into the linearization equations and solve the resulted linear equation system
on plaintext variables. If a solution is found, the algorithm terminates. If no
solution is found, try another i until a solution is found.

The kernel space K is a (2l − r)-dimensional linear space. In the following Sub-
sections 5.3-5.4, we can recover one of its sufficiently large subspaces, a (2l−2r)-
dimensional subspace S, using the public key information of the cryptosystem.
However, we can not find additional r linearly independent vectors which com-
bine with 2l − 2r vectors of S to form a basis of K. Fortunately, our experiment
shows that the linearization equations holding over S are sufficient to mount a
successful linearization attack on PTH+. But at this moment we can not explain
this phenomenon theoretically. This results in the following attack strategy:

1. Recover a (2l−2r)-dimensinal subspace S and an r-dimensional complemen-
tary space W = {w0, w1, · · · , w2r−1}.

2. For i = 0 to 2r − 1, compose a subset C′
i = wi + S and find a system of at

least l linearly independent linearization equations which hold on C′
i. This

will be done by selecting O(2l(3l + m) + 5l + m + 1) plaintexts in C′
i and

their corresponding ciphertexts.
3. For a given ciphertext, we choose an i, 0 ≤ i ≤ 2r − 1, and the linearization

equation system found for C′
i in Step 2, and then replace its component values

into the linearization equations and solve the resulted linear equation system
on plaintext variables. If a solution is found, the algorithm terminates. If no
solution is found, try another i until a solution is found.

To test the validation of the above attack, we do an experiment with 16 different
parameters where l is set to one of the four numbers 17, 19, 21, and 23, m is one
of 5, 7, 9, and 11, and r is fixed to be 6, and we decrypt 100 valid ciphertexts
for each of the 16 parameters using the linearizatione equations derived for the
corresponding C′

i, 0 ≤ i ≤ 2r − 1. Here we use relatively smaller parameters
than (l, m, r) = (47, 6, 11) since a usual personal computer can not implement
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a program of complexity exceeding 250. The experimental result shows that the
attack for these parameters always succeeds.

Note that Steps 1 and 2 are a precomputation, namely they are only dependent
on a public key but not dependent on a concrete ciphertext. The complexity of
Step 2 is O((2l(3l +m)+5l +m+1)w), as we have discussed in Section 3. Since
r is a small integer, the complexity of Step 3 is quite small. In the next section,
we only need to find a way to fulfill Step 1 and discuss its complexity. The main
goal of Step 1 is to recover a sufficiently large subspace S and an r-dimensional
complementary space W .

5 Recovering S and W
In this section, we recover S and W by the differentials of the central map
of PTH+. Using some properties of the differentials, we can distinguish out a
(2l−2r)-dimensional subspace S and an r-dimensional complementary space W .

For any quadratic polynomial map G: Fn
q → Fm

q , let

dG(a, x) = G(x + a) − G(x) − G(a) + G(0)

dG(a, x) is bilinear and symmetric in a and x. If a is fixed, then dG(a, x) is
linear in x, and is also written as dGa(x). dGa is called the differential of G with
respect to a.

5.1 Differentials of TH+

For differentials of φ̃: K2 → K3, we consider the differentials of Y1, Y2 and Y3.
Let X = (X1, X2), A = (A1, A2) ∈ K2. By(2.1), the differentials are

dY1(A, X) = (X2
1A2 + A2

1X2)2 + α1(X2
1A2 + A2

1X2)

dY2(A, X) = (X1A2 + A1X2)2 + α2(X1A2 + A1X2)

dY3(A, X) = (X2
1A2 + A2

1X2) + (X1A2 + A1X2)

(5.1)

These three differentials compose as dφ̃A(X).

Lemma 1. Let A = (A1, A2) be a nonzero vector in K2, then the equation
dφ̃A(X) = 0 has |K|−1 nonzero solutions if A1 = 0 or A2 = 0 and has a unique
nonzero solution as X = A if A1 �= 0 and A2 �= 0.

Proof. Let t1 = X2
1A2 + A2

1X2, t2 = X1A2 + A1X2, then dφ̃(X, A) = 0 in (5.1)
are exactly ⎧⎪⎨

⎪⎩
t21 + α1t1 = 0

t22 + α2t2 = 0
t1 + t2 = 0

(5.2)

This system of equations can be easily solved as t1 = t2 = 0. Then X2
1A2 +

A2
1X2 = 0, and X1A2 + A1X2 = 0. The solutions on X1 and X2 are dependent

on the parameters A1 and A2, as follows:



262 W. Cao and L. Hu

a) A1 = 0, A2 �= 0: X1 = 0, X2 can be an arbitrary value in K.
b) A1 �= 0, A2 = 0: X2 = 0, X1 can be an arbitrary value in K.
c) A1 �= 0, A2 �= 0: X1 = X2 = 0, or X1 = A1 and X2 = A2.

Cases a) and b) show that dφ̃A(X) = 0 has |K| solutions, namely |K|−1 nonzero
solutions, if and only if A1 = 0 or A2 = 0; Case c) shows that dφ̃A(X) = 0 has
one zero and one nonzero solutions if and only if A1 �= 0 and A2 �= 0. �

Corollary 1. Let a = (a1, a2) be a nonzero vector in k2l, where a1, a2 ∈ kl. If
a1 = 0 or a2 = 0 then rank(d(π ◦ φ̃ ◦ π−1)a) = l; if a1 �= 0 and a2 �= 0 then
rank(d(π ◦ φ̃ ◦ π−1)a) = 2l − 1.

Proof. Let 0 �= A = (A1, A2) ∈ K2 with π(A1) = a1 and π(A2) = a2. It is trivial
that d(π ◦ φ̃ ◦ π−1)a(x) = 0 has the same number of solutions with dφ̃A(X) = 0.
By Lemma 1, this number is either |K| = 2l or 2 and the corollary follows. �

Lemma 2. Let b be a nonzero vector in k2l and a = L1(b) = (a1, a2) with
a1, a2 ∈ kl. Let E be a public polynomial map of TH+. If a1 = 0 or a2 = 0 then
rank(dEb) ≤ l+m and the equality holds with a probability almost to 1; if a1 �= 0
and a2 �= 0 then we have certainly that rank(dEb) = 2l − 1.

Proof. Since L1 and L2 are bijections and E = L2◦φ◦L1, the ranks of differentials
dEb have the same distribution as that of dφa. So we only need to analyze dφa.

As previously defined in Section 2.1, φ = (π ◦ φ̃ ◦ π−1, p). It is obvious that
x = a is always a nonzero solution for dφa(x) = 0, so rank(dφa) ≤ 2l − 1.
Since p : k2l → km is a randomly chosen quadratic polynomial map and dpa(x)
can be considered as a set of random m linear equations in 2l variables, thus
rank(dpa) = m holds with a probability close to 1 (Fact 1 of Appendix).

Since dφa is a simple union of d(π ◦ φ̃ ◦ π−1)a and dpa, it is trivial that
rank(d(π ◦ φ̃ ◦π−1)a) ≤ rank(dφa) ≤ rank(d(π ◦ φ̃◦π−1)a)+ rank(dpa). If a1 = 0
or a2 = 0, then rank(d(π ◦ φ̃ ◦ π−1)a) = l by Corollary 1, and using the above
inequality we have rank(dφa) ≤ l + m. Since dpa is a random matrix, then by
Fact 2 of Appendix, rank(dφa) = l + m holds with a probability close to 1.

For another case that a1 �= 0 and a2 �= 0, we have rank(d(π◦φ̃◦π−1)a) = 2l−1
again by Corollary 1 and hence rank(dφa) ≥ rank(d(π◦ φ̃◦π−1)a) = 2l−1. Since
we always have rank(dφa) ≤ 2l − 1, and we conclude that rank(dφa) = 2l − 1. �

5.2 Differentials of PTH+

Having Lemma 2, we find the following properties of the ranks of the differentials
of PTH+ with respect a vector b ∈ K or not.

Lemma 3. If E′ is a public polynomial map of PTH+, and b ∈ K, then we have
rank(dE′

b) = rank(dEb).

Proof. Since E′ = E + (L2 ◦H ◦R ◦L1), dE′
b = dEb + d(L2 ◦H ◦R ◦L1)b. Since

L1 and R are both linear, R ◦ L1 is also linear. Thus for b ∈ K, R ◦ L1(x + b) =
R ◦ L1(x), and hence by definition, d(L2 ◦ H ◦ R ◦ L1)b = 0. �
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Lemma 4. Let b be a nonzero vector in k2l and a = L1(b) = (a1, a2). If E′ is
a public polynomial map of PTH+ and b /∈ K, then we have either rank(dE′

b) ≤
l + m + r − 1 if a1 = 0 or a2 = 0, or rank(dE′

b) ≥ 2l − r if a1 �= 0 and a2 �= 0.
Moreover, if m + 2r < l + 1 then rank(dE′

b) ≤ l + m + r − 1 holds only if
a1 = 0 or a2 = 0.

Proof. We have dE′
b = dEb+d(L2◦H◦R◦L1)b = dEb+L2◦dHR◦L1(b). Since x = b

is always a nonzero solution for dE′
b(x) = 0, rank(dE′

b) ≤ 2l − 1. By definition,
H : kr → k3l+m is a randomly chosen polynomial map and x = R ◦ L1(b)
is always a nonzero solution for dHR◦L1(b)(x) = 0, by Fact 1 of Appendix,
rank(dHR◦L1(b)) = rank(L2 ◦ dHR◦L1(b)) = r − 1 with a probability close to 1.

If a1 = 0 or a2 = 0, by Lemma 2 and simple linear algebra we have
rank(dE′

b) ≤ rank(dEb) + rank(L2 ◦ dHR◦L1(b)) ≤ l + m + r − 1.
For the other case that a1 �= 0 and a2 �= 0, by Lemma 2 we have rank(dEb) =

2l − 1. In this case, we always have rank(dE′
b) ≥ 2l − r since otherwise from

dEb = dE′
b + L2 ◦ dHR◦L1(b) we will have rank(dEb) ≤ rank(dE′

b) + rank(L2 ◦
dHR◦L1(b)) < (2l − r) + (r − 1) = 2l − 1.

Finally, if m + 2r < l + 1 or equivalently if l + m + r − 1 < 2l − r, then we
know that the rank dE′

b in the case of a1 = 0 or a2 = 0 is always less than that
in the case of a1 �= 0 and a2 �= 0. This gives the last assertion of the lemma. �
By Lemmas 3 and 2, we know that there exist some vectors in K making the
differentials of E′ diminish to dimension l + m, while by Lemma 4, there are
some vectors not belonging to K making the differential of E′ diminishing to
dimension l + m + r − 1. This is a good property to distinguish out vectors in
K and vectors not in K. However, in order to find a big enough S, we still need
to analyze how many independent vectors can be obtained by the property in
Lemmas 3 and 4. This will be analyzed in the following Section 5.3.

5.3 A (2l − 2r)-Dimensional Subspace S and Its r-Dimensional
Complementary Space W

Assume m + 2r < l + 1. Define two sets:

V1 = {b ∈ K : rank(dE′
b) ≤ l + m}

and
V2 = {b /∈ K : rank(dE′

b) ≤ l + m + r − 1}.
As above defined, K is the kernel of R ◦ L1 and L1 is invertible, so for a vector
in k2l, b ∈ K if and only if a = L1(b) ∈ kernel(R). Let V1, V2 are mapped into
U1 and U2 respectively by L1. By Lemmas 3, 2, and 4, U1 and U2 are exactly as:

U1 = {(a1, a2) ∈ kernel(R)|a1 = 0 or a2 = 0}

and
U2 = {(a1, a2) /∈ kernel(R)|a1 = 0 or a2 = 0}.

Obviously there are 2l+1 − 1 vectors in U1 ∪ U2, namely vectors (a1, a2) ∈ k2l

with a1 = 0 or a2 = 0.
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Since R is a random (2l)× r matrix of rank r and r is relatively very small to
2l, then both of its most upper and most lower r × r submatrices are generally
of full rank. So we can get 2l − 2r linearly independent vectors in kernel(R) as:

W1 = {wi =

l l − r r

(
︷ ︸︸ ︷
0, · · · , 0,

︷ ︸︸ ︷
0, · · · , 0, 1, 0, · · · , 0,

︷ ︸︸ ︷
∗, · · · , ∗ )

↑
ith position

∈ k2l : l + 1 ≤ i ≤ 2l− r }

and

W2 = {wi =

r l − r l

(
︷ ︸︸ ︷
∗, · · · , ∗,

︷ ︸︸ ︷
0, · · · , 0, 1, 0, · · · , 0,

︷ ︸︸ ︷
0, · · · , 0 )

↑
ith position

∈ k2l : r + 1 ≤ i ≤ l }.

Note that W1 spans an (l − r)-dimensional linear subspace and it is the set
of all vectors in kernel(R) with a1 = 0. Similarly, W2 spans another (l − r)-
dimensional subspace and it is the set of all vectors in kernel(R) with a2 = 0.
So, U1 is composed by the space spanned by W1 and the space by W2, and there
are 2(2l−r −1) = 2l−r+1−2 nonzero vectors in U1. So |V1| = |U1| = 2(2l−r −1) =
2l−r+1 − 2. Since there are totally 2l+1 − 2 nonzero vectors in U1 ∪U2, there are
exactly 2l+1 − 2l−r+1 vectors in U2 and |V2| = 2l+1 − 2l−r+1.

Define a (2l − 2r)-dimensional subspace S be the linear space spanned by the
vectors in V1 that are mapped into W1 and W2 by L1. From V2 we can find r
linearly independent vectors to form a complementary space of S, we let any
such complementary space as W . It is dependent on the search method.

5.4 Searching S and W and Its Complexity

Since V1 is mapped by L1 into W1 and W2, and V2 is mapped by L1 into U2, then
searching a (2l − 2r)-dimensional subspace S and an r-dimensional W equals to
searching 2l − 2r independent vectors in W1 and W2, and r independent vectors
in U2. Let

P1 = Pr[a1 = 0 or a2 = 0] = (2l+1 − 1)/22l,

P2 = Pr[a ∈ kernel(R)|(a1 = 0 or a2 = 0)] = (2l−r+1 − 1)/(2l+1 − 1),

and

P3 = Pr[a /∈ kernel(R)|(a1 = 0 or a2 = 0)] = (2l+1 − 2l−r+1)/(2l+1 − 1).

If we randomly choose a vector b in k2l, and let a = L1(b), then

Pr[b ∈ V1] = Pr[a ∈ U1] = P1P2 ≈ 2−(l+r−1),

and
Pr[b ∈ V2] = Pr[a ∈ U2] = P1P3 ≈ 2−(l−1).

Below we use rank(dE′
b) ≤ l + m and rank(dE′

b) ≤ l + m + r − 1 as the decision
condition of the search method since E′ is publicly known public key polynomials.
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1. Recover a (2l − 2r)-dimensional subspace S. Randomly choose a vector b in
k2l, and verify if rank(dE′

b) ≤ l + m. If it is, keep it; if not, discard it and
try a new b until 2l − 2r linear independent such vectors have been found.
The complexity of this step is about (2l − 2r) · 2l+r−1(2l)w.

2. Recover an r-dimensional complementary space W . Randomly choose a vec-
tor b in k2l, and verify if rank(dE′

b) ≤ l + m + r − 1. If it is, keep it; if not,
discard it and try a new b until r linear independent such vectors have been
found. The complexity of this step is about r · 2l−1(2l)w.

Note that each time we choose a vector b, we need to compute rank(dE′
b), and its

computation complexity is (2l)w. It is obvious to see that the complexity of Step
1 is much larger than that of Step 2, so the complexity of the two steps totally
is (2l − 2r) · 2l+r−1(2l)w ≈ 277 for the PTH+ parameter (l, r, m) = (47, 6, 11).

The complexity shows that the instance is theoretically insecure. In fact, we
can reduce the complexity by the following optimized searching strategy.

Optimized search. For a nonzero vector b in V2, either the first or the second
half of L1(b) is zero. For two nonzero vectors b1 and b2 evenly taken from V2, the
two halves of L1(b1 + b2) = L1(b1) + L1(b2) will fall in the following three cases:
(1) the first one is zero and the second one is nonzero; (2) the first one is nonzero
and the second one is zero; or (3) both halves are nonzero. The probabilities that
they happen are 1/4, 1/4 and 1/2. So there is a probability of 1/2 such that one
half of L1(b1 + b2) is zero namely b1 + b2 ∈ V1 ∪ V2. Further, if b1 and b2 lie in
the same coset of K, then b1 + b2 are in V1.

We can try to find about 2(2r + l − r) vectors in V2. Among them there will
be about 2r + l − r vectors such that the first half of L1(b) is zero and there are
other about 2r + l − r vectors such that the second half of L1(b) is zero. From
the 2r + l− r vectors with the first zero halves of their L1-images, we can always
choose l− r pairs such that the two vectors are in the same coset of K. Summing
the two vectors in a pair results in l − r vectors in V1. Usually they are linearly
independent. Similarly, we can get l − r linearly independent vectors in V1 and
with the second zero halves of their L1-images.

By the above analysis, we can find S and W as follows:

1. Randomly choose a vector b in k2l, and verify if rank(dE′
b) ≤ l+m+r−1. If

it is, keep it; if not, discard it and try a new b until slightly more than 2r+1+
2l − 2r linearly independent such vectors have been found. The complexity
of this step is about (2r+1 + 2l − 2r) · 2l−1(2l)w.

2. Choose r vectors from the above 2r+1 + 2l − 2r vectors to span W .
3. Recover a (2l − 2r)-dimensional subspace S. Choose a pair of two vectors b

and b′ from the vectors recovered in Step 1, and verify if rank(dE′
b−b′ ) ≤ l+m.

If it is, keep b−b′; if not, choose another pair until 2l−2r linearly independent
such difference vectors have been found. The search of this step can be in the
order of firstly fixing b and varying b′ and then trying another fixed b and
varying b′. The worst complexity of this step is about

(
2r+1+2l−2r

2

)
× (2l)w.

Actually if we find a vector b in Step 1 that satisfies rank(dE′
b) ≤ l + m, we can

keep it as a vector in S. Since there is no necessary to choose such vectors in
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Step 3 for computation, the number of pairs for subtraction will decrease and
this lowers down the complexity of Step 3. Also, we can combine Step 1 and Step
3, that is when a b in V2 have been found, do subtraction with other b′s that have
been recovered in V2 and verify if rank(dE′

b−b′ ) ≤ l + m. Once we have found
2l−2r vectors for S, then we stop. In this way we do not need to choose as much
as 2r+1 + 2l − 2r vectors from V2, and this will reduce the complexity of Step 1.
For parameters (l, r, m) = (47, 6, 11), the complexity of Step 1 is about 272, and
the complexity of Step 3 is at most 233. So the total complexity is about 272.

The authors of [WNZ08] argued that if l = 47, r = 6, m ≥ 10, PTH+ can
resist the differential attack and in addition they argued that the larger is m,
the more secure is the PTH+. However, the above complexity tells us that it is
independent on m.

Finally we note that by Lemma 2, if b ∈ V1, the decision condition rank(dE′
b) ≤

l + m will be typically satisfied with an equality sign when it holds.

6 Conclusion

In this paper, we utilize the property of the differential of PTH+ to reduce the
attack against PTH+ to an attack on TH+. The total complexity of our attack
on PTH+ is (2l−2r)×2l+r−1 × (2l)w ≈ 272 and it theoretically shows PTH+ is
not secure. Our analysis also disproves the claim of the inventors of PTH+ that
the number m of the plus polynomials in the design of PTH+ is an important
measure for resisting differential attack.
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Appendix: Probabilities of the Ranks of Matrices

In this appendix we give some facts about the probabilities that matrices take
some ranks. The matrices we discuss are defined over the binary field.

Fact 1: For a random binary m × u matrix M , m ≤ u, the probability that
rank(M) = m is

∏m−1
i=0 (1 − 2−(u−i)). For m = 11, u = 2 × 47, the probability is

larger than 1 − 2−80.
Fact 2: For a fixed binary v × u matrix M1, rank(M1) = p, and a random

binary m × u matrix M2, let M =
(
M1
M2

)
. If p + m ≤ u, the probability that

rank(M) = p+m is
∏m−1

i=0 (1−2−(u−p−i)). For v = 3×47 = 141, u = 2×47, p =
47, m = 11, the probability is larger than 1 − 2−33.
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Abstract. Inspiring from MANET (Mobile Ad hoc NETworks), VANET
(Vehicular Ad hoc NETworks) employing vehicles as nodes, provide a wide
range of applications in transportation system. The security of VANET
has been a hot topic among the research community. VANETs must meet
the basic security requirements such as authentication, integrity, confiden-
tiality and privacy. In VANET, vehicles send beacon messages periodically
every 100-300ms which carry speed and position information used for safe
driving. The privacy of user is abused by profile generation where the ad-
versary makes movement profiles against the vehicle using the identity in-
formation in the beacon. We outline the strategies using pseudonyms to
provide privacy of user. After finding out deficiencies in pseudonym-based
schemes, we propose a pseudonymless strategy to avoid profilation. In
our scheme, we assume that each car is equipped with TRH (Tamper-
Resistant Hardware) carrying out secure operations. Our proposed scheme
assures the avoidance of profile generation without using mix zones and
silent periods. We show that our proposed scheme is computationally ef-
ficient and less bandwidth consuming than other systems.

Keywords: VANET, Privacy, Profile Generation.

1 Introduction

VANETs are inherited case of MANETs where the movement of nodes (ve-
hicles) is restricted by parameters like speed and direction. For example, the
vehicles have more speed and they have directed movements in VANET [1]. The
security of VANETs is a very important issue in implementation that is why
most of research is carried out considering VANET security [2,3,4]. In many
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VANET projects like NOW (Network on Wheel) [5], The EPFL Vehicular Net-
works Security [6], California Path [7], and SeVeCom [8], much efforts have
been done regarding security. Amongst the basic security requirements authen-
tication, integrity, confidentiality, and privacy, the user and location privacy in
VANET environment is addressed by many researchers [9,10,11,12]. VANETs
provide number of functionalities like safety, cooperative driving, and enabling
driver to respond early to dangerous situations like accidents and find an al-
ternate way in case of traffic jam [13]. In addition to all these VANET is also
expected to respect the user itself and its location because this is confidential
from the user point of view. The basic communication pattern of VANET is
divided into two main parts, V2V (Vehicle to Vehicle) communication and V2I
(Vehicle to Infrastructure) communication [14]. Normally in VANET, the nodes
periodically send messages to each other and to the infrastructure as well for
different purposes. For example, the vehicular nodes can share the speed and
position information among each other and with the infrastructure that can be
used for traffic safety. These periodically sent messages are called beacons [15].
Besides these beacons, there are also special type of messages like alarm signals
by ambulance, stop signals by police van and ordinary safety messages by the in-
frastructure. Additionally, value-added services like internet, movies-on-demand,
IPTV, and toll paying facilities may be provided by VANET [1]. The period-
ically sent beacons causes a serious problem called profile generation in which
an adversary may keep track of the vehicle and make a movement profile based
on the position of the user and use it for its own purpose which may abuse the
user privacy [16,17,18,19]. Extensive research has been done in this area using
different strategies. In this paper, we outline multiple pseudonyms strategy to
avoid profilation in VANET. Then discussing the problems of pseudonym-based
strategy for profilation, we propose a pseudonymless scheme to avoid profilation.
We then tune our scheme to reduce the revocation cost. We also show that our
scheme is privacy aware and computationally efficient than other systems.

We discuss some privacy preserving schemes by different authors in section
2 in detail. We outline the security framework for our scheme as a baseline in
section 3. Section 4 gives brief introduction to pseudonyms and privacy and we
consider multiple pseudonyms strategy for privacy and avoid profile generation.
We suggest ‘No Pseudonym’ strategy in section 5 with grouping strategies to
reduce the revocation cost. In section 6 we evaluate our scheme with respect to
Scheuer et al. and Plobi et al. and finally in section 7, we give our concluding
remarks.

2 Related Work

Currently, providing location and user privacy, and avoiding profile generation
in VANET are a hot research topic [9,10-12,14,16-26]. Rass et al. categorized the
periodically sent beacons into samples and trips to provide privacy [9]. They use
separate pseudonyms, which are generated using ElGamal cryptosystems, for
both samples and trips. Similarly, [17] outlines the pseudonymous strategy for
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privacy preservation, using public key cryptosystems. Generally, their schemes
can be viewed as multiple pseudonyms schemes. [22,23] also proposed multiple
pseudonym scheme based on public key cryptosystem. In their system, vehicles
carry a large number of anonymous certificates. Ma et al. proposed two types
of hierarchical pseudonyms and they also discussed refilling issues of multiple
pseudonyms [24]. [11,14] suggest another pseudonym changing scheme to provide
privacy and avoid profile generation in VANET. Their scheme uses mix zones
[12], where a vehicle changes its pseudonym, to provide unlinkability between
pseudonyms.

Chaurasia et al. proposed a similar technique to mix zone called anonymity
zone [16,25]. They take a heuristic measures for anonymity. In their system,
a vehicle needs to be silent for some time, based on the number of vehicles
entering the anonymity zone, before changing its pseudonym. This silent period,
however, may affect the VANET functionality, since VANET services depend on
vehicles sending beacons every 100-300ms. Eichler also proposed a similar scheme
using quiet periods [26]. This work however, focuses on pseudonym changing
considering node re-interaction and quiet time.

Most of the authors suggested multiple pseudonyms and pseudonym changing
based protocols to provide privacy but Schoch et al. discovered [18] that changing
pseudonyms have bad effects on routing efficiency, and Liu et al. found that a
malicious vehicle can easily generate a new ID before it is punished [19].

For the best of our knowledge, we believe that the most relevant work to our
proposed scheme is done by Plobi et al. [27] and Scheuer et al. [21]. In both
works, they assume the presence of TRH and use symmetric key cryptography
for beaconing.

3 VANET Security Framework

In this section, we outline the security framework for VANET that is proposed by
Plobi et al [27]. We consider this framework as a base for our proposed scheme.
The participants in VANET security infrastructure are vehicular nodes, CA
(Certification Authority) which issues certificates to vehicles (TRH), and GTTP
(Geographically Distributed Trusted Third Party) which issues pseudonyms and
keys to the vehicles and manages them. Additionally GTTP also has responsi-
bility to revoke VRIs (Vehicle-Related Identity) if needed.

We assume the presence of a TRH inside the vehicle which provides security
for the keys stored inside it [2]. There are mostly two terms used for TRH that are
tamper-proof and tamper-evident. Tamper-proof is more strict term than tamper-
evident and claims 100% security against tampering [3]. Due to the security sen-
sitive nature of the keys, the vehicles should have tamper-proof devices. The root
CA certificate, TRH’s own certificate (CertTRHi ), vehicle’s individual symmetric
key (KVi), vehicle’s VRI, common symmetric key (Kall), and group ID (Gid) are
stored inside TRH and not possible to retrieve or change by any means except the
TRH itself which is part of TRH operations. To reduce the risk of TRH compro-
mise, it has its own battery that can be charged from the vehicle and clock that
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can be securely resynchronized when passing by roadside infrastructure. As it is
clear from its name, TRH also has sensors that sense any tampering in the hard-
ware. This sensing prevents compromise of any keys inside and TRH destroys all
the keys when being tampered. Only authentic configuration is possible for the
owner of the car at the time of initialization or in the case when vehicle is sold to
other customer. We assume that all messages are assembled inside TRH and all
the keys are kept secure in the TRH (at least until TRH is removed or replaced
by another one). As a part of operations we also assume that TRH itself keeps on
changing the symmetric keys when they are outdated. This updation is carried
out by requesting the TTP (Trusted Third Party used in our proposed system)
using the key and group ID updating protocol discussed in subsection 5.2. At the
time of manufacturing, a smart card is associated to TRH that is also given to
the customer by which the customer is able to configure the TRH. For complete
initialization process, [27] may be referred.

4 Pseudonyms and Privacy

Pseudonyms are used to provide privacy in VANET. As described in section 2,
for privacy and profiling, most of the work has been done based on pseudonyms
and mix zones. Due to application requirements in VANET, vehicles send bea-
cons every 100-300ms and normally beacons are digitally signed for security rea-
sons. This strategy increases the cost both from signing and verification point
of view. Most of the researchers have used asymmetric cryptography and dig-
ital signatures in their schemes. Scheuer et al. [21] suggested a scheme based
on pseudonyms, in which they used symmetric cryptography for beaconing and
for fast revocation. We extend the same concept of using symmetric cryptogra-
phy for beaconing and consider the framework outlined in [27] by Plobi et al.
Using a single pseudonym is effected by profile generation where the attacker,
that can be either insider or outsider, can make movement profiles based on the
position of the vehicle. For details about attacker’s model and capabilities, [2]
can be referred and references therein. To avoid such situations, mix zones and
silent periods [12] were proposed by authors for providing privacy to VANET
users. While being inside mix zone, the vehicles stop communicating with other
vehicles and change their pseudonyms. The downside of mix zones and silent
periods is that they have bad effects on the VANET functionalities like accident
warning, traffic jam signals, and other security warnings. Therefore, we believe
that the use of mix zones and silent periods is not a good solution for avoiding
profile generation.

4.1 Multiple Pseudonyms

Using single pseudonym is a threat for privacy because of possibility of making
movement profiles. This threat can be reduced if more than one temporary iden-
tifiers (pseudonyms) are used by a vehicle. We outlined in section 2 that most
of the schemes which address privacy and profile generation issues, use multiple
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Fig. 1. Beacon message with multiple pseudonyms

pseudonyms strategies with changing nature. Almost every scheme uses asym-
metric cryptography with digital signatures for beaconing. We consider multiple
pseudonyms strategy for beaconing using symmetric cryptography. [21] uses this
mechanism with single pseudonym.

Fig. 1 shows the beacon format with multiple pseudonyms PAi where i ∈
{1,2,3, · · · , n } and n is the total number of pseudonyms. Timestamp is used
to assure the freshness of the beacon. Data contains the speed and position in-
formation. When vehicle wants to join the network, it initiates its request to
GTTP for keys. In order to authenticate itself to GTTP, it has to provide its
credentials that includes certificate (CertTRHA ) and VRI. After successful au-
thentication, GTTP issues a set of pseudonyms (PAi) while storing the relation
of pseudonyms, VRI, and associated symmetric key (KMACPAi

) which will be
used for HMAC1 calculation. GTTP may give a single associated key for all
pseudonyms or separate keys for each pseudonym. In addition to the individ-
ual key, GTTP also gives two more common keys to all VANET users (Kall

and Kc) which are used for calculating HMAC2 and encryption of beacon, re-
spectively. HMAC1 is used by GTTP for accountability of vehicle if needed. So
every vehicle (more precisely its TRH) can decipher the message by Kc and
can check the integrity of the message by calculating HMAC2. To ensure the
integrity of HMAC1, which can be possibly changed by an adversary, we sug-
gest that HMAC1 should be included in calculation of HMAC2. In this way the
integrity of HMAC1 is preserved which is essential in revoking the anonymity of
the message. Only the sending vehicle and GTTP has the individual symmetric
key (KMACP Ai

), so no one else can calculate HMAC1. When a vehicle receives a
beacon given in Fig. 1, the vehicle’s TRH checks the integrity and authentication
using HMAC2. HMAC1 is used by the GTTP only when it is necessary to re-
voke the user of the message. Pseudonyms (PAi) keep changing after a specified
amount of time. The method of beaconing using symmetric key cryptography is
cost effective compared to schemes discussed in section 2 which use asymmet-
ric and digital signatures. But there are still downsides of this approach. Using
multiple pseudonyms has bad effect on the space requirements of both TRH and
GTTP. Besides, an efficient refill strategy will be needed [24] and it will also
cause inefficient bootstrapping.

5 Proposed Pseudonymless Beaconing

The main cause of profilation is the inclusion of such identities through which
vehicles can be tracked. The most favorite candidates for profilation are the
identities like pseudonyms. If all the vehicles anonymously send beacons to each
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Fig. 2. Pseudonymless Beacon

other in the network without any identity and the functionality of the network is
still maintained, then profile generation will not be possible. To the best of our
knowledge, such identityless beaconing has not been proposed yet. We propose
pseudonymless strategy for beaconing where the VRIs can still be revoked if
required.

Fig. 2 shows the proposed beacon format without any identity information.
The beacon contains timestamp for freshness, speed and position data, and the
last two fields contain the calculated HMACs with KVi and Kall, respectively.
Here, KVi is the individual secret key and Kall is the common key for all users.
Kall is used by other vehicles to check the integrity of the entire message includ-
ing HMAC1, while KVi is known only to the sending vehicle and TTP which
issued the key. The complexity of this approach is O(n) where n is the number
of vehicles in VANET. Therefore, when there is a need for revocation of a VRI,
TTP uses brute-force strategy. These situations will occur only in exceptional
cases, for example, revocation may be used to determine the vehicle’s responsi-
bility in an accident. Also since the VRI of a vehicle can always be revoked, it
is highly unlikely that it will be abused in normal cases. Therefore, we believe
that this strategy can be practical. Using this approach, there is no need to use
mix zones or silent periods which degrade the efficiency of the network.

5.1 TTP Instead of GTTP

Scheuer et al. [21] and Plobi et al. [27] employed a distributed strategy for
pseudonym related operations in VANET. They proposed GTTP which covered
small physical area employing symmetric cryptography operations. Vehicles re-
ceive new keys and pseudonym related information from a GTTP whenever they
enter a new area covered by a different GTTP. GTTP stores the relation between
keys, pseudonym, and VRI for revocation purpose. The effect of using GTTP is
as follows.

First, it reduces information that must be searched when a revocation is
needed. For example, if a message, which was sent in a specific area at a specific
time, need to be revoked; the GTTP only has to search vehicles which were
in that area at that particular time. Second, it limits the disclosed information
when a security leak occurs. Since information received from one GTTP to an-
other is independent, compromise of a key given by a GTTP in a certain area
only affects message exchanged in that area. In other words, the consequences
of security leak or compromise of a key are localized to the area which is under
control of that GTTP.

In our proposed scheme, by grouping technique discussed in the next sub-
section, we do not require GTTP to reduce the revocation cost. Moreover, by
updating keys, we also limit the amount of disclosed information when a key is
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compromised. Therefore, we use a single TTP, which manages key distribution,
management, and revocation if required. For ‘easy to access’ and efficiency pur-
pose, the TTP can be replicated to several physical locations and access through
RSUs (Road-Side Unit) via high speed links. However, the number of replication
will be very small compared to using GTTPs. How these TTPs be replicated
and synchronized is out of scope of this paper.

5.2 Grouping

In pseudonymless beaconing we saw that the cost of revocation of a VRI is
O(n) where n is the number of vehicles entertained by TTP. If TTP arranges
the vehicles to certain groups then the cost can be reduced to O(g), where g
is the size of the group. There should be certain limitations on group size. The
group size should be large enough to provide sufficient privacy for the vehicle
and small enough to provide efficient revocation by TTP. In other words, there is
a tradeoff between privacy of vehicle and efficiency of TTP in regard to the size
of the group. We consider two approaches: one using group secret key and other
using individual secret key. We also discuss two grouping strategies. Note that
we do not discuss the rules and circumstances under which TTP is supposed to
revoke the VRI.

Group secret key. Each vehicle is allocated to some group by the TTP when
the vehicle registers with the TTP. During registration, TTP issues group ID
(Gid) and a group secret key (Kg) to the vehicle. Fig. 3 shows the format of the
beacon. Here, Gid is the group ID of the vehicle, HMAC1 is calculated with Kg,
and VRI is included in the calculation of HMAC1 so that TTP can recognize
the vehicle in case of revocation. TTP can recognize the group by Gid and then
the vehicle by calculating g number of HMACs. Thus the complexity of this
approach is O(g). The downside of this approach is that compromise of Kg

affects the privacy of all group members.

Fig. 3. Beacon message using group secret key

Individual secret key. TTP organizes each vehicle into a group and gives Gid

and KVi where KVi is individual secret key that is used to calculate HMAC1. In
this method, the revocation cost is equal to O(g). Fig. 4 shows the beacon format
and in this method we do not need to include VRI in HMAC1 calculation. In this
case, to revoke a VRI, the TTP computes HMAC1 with all the KVi of vehicles
included in group Gid. Therefore, the complexity is still O(g). The advantage of
this method over the first one is that in case of key (KVi) compromise, only that
individual vehicle’s privacy is affected.
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Fig. 4. Beacon message using individual secret key

Grouping Strategy. TTP can organize the groups in the following fashion.

Sequential Method. In sequential method, each entering vehicle is given the
same group ID and TTP does this for certain amount of time. In other words,
at a certain instant of time only one group will be populating. In the long term,
this can be a threat for privacy because depending upon the traffic conditions if
there are very few vehicles, let say only one vehicle entering a new group, then
that vehicle can be easily tracked.

Random Method. TTP randomly assigns group ID to the vehicles as they
enter the network. In this method, every group will be populating with equal
probability. At any instant of time, all the groups will grow equally. This random
fashion of grouping preserves privacy and provides anonymity for users.

Through our analysis, our scheme uses individual secret key with random
grouping strategy.

Secret key and Group Updation. To increase the anonymity and privacy
of VANET users, the individual secret key (KVi) and group ID (Gid) are peri-
odically changed. This also reduces the amount of disclosed information when
a key is compromised. TRH maintains a counter which defines the lifetime of
KVi and group ID (Gid). When the counter becomes zero, TRH initiates request
to TTP for new secret key and group ID. In this way, vehicles switch between
groups. More precisely, at any instant of time, a vehicle will belong to one group
and at other instant of time that vehicle may belong to another group with
changed KVi . This will increase the anonymity of the users. We outline a set of
requirements for key and group ID updation.

– Mutual authentication between TTP and TRH
– Confidentiality
– Integrity of Key (K ′

Vi
)

– Availability of TTP
– Tamper resistance of TRH

In section 3, we assumed the presence of a secure TRH in every vehicle. As a
result, we do not need to consider the security of stored keys in TRH at the
time of initialization. However, the security of the keys at the time of updation
is very important. Especially the integrity and confidentiality of the new secret
key must be provided. Fig. 5 shows the key and group update protocol between a
TRH and the TTP. Here, we do not consider a specific session key establishment
protocol between a TRH and the TTP. We assume that a secure and authenti-
cated session key (KTRH−TTP ) has already been established using a secure and
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Fig. 5. Key and Group updating protocol

authenticated protocol. For example, secure Diffie-Hellman key exchange proto-
col may be used. After the KTRH−TTP is established between them, the new
individual secret key (K ′

Vi
), the new group ID (Gid), and a random number (Rn)

is sent to the TRH encrypted with KTRH−TTP . We assume that this encrypted
message provides integrity of the inner content. This requirement can be satisfied
by various methods, for example, the hash value of the entire inner content may
be included inside the encrypted message. However, the acknowledgment to the
TTP is necessary. If TTP does not receive the acknowledgment to this message,
then TTP must re-execute the protocol again. TRH sends the acknowledgement
to the TTP by encrypting the random number (Rn) with the new updated key
(K ′

Vi
). TTP also keeps both the old and new keys in its database. TTP updates

it database only if it receives acknowledgment from TRH after sending new key
and group ID to the TRH. Note that if this updation is not securely and suc-
cessfully carried out then the system will not work. In subsection 5.1, we already
discussed that TTP may be through RSU via high-speed links.

6 Evaluation

We Evaluate our proposed scheme according to following aspects.

– Security

We will discuss the security of both beacon messages and our key update pro-
tocol. Our beacon messages require integrity, privacy, and revocation. If the
privacy of the beacon message is preserved then information in a beacon is of no
value. In other words when the beacon is not carrying any identity information
by which it can be related to the user, the adversary cannot take any advantage
from the information contained in the beacon. That is why we do not consider
confidentiality of beacon messages. Moreover, due to much periodic nature of
the beacons, they do not need any strong type of authentication. From the in-
tegrity point of view, HMAC2 computed with Kall is included in our beacon
message. When a vehicle receives beacon, it verifies this MAC. Since the mes-
sages are assembled inside TRH, it is infeasible for anyone to abuse this MAC
except when TRH is tampered. However, this is not possible by our strong TRH
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assumptions. So our beacon messages provide integrity. Our beacon messages
also provide weak authentication. In other words, any outsider who does not
possess valid TRH cannot generate valid beacon messages.

Now, we will consider the security of our key update protocol. Our key update
protocol must provide integrity and confidentiality of the new updated key (K ′

Vi
).

This requirement depends on the security of session key establishment protocol
between the TTP and a TRH. It also depends on the integrity mechanism used
when sending the new updated key (K ′

Vi
). As discussed in subsection 5.2, by

our secure session key establishment protocol assumptions, this requirement is
fulfilled.

Next, we will discuss the consequences of compromise of various keys. If Kall is
compromised, it does not affect the privacy of the vehicles, while the compromise
of KVi affects the security of that individual vehicle. More severe problem is that
if an adversary obtained Kall somehow, it can insert bogus beacon messages into
the network which may cause security problems. For example by inserting false
position information in beacons, the traffic security messages may be abused. But
due to our strong assumptions on TRH, we do not have to consider any kind
of leakage of these keys from a TRH. The database of the central TTP is also
critical to the security of our system. The security measures for that database
are out of the scope of this paper. To provide the security against cryptoanalytic
attacks, we change the KVi periodically.

– Privacy

Our proposed beacon messages carry HMAC1 which is calculated with KVi and
can be used by TTP to revoke that corresponding message if needed. The com-
plexity of this revocation is O(g) because TTP has to calculate g number of
HMAC1 against each KVi where g is the size of the group. It is not possible for
any other party to revoke the message except when KVi of the concerned vehicle
is obtained. By our TRH assumption, obtaining the key is not possible. If we
remove the possibility of identifying the vehicles using HMAC1, there is no other
information in the beacon message by which adversary can identify the vehicle.
Therefore, our proposed beacon messages provide conditional anonymity of the
vehicles.

– Efficiency

Now we show the bandwidth and computational efficiency provided by
pseudonymless beaconing mechanism. Suppose SHA-256 with 192 bit key is used
for HMAC calculation and AES with 192 bit key is used as symmetric cipher,
it will provide adequate security. In [27] authors believe that 300 bytes are rea-
sonable for beacon, warnings, and alarm signals. The security overhead in terms
of size included in our scheme is 2 x 256 + 16bits (where Gid being 2 bytes)
= 66 bytes and the total beacon including overhead will be 366 bytes and the
security overhead involved is 18% of the message. In our proposed scheme TRH
only calculates 2 HMACs for beaconing. Keys updation and management will
be done depending upon the system parameter counter.
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Table 1. Comparison with other systems

Need for Need for Profile Revocation Beacon Percentage Computational
Scheme Mix GTTP Generation Cost Size Overhead Overhead

Zones (Bytes)

Scheuer � � x O(n) 377 20% 2H + 1E
et al.

Plobi � � � O(1) 370 19% 2H + 1E
et al.

Our x x x O(g) 364 17.58% 2H
Scheme

– Comparison with other Schemes

As discussed in section 2, most of the proposed schemes providing privacy, use
mix zones and silent periods which have bad affects on smooth functionality
of VANET. Our proposed pseudonymless beaconing mechanism do not use mix
zone or silent period. Moreover, most of the schemes in section 2 are making use
of asymmetric cryptography and digital signatures, which are computationaly
heavier than symmetric cryptography in our scheme.

In table 1, we give a brief comparison of our scheme with Scheuer et al.’s
scheme and Plobi et al.’s scheme. Our proposed pseudonymless beaconing mech-
anism is better than these two schemes in certain aspects like privacy which is
not provided by Plobi et al.’s scheme although the revocation cost in Plobi et
al.’s scheme is O(1).In addition our proposed scheme is better than Scheuer et
al.’s scheme with respect to bandwidth and computational cost. In table 1, H
means HMAC calculation and E means symmetric encryption. As beacons are
very important for safe driving features and other secure traffic management in
VANET and also vehicles send beacons very often (100-300ms), our proposed
scheme uses symmetric cryptography which is much faster than asymmetric cryp-
tography and digital signatures. It reduces the overall security overhead thereby
improving efficiency. Revocation cost in our scheme is O(g), where g is the size
of the group, comparing this cost with Scheuer et al.’s scheme, the cost is O(n)
where n is the number of vehicles under a single GTTP. We reduce the cost of
revocation using single TTP in place, where in Scheuer et al.’s scheme many
GTTPs are involved. In the case of Plobi et al.’s scheme, the cost is O(1) but
the scheme does not provide privacy against profile generation.

7 Conclusion

Profile generation is a serious threat to privacy in VANET. Most schemes em-
ploy digital signatures and asymmetric cryptography to protect the user privacy
in VANET. We considered symmetric cryptography for periodically sent bea-
cons which is computationally efficient and faster than the former approaches.
Moreover, to overcome the deficiency of multiple pseudonym based strategy, we
proposed pseudonymless strategy which is the best remedy for avoiding profile
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generation, because if the beacon does not carry any identity information then
it is not possible to make movement profiles against a user. We also provide
grouping techniques for TTP to reduce the revocation cost. The merits of our
system includes better efficiency with respect to bandwidth and computational
cost, less space requirements than Scheuer et al.’s scheme and not using any
GTTP, mix zone, or silent period.
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Abstract. In a k-Times Anonymous Authentication (k-TAA) scheme,
Application Providers (APs) authenticates each group member in k times.
A user can preserve his/her own privacy and an AP can restrict the number
of used services to just k-times, since users are identified if they access an
AP more than k times. In all previous schemes, each AP assumes the same
k for all users. Added to this, total anonymity of unlinkability requires
large computation amount such as pairing computations compared with
non-anonymous schemes. In this paper, we propose a selectable k-TAA
scheme with relaxed anonymity. Relaxed anonymity is an intermediate
level of privacy required between total anonymity and linkability, where
authentication executions for the same AP are linkable, but an authenti-
cation execution with an AP v0 and an authentication execution with an
AP v1 (v0 �= v1) are unlinkable. Our authentication algorithm is efficient
than existing ones thanks to this relaxed notion.

1 Introduction

In the recent information society, there are many types of applications. SaaS
(Software as a Service) [20], a kind of providing service, has become popular to
save cost of time such as an install and expense to use software. In the SaaS
environment, a program (which provides the service) runs on the server of the
Application Provider (AP), and the user is provided the service from the AP
using an on-line network. Recently, there are many SaaS-type services such as
the Oracle Database SaaS Platform [16], the IBM LotusLive [11], and so on. A
user is forced to manage many assumed names together with passwords since
each service requires separate account. Recently, OpenID has been introduced
(by Google, Microsoft, IBM, Verisign and so on) to reduce such a managing cost.
In OpenID, a user with only manages one account can be authenticated from
many APs. However, a new issue that access to services (these indicate a user’s
tastes and habits) is exposed to different APs by the same OpenID. Therefore,
anonymous authentication schemes based on group signature schemes [2,5] are
required, where users are authenticated whether they are members of the group
or not. Group signatures are unlinkable, namely anybody cannot decide whether
an authenticated user is the same authenticated user or not. However, a simple
group signature scheme is not suitable in the SaaS environment, in which the
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AP cannot demand a service fee by detecting each user. This is why k-Times
Anonymous Authentication (k-TAA) schemes [1,13,14,17,18] are attractive for
the SaaS environment, where each group member is anonymously authenticated
by APs in k times. A user can preserve his/her own privacy and an AP can
restrict the number of used services to just k-times, since users are identified if
they access an AP more than k times.

Previous k-TAA Schemes: The first k-TAA scheme has been proposed in [17].
There are three entities in a k-TAA scheme, a Group Manager (GM), users and
APs. The GM manages a group, and issues membership certificates for users.
The first k-TAA scheme is constructed by a group signature scheme with the
tracing tag mechanism: an AP opens k tag bases. A user makes a tag by using
his/her secret key and one of the tag bases, which has not been used before.
The user makes an authentication proof including the tag. The AP stores the
authentication execution transcript. If the user attempts authentication more
than k times, then he/her can be identified the same tag base. This tracing
tag mechanism is used by other k-TAA schemes [1,13,14,18]. In all previous
k-TAA schemes, each AP assumes the same k for all users. Therefore, an AP
cannot decide the number of access of services for each user. Total anonymity of
unlinkability requires large computation amount such as pairing computations
compared with non-anonymous schemes. Furthermore, even if APs want to ob-
tain the number of accesses by each user to improve the application providing
strategy, e.g., long tail marketing [21], APs cannot obtain the number of accesses.
For example, assume that any user accesses less than k-times and AP knows the
total number of accesses is 10000, then AP cannot distinguish whether 10000
users access only once or 100 users access 100 times. On the other hands, by
using a linkable authentication, access to services (these indicate a user’s tastes
and habits) is exposed among different APs. Therefore, an intermediate level of
privacy required between total anonymity and linkability is necessary to preserve
privacy and to satisfy information utilization, simultaneously.

Our Contribution: In this paper, we propose a selectable k-Times Relaxed
Anonymous Authentication (k-TRAA) scheme that enables an allowable number
to be assigned for each user. There are some suitable scenarios, where different
allowable numbers are decided for each user. For example, a user who spends
much money has to be given the right to more accesses to AP compared to other
users. This is a natural requirement in the SaaS environment. We introduce a
relaxed security notion called relaxed anonymity, which satisfies two kinds of
anonymity: (1) two authentication executions with the same AP are linkable,
but the AP cannot identify a user from the group of users, and (2) an authenti-
cation execution with an AP v0 and an authentication execution with an AP v1

(v0 �= v1) are unlinkable. Relaxed anonymity is an intermediate level of privacy
required between total anonymity and linkability. Under relaxed anonymity, a
user’s taste is not exposed among different APs. Otherwise, an AP can obtain
the number of accesses of own application from each user. Our authentication
algorithm is more efficient than previous k-TAA schemes such that no pairing
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computation is required and computation is independent to the allowable num-
ber k in authentication phase, where these large computations are concentrated
in grant phase. Moreover, in our authentication algorithm, full off-line compu-
tation is available. We insist that these efficiencies are due to relaxed anonymity
offering a tradeoff between privacy preservation and efficiency. To realize these
efficiencies, our scheme is made from both a group signature scheme [6] and the
newly introduced sequence-of-zero-knowledge-proof mechanism.

Organization: Some definitions are given in Section 2. Our scheme is presented
in Section 3. The efficiency comparison is discussed in Section 4. Security analyses
are presented in Section 5.

2 Definitions

In this section, we define complexity assumptions, the model of selectable k-
TRAA and security requirements. Note that x ∈R S means x is randomly chosen
for a set S.

2.1 Bilinear Groups and Complexity Assumptions

Definition 1. (Bilinear Groups)

1. G1, G2 and G3 are cyclic groups of prime order p.
2. g1 and g2 are generators of G1 and G2, respectively.
3. ψ is an efficiently computable isomorphism G2 → G1 with ψ(g2) = g1.
4. e is an efficiently computable bilinear map e : G1 × G2 → G3 with the

following properties.
– Bilinearity : for all u, u′ ∈ G1 and v, v′ ∈ G2, e(uu′, v) = e(u, v)e(u′, v)

and e(u, vv′) = e(u, v)e(u, v′).
– Non-degeneracy : e(g1, g2) �= 1G3 (1G3 is the G3’s unit).

Our scheme is based on the q-strong Diffie-Hellman (q-SDH) [3], k-Power Com-
putational Diffie-Hellman (k-PDDH) [10], and k-Power Decisional Diffie-Hellman
(k-PDDH) [10] assumptions. For the security parameter λ, let ε = ε(λ) be a neg-
ligible function, namely for every polynomial poly(·) and for sufficiently large λ,
ε(λ) < 1/poly(λ).

Definition 2. (q-SDH assumption [3]) The q-SDH problem in (G1, G2) is a
problem, for input of a (q+2) tuple (g, g′, (g′)ξ, · · · , (g′)ξq

) ∈ G1×G
q+1
2 , where g =

ψ(g′), to compute a tuple (x, g1/(ξ+x)). An algorithmA has an advantage ε in solving
the q-SDH problem in (G1, G2) if Pr[A(g, g′, (g′)ξ, · · · , (g′)ξq

)=(x, g1/(ξ+x))] ≥ ε.
We say that the q-SDH assumption holds in (G1, G2) if no PPT algorithm has an
advantage of at least ε in solving the q-SDH problem in (G1, G2).

Definition 3. (k-PCDH [10]) The k-PCDH problem in G1 is a problem, for
input a tuple (h′, h, hy, hy2

, . . . , hyk−1
) ∈ G2 × Gk

1 , where h = ψ(h′), to compute
hyk

. An algorithm A has an advantage ε in solving the k-PCDH problem in G1
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if Pr[A(h′, h, hy, . . . , hyk−1
) = hyk

] ≥ ε. We say that the k-PCDH assumption
holds in G1 if no PPT algorithm has an advantage of at least ε in solving the
k-PCDH problem in G1.

A decisional version of k-PCDH assumption (k-PDDH assumption) is simply de-
fined such that |Pr[A(h′, h, hy, . . . , hyk

) = 0]−Pr[A(h′, h, h1, . . . , hk) = 0]| is neg-
ligible, where h1, . . . , hk ∈ G1. Note that a 3-PDDH problem instance (h, hy, hy2

,

hy3
) is a DDH (Decisional Diffie-Hellman1) tuple (h, hy2

, hy, (hy2
)y)= (h, h′′, hy,

(h′′)y), where h′′ := hy2
. This means that if the DDH problem is easy to solve,

then the k-PDDH problem (k ≥ 3) is also easy to solve. Therefore, to hold the k-
PDDH assumption in G1, we require that the k-PDDH assumption holds in G1. It
is a stronger assumption than the eXternal Diffie-Hellman (XDH) assumption [4]
which only requires that the DDH assumption holds in G1. We can use MNT curves
[12], where there is no efficient isomorphism between G1 to G2.

2.2 Model of Selectable k-Times Relaxed Anonymous
Authentication

Let λ be the security parameter, GM the group manager, AP the application
provider, gpk the group public key, gsk the group secret key which is used for
issuing a membership certificate, (mpki, mski) the member public/secret key of
Ui (i = 1, 2, . . . , n), LIST an identification list for tracing, Logv the log list for
keeping logs, and IDv an identity of AP v. To simplify, we describe an allowable
number ki, although at times we describe kv,i for an AP v and a user Ui.

Definition 4. System operations of a Selectable k-TRAA

– GM-Setup(1λ): This algorithm takes as input λ and returns gpk, gsk and
LIST.

– AP-Setup(IDv): This algorithm takes as input IDv and returns Logv.
– Join(Join-GM〈gpk, gsk, LIST〉, Join-U〈gpk〉): This algorithm takes as input

gpk, gsk, LIST and upki from GM , and gpk, upki and uski from Ui, and
returns (mpki, mski), and appends mpki and the user’s identity i to LIST
making the updated LIST

– Grant(Grant-AP〈gpk, Logv〉, Grant-U〈gpk, mski, ki〉): This algorithm takes as
input gpk and Logv from AP , and gpk, mski and ki from Ui. The transcript
of grants are recorded in regd ∈ Logv. Note that d ∈ Z>0 is just an indexed
number in the log, namely, d is independent of the user’s identity i.

– Auth(Verify〈gpk, Logv〉, Proof〈gpk, mski〉): Let Ui be assigned with the in-
dexed number d. This algorithm takes as input gpk and Logv from AP , and
gpk and mski from Ui, and outputs accept when conditions (1) and (2) are
satisfied: (1) the anonymous user is a member of the group, and (2) the
anonymous user has already been authenticated less than k times, otherwise,
outputs reject. When the output of this algorithm is accept, this algorithm
records the transcript of authentications in regd ∈ Logv.

1 Note that the DDH problem is a problem, for input a tuple (g, g′, gu, (g′)v), where
g, g′ ∈ G1 and u, v ∈ Z

∗
p, to decide u = v or not.
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– Trace(gpk, Logv): This algorithm takes as input gpk and Logv, and computes
a user’s public key mpki for a user who has already been authenticated more
than ki times. If the entry (i, mpki) is included in LIST, then it outputs i.
Otherwise, the algorithm verifies all proofs included in Logv. If all proofs are
valid, then it outputs “GM”. Otherwise, if a proof is invalid, then it outputs
“AP”.

2.3 Security Definitions

In this subsection, we define relaxed anonymity, which is an intermediate level
of privacy required between total anonymity and linkability. A is admitted to
collude with users, GM and APs, respectively. Then A can play the role of these
entities although accessible oracles are restricted. We define oracles as follows:

Oracles: We use oracles OList, OJoin-GM, OJoin-U, OAP-Setup, OProof , OVerify,
OGrant-AP, OGrant-U and OQuery. Each definition is as follows: the list oracle OList

[17,18] manages LIST. An adversary A is allowed to read LIST to call OList. If
A colludes with some users, then A can write corresponding entries of LIST. In
addition, if A colludes with the GM , then A can delete entries of LIST. OJoin-GM

is the oracle which runs the Join-GM algorithm honestly. OJoin-U is the oracle
which runs the Join-U algorithm on behalf of honest users. OAP-Setup is the oracle
which runs the AP-Setup algorithm honestly. OProof is the oracle which runs the
Proof algorithm on behalf of honest user. OVerify is the oracle which runs the
Verify algorithm on behalf of honest APs. OGrant-AP is the oracle which runs the
Grant-AP algorithm on behalf of honest APs. OGrant-U is the oracle which runs
the Grant-U algorithm on behalf of honest users. OQuery is the challenge oracle
which is defined in Definition 5. We describe situations when A is allowed to ac-
cess the oracles as follows: A is always allowed to access OList, to access OJoin-GM

if A does not collude with the GM , to access OJoin-U, OGrant-U and OProof if A
does not collude with the user, and to access OGrant-AP and OVerify if A does not
collude with the AP .

Next, we define the relaxed anonymity game. We refer to the L-anonymity
game for linkable ring signature [19], namely, target users Ui0 and Ui1 are not
input in OProof by an adversary.

Definition 5. Relaxed anonymity : Relaxed anonymity requires that for all
PPT A, the advantage of A in the following game be negligible.

An adversary A is allowed to collude with the GM , all APs, and all users
except target users Ui0 and Ui1 , and to query oracles OList, OJoin-U, OProof ,
OGrant-U and OQuery. Ui0 and Ui1 are not input in OProof by A, and can be
input in OJoin-U, and have not been granted by an AP v0 and an AP v1. Let
kv0,i0 and kv0,i1 (resp. kv1,i0 and kv1,i1) be allowable numbers of Ui0 and Ui1

for the AP v0 (resp. the AP v1). When OQuery is called by A for the first time,
OQuery randomly chooses b ∈ {0, 1}, executes OGrant-U(Ui0) with the AP v0 and
OGrant-U(Uib

) with the AP v1, and outputs the Logv0 and Logv1 . From the second
call, OQuery executes both OProof(Ui0) with the AP v0 and OProof(Uib

) with the AP
v1, and outputs the Logv0 , Logv1 and the transcript of the authentication protocol.
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OQuery can be used less than k times, where k = Min{kv0,i0 , kv0,i1 , kv1,i0 , kv1,i1}.
A outputs a bit b′, and wins if b′ = b. The advantage of A is defined as
AdvR-anon(A) = |Pr(b = b′) − 1

2 |.

If AdvR-anon(A) is negligible, then A cannot distinguish authentications of Ui0

(namely OProof(Ui0)) with the AP v0 from authentications of Uib
(namely OProof

(Uib
)) with the different AP v1. This means A cannot determine whether Uib

is Ui0 or not. Note that the definition of relaxed anonymity does not guarantee
that two authentications with the same AP are unlinkable. Therefore, definitions
of relaxed anonymity captures the two properties (1) two authentications with
the same AP are linkable, but AP v cannot determine a user from the group of
users, and (2) an authentication with an AP v0 and an authentication with an
AP v1 are unlinkable.

Next, we define the detectability game. This definition captures the fact that
all users cannot execute Auth algorithm more than the allowable number of
times, or they have to be detected by the Trace algorithm.

Definition 6. Detectability : Detectability requires that for all PPT A, the
advantage of A in the following game be negligible.

An adversary A is allowed to collude with all users. Let N be the number
of users who colluded with A, ki be an allowable number of a user Ui (i =
1, 2, . . . , N), and K =

∑N
i=1 ki be the total of allowable numbers. A wins if

A can be accepted more than K times. The advantage of A is defined as the
probability that A wins.

The difference between our detectability game and the previous detectability
games (defined in [1,13,14,18]) is that the previous game uses K = Nk, since all
users are forced to use the same allowable number k.

Next, we define the exculpability games for users, GM and AP. These defini-
tions are the same as in [18].

Definition 7. Exculpability for users : Exculpability for users requires that
for all PPT A, the advantage of A in the following game be negligible.

An adversary A is allowed to collude with all entities except a target user U∗.
A can run OProof less than k∗ times, where k∗ is an allowable number of U∗. A
wins if A can compute the authentication log, which is the input of the tracing
algorithm that outputs the identification of U∗. The advantage of A is defined
as the probability that A wins.

Definition 8. Exculpability for GM : Exculpability for GM requires that for
all PPT A, the advantage of A in the following game be negligible.

An adversary A is allowed to collude with all entities except the GM . A wins if
A can compute the authentication log which is the input of the tracing algorithm
that outputs GM . The advantage of A is defined as the probability that A wins.

Definition 9. Exculpability for AP : Exculpability for AP requires that for
all PPT A, the advantage of A in the following game be negligible.
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An adversary A is allowed to collude with all entities except a target AP v∗.
A wins if A can compute the authentication log which is the input of tracing
algorithm that outputs AP v∗. The advantage of A is defined as the probability
that A wins.

2.4 Proving Relations on Representations

By using the Fiat-Shamir heuristic [8], a digital signature scheme is constructed
from zero-knowledge proofs of knowledge (ZK). These signatures are called
SPKs. For a message M and secret values (x1, . . . , xn), we use the notation
SPK{(x1, . . . , xn) : R(x1, . . . , xn)}(M), which is a signature of M signed by a
signer who has (x1, . . . , xn) satisfying the relation R(x1, . . . , xn). SPKs can be
simulated without the knowledge of (x1, . . . , xn) in the random oracle model.

3 Proposed Scheme

In this section, we first introduce the underlying idea of our construction, and
then propose a selectable k-TRAA scheme.

3.1 A Primitive Selectable k-TAA Scheme

Here we give a simple construction of a selectable k-TAA scheme based on the
previous k-TAA scheme: The AP makes ki tag bases, where ki is an allowable
number of a user Ui, and issues these bases to Ui regarding his/her secret keys for
exclusive use. In this simple scheme, the number of the secret key of Ui depends
on ki. As another construction, the AP makes ki tag bases by using a pseudo-
random number for Ui, and opens these bases to Ui regarding his/her public
keys for exclusive use. In this primitive scheme, the number of the public key
depends on N

∑N
i=1 ki, where N be the number of application group members.

Our purpose is to achieve that the number of both the number of the secret key
of each Ui and the number of the public key is independent of ki and N .

3.2 Underlying Idea of Our Construction

In this subsection, we introduce a higher-level description of the key ideas called
the sequence-of-zero-knowledge-proof mechanism. This idea is similar to a source
authentication using hash chaining proposed in GR97 [9]. For the sake of clarity,
we summarize the GR97 scheme as follows: Let H be a one-way hash function
and Sign be a signing algorithm of a digital signature scheme: The sender splits
a data to be signed to m blocks Data1, Data2, . . . , Datam, computes the hash
chain hm := H(Datam), hm−1 := H(Datam−1||hm), . . ., h1 := H(Data1||h2),
and makes a signature of h1, σ := Sign(h1), and sends σ, h1, Data1||h2, . . .,
Datam−1||hm, Datam. The receiver verifies σ, and checks H(Data1||h2)

?= h1,
H(Data2||h3)

?= h2. . ., H(Datam−1||hm) ?= hm−1 and H(Datam) ?= hm. Only
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one signature verification is performed and only one hash is computed for every
data block.

The concept of our scheme is the same as the GR97 scheme. Specifically, in the
grant phase, a user proves that both (1) the user has a valid membership certifi-
cate by using a group signature (which requires pairing computations) and (2) a
commitment is computed by using a part of the membership certificate (which
requires the computations depend on the allowable number). In each authentica-
tion phase, the user only has to prove that a commitment is computed by using
the same secret key which has already been used in the previous authentication
phase.

3.3 Proposed Scheme

Let NIZK be a Non-Interactive Zero-Knowledge proof and SPK be a Signa-
tures based on Proofs of Knowledge. To detect a user Ui after ki times authenti-
cation, a polynomial with degree ki +2 is applied. Let fki(X) =

∏ki+2
j=1 (X +j) =∑ki+2

j=0 ajX
j ∈ Zp[X ]2. Let M ∈ {0, 1}∗ be a message for deciding an allow-

able number ki. It is assumed that the user cannot be identified by AP from
M and ki. The concurrently secure Join algorithm proposed in DP06 [6] is used
in our Join algorithm, where all proofs are non-interactive using NIZK and a
signature scheme DSig. The verifying/signing key (upki, uski) of the signature
scheme DSig is used in Join.

– GM-Setup(1λ)
1. The GM selects cyclic groups of G1, G2 and G3 with λ-bits of prime

order p, an isomorphism ψ : G2 → G1, a bilinear map e : G1 ×G2 → G3,
and a hash function H : {0, 1}∗ → Zp.

2. The GM chooses g̃ ∈R G1 and a generator g2 ∈ G2, and sets g1 = ψ(g2).
3. The GM chooses γ ∈R Zp, and computes ω = gγ

2 .
4. The GM outputs gpk = (G1, G2, G3, e,H, g1, g2, g̃, ω) and gsk = (γ).

– AP-Setup(IDv)
1. AP v outputs Logv = ∅.

– Join(Join-GM〈gpk, gsk, LIST, upki〉, Join-U〈gpk, upki, uski〉)
1. Ui chooses yi ∈R Zp, and computes Fi = g̃yi and π1 = NIZK{yi : Fi =

g̃yi}.
2. Ui sends Fi and π1 to the GM .
3. The GM checks π1. If π1 is not valid, then aborts.
4. The GM chooses xi ∈R Zp, and computes Ai = (g1Fi)1/(γ+xi), Bi =

e(g1Fi, g2)/e(Ai, ω), Ei = e(Ai, g2) and π2 = NIZK{xi : Bi = Exi

i }.
5. The GM sends Ai, Bi, Ei and π2 to Ui.
6. Ui checks π2. If π2 is not valid, then aborts.
7. Ui makes Si,Ai = DSiguski(Ai), and sends Si,Ai to the GM .
8. The GM verifies Si,Ai with respect to upki and Ai. If Si,Ai is valid, then

the GM sends xi to Ui, and adds (i, mpki = gxi
1 ) to LIST.

2 If ki is known, then coefficients {aj}ki+2
j=0 can be computed easily.
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9. Ui checks e(Ai, g2)xie(Ai, w)e(g̃, g2)−yi
?= e(g1, g2) to verify the relation

A
(xi+γ)
i =g1g̃

yi .

– Grant(Grant-AP〈gpk, Logv〉, Grant-U〈gpk, mski, ki〉)
1. Ui chooses α, β, γ∈R Zp, and computes C1 =Aig̃

α, C2 =mpki(g
fki

(yi)

1 )β =

g
xi+β

∑ki+2
j=0 ajyj

i

1 , C3,1 = gβ
1 , C3,2 = Cyi

3,1, C4,1 = gγ
1 , C4,2 = Cyi

4,1, C4,3 =

C
yj

4,2, . . ., C4,ki+2 = C
yj

4,ki+1 and hj = g
ajβ
1 (j ∈ [0, ki + 2]).

2. Ui sets τ = αxi, zi,j = yj
i (j ∈ [0, ki+2]), and computes πc = SPK{(α, β,

xi, yi, τ, zi,1, zi,2, . . . , zi,ki+2) : e(C1,ω)
e(g1,g2)

= e(g̃,g2)τ ·e(g̃,g2)
yi ·e(g̃,ω)α

e(C1,g2)xi
∧ C2 =

gxi
1

∏ki+2
j=0 h

zi,j

j ∧ C3,1 = gβ
1 ∧ C3,2 = Cyi

3,1 ∧ C4,1 = gγ
1 ∧ C4,2 = Cyi

4,1 =
C

zi,1
4,1 ∧ . . . ∧ C4,ki+2 = Cyi

4,ki+1 = C
zi,ki+2

4,1 ∧ h0 = ga0β
1 ∧ . . . ∧ hki+2

= g
aki+2β

1 }(IDv, ki, M).

Concretely, Ui computes πc as follows:

(a) Ui chooses rα, rβ , rγ , rxi , ryi , rτ , rzi,2 , . . . , rzi,ki+2 ∈R Zp. Note that
rzi,0 and rzi,1 are not necessary since zi,0 = 1 and zi,1 = yi.

(b) Ui computes R1=
e(g̃,g2)rτ e(g̃,g2)ryi e(g̃,ω)rα

e(C1,g2)
rxi

, R2=g
rxi

1 h0h
ryi

1

∏ki+2
j=2 h

rzi,j

j ,

R3,1 = g
rβ

1 , R3,2 = C
ryi

3,1 , R4,1 = g
rγ

1 , R4,2 = C
ryi

4,1 , R4,3 = C
ryi

4,2 ,
R′

4,3 = C
rzi,2
4,1 , R4,4 = C

ryi

4,3 , R′
4,4 = C

rzi,3
4,1 , . . ., R4,ki+2 = C

ryi

4,ki+1,

R′
4,ki+2 = C

rzi,ki+2

4,1 , R5,0 = h
rβ

0 , R5,1 = h
rβ

1 , . . ., R5,ki+1 = h
rβ

ki+1

and R5,ki+2 = h
rβ

ki+2.
(c) Ui computes c = H(gpk, IDv, ki, M, C1, C2, C3,1, C3,2, C4,1, . . . ,

C4,ki+2, R1, R2, R3,1, R3,2, R4,1, . . . , R4,ki+2, R
′
4,3, . . . , R

′
4,ki+2, R5,1,

. . . , R5,ki+2, h0, . . . , hki+2).
(d) Ui computes sα = rα + cα, sβ = rβ + cβ, sγ = rγ + cγ, sxi =

rxi + cxi, syi = ryi + cyi, sτ = rτ + cτ , szi,2 = rzi,2 + czi,2, . . .,
szi,ki+2 = rzi,ki+2 + czi,ki+2.

3. Ui sends (ki, M, C1, C2, C3,1, C3,2, C4,1, . . . , C4,ki+2, h0, . . . , hki+2, πc =
(c, sα, sβ , sγ , sxi , syi , sτ , szi,2 , . . . , szi,ki+2)) to AP v.

4. If AP v cannot accept ki and M , then it outputs reject. Otherwise, AP
v checks πc as follows:
(a) AP v computes R̃1 = e(g̃,g2)sτ ·e(g̃,g2)syi ·e(g̃,ω)sα

e(C1,g2)
sxi

(
e(g1,g2)
e(C1,ω)

)c

, R̃2 =

g
sxi

1 h0h
ryi

1

∏ki+2
j=2 h

rzi,j

j C−c
2 , R̃3,1 = g

sβ

1 C−c
3,1, R̃3,2 = C

syi

3,1 C−c
3,2, R̃4,1 =

g
sγ

1 C−c
4,1, R̃4,2 = C

syi

4,1 C−c
4,1, R̃4,3 = C

syi

4,2 C−c
4,2, R̃′

4,3 = C
szi,2
4,1 C−c

4,1, . . .,

R̃4,ki+2 = C
syi

4,ki+1C
−c
4,ki+1, R̃′

4,ki+2 = C
szi,ki+2

4,1 C−c
4,1, R̃5,0 = h

sβ

0 h−c
0 ,

. . ., R̃5,ki+2 = h
sβ

ki+2h
−c
ki+2.

(b) AP v checks c
?= H(gpk, IDv, ki, M, C1, C2, C3,1, C3,2, C4,1, . . . ,

C4,ki+2, R̃1, R̃2, R̃3,1, R̃3,2, R̃4,1, . . . , R̃4,ki+2, R̃
′
4,3, . . . , R̃

′
4,3, R̃5,0, . . . ,

R̃5,ki+2, h0, . . . , hki+2).
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5. If πc is a valid proof, then AP v adds regd+1 = {ki, (C1, C2), (C3,1, C3,2),
(C4,1, . . . , C4,ki+2, h0, . . . , hki+2), πc} to Logv. Otherwise, it outputs re-
ject.

Ui makes an NIZK proof that the ciphertext C2 is a ciphertext against the
valid identification mpki by using a part of membership certificate yi. For
� = 0, 1, . . . , ki + 1, the discrete logarithm of C4,�+1 based on C4,� is yi and
the discrete logarithm of C4,�+1 based on C4,1 is zi,� (C4,�+1 = Cyi

4,� = C
zi,�

4,1 ).
zi,1 = yi holds since C4,2 = C

zi,1
4,1 = Cyi

4,1, and zi,2 = y2
i holds since C4,3 =

C
zi,1
4,1 = Cyi

4,2 = (Cyi

4,1)
yi = C

y2
i

4,1. To repeat the above procedure, zi,� = y�
i (� =

1, . . . , ki + 2) holds. Therefore, C2 = gxi
1

∏ki+2
j=0 h

zi,j

j = g
xi+β

∑ki+2
j=0 ajyj

i

1 =

mpki(g
fki

(yi)

1 )β hold.

– Auth(Verify〈gpk, askv, Logv〉, Proof〈gpk, mski〉)
On the �-th authentication (1 ≤ � ≤ ki + 1), Ui and AP execute Auth as

follows: Note that C3,� = (gy�−1
i

1 )β and C3,�+1 = (gy�
i

1 )β have already been
computed in the (� − 1)-th authentication. Let Grant algorithm be the 0-th
authentication.
1. Ui computes C3,�+2 = Cyi

3,�+1(= (gy�
i

1 )β).
2. Ui computes π� = SPK{(yi) : C3,�+1 = Cyi

3,� ∧ C3,�+2 = Cyi

3,�+1}(IDv).
Concretely, Ui computes π� as follows:

(a) Ui chooses ryi ∈R Zp.
(b) Ui computes R1 = C

ryi

3,� , R2 = C
ryi

3,�+1, c = H(gpk, �, IDv, R1, R2)
and syi = ryi + cyi.

3. Ui sends π� = (�, c, syi , C3,�, C3,�+1, C3,�+2) to AP v.
4. AP v searches (C3,�, C3,�+1) from Logv. There are three cases as follows:

Case-1 : If there exist C3,� and C3,�+1 on regd and � ≤ ki, then AP
v computes R̃1 = C

syi

3,� C−c
3,�+1 and R̃2 = C

syi

3,�+1C
−c
3,�+2, and checks

c
?= H(gpk, �, IDv, R̃1, R̃2). If the checking condition c holds, then

AP v adds C3,�+2 and π� to regd ∈ Logv, and outputs accept.
Case-2 : If there exist C3,� and C3,�+1 on regd and � = ki + 1, then AP

v outputs reject, and executes Trace.
Case-3 : Otherwise, neither C3,� and C3,�+1 exist nor the proof is valid,

then AP v outputs reject.

In the �-th authentication, Ui only computes C3,�+2 =Cyi

3,�+1, where C3,�+1 =

(gβ
1 )y�

i , and an NIZK proof π� that the discrete logarithm of C3,�+2 based
on C3,�+1 is the same as the discrete logarithm of C3,�+1 based on C3,�. We
explain the relation between grant messages and the 1st authentication in
Fig. 1. In Grant, the knowledge of the discrete logarithm of C3,2 based on
C3,1 has already been proven. Therefore, if π1 is valid, then the discrete
logarithm of C3,3 based on C3,2 is yi, which is a part of a valid membership
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Fig. 1. The relation between Grant and the 1st authentication

certificate. This is called the sequence-of-zero-knowledge-proof mechanism
whose concept is the same as the GR97 scheme.

– Trace(gpk, Logv)
Let regd = {ki, (C1, C2), (C3,1, . . . , C3,ki+3), (C4,1, . . . , C4,ki+2, h0, . . . , hki+2),
πc, (π1, . . . , πki+1)} be the log in the (ki + 1)-th authentication.

1. AP v computes C2/
∏ki+3

j=1 C
aj−1
3,j = gxi

1 .
2. If there exists (i, gxi

1 ) ∈ LIST, then output i. Otherwise, if gxi

1 is not
included in LIST, then AP v verifies πc and all πj (j = 1, 2, . . . , ki +1). If
there is an invalid proof, then AP v outputs “AP”. Otherwise, all proofs
are valid, then AP v outputs “GM”.

3.4 Application of Our Scheme

Our scheme is characterized by (1) the allowable number selectability with con-
stant size secret keys, (2) relaxed anonymity, and (3) an efficient authentication
algorithm Auth. As a natural requirement in the SaaS environment, a user who
spends much money has to be given the right to more accesses to AP compared
to other users. It can be achieved by the property (1). To improve the applica-
tion providing strategy, e.g., long tail marketing [21], APs want to obtain the
number of accesses by each user. However, from the viewpoint of users, accesses
to services do not want to be linked to preserve one’s own tastes and habits. The
property (2) can achieve these different requirements, simultaneously. There is
a situation in which each authentication requires small computations although
the first certificate issuing requires large computations. We assume that a power-
restricted device, e.g., a smart card, a cell phone, and so on, is used for authen-
tication. First, a membership certificate is embedded in this power-restricted
device. When users want to be granted a service, they go to a service counter,
insert the power-restricted device into a high-spec machine, and execute the
Grant algorithm by using the computational power of the high-spec machine.
This is a natural situation, e.g., prepaid rail pass cards with built-in IC chips,
cell phones equipped with an electronic money function, and so on. For example,
SUICA (Super Urban Intelligent CArd) [7] is known as prepaid rail pass cards in
Japan. These cards can be refilled using more money at card vending machines
in train stations, and can be read by a card reader to enter the station. In this



292 K. Emura, A. Miyaji, and K. Omote

kind of services, each authentication requires small computations. Therefore, our
scheme (with the property (3)) is suitable to realize these services. In Grant, we
assume that a user Ui cannot be identified by AP from M and ki. For example,
a user who spends much money has to be given the right to more accesses to AP
compared to other users. Then, each AP needs both the total amount of money
and whether the user is a group member or not. In the above situation, M can
be considered as the total amount of money.

4 Comparison

In this section, we compare our scheme with previous k-TAA schemes. In our
scheme, the size of Logv is O(K), where K =

∑N
i=1 ki and N is the number

of application group members. The log size of the previous k-TAA schemes
[1,13,14,17,18] is O(Nk), namely, the size of Logv is similar to that of the previous
schemes. The TFS04 [17] and the NS05 [14] scheme do not enable the constant
proving cost. Although the TS06 scheme and the ASM06 scheme enable the
constant proving cost, each AP has to publish k signatures. The Nguyen06 [13]
scheme enable the constant proving cost without O(k) public keys. Note that
the number of public keys of the Nguyen06 scheme is O(|AG|) where |AG| is
the number of users in application group managed by an AP, since this scheme
enable the dynamic property using an accumulator [4]. If the dynamic property
is deleted from the Nguyen06 scheme (namely update algorithm is deleted),
then this scheme enable the constant proving cost with constant size public
key. However, these schemes assume the same k for all users. In the selectable
allowable number setting, the number of the secret key of Ui depends on ki

under the simple construction (See Section 3.1). Our selectable scheme enables
the constant proving cost with constant size public key and secret key without
increasing the number of secret and public key. In addition, our scheme enables
a higher efficiency compared with previous k-TAA schemes. Concretely, in our
Auth algorithm, a user requires 3 exponentiations and 1 hash function, and an AP
requires 4 exponentiations and 2 scalar multiplications, whereas, the Nguyen06
scheme (without update algorithm), a user requires 22 exponentiations, 27 scalar
multiplications and 1 hash function, and an AP requires 21 exponentiations, 20
scalar multiplications, 6 pairings and 1 hash function. (See Section 4.3 in [13]
for details). In the previous schemes constructed by the tracing tag mechanism,
the AP sends a challenge number for each authentication execution to extract
a user’s public key stored in LIST. Therefore, the user will be able to compute
a part of the proof after she receives the challenge number. Our scheme enables
full off-line computation that ALL proofs are pre-computable before executing
Auth. In [1,13], the length of the proof of knowledge sent by the user is 500 Bytes,
and it is 700 Bytes in [18]. On the other hands, in our scheme, the length of the
proof of knowledge sent by the user is only 100 Bytes. We insist that these
efficiencies are due to relaxed anonymity offering a tradeoff between privacy
preservation and efficiency. This result due to the fact that the efficiency of
group signature schemes can be drastically improved when unlinkability is not
taken into account [15].
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5 Security

In this section, we show the sketch of security proofs.

Theorem 1. The proposed scheme satisfies relaxed anonymity under the (k+2)-
PDDH assumption and the q-SDH assumption in the random oracle model.

Proof. In our scheme, C1 is a group signature [6] using a SDH-tuple member
certificate. If A can guess b ∈ {0, 1}, then A can also break the anonymity of
the group signature scheme [6]. Next, we construct an algorithm B to break
the (k + 2)-PDDH problem by using an adversary A which breaks relaxed
anonymity. Let (h′′, h′, h′

1, . . . , h
′
k+2) be a (k + 2)-PDDH instance, where k =

Min{kv0,i0 , kv0,i1 , kv1,i0 , kv1,i1} which is defined in the relaxed anonymity game.
B sets g2 := h′′ and g1 = h′, and chooses other secret keys, the same as in the
real scheme. For Ui0 , B sets yi0 := logh′ h′

1. For Ui1 , B chooses yi1 ∈R Z∗
p. For

OJoin-U(Ui0) and OGrant-U(Ui0) with the AP v0 (which is executed in Oquery), B
computes the simulated NIZK proof which includes the backpatch of the hash
function without knowing yi0 . Note that C3,1 = gβ

1 = (h′)β and C3,2 := (h′
1)

β

where β ∈R Z∗
p. If b = 0, then the above simulation is executed twice for

OGrant-U(Ui0) with the AP v1. If b = 1, then B simulates OJoin-U(Ui1) and
OGrant-U(Ui1) with the AP v1 the same as the real scheme. For OProof(Ui0) in the
�-th authentication, B computes the simulated NIZK proof which includes the
backpatch of the hash function without knowing yi0 , and sets C3,�+1 := (h′

�)
β

and C3,�+2 := (h′
�+1)

β . For 1 ≤ � ≤ k, if h′
� = (h′)(logh′ h′

1)�

= (h′)y�
i0 and

h′
�+1 = (h′)y�+1

i0 , then this simulation is the same as the real scheme. Therefore
A has an advantage. Otherwise, if h′

� and h′
�+1 are random values, then A has no

advantage. Therefore, if A outputs b′ and b′ = b, then B outputs 1. Otherwise,
B outputs 0. ��
Theorem 2. The proposed scheme satisfies detectability under the q-SDH as-
sumption and the (k + 1)-PCDH assumption, where k ∈ Z>0 is the largest al-
lowable number of users.

Proof. There are three cases, as follows: (1) Ui who is assigned in regd ∈ Logv

executes the authentication protocol more than ki times. This case does not
happen because the number of accesses is restricted by only ki times in Grant.
(2) Ui who is assigned in regd ∈ Logv executes the authentication protocol more
than ki times by using a transcript of the authentication execution of Uj (i �= j).
In this case, Ui has to compute C3,�+2 = C

yj

3,�+1 from (C3,1, C3,2, . . . , C3,�+1) =

(gβ
1 , (gβ

1 )yj , . . . , (gβ
1 )y�

j ) where a random number β ∈R Z∗
p chosen by Uj and yj ∈

Z∗
p which is a membership certificate of Uj . Then the (� + 1)-PCDH assumption

does not hold. (3) Ui with a valid membership certificate (Ai, xi, yi) executes the
Grant protocol by using (A, x, y) which is a forged membership certificate. If Ui

can forge a membership certificate, then the SDH assumption does not hold. ��
Theorem 3. The proposed scheme satisfies exculpability under the q-SDH as-
sumption and the (k + 1)-PCDH assumption, where k ∈ Z>0 is the largest al-
lowable number of users.
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Proof. Exculpability for users : If A can output the authentication log for
the identification of non-corrupted user U∗, then at least one commitment C3,�

(which has not appeared in the outputs of OProof(U∗)) is included in the log.
Then the (k + 1)-PCDH assumption does not hold since � ≤ k + 2.

Exculpability for AP : This is clearly satisfied.

Exculpability for GM : If a public key gx
1 , where the result of the decryp-

tion of C2 = g
x+β

∑ k+2
j=0 ajyj

1 , is not included in LIST, then there exists a forged
membership certificate A = (g1g̃

y)
1

x+γ , where γ is the group secret key, since

C1 = (g1g̃
y)

1
x+γ g̃α and C2 = g

x+β
∑ k+2

j=0 ajyj

1 have to be computed for the same
values x and y on Grant. Then the SDH assumption does not hold since a new
valid membership certificate A can be computed without being issued from the
GM . ��

6 Conclusion

In this paper, we propose for the first time a selectable k-TRAA that enables
an allowable number to be assigned for each user and the number of the secret
key of each Ui does not depend on ki. We introduce relaxed anonymity, and
our scheme enables a higher efficiency compared with previous k-TAA schemes.
This result due to the fact that the efficiency of group signature schemes can be
drastically improved when unlinkability is not taken into account [15]. Under re-
laxed anonymity, user information, such as access to services, is not exposed
among different APs. Otherwise, an AP can obtain the number of accesses
of own application from each user. This information is important to improve
application-providing strategy. This means that relaxed anonymity is useful se-
curity requirement to preserve privacy and to satisfy information utilization,
simultaneously.
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Abstract. Physical Unclonable Functions (PUF) are physical objects
that are unique and unclonable. PUFs were used in the past to con-
struct authentication protocols secure against physical attackers. How-
ever, in this paper we show that known constructions are not fully secure
if attackers have raw access to the PUF for a short period of time. We
therefore propose a new, stronger, and more realistic attacker model.
Subsequently, we suggest two constructions of authentication protocols,
which are secure against physical attackers in the new model and which
only need symmetric primitives.

1 Introduction

Classical authentication protocols, where one communication partner proves its
identity to another participant, are commonly based on cryptographic primi-
tives. Their security usually relies on a computationally hard problem. Most
constructions are based on the possession of a secret key, which is assumed not
to fall in the hands of an adversary. However, this assumption may be violated if
an adversary has physical access to the device that performs authentication for
a short time. In this period, the adversary may read the whole memory of the
device including all secret information, unless hardware security measures are
taken. With this information, the adversary can finally impersonate a person.
Such an attack is usually outside of the considered attacker model in classical
cryptography. However, in many practical authentication scenarios, this attack
is realistic. Consider for example a situation, where a waiter in a restaurant car-
ries a credit card away from the table for billing. During this short time the card
is not under full control of the owner and an adversary may read the data of
the card memory in order to extract the secret information. Moreover, the card
reader is potentially under full control of the adversary. Thus, data stored in the
memory of the reader is potentially at risk as well. Classical cryptography does
not provide a secure way of authentication in this attacker model.

Physical Unclonable Functions (PUF) were proposed as a building block for
authentication schemes that resist physical attacks. PUFs, as introduced by
� This work was supported by CASED (www.cased.de).
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Pappu [1, 2], are physical objects which are unique and unclonable [3, 4, 1, 2, 5, 6].
Technically speaking, a PUF responds to a stimulus with a physical output
(which can be measured and encoded as a bit string) and has the following
properties: First, it is impossible to clone a PUF even with highly complex
equipment. Second, it is infeasible to predict the output for a chosen stimulus
without physically evaluating the PUF, and third, the output looks random.
These properties of a PUF, i.e., unclonability, unpredictability and the pseudo-
random output, inspired researchers to build authentication protocols relying
on PUF challenge-response-pairs (CRP) [6, 7, 8]. In these protocols, the server
issues a challenge in form of a stimulus, which the client has to answer by mea-
suring its PUF. If this PUF response matches a pre-recorded response held at
the server, the client is authenticated. If the number of CRPs of a PUF is large
and an adversary cannot measure all PUF responses, he will most likely not be
able to answer the challenge of the server even if he had physical access to the
PUF for a short time.

In this work we show that current PUF-based authentication protocols are
not fully secure in the above-mentioned attacker model where the attacker has
physical control of the PUF and the corresponding reader during a short time.
In particular, we revisit the authentication protocol of Tuyls et al., called TAP
in the sequel [7]. The authors proposed a PUF-based challenge-response authen-
tication protocol in a bank setting: A PUF is embedded in a personalized smart
card in a non-separable way. Since the PUF is unclonable and its response is
unpredictable, the owner can use it to authenticate itself against a server. More
precisely, the protocol consists of two phases, an enrollment phase and a veri-
fication phase. During the enrollment phase, the PUF is embedded inseparably
in the smart card. Then, the server challenges the PUF with several stimuli
and stores the resulting challenge-response pairs in its database. Afterwards the
smart card handed out to the owner to the person. During verification, the
holder of the card inserts it into the card reader. The server chooses a random
PUF challenge and sends it to the reader. The reader measures the PUF and
returns the response back to the server. If the measured PUF response matches
the recorded response in the server’s database, the server is convinced that the
reader has physical access to the PUF. Thus, the holder of the smart card is
authenticated. Furthermore, both parties can derive a session key from the PUF
output, which can subsequently be used to establish an encrypted communica-
tion channel between the server and the card reader.

While this protocol assures that an adversary cannot impersonate the client
once he has physical access to the card, the adversary gets enough information
to impersonate the server: Consider an adversary, who has access to the reader
as well as to the PUF for a short time period. In this time it can read the
whole memory of the PUF and the card reader including all secret information.
Moreover, the adversary can challenge the PUF with any stimuli at will in order
to collect a number of challenge-response-pairs. This information is enough to
impersonate the server: The adversary engages in the TAP protocol and chooses
a valid challenge of its collected CRPs and sends it to the card reader. The
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reader measures the output of the PUF for the given challenge and forwards
the corresponding response to the adversary. The reader will be unaware that it
has authenticated to (and established a key with) the adversary instead of the
server, as it cannot distinguish a challenge chosen by the server from one issued
by the attacker.

Contribution. We lay open a weakness in current PUF-based authentication pro-
tocols. In particular, we show that they are not fully secure when an adversary
has physical access to the PUF as well as the reader during a short time. We
propose a new, stronger and more realistic attack scenario and design two au-
thentication protocols which are secure in the new model. Both protocols use
only symmetric primitives and thus lend themselves well for implementation on
power-constrained devices. The main idea of both approaches is to enable the
reader to distinguish challenges issued by the server and the adversary in a se-
cure way. We suggest two solutions, which rely on Bloom filters [9, 10] and hash
trees [11]. Moreover, we will compare both approaches.

Organization. We first give in Section 2 an overview of PUFs, Bloom filters,
and hash trees. In Section 3 we recall the PUF-based authentication protocol
of Tuyls et al. and describe in Section 4 the weakness of the protocol as well
as the resulting attack scenario. Afterwards, in Section 5 and Section 6, we
introduce our solutions based on Bloom filters and hash trees, which prevent the
impersonation attack.

2 Preliminaries

2.1 Physical Unclonable Functions

Informally, a Physical Unclonable Function (PUF) is a physical object which
reacts with a response r to a stimulus c. Such a pair (c, r) of a stimulus and
response is called a challenge-response-pair (CRP). Furthermore, a PUF satisfies
the following properties: (1) It is impossible to build another PUF that has the
same response behavior. (2) It is hard to predict the output of a PUF for a
given input without performing and measurement. (3) The output looks random.
We can distinguish between strong and weak PUFs. Strong PUFs have a large
number of challenge-response-pairs such that an efficient adversary, measuring
only a few CRPs, cannot predict the response for a random challenge with high
probability. If the number of different CRPs is rather small, we speak of a weak
PUF. In the following we consider only strong PUFs [12, 1, 5] as building blocks
for our protocols.

2.2 Fuzzy Extractors and Helper Data

The responses of PUFs are noisy by nature. Therefore, the output of a PUF
cannot directly be used for the authentication process. When a PUF is measured
with a challenge ci, it produces a corresponding output ri, which is usually
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noisy and not uniformly distributed. However, for cryptographic applications,
a completely noisy-free output with a perfect uniform distribution is required.
Possible solutions to handle the noisy outputs are Fuzzy Extractors or Helper
Data Algorithms [13]. A Fuzzy Extractor consists of a pair of algorithms (G, W ).
During an enrollment phase the algorithm G takes as input a PUF response r
and generates as output a secret s together with helper data w. The algorithm
W takes as input a noisy response r′ and helper data w. It reconstructs the
secret s unless the noise level in r′ is too high. For further details we refer the
reader to [13, 8, 14, 7].

2.3 Bloom Filters

A Bloom filter B is a probabilistic data structure that encodes a set of elements
X into a � bit array B in order to allow fast set membership tests [9, 10, 15]. The
idea is to encode the elements by using several hash functions. More precisely,
the Bloom filter B consists of � bits B[0], . . . , B[� − 1], where all entries are
initially set to 0, and a set H of k independent collision-secure hash functions
hi : {0, 1}∗ → {0, . . . , � − 1}. In order to encode a set X = {x1, . . . , xm} into
the Bloom filter, the elements of X are added sequentially into the array B
according to the following rule: For each element x ∈ X , we set B[hi(x)] to one
for all 1 ≤ i ≤ k.

The algorithm Check(x′,B,H) verifies if a given element x′ belongs to the
Bloom filter B and works as follows: Check(·) evaluates all k hash functions on
x′ and outputs 1 iff B[hi(x′)] = 1 for all 1 ≤ i ≤ k. If one of the bits is set to
0, the algorithm outputs 0 since x′ is clearly not in B. Note that the length � of
the array B has to be chosen carefully (as well as the number of hash functions
k). In case that many bits in B are set to 1, the probability that an arbitrary
element x̂ is recognized as a member of X increases. We call the event that an
element x̂ �∈ X is falsely recognized as member of X by the Bloom filter, e.g.
Check(x̂,B,H) = 1, as a false positive. The parameters of the Bloom filter have
to be chosen in a way that makes this error very unlikely.

2.4 Hash Trees

A hash tree (or Merkle tree) T is a complete binary tree used to prove set mem-
bership [11, 16]. The hash tree consists of a root node υr, several internal nodes
υi, and leaf nodes υl. Each leaf node represents a data value di. Furthermore,
each internal node stores a hash value of the concatenation of the values stored
in its children. The hash values are computed with a collision-resistant hash
function h : {0, 1}∗ → {0, 1}n. Thus, if an internal node υi+1 has a left child
υi,0 storing the value xi,0 and a right child υi,1 storing the value xi,1, then υi+1

stores the value xi+1 ← h(xi,0||xi,1). It is well known that it is, given a tree T ,
infeasible to find another path that yields to the same root node υr.

The algorithm Check(xr, di, 〈τ1, . . . , τt〉) verifies if a given element di belongs
to the hash tree T . Instead of exposing all leaf nodes, the algorithm is passed an
authentication path, which consists of the hash values 〈τ1, . . . , τt〉 of the siblings
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of all nodes along the path from the leaf node υl storing di to the root node υr.
Let xi be the hash value of node υi along the authentication path. We set x1 ← υl

and compute the remaining hash values x2, . . . , xt as follows: Let i1, . . . , it be
the binary representation of tree index i. If ij = 0, we set xj+1 ← h(xj ||τj),
and otherwise, if ij = 1, we set xj+1 ← h(τj ||xj). The algorithm outputs 1 iff
xt+1 = xr , i.e., if the root hash matches, and 0 otherwise.

3 PUF-Based Authentication and Key Establishment

Tuyls et al. [7] proposed a token-based protocol to authenticate a credit card
against a central bank authority. In the following we refer to the bank as server
and the ATM as reader. Furthermore, for the sake of simplicity, we describe the
details of the protocol in the two party scenario where a single smart card is
authenticated to a central server.

In the enrollment phase, the server issues a smart card including a PUF to-
gether with a current identifier IDPUF. It generates a set of random challenges
C = {c′1, . . . , c′k} for the PUF and measures for each c′i the corresponding responses
r′i. Furthermore, for each challenge c′i a random secret s′i is chosen from a set of ran-
dom secrets S′ and a helper data w′

i ∈ W is computed by solving s′i = W (r′i, w
′
i).

The rewritable non-volatile memory on the card stores the identifier IDPUF, a us-
age counter n, indicating how many times the authentication protocol ran, and
the current hash value m = h(rd), where rd is a random string generated by the
server and h is a one-way hash function. The central server holds in its database
the card identifier IDPUF, both values n′ and m′ = rd, as well as a list of challenges
C with the particular corresponding secrets S′ and helper data W . Once a card is
ready for use, it is initialized with n′ = n = 0, m′ = rd and m = h(rd).

The PUF-based authentication and session key establishment protocol, de-
picted in Figure 1, consists of the following steps: The user inserts its card into a
card reader. The reader sends an initialization message consisting of a nonce α,
the usage counter n, and the identifier IDPUF to the server. The server checks if
n ≥ n′. If this condition does not hold, then the server generates an error message
and aborts. Otherwise, the server computes M = hn−n′

(m′), where hn denotes
the n-th composition of h. Furthermore, the server computes a temporary key
K ′

1 = h(M ||IDPUF). It then generates a nonce β, selects randomly a challenge
c′i ∈ C and computes the value T = α||c′i||w′

i||β where w′
i is the helper data cor-

responding to c′i. The server authenticates the quadruple (α, c′i, w
′
i, β) by com-

puting a MAC with key K ′
1. It encrypts T ||MACK′

1
(T ) using K ′

1 and sends the
result to the reader. The reader derives the temporary key K1 = h(m||IDPUF),
decrypts EncK1 [T ||MACK1(T )] using K1, and validates the MAC by using K1.
If the MAC is invalid or if the decrypted nonce α is wrong, then the reader
aborts with an error message. Otherwise, the reader challenges the PUF with
c′i, which produces a corresponding response ri. The reader executes the helper
data algorithm G with input ri and helper data wi in order to obtain the secret
si. Now, the reader computes a session key K = h(K1||si) based on the tem-
porary key K1 and the secret si. Finally, the reader generates a MAC based on
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Server Reader+PUF
IDPUF, n′, m′ = rd, {C,W,S ′} IDPUF, n, m = hn(rd)

Check n ≥ n′ α, n, IDPUF←−−−−−−−−−−−−−− Generate nonce α

Compute M ′ = hn−n′
(m′) K1 = h(m||IDPUF)

K′
1 = h(M ′||IDPUF)

c′i ∈R C
Generate nonce β

T = α||c′i||w′
i||β

EncK′
1
[T ||MACK′

1
(T )]

−−−−−−−−−−−−−−→ Check MAC
ri ← PUF(ci)
si = G(ri, wi)

K′ = h(K′
1||s′i)

MACK(β)←−−−−−−−−−−−−−− K = h(K1||si)
Check MAC

n′ → n + 1, m′ → h(m′) Use K←−−−−−−−−−−−−−− n → n + 1, m → h(m)
Remove c′i from database

Fig. 1. PUF-based authentication and key establishment protocol of [7]

the nonce β using K and sends the MAC to the server. The server computes
its session key K ′ = h(K ′

1||s′i) based on the temporary key K ′
1 as well as the

secret s′i corresponding to ci, which was generated in the enrollment phase and
is stored in the database. Furthermore, the server verifies that the MAC is a
valid tag on the nonce β (with respect to the secret derived from the response
and the helper data). If the MAC is invalid, then the server aborts with an error
message. Otherwise the server is convinced that the reader has physical access
to the PUF and the holder of the smart card is authenticated. Subsequently,
both parties use the symmetric key K ′ = K as a session key in order to set up
a secure channel.

4 How to Impersonate the Server

In the above protocol, an adversary who has access to the smart card and the
PUF for a short period of time can impersonate the server, unless the commu-
nication between the bank and the reader is authenticated. We assume that the
initial enrollment phase of the protocol is secure, ranging from the PUF fabrica-
tion up to the point where the user physically receives the smart card including
the PUF. We now turn to the description of the adversary.

Let A be an adversary who has once access to the smart card including the
PUF for a certain time. The algorithm A selects a small number of challenges C∗

and measures the corresponding responses R∗. Moreover, it reads the identifier
IDPUF, the usage counter n and the current hash value m stored on the card
memory. With this information, the adversary can impersonate the server in sub-
sequent runs of the authentication protocol as follows: The adversary computes
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the value M∗ = hn−n∗
(m), which is possible, because A obtained the usage

counter n and the hash value m = h(M) from the card memory. Now, A cal-
culates K∗

1 = h(M∗||IDPUF) and generates a random nonce β∗. The adversary
chooses a challenge c∗i ∈ C∗ and runs the algorithm W with input ri in order to
get helper data w∗

i ∈ W∗ as well as a secret s∗i ∈ S∗. Furthermore, A produces a
MAC on the quadruple (α, c∗i , w

∗
i , β∗) using the key K∗

1 , encrypts the MAC with
K∗

1 and sends the resulting value EncK∗
1
[(α||c∗i ||w∗

i ||β∗)||MACK∗
1
(α||c∗i ||w∗

i ||β∗)]
to the reader. The reader subsequently computes K1 = h(m||IDPUF), decrypts
EncK∗

1
[(α||c∗i ||w∗

i ||β∗)||MACK∗
1
(α||c∗i ||w∗

i ||β∗)] and checks whether the MAC is
valid. Since the MAC and the decrypted nonce α are valid, the protocol does
not abort with an error message. Consequently, the reader challenges the PUF
with c∗i , which produces a corresponding response r∗i . Running the algorithm G
with input r∗i as well as w∗

i , the reader extracts the secret s∗i from the output of
the PUF. At last, the reader computes a MAC on the nonce β∗ using the session
key K. Afterwards, it sends the MAC to the adversary A. Finally, A computes
its session key K∗ = h(K∗

1 ||s∗i ) by hashing the temporary key K∗
1 and the secret

s∗i . Thus, the attack succeeded and the adversary is able to impersonate the
server successfully. Moreover, the key K∗ (respectively K) is a symmetric key
established between the reader and the adversary.

5 PUF-Based AKE-Protocol Based on Bloom Filters

The main reason why the attack works is that the adversary gets physical access to
the smart card including the PUF at least once for a short period. During this time,
the adversarymeasures the PUF and uses the obtained challenge-response-pairs in
subsequent authentication runs. Due to the symmetric nature of the protocol, the
reader cannot decide whether a given challenge during a run of the protocol was
initially measured by the server or subsequently by the adversary. This weakness
can be solved – without requiring an authenticated link between the server and
reader – by storing a subset of “valid” challenges V initially measured by the server
in the read-only memory on the smart card. However, storing all challenges is too
expensive. Moreover, an adversary that reads the memory of the smart card would
learn the subset of legal challenges. Thus, the set V has to be stored on the card in
a compact form, which does not allow a computational bounded adversary to gain
information on legal challenges. In this case impersonation can be prevented, as the
adversary does not know the set of valid challenges and will most likely present an
invalid challenge, which will not be accepted by the reader (this requires a strong
PUF since the number of challenges must be large). We propose two solutions for
compactly storing legal PUF challenges, one relies on Bloom filters [9] and the
other one on hash trees [11].

5.1 AKE-Protocol Based on Bloom Filter

The modified protocol, based on Bloom filters, is depicted in Figure 2 and con-
tains the following modifications: During the secure enrollment phase, the server
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computes a subset of valid challenges V ⊆ C by choosing a certain number of
challenges ci ∈ C at random. Afterwards, the server stores the challenges ci of V
with the corresponding responses in its database. Furthermore, the server com-
putes a Bloom filter B of size � and stores all x challenges using k hash functions
in B. The rewritable non-volatile memory on the smart card stores the identifier
IDPUF, the usage counter n, the current hash value m, and the Bloom filter B.
If the reader receives a challenge ci, the reader verifies that it receives a chal-
lenge that was initially chosen by the server by checking whether ci ∈ B, e.g.,
whether all array locations B[hj(ci)] for 1 ≤ j ≤ k are set to 1. If any check
fails, then clearly ci is not a member of V and the reader aborts. Otherwise, the
reader follows the protocol steps as described in Section 3. This way, the reader
can be sure that the server initially selected the challenge, unless an adversary
succeeded in guessing a valid challenge.

Server Reader+PUF
IDPUF, n′, m′ = rd, {V,W,S ′} IDPUF, n, m = hn(rd),B

Check n ≥ n′ α, n, IDPUF←−−−−−−−−−−−−−− Generate nonce α

Compute M ′ = hn−n′
(m′) K1 = h(m||IDPUF)

K′
1 = h(M ′||IDPUF)

c′i ∈R V
Generate nonce β

T = α||c′i||w′
i||β

EncK′
1
[T ||MACK′

1
(T )]

−−−−−−−−−−−−−−→ Check MAC
Check(ci,B,H)
ri ← PUF(ci)
si = G(ri, wi)

K′ = h(K′
1||s′i)

MACK(β)←−−−−−−−−−−−−−− K = h(K1||si)
Check MAC

n′ → n + 1, m′ → h(M ′) Use K←−−−−−−−−−−−−−− n → n + 1, m → h(m)
Remove c′i from database

Fig. 2. PUF-based authentication and key establishment based on Bloom filters

5.2 Security Trade Off between Space and False Positives

In this section we take a closer look at the parameters of the Bloom filter. Since
Bloom filters always have a false positive probability, which in our protocol
results in the fact that the card reader accepts invalid challenges, the goal is
to find a trade off between the space required to store the valid challenges on
the card, the number of hash functions, and the false positive probability of the
Bloom filter. Recall that a false positive occurs if an element is accepted to be
in the Bloom filter, although it is not in the set [9, 10, 15]. The probability of a
false positive f can be computed as
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f =

(
1 −

(
1 − 1

�

)kx
)k

≈ (1 − e−kx/�)k, (1)

where x is the number of challenges in V , � is the number of bits in the array of
the Bloom filter and k is the number of hash functions. We have to choose the
parameters of a Bloom filter appropriately in order to find a trade off between
the computation time (corresponds to the number k of hash functions), the
size (corresponds to the number � of bits in the Bloom filter array), and the
probability of error (corresponds to the false positive probability f), which we
will discuss in Section 6.3.

5.3 Analysis of the AKE-Protocol Based on Bloom Filters

We analyze in this section the extended PUF-based protocol depicted in Figure 2.
The main idea of the extension is to let both parties store a subset of valid
challenges V of the challenge space C. The reader then can check efficiently if a
received challenge c is a member of V . If c /∈ V , the reader aborts. Otherwise, if
c ∈ V , the reader follows the further protocol steps. Since only the server and the
smart card know the subset V , we prevent the impersonation of the server by an
adversary. As a consequence, we have a mutual authentication between the server
and the holder of the smart card. Furthermore, the protocol is resistant against
replay attacks because each PUF challenge is used only once. The protocol also
retains backwards-security of the original TAP protocol.

Now, let us consider the subset V of valid challenges in more detail. Since we
use a strong PUF we cannot draw conclusions about the elements of V . Moreover,
the subset V of valid challenges is encoded as a Bloom filter in the read-only
memory on the card. If an adversary obtains the �-bit Bloom filter and the k
hash functions, it cannot deduce the x elements of V . This follows from the fact
that the hash functions are chosen independently as well as that hash functions
are collision-resistant. However, there is still the probability that the adversary
guesses a valid challenge, i.e., the adversary manages to find a challenge such
that the testing algorithm of the Bloom filter outputs 1. The probability that the
adversary A guesses such an element (event win) can be upper bounded by the
probability that it guesses a challenge being in the set V and the probability that
an invalid challenge is accepted. This probability can be computed as follows:

Prob[Awin] ≤ |V|
|C| +

(
1 −

(
1 − 1

�

)kx
)k

. (2)

Finally, the protocol is very efficient because it only requires symmetric crypto-
graphic primitives.

6 The PUF-Based AKE-Protocol Based on Hash Trees

In this section we propose an alternative solution based on hash tress. The benefit
of this approach is that we only need to store a constant amount of data in the
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read-only memory of the smart card regardless of the number of elements of V .
Although this approach reduces storage, it induces an additional communication
overhead.

6.1 AKE-Protocol Based on Hash Trees

The extended PUF-based authentication and key establishment protocol based
on hash trees is depicted in Figure 3. During the secure enrollment phase, the
server computes a subset of valid challenges V ⊆ C by choosing uniformly a cer-
tain number of challenges of C. Furthermore, let h be an one-way hash function.
The server computes a hash tree T , based on the elements of V , as follows: Let us
assume that the number of challenges of the subset is a power of how: |V| = 2ν .
To authenticate the challenges c0, ..., c|V|, the server places each challenge at the
leaf nodes of a binary tree of depth V . Moreover, the root node and each inter-
nal node of the binary tree are computed as hashes of its two child nodes (see
Section 2.4). The root hash value xτ is stored in the memory of the smart card,
whereas the server stores the hash tree T . To authenticate a challenge ci, the
server discloses i, the corresponding path τ , between ci and the root node and all
necessary sibling nodes, and sends the additional information to the reader. The
reader now runs the algorithm Check(xτ , ci, τ) in order to verify the validity of
the received path with its stored root value xr . If the function returns 0, then
the verification is not successful and the reader aborts with an error message.
Otherwise, the reader knows that the challenge ci is a member of the set V of

Server Reader+PUF
IDPUF, n′, m′ = rd, {C,W,S ′}, T IDPUF, n, m = hn(rd), xτ

Check n ≥ n′ α, n, IDPUF←−−−−−−−−−−−−−− Generate nonce α

Compute M ′ = hn−n′
(m′) K1 = h(m||IDPUF)

K′
1 = h(M ′||IDPUF)

c′i ∈R C
Generate nonce β and
Compute τ = 〈τ1, ..., τd〉
T = α||c′i||w′

i||β||i||τ
EncK′

1
[T ||MACK′

1
(T )]

−−−−−−−−−−−−−−→ Check MAC
Check(xτ , ci, τ )
ri ← PUF(ci)
si = G(ri, wi)

K′ = h(K′
1||s′i)

MACK(β)←−−−−−−−−−−−−−− K = h(K1||si)
Check MAC

n′ → n + 1, m′ → h(M ′) Use K←−−−−−−−−−−−−−− n → n + 1, m → h(m)
Remove c′i from database

Fig. 3. PUF-based authentication and key establishment protocol based on hash trees
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valid challenges. Subsequently, the reader follows the protocol steps as described
in Section 3.

6.2 Communication Overhead of Hash Trees

The benefit of hash trees is that we only have to store the root value of the hash
tree in the read-only memory of the smart card. Unfortunately, this solution
involves additional communication overhead. The server has to send additional
data besides the quadruple (α, ci, wi, β) in order to allow the reader to verify
validity of ci. Let us assume that the hash function h maps its input ci to an
λ-bit output υi. Now the server has to transmit for each level of the tree the
particular sibling node. Thus, the server has to send ν ·λ = log2 |V| ·λ additional
bits to the reader.

6.3 Analysis of the PUF-Based AKE-Protocol Based on Hash Trees

The security properties follow analogously to Section 5.3, except for the assump-
tions about the Bloom filter. Here, the subset of valid challenges V is encoded
as a hash tree. The security of hash trees relies on the one-way property and on
the collision-resistance of the hash function h. Moreover, it is well known, that
this data structure authenticates the elements in the hash tree, i.e., it is com-
putationally infeasible to find a valid path given only the root node υr. Finally,
since only hash values are transmitted, and because the adversary is unable to
invert the one-way hash function h, no information about the other challenges
in the set (authenticated through the same tree) is leaked.

Comparison of Bloom filters and hash trees. Both of our above-mentioned ap-
proaches can be implemented on a smart card. Table 1 summarizes the storage
and communication overhead of Bloom filters and hash trees. Recall that V is
the set of challenges, � the length of the Bloom filter, and λ the output length
of the hash function.

Our solution based on Bloom filter has the advantage that we do not need
any additional communication overhead. However, in order to reduce the false-
positives, the length � has to be chosen appropriately. On the other hand, if we
want to optimize the storage capacity on the smart card, then the solution based
on hash trees is the better choice because we only have to store the �-bit hash
value of the root node. Although this solution is very storage efficient, we get an
addition communication overhead of λ · log2 |V| bits.

Table 1. Comparison of the storage and communication overhead of Bloom filters and
hash trees

Storage on the Credit Card Communication Overhead

Bloom filter � 0
Hash tree λ λ · log2 |V|
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7 Conclusion

In this paper, we have described a weakness in current PUF-based authentication
protocols and have proposed a new, stronger and more realistic attacker model.
We have provided two constructions of mutual authentication protocols, which
are secure against physical attackers. Both approaches use space-efficient data
structures, which are used to encode valid PUF challenges. One is based on
Bloom filters and the other one on hash trees. Finally, we compared the storage
and the communication overhead of both approaches.

Acknowledgments. We thank Dominique Schröder and the anonymous re-
viewers for their valuable comments.
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Abstract. InCiphertext-PolicyAttribute-BasedEncryption (CP-ABE),
a user secret key is associated with a set of attributes, and the ciphertext
is associated with an access policy over attributes. The user can decrypt
the ciphertext if and only if the attribute set of his secret key satisfies the
access policy specified in the ciphertext. Several CP-ABE schemes have
been proposed, however, some practical problems, such as attribute re-
vocation, still needs to be addressed. In this paper, we propose a medi-
ated Ciphertext-Policy Attribute-Based Encryption (mCP-ABE) which
extends CP-ABE with instantaneous attribute revocation. Furthermore,
we demonstrate how to apply the proposed mCP-ABE scheme to securely
manage Personal Health Records (PHRs).

1 Introduction

Modern distributed information systems require flexible access control models
which go beyond discretionary, mandatory and role-based access control. Re-
cently proposed models, such as attribute-based access control, define access
control policies based on different attributes of the requester, environment, or
the data object. On the other hand, the current trend of service-based informa-
tion systems and storage outsourcing require increased protection of data includ-
ing access control methods that are cryptographically enforced. The concept of
Attribute-Based Encryption(ABE) fulfills the aforementioned requirements. It
provides an elegant way of encrypting data such that the encryptor defines the
attribute set that the decryptor needs to posses in order to decrypt the cipher-
text. Since Sahai and Waters [1] proposed the basic ABE scheme, several more
advanced schemes have been developed, such as most notably Ciphertext-Policy
ABE schemes (CP-ABE) [2,3,4]. In these schemes, a ciphertext is associated with
an access policy and the user secret key is associated with a set of attributes.
A secret key holder can decrypt the ciphertext if the attributes associated with
his secret key satisfy the access policy associated with the ciphertext. For exam-
ple, consider a situation when two organizations, a Hospital and a University,
conduct research in the field of neurological disorders. The Hospital wants to
allow access to their research results to all staff from the University who have
the role Professor and belong to the Department of Neurology (DN). To en-
force the policy, the Hospital encrypts the data according to the access policy

H.Y. Youm and M. Yung (Eds.): WISA 2009, LNCS 5932, pp. 309–323, 2009.
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τResults=(University Professor ∧ Member of DN). Only users who have a secret
key associated with a set of attributes ω=(University Professor, Member of DN)
can satisfy the access policy τResults and be able to decrypt the ciphertext.

The state-of-the-art CP-ABE schemes provide limited support for revocation
of attributes, a feature, which is becoming increasingly important in modern
access control systems. In general, attribute revocation may happen due to the
following reasons: 1) an attribute is not valid because it has expired, for instance,
the attribute ”project manager-January 2009 ” is valid until January 2009, or 2)
a user is misusing her secret key associated with a set of attributes, for instance,
Alice might give a copy of her secret key to Bob who is not a legitimate user.
In particular, attribute revocation is an important requirement in the domain of
access control to personal health data, which is our application field for attribute-
based encryption.

Contribution. In this paper, we propose a new scheme for attribute revoca-
tion in CP-ABE called mediated Ciphertext-Policy Attribute-Based Encryption
(mCP-ABE). Previous CP-ABE systems proposed to use a system where at-
tributes are valid within a specific time frame [5]. However, the drawback of this
approach is that there is no way to revoke an attribute before the expiration
date. In our scheme the secret key is divided into two shares, one share for the
mediator and the other for the user. To decrypt the data, the user must contact
the mediator to receive a decryption token. The mediator keeps an attribute
revocation list (ARL) and refuses to issue the decryption token for revoked at-
tributes. Without the token, the user cannot decrypt the ciphertext, therefore
the attribute is implicitly revoked. In our scheme we assume that each user has
a unique identifier Iu (in CP-ABE the user is identified only with a set of at-
tributes) and may have many attributes. The identifier is used by the mediator
to check if there are revoked attributes related to Iu. Different users having dif-
ferent identifiers, may have the same attribute set. For example, Alice with an
identifier IAlice, and Bob with an identifier IBob, may have the same attribute set
ω = (att1, att2). The technique of splitting the attribute components of the se-
cret key into two shares, and the technique of using an identifier Iu for each user,
helps us to achieve the following attribute revocations: i) revoking an attribute
from a single user without affecting other users, and ii) revoking an attribute
from the system where all users are affected.

We also define a security model for the proposed scheme which formalizes the
security attacks and provide a security proof under the generic group model.
Finally, we demonstrate the applicability of the proposed scheme to securely
manage Personal Health Records (PHRs).

1.1 Related Work

Attribute-Based Encryption. Sahai and Waters in their seminal paper [1] intro-
duce the concept of ABE. There are two types of ABE schemes: Key-Policy ABE
schemes (KP-ABE) [6] and Ciphertext-Policy ABE schemes (CP-ABE)[2,3,4]. In
KP-ABE, a ciphertext is associated with a set of attributes and a user secret
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key is associated with an access policy. A secret key holder can decrypt the ci-
phertext if the attributes associated with the ciphertext satisfy the access policy
associated with the secret key. In CP-ABE the idea is reversed. A ciphertext is
associated with an access policy and the user secret key is associated with a set
of attributes. A secret key holder can decrypt the ciphertext if the attributes
associated with the secret key satisfy the access policy associated with the
ciphertext.
Mediated Cryptography. Boneh et al.[7,8] introduce a method for fast revoca-
tion of public key certificates and security capabilities in a RSA cryptosystem
called mediated RSA (mRSA). The method uses an online semi-trusted medi-
ator (SEM) which has a share of each users secret key, while the user has the
remaining share of the secret key. To decrypt or sign a message, a user must first
contact SEM and receive a message-specific token. Without the token, the user
cannot decrypt or sign a message. Instantaneous user revocation is obtained by
instructing SEM to stop issuing tokens for future decrypt/sign requests. Thus,
in mediated cryptography the Trusted Authority (TA) responsible to generate a
user key pair, does not deliver the full decryption key to users, but it delivers only
a share of it. This method achieves faster revocation of user’s security capabilities
compared to previous certification techniques such as Certificate Revocation List
(CRL) and Online Certificate Status Protocol (OCSP). Libert and Quisquater
[9] show that the architecture for revoking security capabilities can be applied
to several existing public key encryption schemes including the Boneh-Franklin
scheme, and several signature schemes including the GDH scheme. Nali et al. [10]
present a mediated hierarchical identity-based encryption and signature scheme.
The hierarchical nature of the schemes and the instant revocation capability of-
fered by the SEM architecture allows to enforce access control cryptographically
in hierarchically structured communities of users whose access privileges change
dynamically. Nali et al. [11] also show how to extend the Libert and Quisquater
mediated identity-based cryptographic scheme to allow the enforcement of role-
based access control (RBAC).
Revocation. Credential revocation is a critical issue for access control systems.
For ABE systems, Pirretti et al. [5] propose to use user attributes for a limited
time period. After a specific time period the attribute would become invalid.
However, in such systems an attribute cannot be revoked before the expiration
date. This approach also requires the list of keys that correspond to attributes
to be updated regularly, which would also require the users secret keys to be
updated regularly. Boldyreva et al. [12] proposes a revocable IBE scheme. The
proposed idea for the revocation is based on binary tree data structure, proposed
previously in the PKI setting [13,14]. Boldyreva approach is an improvement to
Boneh and Franklin [15] idea, however, when the number of revoked users in-
creases, then the advantage of the proposed scheme is lost over that proposed
by Boneh and Franklin, especially when the number of revoked users r becomes
close to to the total number of users n in the system. Even if r is less than n,
still the key update complexity is bounded by O(r log(n

r )) while in a realistic
solution, the key update complexity should depend on the number of revoked
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users. Ostrovsky et al.[16] proposes a Key-Policy Attribute-Based Encryption
scheme, where the user secret key may be associated with a non-monotonic ac-
cess policy. The non-monotonic access policy can be represented by a boolean
formula such as AND, OR, NOT, and Out Of (threshold) operations. The main
drawback of the scheme is that the size of attributes in the ciphertext is fixed,
which restricts the expressivity of the scheme. We note that the concept of re-
voking an attribute is similar to the concept of revoking an identity. Hence, one
can revoke an identity of the user instead of revoking an attribute in an access
structure. In this paper we propose a mediated CP-ABE scheme which is not
limited to the fixed size of attributes which can be revoked.

The rest of this paper is organized as follows. Section 2 provides background
information. In Section 3 we give a formal definition of the mCP-ABE scheme.
Section 4 describes the construction of mCP-ABE scheme. In Section 5 we apply
the mCP-ABE scheme and describe a general architecture for secure manage-
ment of Personal Health Records (PHRs). The last section concludes the paper.

2 Background

In this section, we briefly review the basics of bilinear pairing and the security
proof in the generic group model, and give a formal definition of CP-ABE.

2.1 Bilinear Pairing

Let G0 and G1 be two multiplicative groups of prime order p, and let g be a
generator of G0. A pairing (or bilinear map) ê : G0 × G0 → G1 satisfies the
following properties [15]:

1. Bilinear: for all u, v ∈ G0 and a, b ∈ Z∗
p, we have ê(ua, vb) = ê(u, v)ab.

2. Non-degenerate: ê(g, g) �= 1.

G0 is said to be a bilinear group if the group operation in G0 and the bilinear map
ê : G0 × G0 → G1 can be computed efficiently. Note that the map is symmetric
since ê(ga, gb) = ê(g, g)ab = ê(gb, ga).

2.2 Security in the Generic Group Model

We prove the security of the scheme based on the generic group model, intro-
duced by Shoup [17]. A proof in the generic group model is based on the fact that
the discrete logarithm and the Diffie-Hellman problem are hard to solve as long
as the order of the group is a large prime number. The same applies to a group
with bilinear pairing where finding the discrete logarithm is a hard problem. In
the generic group model group elements are encoded as unique random strings,
in such a way that the adversary cannot test any property other than equality.

We prove the security of the mCP-ABE scheme based on the argument that no
adversary that acts generally on the groups can break the security of our scheme.
This means that if there is an efficient adversary who can discover vulnerabilities
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in our scheme, then these vulnerabilities can be used to exploit mathematical
properties of groups used in the scheme. In the generic model, the adversary has
access to the oracles that compute group operations in G0, G1, and to the oracle
that performs non-degenerate paring ê, while the adversary can test the equality
by itself.

2.3 Formal Definition of CP-ABE

The building block of our construction is a CP-ABE scheme. In CP-ABE a
message is encrypted under an access policy τ over the set of possible attributes,
and a user secret key skω is associated with an attribute set ω. A secret key skω

can decrypt the message encrypted under the access policy τ , if and only if the
user attribute set ω satisfies the access policy τ . CP-ABE scheme consists of two
entities: TA and users. The four algorithms: Setup, Keygen, Encrypt and Decrypt
are defined as follows [2]:

– Setup(k): run by the TA, this algorithm takes as input a security parameter
k and outputs the public key pk and a master key mk.

– Keygen(ω, mk): run by the TA, this algorithm takes as input the master
key mk and a set of attributes ω. The algorithm outputs a secret key skω

associated with ω.
– Encrypt(m, τ, pk): run by the encryptor, this algorithm takes as input a public

key pk, a message m, and an access policy represented by an access tree τ .
The algorithm returns the ciphertext cτ such that only users who have the
secret key shares associated with attributes that satisfy the access tree τ will
be able to decrypt the message.

– Decrypt(cτ , skω): run by the decryptor, this algorithm takes as input a ci-
phertext cτ , a secret key skω associated with ω, and it outputs a message
m, or an error symbol ⊥ when the attribute set ω does not satisfy the access
tree τ .

3 Mediated Ciphertext-Policy Attribute-Based
Encryption (mCP-ABE)

In this section, first, we give a formal definition of our proposed scheme, and
later we give the security model in which our scheme is proven to be secure.

3.1 Formal Definition of mCP-ABE

The mCP-ABE scheme consists of three entities: TA, a mediator and users. The
TA uses the master key to generate a user secret key, which is then divided
into two shares such that the first share of the user secret key is sent to the
mediator and the second share of the user secret key is sent to a user. The
mediator has to stay online all the time, while the TA can be put off-line once
it has generated secret keys for all users. The mCP-ABE scheme consists of five
algorithms: Setup, Keygen, Encrypt, m-Decrypt, and Decrypt (Setup and Encrypt
algorithms are same as in CP-ABE scheme):
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– Keygen(mk, ω, Iu): run by the TA, this algorithm takes as input the master
key mk, the user attribute set ω, and the user identifier Iu. The algorithm
outputs two secret key shares associated with ω and Iu : skωIu,1 and skωIu,2.
The first share of the secret key skωIu,1 is delivered to the mediator, and
the second share of the secret key skωIu,2 is delivered to the user. The secret
key shares are delivered through a secure channel to the mediator and to the
user.

– m-Decrypt(cτ , Ii, skωIi,1) : run by the mediator, this algorithm takes as input
a ciphertext cτ , the identifier Ii and the secret key skωIi,1, and outputs a
message ĉτ , or an error symbol ⊥ when the non-revoked attributes from the
set ω do not satisfy the access tree τ .

– Decrypt(ĉτ , skIiω,2): run by the message receiver, this algorithm takes as
input a ciphertext ĉτ , and a secret key skIiω,2, and outputs a message m, or
an error symbol ⊥ when the non-revoked attributes from the set ω does not
satisfy the access tree τ .

In practice, there might be multiple entities acting as mediators, and a global
entity acting as TA. For example, a healthcare organization may choose Proxy1

as its mediator and a government organization may choose Proxy2 as its me-
diator, where each mediator has the first share of the secret key for registered
users in the hospital organization, respectively in the government organization.
Vanrenen et al. [18] propose the use of peer-to-peer networking (P2P) which
would allow users to require a decryption token from every mediator, such as
the mediator either tries to compute a decryption token by itself, or forwards
the request to its neighbors.

3.2 Security Model

In our scheme the TA is a fully trusted entity which stores securely the master
key. We skip discussions about the key escrow problem, since different existing
threshold schemes [19,20] can be applied to solve this problem. A mediator is a
semi-trusted entity, namely, it should issue decryption tokens to users, but it is
not trusted in the sense that it should not obtain information about the plain-
taixt. We define semantic security of mCP-ABE scheme following the security
model of Libert and Quisquater [9]. For an encryption scheme to be semanti-
cally secure the adversary must not learn anything about the plaintext when
the ciphertext and the public key used to create the ciphertext are given. In
the security game, the challenger simulates the game and answers adversary A
queries as follows:

1. Setup. The challenger runs the Setup algorithm to generate (pk, mk) and
gives the public key pk to the adversary A.

2. Phase1. A performs a polynomially bounded number of queries:
– Keygen1(ω, Iu). A asks for a secret key for the attribute set ω and iden-

tifier Iu, and receives the mediator share of the secret key skωIu,1.
– Keygen2(ω, Iu). A asks for a secret key for the attribute set ω and iden-

tifier Iu, and receives the user share of the secret key skωIu,2.
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3. Challenge. A sends to the challenger two messages m0, m1, and the challenge
access policy τ∗, such that none of the full secret keys skωIu (both skωIu,1 and
skωIu,2) generated from the interaction with Keygen1 and Keygen2 oracles
satisfies τ∗. The challenger picks a random bit b ∈ (0, 1) and returns cτ∗ =
Encrypt(mb, τ

∗, pk).
4. Phase2. A can continue querying with the restriction that none of the full

secret keys skωIu generated from the interaction with Keygen1 and Keygen2

oracles satisfies τ∗.
5. Guess. A outputs a guess b′ ∈ (0, 1).

Definition 1. The mCP-ABE scheme is said to be semantically secure if any
polynomial-time adversary has only a negligible advantage in the security game,
where the advantage is defined to be |Pr[b′ = b] − 1

2 |.

Note that the security game formally captures the following security require-
ments:

– Resistance against secret key collusion, where different users cannot combine
their attribute sets to extend their decryption power. For example, suppose
there is a message encrypted under the access tree τ = (a1 ∧ a2 ∧ a3).
Suppose Alice has a secret key skωAIA associated with an attribute set
ωA = (a1, a2), and Bob has a secret key skωBIB associated with an at-
tribute set ωB = (a3, a4). Neither Alice’s secret key, nor Bob’secret key
satisfies the access tree τ . But, if Alice and Bob combine their attribute sets
ωA ∪ ωB = (a1, a2, a3, a4), then the combined attribute sets satisfies the ac-
cess tree τ . Therefore in the security game we allow the adversary to make
secret key queries associated with different attribute sets, say ω1 and ω2,
such that neither ω1, nor ω2 alone can satisfy the challenge access policy τ∗,
but ω1 ∪ ω2 can satisfy τ∗.

– Resistance against malicious cooperation between the mediator and some
users to decrypt the ciphertext associated with an access policy, when the
users secret key does not satisfy the access policy. For example, even if a user
with attribute set ω = (a1, a2) collude with the mediator, the user should
not be capable to decrypt a ciphertext encrypted under a challenge access
policy τ∗ = (a1 ∧ a2 ∧ a3), since ω does not satisfy τ∗. Therefore in the
security game the adversary is allowed to ask the mediator share (first share
of the secret key skωIu,1) and the user share of a secret key (second share of
the secret key skωIu,2) for any set of attributes which does not satisfy the
challenge access policy τ∗.

4 mCP-ABE Scheme

In this section, we give a description of the access policy associated with the
ciphertext, and then we give the construction of the scheme. Finally, we analyze
the security of the scheme and describe how to revoke user attributes.
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4.1 Access Policy

In mCP-ABE scheme, an access policy is represented by an access tree τ , in
which inner nodes are either ∧ (and) or ∨ (or) boolean operators, and leaf nodes
are attributes. The access tree τ specifies which combination of attributes the
decryptor needs to posses in order to decrypt the ciphertext. Figure 1 presents an
example of an access tree τ representing an access policy: (a1∧a4)∨(a3 ∨a5). To
decrypt an encrypted message under the access tree τ , the decryptor must possess
a secret key which is associated with the attribute set which satisfies τ . Attributes
are interpreted as logic variables, and possessing a secret key associated with
an attribute makes the corresponding logical variable true. There are several
different sets of attributes that can satisfy the access tree τ presented in Figure
1, such as the attribute set (a1, a4), the attribute (a3), or the attribute (a5).
In our scheme, we assume that attributes are ordered in the access tree e.g
index(a1)=1, index(a4)=2, index(a3)=3 and index(a5)=4.
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Fig. 1. Access tree τ = (a1 ∧ a4) ∨ (a3 ∨ a5)

4.2 Main Construction

1. Setup(k) : On input of the security parameter k, the algorithm generates
a group G0 of prime order p with a generator g and a bilinear map ê :
G0 × G0 → G1. The algorithm generates the system attribute set Ω =
(a1, a2, . . . an), for some integer n, and for each aj ∈ Ω chooses a random
elements tj ∈ Zp. Let y = ê(g, g)α, where α is chosen at random from Zp,
and {Tj = gtj}n

j=1. The public key is published as:

pk = (g, y, {Tj}n
j=1)

The master secret key consists of the following components:

mk = (α, {tj}n
j=1)

2. Keygen(mk, ω, Iu) : To generate a secret key for the user with an attribute
set ω and an identifier Iu, the Keygen algorithm performs as follows:
(a) Compute the base component of the secret key: d0 = gα−uid where

uid ∈R Zp (for each user with an identifier Iu a unique random value
uid is generated).
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(b) Compute the attribute component of the secret key. For each attribute

aj ∈ ω, choose uj ∈R Zp and compute dj,1 = g
uj
tj and dj,2 = g

uid−uj
tj .

The secret key of the form: skωIu,1 = {dj,1}aj∈ω is delivered to the mediator,
and the secret key of the form: skωIu,2 = (d0, {dj,2}aj∈ω) is delivered to the
user.

3. Encrypt(m, τ, pk) : To encrypt a message m ∈ G1 the algorithm proceeds as
follows:

– Select a random element s ∈ Zp and compute:

c0 = gs

c1 = m · ys = m · ê(g, g)αs

– Set the value of the root node of τ to be s, mark all nodes as un-assigned,
and mark the root node assigned. Recursively, for each assigned non-leaf
node, suppose its value is s, do the following.
• If the symbol is ∧ and its child nodes are marked un-assigned, let

n be the number of child nodes, set the value of each child node,
except the last one, to be si ∈R Zp, and the value of the last node
to be sn = s−Σn−1

i=1 si mod p (i represents the index of an attribute
in the access tree). Mark this node assigned.

• If the symbol is ∨, set the values of its child nodes to be s. Mark this
node assigned.

– For each leaf attribute aj,i ∈ τ , compute cj,i = T si

j .

Return the ciphertext cτ = (τ, c0, c1, {cj,i}aj,i∈τ ).
4. m-Decrypt(cτ , skωIi,1, Ii): when receiving the ciphertext cτ , the recipient Ii

firstly chooses the smallest set ω′ ⊆ ω that satisfies τ and forwards to the me-
diator (cτ , ω′, Ii). The mediator checks the Attribute Revocation List (ARL)
if any aj ∈ ω′ is revoked either from system attribute set Ω or from the user
attribute set ω.

(a) If an attribute is revoked, the mediator returns an error symbol ⊥ and
does not perform further computations.

(b) If no attribute is revoked, the mediator computes ĉτ as follows:

ĉτ =
∏

aj∈ω′
ê(T si

j , g
uj
tj )

= ê(g, g)
∑

aj∈ω′ ujsi

Sends ĉτ to the recipient.

5. Decrypt(ĉτ , skωIi,2) : To decrypt the ciphertext the recipient proceeds as
follows:
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(a) compute:

c′′τ =
∏

aj∈ω′
ê(T si

j , g
uid−uj

tj )

=
∏

aj∈ω′
ê(gtjsi , g

uid−uj
tj )

= ê(g, g)
∑

aj∈ω′ (uid−uj)si

(b) compute:

ê(c0, d0) · ĉτ · c′′τ = ê(gs, gα−uid) · ê(g, g)
∑

aj∈ω′ ujsi · ê(g, g)
∑

aj∈ω′ (uid−uj)si

= ê(gs, gα−uid) · ê(g, g)uids

= ê(gs, gα)

(c) return m, where

m =
c1

ê(gs, gα)

=
m · ê(g, g)αs

ê(gs, gα)

Efficiency. Our scheme is similar to the work of Cheung and Newport [3] on
ciphertext-policy attribute-based encryption, however we make major changes
in the Key Generation phase, Encryption phase and Decryption phase in order
to improve the expressivity of the scheme ( the scheme in [3] supports only access
policies with logical conjunction), and we improve the efficiency of the scheme
(in [3] the size of the ciphertext and secret key increases linearly with the total
number of attributes in the system). In our proposed scheme, the size of the
shares of the secret key skωIu,1 and skωIu,2 depend on the number of attributes
the user has and consists of |ω| + 1 group elements in G0 (|ω| is the cardinality
of a set ω). The size of the ciphertext cτ depends on the size of the access policy
τ and has |τ | + 1 group elements in G0, and one group element in G1. In the
m-Decrypt phase, the mediator has to compute ω′ pairing operations, where
ω′ ⊆ ω is the attribute set which satisfies the access policy τ . In the decryption
phase, to reveal the message, the user has to compute ω′ + 1 pairing operations.

For the sake of simplicity, we mentioned only access policies which consist of
∧ (and) and ∨ (or) nodes. Note that our scheme, in addition to ∧ (and) and
∨ (or) nodes, can support threshold nodes or Out Of nodes. For example, the
encryptor may specify the access policy 2 Out Of (a1, a2, a3), which implies that
the user must have at least two attributes in order to satisfy the access policy
and be able to decrypt. If the access policy contains threshold nodes, then the
attribute shares si can be generated using threshold secret sharing techniques
e.g. using Shamir’s secret sharing technique. This would require, to use Lagrange
basis polynomials in the decryption phase in order to reconstruct the value s.



Mediated Ciphertext-Policy Attribute-Based Encryption and Its Application 319

4.3 Security Analysis

We give a brief discussion about the security of the proposed scheme. A full
formal security proof using the generic group model is given in the full version
of this paper [21]. To decrypt a ciphertext without satisfying the access policy,
the adversary has to construct ê(gs, gα), and then divide c1 with ê(gs, gα) to
obtain m. To obtain ê(gs, gα), the adversary must first obtain ê(g, g)suid , which

can be calculated by pairing the components of the secret key g
uid−uj

tj with the
components of the ciphertext gtjsi , and then multiply the result with the de-
cryption token ê(g, g)

∑
aj∈ω′ ujsi received from the mediator. However, ê(g, g)suid

can be computed only if the adversary has enough attributes which satisfy the
access policy, otherwise this would not be possible. Also note that, if a user
acting as an adversary is revoked, then the user will not get the decryption to-
ken ê(g, g)

∑
aj∈ω′ ujsi from the mediator, and as a result of this the user cannot

reconstruct ê(g, g)suid even if the user has a secret key with attributes which sat-
isfy the access policy. If we assume that the adversary is able to compromise the
mediator, then the adversary will be able to learn the mediator share of user se-
cret key skωIu,1, and be able to compute the decryption token ê(g, g)

∑
aj∈ω′ ujsi .

However, the decryption token will not help the adversary to decrypt the cipher-
text since the adversary does not know the second share of the user secret key
skωIu,2.

The very important security of mCP-ABE scheme is a collusion resistance of
user secret keys - it should not be possible for different users to combine their
secret keys in order to extend their decryption power. Therefore, to prevent
collusion, the Keygen algorithm of our scheme generates a random value uid for
each user, which is embedded in each component of the user secret key. Users
cannot combine components of the secret key since different users have different
random value in their secret keys.

4.4 Attribute Revocation

As already mentioned in section 1, there can be many reasons why an attribute
can be revoked. We assume that the mediator maintains an Attribute Revocation
List (ARL) which simply has information about attributes revoked from the
system attribute set Ω, and attributes revoked from user attribute set ω. The
basic idea is that, when an attribute aj is revoked from the system attribute set
Ω, the TA removes aj from the system attribute set, and notifies the mediator to
stop performing decryption tasks for all users whose attribute secret key involves
aj . When an attribute is revoked from a specific user Iu, TA notifies the mediator
to stop helping the user Iu to perform decryption tasks for the attribute aj .
Therefore, the attribute revocation is achieved immediately after the revocation
decision is made. We assume that there is a policy of revocation authorization
maintained by the mediator that describes who is responsible to revoke system
or user attributes. At least, the TA should be able to revoke the system and user
attributes, and the owner of the attribute should be able to revoke its attribute
because the owner may be the first to notice the compromise of her secret key.
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5 Applying mCP-ABE in Practice

In this section we describe an application of mCP-ABE. We propose to use mCP-
ABE to securely manage Personal Health Records (PHRs). This application
demonstrate the practicality and usefulness of our scheme.

5.1 Using mCP-ABE to Securely Manage PHRs

Issues around the confidentiality of health records are considered as one of the
primary reason for the lack of the deployment of open interoperable health record
systems. Health data is sensitive: inappropriate disclosure of a record can change
a patient’s life, and there may be no way to repair such harm financially or techni-
cally. Although, access to health data in the professional medical domain is tightly
controlled by existing legislations, such as the U.S. Health Insurance Portability
and Accountability Act (HIPAA) [22], private web PHR systems stay outside the
scope of this legislation. Therefore, a number of patients might hesitate to upload
their sensitive health records to web PHR systems such as the Microsoft Health
Vault, Google Health or WebMD. The scheme presented in this paper allows pa-
tients to store their sensitive health records on web PHR systems in an encrypted
form, while still giving them control to share their data with healthcare providers
and/or with their family members. The reason is because the data is encrypted ac-
cording to an access policy, and the policy moves with the encrypted data. Thus,
even if the server which stores health records gets compromised, the confidential-
ity of the data is preserved since the data is encrypted, and the attacker cannot
decrypt the encrypted data without having a secret key. Figure 2 illustrates a gen-
eral architecture of a PHR system that uses mCP-ABE. The architecture consists
of a publishing server, a data repository that includes a security mediator (Proxy),
TA and several data users. The publishing server can be implemented on a home
PC of the data source (a patient) or as a trusted service. Its role is to protect and
publish health records. The data repository stores encrypted health records, while
Proxy is used in the data consumption phase for revocation. The TA is used to set
up the keys. Note that the TA and the publishing server do not have to be always
online (the TA is needed only in the set-up phase while the publishing server can
upload the protected data in an ad-hoc way). There are three basic processes in
the management of PHRs:

1. Setup: The steps of this phase are depicted with number 1 in Figure 2. In
this phase, the TA distributes the keys to the patients, users and Proxy.

2. Data protection (upload of data to the PHR): When a patient wants to
upload protected data to the repository, she contacts the TA to check which
attributes are allowed to be used as a policy. Then she creates her access
control policy and encrypts the data with the keys corresponding to that
policy. Then the data is uploaded to the repository. If she wants to change
the policy she can re-encrypt the data and update the repository. All this
can be done by a publishing server on behalf of the patient who specifies the
access control policy.
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Fig. 2. Secure Management of PHRs

3. Data consumption (doctor’s request-response) and revocation: When a user
wants to use patient data he contacts the PHR repository and downloads
encrypted data. The user makes a request to Proxy for a decryption token.
The request contains the encrypted data and a set of user attributes which
satisfy the access policy associated with the encrypted data. Proxy checks if
any attribute from the user request is not revoked, and, if so, Proxy generates
the decryption token and send it to the user. After receiving the decryption
token the user decrypts the patient data using the keys corresponding to the
appropriate attributes which satisfy the access tree. The steps of this phase
are depicted with number 3 in Figure 2.

An addition advantage of an online semi-trusted mediator (Proxy) is that the
mCP-ABE scheme can be used to enforce context attributes such as: system
date and time or the location from where the request comes from. This is useful
for healthcare applications which require context-aware access control where
access to patients data depends not only on user roles, but also on the context
information. Suppose there is an access policy τ = (Location = Hospital ∧
(A ∧ B)) which says that a doctor (we assume that a doctor is identified with
attributes A and B) can view patients health records only if doctor’s request
comes from inside the hospital. Outside the hospital, no user should be able to
decrypt the ciphertext encrypted under the access tree τ , even if the user may
own a secret key associated with the attributes (A, B). Using mCP-ABE scheme,
the enforcement of τ , which contain context attributes, is done as follows:

– a patient encrypts her health record according to the access policy (A ∧ B),
and then uploads his data to a PHR repository. Hence, part of the access
policy is enforced in the Encryption phase by the patient.

– a doctor download encrypted data and request from Proxy a decryption
token.

– Proxy checks the context attribute inside τ and issues decryption token only
if the request comes from inside the hospital (e.g. only if the request comes
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from a specific IP address), therefore the context attribute is enforced by
Proxy in the m-Decrypt phase.

Note that the involvement of an online semi-trusted mediator (Proxy) plays
a crucial role in the enforcement of context attributes, as it is very hard or
rather impossible to enforce these attributes without the involvement of an online
component. The mCP-ABE scheme can also support the off-line use of data.
Then the architecture is slightly changed in a way that Proxy is distributed to
the users or their domains within which the data will be used. As a consequence
there will be a number of proxies which will be coordinated by the central Proxy.
The above defined process will not fundamentally change, except that the central
Proxy will update the local ones and that in the data consumption phase, the
user will contact only the local Proxy.

6 Conclusion

We propose a mediated Ciphertext-Policy Attribute-Based Encryption scheme
that supports revocation of user attributes. If an attribute is revoked, the user
cannot use it in the decryption phase. The scheme allows the encryptor to en-
crypt a message according to an access policy over a set of attributes, and only
users who satisfy the access policy and whose attributes are not revoked can
decrypt the ciphertext. Furthermore, we demonstrate how to use the proposed
scheme to solve very important problems in managing Personal Health Records
(PHRs). A possible extension to this work would be to provide a scheme which
would have a security proof under standard complexity assumptions.
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Abstract. Wireless mesh networks (WMNs) that are being increasingly
deployed in communities and public places provide a relatively stable routing
infrastructure and can be used for diverse carrier-managed services. As a partic-
ular example we consider the scenario where a mobile device initially registered
for the use with one wireless network (its home network) moves to the area cov-
ered by another network inside the same mesh. The goal is to establish a secure
access to the home network using the infrastructure of the mesh.

Classical mechanisms such as VPNs can protect end-to-end communication
between the mobile device and its home network while remaining transparent to
the routing infrastructure. In WMNs this transparency can be misused for packet
injection leading to the unnecessary consumption of the communication band-
width. This may have negative impact on the cooperation of mesh routers which
is essential for the connection establishment.

In this paper we describe how to establish remote connections inside WMNs
while guaranteeing secure end-to-end communication between the mobile device
and its home network and secure transmission of the corresponding packets along
the underlying multi-hop path. Our solution is a provably secure, yet lightweight
and round-optimal remote network access protocol in which intermediate mesh
routers are considered to be part of the security architecture. We also sketch some
ideas on the practical realization of the protocol using known standards and men-
tion extensions with regard to forward secrecy, anonymity and accounting.

1 Introduction and Motivation

The increasing deployment of wireless networks in urban areas set up in private house-
holds and in public places offers high potential for ubiquitous communication to mobile
clients. A promising approach for combining the power of different wireless networks,
possibly under distinct administrative control, while expanding their overall coverage
area is the composition into a wireless mesh network (WMN) through the deployment
of dynamic routing protocols such as AODV [24], DSR [18], LQSR [13]. In this way a
WMN consists of individual nodes (routers) which communicate with each other over
wireless links in a multi-hop fashion. Many current WMNs are based on WLAN stan-
dards (IEEE 802.11a/b/g) so that mesh routing is performed at the network layer. A
more efficient WMN infrastructure with mesh routing at the link layer is currently being
specified within IEEE 802.11s. In contrast to a more general form of ad-hoc networks
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WMNs enjoy static topology with mostly stable routing infrastructure. This infrastruc-
ture allows for various carrier-managed services, which may also apply amongst wire-
less networks that compose the same mesh. One of them is the remote network access.

A typical urban WMN connects not only residential networks but also networks of
institutions of public interest such as civil administration, police station, doctor’s of-
fice/surgery, etc. Such networks (which we refer to as home networks) can be accessed
by employees through the mobile devices initialized for this purpose while being in the
proximity of the corresponding access points. On the other hand, it is desirable to allow
remote access to these networks from locations covered by other wireless networks,
which are still part of the same mesh. For example, doctors visiting patients at home
or employees of a local health authority while inspecting restaurants in the neighbor-
hood may wish to remotely access databases and application servers in their institutions
in order to perform tasks that they would usually do within their native environment.
Observe that these scenarios do not assume high mobility of the clients and the estab-
lished WMN routing path will likely remain unchanged for the whole duration of the
session.

An important security goal of a remote network access protocol is to protect the
end-to-end communication between the device and its home network, in particular to
protect the application content from being eavesdropped or modified during its trans-
mission. Another significant problem in WMNs is that intermediate mesh routers are
under different administrative control and that their cooperation is crucial for the estab-
lishment and maintenance of the remote session. A promising approach to increase
this cooperation and so improve the robustness of the remote connection is to de-
ploy additional incentive mechanisms [9], e.g. let the home network reimburse the co-
operating mesh routers for resources that they allocate to establish and maintain the
remote session. It is clear that traditional end-to-end security mechanisms (such as
IPsec VPNs) that are transparent to the underlying routing infrastructure do not ad-
equately reflect the additional security needs of cooperating mesh routers along the
remote path.

1.1 Refining End-to-End Protection with the Concept of Path Security

With traditional authentication and key establishment protocols for end-to-end security
the mobile device and its home network can compute the secret end-to-end key for the
session after authenticating each other. This key is sufficient to protect the application
data exchanged between the device and its remotely accessed home network.

Nevertheless, the communication nature of WMNs allows the adversary to inject
packets into the wireless channel and although the deployed end-to-end protection will
prevent the end points from accepting such rogue packets the cooperating mesh routers
on the path will not be able to distinguish them from the “good” packets originated by
the end points. As a consequence, mesh routers will forward rogue packets, thus wast-
ing their own (costly) communication resources. This illustrates the need of stronger
protection mechanisms that would ensure authentication at the packet level as well.

We observe that the above problem comes from the missing binding between the
end-to-end protected (application) channel and the underlying multi-hop WMN chan-
nel. In this work we investigate how to efficiently bind these independent channels for
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the duration of the remote session.1 Our solution is to refine the traditional concept of
end-to-end security by achieving similar goals for the underlying path (path security).
More precisely, we provide all entities involved into the remote session, i.e. the mobile
device, its home network, and intermediate mesh routers, with the ability to compute an
additional path key as a by-product of an authentication protocol for the establishment of
the end-to-end protected remote connection. In order to ensure security of this path key
we also require authentication of intermediate mesh routers and the end points during
the execution of this protocol. In this way the application content exchanged between
the mobile device and its home network can be still protected using the end-to-end key
whereas the path key will protect the multi-hop transmission of corresponding pack-
ets along the established path, thus thwarting possible resource consumption attacks on
the mesh routers. The existence of the path key shared amongst the end points and the
mesh routers may also offer further application-specific benefits once the remote con-
nection is established. For example, it can be used to protect control messages used in
quality-of-service (QoS) mechanisms in some real-time applications such as VoIP.

1.2 Related Work

The security architecture for WLANs specified in IEEE 802.11i provides an authen-
ticated network access of a mobile device to a wireless network with additional com-
putation of a session key. The authentication can be based on pre-shared keys (WPA,
WPA2) or use the IEEE 802.1X specification based on the EAP framework [2], the lat-
ter is often used in combination with a RADIUS authentication server. However, IEEE
802.11i has been designed for single-hop connections and is, therefore, not directly ap-
plicable for WMNs. A direct extension of IEEE 802.11i to a multi-hop scenario has
been described in [22]. Further, with PANA [14] there exists an authentication carrying
protocol that can encapsulate EAP messages and transmit them in a multi-hop fashion
across WMNs as described in [10, 19]. In this way any EAP method, e.g. using user-
name/passwords [11], shared keys [7], or public-key certificates [25,17], can be applied.
Alternatively, end-to-end security between the mobile client and its home network can
be established using IPsec VPN tunnels.

The previously mentioned solutions, especially using current EAP methods, have
been designed to achieve the classical end-to-end security goals. Therefore, they do not
include any mechanisms that would be sufficient for the requirements of path security.
In particular, they offer no protection against the impersonation of mesh routers and
resource consumption attacks. On the other hand, with LHAP [29] there exists a light-
weight authentication protocol (based on one-way hash functions) that can be used to
obtain packet authentication in multi-hop communication scenarios. But LHAP was not
designed to establish an end-to-end secure connection which is inherent to our setting.
Moreover, LHAP does not offer mutual authentication between the mesh routers and
the accessed home network.

1 We remark that for networks with frequent route updates and for applications with highly
mobile clients it would be rather undesirable to bind the application session to the underlying
routing path. Yet, inside WMNs where the routes are rather stable and for remote sessions in
which the clients remain static (as in our application examples) this binding is a promising
practical method to provide stronger security guarantees for the remote connection.
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Finally, we mention that the notion of path authentication is frequently used in the
literature on routing protocols, especially in the context of secure route updates and
announcements [27,28,26]. However, this process is oblivious to the actual application
and is therefore not applicable in our case.

1.3 Organization

In Section 2 we describe our remote network access protocol, called SERENA, that si-
multaneously achieves the requirements of end-to-end and path security through the
corresponding binding of the application channel to the underlying mesh path. In addi-
tion we provide some remarks on its efficiency and describe ideas on how to realize the
protocol in practice using known authentication standards. In Section 3 we specify a sin-
gle formal model for a secure remote network access protocol inside the wireless mesh
capturing the mutual authentication and key establishment goals within the concepts of
end-to-end and path security. The concept of path security is thereby modeled through
the consideration of mesh routers as an inherent part of the security architecture. We
utilize the classical modeling techniques from [5] which we extend to the multi-hop
setting of WMNs. Following the model, in Section 4 we formally argue on the security
of our protocol. Finally, in Section 5 we briefly discuss some further extensions regard-
ing forward secrecy of the computed keys, anonymity of the mobile client with respect
to the mesh network infrastructure, and accounting between the networks.

2 SERENA: A Single Protocol for End-to-End and Path Security

Here we introduce SERENA — our protocol for the secure remote access of the mobile
device M to its wireless home network H using intermediate mesh routers {Ri}i, all
belonging to the same mesh.

2.1 Notations and Building Blocks

SERENA uses several (well-known) cryptographic primitives:

– A pseudo-random function PRF : {0, 1}κ × {0, 1}∗ → {0, 1}∗ which is used for
the purpose of key derivation and can be realized using block-ciphers or keyed one-
way hash functions. By AdvprfPRF(κ) we denote the maximum advantage over all PPT
adversaries (running within time κ) in distinguishing the outputs of PRF from those
of a random function better than by a random guess. We use PRF to derive various
keys and sometimes we assume that the output is split in two parts, e.g. PRF with
expansion such as the one defined within the TLS standard and analyzed in [15]
can be used for this purpose.

– An asymmetric encryption scheme satisfying the property of indistinguishability
under (adaptive) chosen-ciphertext attacks (IND-CCA2) whose encryption and de-
cryption operations are denoted Enc and Dec, respectively. By Advind-cca2(Enc,Dec)(κ) we
denote the maximum advantage over all PPT adversaries (running within time κ)
in breaking the IND-CCA2 property of (Enc, Dec) better than by a random guess;
The property of IND-CCA2 security is for example preserved in several encryption
schemes including RSA-OAEP [16] and DHIES [1].
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– A digital signature scheme with existential unforgeability under chosen message
attacks (EUF-CMA) whose signing and verification operations are denoted Sig and
Ver, respectively. By Succeuf-cma(Sig,Ver)(κ) we denote the maximum success probability
over all PPT adversaries (running within time κ) given access to the signing oracle
in finding a forgery; examples of such schemes include DSS [23] and PSS [6].

– A sequential aggregate signature scheme with existential unforgeability under cho-
sen message attacks (EUF-CMA) whose aggregate signing and verification oper-
ations are denoted ASig and AVer, respectively. By Succeuf-cma(ASig,AVer)(κ) we denote
the maximum success probability over all PPT adversaries (running within time
κ) given access to the aggregate signing oracle of an uncorrupted signer in find-
ing an aggregate signature forgery; for formal security definitions and construction
examples we refer to [21, 20].

– A message authentication code function MAC with weak unforgeability against cho-
sen message attacks (WUF-CMA) [4], e.g., the popular function HMAC [3] can be
used for this purpose. By Succwuf-cmaMAC (κ) we denote the maximum success probabil-
ity over all PPT adversaries (running within time κ) given access to the MAC oracle
in finding a MAC forgery.

2.2 Initialization of SERENA

We assume that prior to the execution of Π the involved parties are in possession of
the following long-lived keys: LLi of each mesh router Ri consists of a private/public
signature/verification key pair (ski, vki) which is suitable for the deployed aggregate
signature scheme (ASig, AVer) and a decryption/encryption key pair (dki, eki); LLH
consists of a private/public signature/verification key pair (skH, vkH) which is suit-
able for the digital signature scheme (Sig, Ver) and a pair (M, (kM,αM)) where
(kM, αM) is a high-entropy secret key consisting of a PRF key kM and a MAC key
αM shared with the hosted M; LLM consists of (kM, αM). In practice it is sufficient
for H and M to share kM and derive the corresponding MAC key αM as PRFkM(l) for
some publicly fixed label l. Further, we assume that the public keys of all routers of
the same mesh (including the home network H) are known. Note that due to the static
infrastructure of wireless mesh networks this assumption is feasible (this is clearly in
contrast to (dynamic) ad-hoc networks where such assumptions are undesirable).

2.3 Lightweight SERENA — Specification

The detailed specification of lightweight SERENA is illustrated in Figure 1. For the clar-
ity of presentation we assume that the path between M and H through the mesh net-
work is given by a sequence of intermediate mesh routers R1, . . . ,Rn whereby each
Ri knows the next hop router Ri+1 as a result of underlying routing mechanism. In the
following we highlight how SERENA merges end-to-end protection with path security.

SERENA uses distinct labels li, i = 1,. . .,4, which are fixed in advance, as input to
PRF for the derivation of different keys. Also, during the execution each party P ∈
{M, {Ri}i,H} computes own session id sidP as a concatenated bit string M|rM|
{Ri|ri}i|H|rH where rP denotes a random nonce chosen by P . For this parties use
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auxiliary variables usid and dsid which contain respective substrings of concatenated
identities and nonces, depending on the position of P in the path.

Both H and M derive their end-to-end key Ke using the shared key kM and their
session ids. The equality of their session ids is ensured upon the verification of the
corresponding MAC values μH and μM, whereby bits 0 and 1 are used to guarantee
that μH �= μM.

The difficult part of the protocol from the security point of view is the computation
of the path key Kp and the mutual authentication between H and each mesh router
Ri. The main idea is to let the home network choose the secret key material k′

p which
will be securely transported through the mesh network. Since the encryption of k′

p by
H for each router Ri would lead to the linear increase of the ciphertext we apply a
better approach — hop-by-hop re-encryption, i.e. k′

p originally encrypted by H for Rn

is re-encrypted by Rn for Rn−1 and so on. The challenge of such re-encryption is
to allow each Ri to independently verify that decrypted k′

p is essentially the same as
the one originally sent by H, i.e. without trusting the next-hop router. The trick is to
use the PRF output θp, which is never sent but is signed within σH, which in turn is
forwarded along the mesh path until it reaches R1. The verification of this σH implic-
itly requires each Ri to recompute θp and also to hold the same session id. Since θp

and kp (used to derive the path key Kp) are both derived from k′
p, the validity of the

signature σH verified by Ri immediately implies the equality of k′
p received by Ri

from Ri+1 and the original k′
p sent by H. Since the validity of σH also implies that

Ri and H share the same session id, it is easy to see that at the end of the protocol
each mesh router computes the same path key. At the same time the validity of σH is
used for the authentication of H towards each Ri. The mobile device M computes the
same path key since it can derive k′

p directly using kM. The authentication of each Ri

towards H is performed via the aggregate signature σ̄1..n. Each Ri contributes to the
computation of this signature by executing the ASig algorithm using its own signing
key ski, the aggregate signature σ̄1..i−1 previously received from Ri−1, and the mes-
sage sidi|θp|μM. The successful verification of σ̄1..n by H authenticates the established
path and ensures H that the mesh routers {Ri}i hold the same session id and the path
key as H.

Note that during the protocol execution parties perform various checks. We assume
that if at some point the corresponding check fails then the party immediately aborts.
If parties do not abort then the execution of SERENA was successful, meaning that from
now on M can be granted access to H. In practice, M will be assigned an IP address
from the domain of H and treated by H as one of its native devices.

2.4 Efficiency of SERENA

We stress that SERENA is lightweight in the sense that the mobile device M does not
need to perform any costly public-key operations. Hence, SERENA can also be used with
performance-constraint devices such as PDAs and smart phones provided they have a
wireless IP interface. The public-key cryptography is used in SERENA for the hop-by-
hop re-encryption of k′

p and the mutual authentication between {Ri}i and H. On the
other hand, hop-by-hop re-encryption and the use of aggregate signatures allows to sig-
nificantly reduce the (wireless) communication overhead which is the main bottleneck
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Mobile Device M
{(kM, αM)}

Mesh Routers R1, . . . ,Rn

each Ri has
{(ski, vki), (dki, eki)}

Home Network H
{(skH, vkH), (M, (kM, αM))}

rM ∈r {0, 1}κ;
usidM := M|rM

−
usidM|H
−−−−−−−−→

ri ∈r {0, 1}κ

usidi := usidi−1|Ri|ri

SEND usidi to Ri+1

−−−− usidn−−−−−−−−−−→
rH ∈r {0, 1}κ

sidH := usidn|H|rH
k′

p := PRFkM(l1|sidH)
kp|θp := PRFk′

p
(l2|sidH)

χn := Encekn(k′
p)

μH := MACαM(0|sidH)
σH := SigskH(sidH|θp|μH)
dsidH := H|rH

←−
dsidH|χn|μH|σH−−−−−−−−−−−−−−

sidi := usidi|dsidi+1

k′
p := Decdki(χi+1)

kp|θp := PRFk′
p
(l2|sidi)

CHECK σH
χi−1 := Enceki−1(k

′
p)

dsidi := Ri|ri|dsidi+1

SEND dsidi|χi−1|μH|σH to
Ri−1

←−
dsid1|μH−−−−−−−−

sidM := usidM|dsid1

CHECK μH
k′

p := PRFkM(l1|sidM)
kp|αp := PRFk′

p
(l2|sidM)

Kp := PRFkp(l3|sidM)
Ke := PRFkM(l4|sidM)
μM := MACαM(1|sidM)
ACCEPT

−
μM−−−−−−−→

σ̄1..i :=
ASigski

(σ̄1..i−1, sidi|θp|μM)
SEND μM|σ̄1..i to Ri+1

Kp := PRFkp(l3|sidi)
ACCEPT

−−−−
μM|σ̄1..n−−−−−−−−−−→

CHECK μM and σ̄1..n

Kp := PRFkp(l3|sidH)
Ke := PRFkM(l4|sidH)
ACCEPT

Fig. 1. Execution of lightweight SERENA protocol between M, R1, . . . ,Rn, and H. Computa-
tions of intermediate mesh routers are described per each Ri and are triggered upon the delivery
of the expected message from Ri−1 or Ri+1; indices i = 0 and i = n + 1 refer to M and H,
respectively.

in WMNs (in contrast to the usually rich computation resources available to the mesh
routers). Note also that SERENA requires three communication rounds — by one round
we mean a complete message flow between M and H routed through {Ri}i, which is
optimal to achieve mutual authentication (with key confirmation) based on the deployed
challenge-response technique.
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Remark 1. The modularity of SERENA allows to completely remove public-key oper-
ations (and the corresponding long-lived keys) resulting in a more efficient protocol
that would nevertheless still ensure the traditional end-to-end security between M
and H. However, this modification will no longer allow for a secure computation of
the path key and the mutual authentication between the home network and the mesh
routers.

2.5 Implementation of SERENA Using Authentication Standards

In order to realize SERENA with existing authentication standards we have to consider
the following connection links: the wireless link between M and R1 and the wireless
multi-hop path from R1 to H over the last-hop router Rn.

We assume that R1 combines the routing functionality with that of an access point
for M. Prior to the execution of SERENA the mobile device M would be typically
connected to R1 at the data link layer, which is preferable as no IP assignment for M
is necessary in this case. Then, on the link between M and R1 our protocol can be
implemented as a new EAP method within IEEE 802.1X framework. Along the multi-
hop path from R1 to H (which combines the functionality of a mesh router and the
authentication/application server) we can further implement SERENA using encapsulated
EAP messages within an appropriate carrying protocol, for example with PANA [14].

Once SERENA is successfully executed H can allocate an IP address for M (either
as a parameter within SERENA or via DHCP). This would complete the establishment
of a secure remote network access between M and H. In the course of subsequent
communication between M and H intermediate mesh routers R1, . . . ,Rn can continue
acting as layer 2 bridges until the session is finished.

The end-to-end protection of the session content between M and H can be achieved
traditionally using the Authentication Header (AH) or Encapsulation Security Payload
(ESP) mechanisms of IPsec in the tunnel mode, whereby the session key for this should
be derived from Ke. The additional packet protection that should prevent resource con-
sumption attacks via packet injection can be also performed using AH and ESP, how-
ever, this time in the transport mode and using the session key derived from Kp.

3 Security Model

Our model extends the two-party model from [5] towards the multi-hop communication
nature of WMNs and the additional path security goals.

3.1 Participants and Communication

Mobile Device and Home Network. The goal of the protocol, denoted abstractly by
Π , is to establish a secure remote network access between the mobile device M and
its wireless home network H. The identity M is assumed to be unique within H. Both
M and H hold their corresponding long-lived keys LLM and LLH. By κ ∈ N we
denote the security parameter such that all secrets used in Π are polynomially bounded
in κ.
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Intermediate Mesh Routers. We assume that H is part of the WMN and that the
connection between M and H will be established along a multi-hop path consisting of
some intermediate WMN routers R1, . . . ,Rn. For the ease of presentation, we consider
R1 as the first-hop router for M and Rn as the last-hop router before H. Typically, such
route will be defined in the connection establishment phase by the underlying routing
protocol. Each intermediate mesh router Ri has a long-lived key LLi.

Instances, Sessions, Partnering, Session Keys. In order to model participation of M,
H, and {Ri}i in distinct sessions of Π we consider an unlimited number of instances:
By [P, s] we denote the s-th instance of P ∈ {M,H, {Ri}i} where s ∈ N. Each
instance [P, s] is initialized with the party’s long-lived key and invoked for one session
which will be identified through a unique (public) session id sids

P . Instances of M, H
and {Ri}i with identical session ids are partnered, i.e. participate in the same session.

Prior to the termination of Π an instance [P, s] accepts if the protocol execution
was successful (from the perspective of [P, s]) or aborts. A mesh router Ri accepts
after it successfully authenticates H and computes the session path key Kp ∈ {0, 1}κ;
the home network H accepts after it successfully authenticates the mobile device and
the intermediate mesh routers on the path, and computes the session end-to-end key
Ke ∈ {0, 1}κ (in addition to Kp); and the mobile device M accepts after it successfully
authenticates H and computes Ke and Kp.

3.2 Adversary and Security Definitions

Adversarial Model. Adversary A is a PPT machine with complete control over the
communication. It can mount attacks via the following set of queries:

- Invoke(P, m): This is the protocol invocation query for some entity P ∈ {M,H,
{Ri}i}. In response, a new instance [P, s] is created and its first protocol message
is given to A. The optional input m indicates the message expected by the instance
to start the execution; for the initiator of the protocol m is supposed to be empty.

- Send(P, s, m): This query models communication control by A and contains a
message m which should be delivered to the s-th instance of P ∈ {M,H, {Ri}i}.
In response, A receives the outgoing message of [P, s], or an empty string if [P, s]
terminates having processed m.

- Corrupt(P ): This query models corruptions of P ∈ {M,H, {Ri}i}. In response,
A receives LLP .

- Reveal_Ke(P, s): This query models independence of end-to-end keys computed
by the instances of P ∈ {M,H} in different sessions. In response, A is given Ke

held by the instance; the query is answered only if [P, s] has accepted.
- Reveal_Kp(P, s): This query models independence of path keys computed by the

instances of P ∈ {M,H, {Ri}i} in different sessions. In response, A is given Kp

held by the instance; the query is answered only if [P, s] has accepted.
- Test_Ke(P, s): This query will be used to define the AKE-security of the end-to-

end key Ke and can be asked only for P ∈ {M,H}. It is answered only if [P, s] has
accepted and the answer is based on some secret bit b ∈ {0, 1} chosen in advance:
If b = 1 then A is given Ke, otherwise a randomly chosen value from {0, 1}κ.
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- Test_Kp(P, s): This query will be used to define the AKE-security of the path key
Kp and can be asked for P ∈ {M,H, {Ri}i}. It is answered only if [P, s] has
accepted and the answer is based on some secret bit b ∈ {0, 1} chosen in advance:
If b = 1 then A is given Kp, otherwise a randomly chosen value from {0, 1}κ.

Definition 1 (Correctness). A protocol Π is correct if the invoked instances of M, H,
and {Ri}i terminate having accepted and all of the following holds: M and H hold
the same end-to-end key Ke; M, H, and {Ri}i hold the same path key Kp.

End-to-End Security. Our first definition is about mutual authentication between M
and H. It also ensures that partnered instances of M and H accept holding the same
end-to-end key Ke and the same path key Kp.

Definition 2 (MA between M and H). Given a correct protocol Π by Gamema-m-h
Π (A,

κ) we denote the interaction between the instances of M, H and {Ri}i with a PPT ad-
versary A that is allowed to query Invoke, Send, Corrupt, Reveal_Ke, and Reveal_Kp.
A wins if at some point during the interaction:

(1) an uncorrupted instance of M accepts but there is no uncorrupted partnered in-
stance of H, or

(2) an uncorrupted instance of H accepts but there is no uncorrupted partnered in-
stance of M, or

(3) uncorrupted partnered instances of M and H accept without holding the same
session end-to-end key Ke, or

(4) {Ri}i are uncorrupted and uncorrupted partnered instances of M and H accept
without holding the same session path key Kp.

The maximum probability of this event over all adversaries (running in time κ) is de-
noted

Succma-m-h
Π (A, κ) = max

A |Pr[A wins in Gamema-m-h
Π (A, κ)]|.

Π provides mutual authentication between M and H if this probability is negligible
in κ.

The secrecy of the established end-to-end key Ke is modeled through the classical no-
tion of authenticated key exchange (AKE) security adopted to our setting. Recall that
the basic idea behind AKE-security is to require the indistinguishability of the key com-
puted in some test session from some randomly chosen value by any outsider adversary.
Observe that in case of Ke we must allow the adversary to corrupt the intermediate mesh
routers {Ri}i also during the test session.

In order to define the AKE-security of Ke (denoted as e-AKE-security) we first spec-
ify the auxiliary notion of e-freshness for the instances of M and H. It provides con-
ditions under which A can be treated as an outsider with respect to the test session for
which it has to distinguish Ke.

Definition 3 (e-Freshness). In the execution of Π an instance [P, s] with P ∈ {M,H}
is e-fresh if none of the following holds:
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– A asks Corrupt(P );
– IF P = M: A asks Reveal_Ke(M, s) after [M, s] has accepted or Reveal_Ke(H,

t) after [H, t] has accepted and [M, s] and [H, t] are partnered;
– IF P = H: A asks Reveal_Ke(H, s) after [H, s] has accepted or Reveal_Ke(M,

t) after [M, t] has accepted and [H, s] and [M, t] are partnered.

Definition 4 (e-AKE-Security). Given a correct protocol Π , a uniformly chosen bit b,
and a PPT adversary A with access to the queries Invoke, Send, Corrupt, Reveal_Ke,
Reveal_Kp, and Test_Ke, by Gamee-ake,b

Π (A, κ) we denote the following interaction
between the instances of M, H and {Ri}i with A:

– A interacts with instances via queries;
– at some point A asks a Test_Ke query to an instance [P, s] which has accepted and

is e-fresh (and remains such by the end of the interaction);
– A continues interacting with instances and when A terminates, it outputs a bit,

which is then set as the output of the interaction.

A wins if the output of Gamee-ake,b
Π (A, κ) is identical to b. The maximum probability of

the adversarial advantage over the random guess of b, over all adversaries (running in
time κ) is denoted

Adve-ake
Π (A, κ) = max

A |2 Pr[Gamee-ake,b
Π (A, κ) = b] − 1|.

If this advantage is negligible in κ then Π provides e-AKE-security.

Path Security. Here we formalize the additional path security requirements from Sec-
tion 1.1. First, we define mutual authentication between the home network H and each
mesh router Ri on the path, which also captures the equality of session path keys com-
puted by H and each Ri. Note also that winning conditions in this case require the
instance of Ri to be uncorrupted, however, the adversary can still corrupt any other
Rj , j �= i. This models attacks of malicious routers aiming to disrupt the mutual au-
thentication process and the computation of identical path keys between the (honest)
intermediate mesh routers and the home network.

Definition 5 (MA between H and Ri). Given a correct protocol Π by Gamema-h-r
Π (A,

κ) we denote the interaction between the instances of M, H and {Ri}i with a PPT ad-
versary A that is allowed to query Invoke, Send, Corrupt, Reveal_Ke, and Reveal_Kp.
A wins if at some point during the interaction:

(1) an uncorrupted instance of Ri accepts but there is no uncorrupted partnered in-
stance of H, or

(2) an uncorrupted instance of H accepts but there is no uncorrupted partnered in-
stance of Ri, or

(3) M is uncorrupted and uncorrupted partnered instances of H and Ri accept with-
out holding the same session path key Kp.

The maximum probability of this event over all adversaries (running in time κ) is de-
noted

Succma-h-r
Π (A, κ) = max

A |Pr[A wins in Gamema-h-r
Π (A, κ)]|.

Π provides mutual authentication between H and Ri if this probability is negligible
in κ.
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Recall that the instances of participants are seen as partnered if they hold the same
session ids. Hence, if Π provides both the mutual authentication between M and H
and the mutual authentication between H and each Ri then the execution of Π in
which H accepts implies the partnering for the corresponding instances of M and
each Ri, which in turn implies that the instances of M, {Ri}i, and H computed the
same Kp.

Further, we model the AKE-security of the path key Kp (denoted p-AKE-security)
modeled using the auxiliary notion of p-freshness that specifies the conditions under
which A can be treated as an outsider with respect to the test session for which it has to
distinguish Kp.

Definition 6 (p-Freshness). In the execution of Π an instance [P, s] with P ∈ {M,H,
{Ri}i} is p-fresh if none of the following holds:

– A asks Corrupt(P );
– IF P = M: A asks Reveal_Kp(M, s) after [M, s] has accepted or Reveal_Kp(P ′,

t) for P ′ ∈ {H, {Ri}i} after [P ′, t] has accepted and [M, s] and [P ′, t] are part-
nered;

– IF P = H: A asks Reveal_Kp(H, s) after [H, s] has accepted or Reveal_Kp(P ′,
t) for P ′ ∈ {M, {Ri}i} after [P ′, t] has accepted and [H, s] and [P ′, t] are part-
nered;

– IF P = Ri: A asks Reveal_Kp(Ri, s) after [Ri, s] has accepted or Reveal_Kp(P ′,
t) for P ′ ∈ {M,H, {Rj}j �=i} after [P ′, t] has accepted and [Ri, s] and [P ′, t] are
partnered.

Definition 7 (p-AKE-Security). Given a correct protocol Π , a uniformly chosen bit b,
and a PPT adversary A with access to the queries Invoke, Send, Corrupt, Reveal_Ke,
Reveal_Kp, and Test_Kp, by Gamep-ake,b

Π (A, κ) we denote the following interaction
between the instances of M, H and {Ri}i with A:

– A interacts with instances via queries;
– at some point A asks a Test_Kp query to an instance [P, s] which has accepted and

is p-fresh (and remains such by the end of the interaction);
– A continues interacting with instances and when A terminates, it outputs a bit,

which is then set as the output of the interaction.

A wins if the output of Gamep-ake,b
Π (A, κ) is identical to b. The maximum probability of

the adversarial advantage over the random guess of b, over all adversaries (running in
time κ) is denoted

Advp-ake
Π (A, κ) = max

A |2 Pr[Gamep-ake,b
Π (A, κ) = b] − 1|.

If this advantage is negligible in κ then Π provides p-AKE-security.

4 Security Analysis of SERENA

The following theorems (see full version for proofs) show that SERENA provides both
end-to-end and path security. By q we denote the total number of the invoked sessions.
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Theorem 1 (MA between M and H). Given a WUF-CMA secure MAC the protocol
SERENA specified in Figure 1 provides mutual authentication between the participating
mobile device and its home network in the sense of Definition 2, and

Succma-m-h
SERENA (κ) ≤ 2q2

2κ
+ 2Succwuf-cmaMAC (κ).

Theorem 2 (e-AKE). Given a WUF-CMA secure MAC and a pseudo-random PRF the
protocol SERENA specified in Figure 1 provides e-AKE-security in the sense of Defini-
tion 4, and

Adve-ake
SERENA(κ) ≤ 4q2

2κ
+ 4Succwuf-cmaMAC (κ) + 4qAdv

prf
PRF(κ).

Theorem 3 (MA between H and Ri). Given EUF-CMA secure (Sig, Ver) and
(ASig, AVer) the protocol SERENA specified in Figure 1 provides mutual authentica-
tion between each participating mesh router Ri and the home network H in the sense
of Definition 5, and

Succma-h-r
SERENA(κ) ≤ (n + 1)q2

2κ
+ Succeuf-cma(Sig,Ver)(κ) + nSucceuf-cma(ASig,AVer)(κ).

Theorem 4 (p-AKE). Given EUF-CMA secure (Sig, Ver) and (ASig, AVer), a IND-
CCA2 secure (Enc, Dec), and a pseudo-random PRF the protocol SERENA specified in
Figure 1 provides p-AKE-security in the sense of Definition 7, and

Adve-ake
SERENA(κ)≤ 2(n + 2)q2

2κ
+4Succwuf-cmaMAC (κ)+2Succeuf-cma(Sig,Ver)(κ)+

+2nSucceuf-cma(ASig,AVer)(κ)+2qAdvind-cca2(Enc,Dec)(κ)+8qAdv
prf
PRF(κ).

5 Forward Secrecy, Anonymity, and Accounting

SERENA can be extended in a modular way to address forward secrecy, anonymity of
mobile devices, and accounting between the cooperating networks of the same mesh.

Forward Secrecy of End-to-End and Path Keys. The common way to achieve for-
ward secrecy, i.e. to ensure that AKE-security holds even if A gains access to the long-
lived keys of participants after their instances have accepted in the test session, is to
derive the key from some ephemeral secret information which is valid only for one
particular session.

Forward secrecy of Ke can be obtained using the classical Diffie-Hellman technique
by deriving Ke from an ephemeral secret gxMxH (where G is a cyclic group of prime
order q and xM, xH ∈ Zq), e.g. as an output of PRFf(gxMxH )(l3|sid) with some ran-
domness extractor f [12]. For this, M and H must exchange gxM and gxH as part of
their first protocol messages. In order to ensure authentication, H and M must include
gxM and gxH into the computation of μH and μM, respectively. The AKE-security of
such Ke would then rely on the Decisional Diffie-Hellman Problem.
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Forward secrecy of Kp can be obtained similarly using the Generalized Diffie-
Hellman technique [8] by deriving Kp from gxM(

∏
i xi)xH (where xM, xi, xH ∈ Zq

and each xi is chosen by Ri). Note that in this case there is no need to apply hop-
by-hop encryption of k′

p so that all computations involving k′
p become obsolete and

the key pairs (dki, eki) can be dismissed from the routers’ long-lived keys. The AKE-
security of Kp would then rely on the Group Decisional Diffie-Hellman Problem. Note
that achieving forward secrecy increases the protocol costs and if forward secrecy is
required for Ke and Kp simultaneously then exponents xM and xH should be indepen-
dent for each of the above techniques.

Anonymity of M. If necessary SERENA can be extended to achieve anonymity of M
and unlinkability of its sessions simply by encrypting the identity M in the first protocol
message using the IND-CCA2 secure encryption scheme (E ,D). Here we assume that
H holds own decryption/encryption key pair (dkH, ekH) as part of its long-lived key,
which is already the case as H is one of the networks of the mesh. This implies that the
session id would be computed using the encryption of M. We remark that this solution
increases the costs by one public key operation for both M and H.

Accounting between H and Ri. In SERENA each mesh router obtains σH computed
by H amongst other parameters on the session id which also includes the identity of
each Ri. This signature can be extended with the time-stamp T and used for the pur-
pose of accounting between H and Ri, e.g. as an incentive mechanism for the cooper-
ation of mesh routers. Note that since the packets are routed in real-time, both H and
each Ri can independently keep track on the size of the transmitted packets or on the
duration of the session. Further, any signature σ′

H computed by H for some time inter-
val [T, T ′] could serve as a cryptographically protected acknowledgement of H for the
reimbursement of Ri.
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Abstract. NGN (Next Generation Network) is often called all-IP net-
work as the general idea behind NGN is that one network transports all
information and services. When NGN is deployed in a large scale, VoIP
will eventually replace PSTN, the traditional model of voice telephony.
While VoIP promises both low cost and a variety of advanced services,
it may entail security vulnerabilities. Unlike PSTN, intelligence is placed
at the edge and the security measures are not incorporated into the net-
work. VoIP-specific attacks have already been introduced, of which the
ringing-based DoS attack belongs. In this paper, we propose a detection
system of the ringing-based DoS attacks. We model the normal traffic of
legitimate users with the gamma distribution and then quantify the dis-
crepancy between the normal traffic and the attack traffic with Pearson’s
chi-square statistic. Simulation results show that the proposed detection
system can reliably detect the ringing-based DoS attacks.

Keywords: VoIP, SIP, DoS attack, detection system.

1 Introduction

VoIP (Voice over Internet Protocol) is a way to make and receive phone calls
using voice communications over IP networks such as the Internet or other
packet-switched networks rather than the traditional PSTN (Public Switched
Telephone Network). VoIP applications have grown rapidly and continue to en-
joy fast growth due to the cost advantages and wide range of advanced services.
Many simple and efficient products (e.g., Skype, Net2Phone, and Google talk)
have already appeared in the market and are in heated race to expand mar-
ket presence. One of the key innovations driving the current evolution of VoIP
systems is SIP (Session Initiation Protocol) [25,32]. SIP is an application-layer
signalling protocol, addressing two fundamental problems in establishing real-
time communication sessions; it helps two parties wanting to communicate find
each other on the Internet (i.e., rendezvous) and allows those parties to nego-
tiate how they are going to communicate (i.e., session negotiation). SIP is an
open standard developed by the IETF (Internet Engineering Task Force) and
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is being used to construct residential telephony services, peer-to-peer systems,
PBX (Private Branch eXchange) replacement systems, and large-scale carrier
next-generation networks, such as the IMS (IP Multimedia Subsystem) of the
3GPP (3rd Generation Partnership Project).

In PSTN, security, reliability, and availability rely on a closed networking en-
vironment dedicated to a single service (namely, voice). On the other hand, VoIP
is based on an open environment such as the Internet, which simplifies mounting
an attack (e.g., on a VoIP server) [11]. This is due to the fact that VoIP services
are based on open standardized protocols for signalling (e.g., SIP) and trans-
port protocol technologies (e.g., RTP: Real-time Transport Protocol [27]), using
servers reachable through the Internet and often provided over general purpose
computing hardware. As a result, these technologies are not designed mainly with
security features in mind. Therefore, a malicious user can exploit any possible
misconfiguration in the aforementioned signaling or media transport protocols,
attempting to disturb or disrupt VoIP services. Additionally, such services in-
herit numerous vulnerabilities from the utilization of the underlying transport
protocols like TCP, IP, and UDP. For example, instead of generating thousands
of costly voice calls as required in PSTN, the attacker can easily and in a similar
manner generate and send thousands of VoIP signalling messages to attack VoIP
servers. Various aspects of VoIP security can be found in [3,11,13,30,37].

DoS (Denial-of-Service) attack or DDoS (Distributed Denial-of-Service) at-
tack aims to make a computer resource unavailable to its intended users tem-
porarily or indefinitely by saturating the target machine commonly with external
communications requests. A quantitative estimate of worldwide DoS attack fre-
quency found 12,000 attacks over a three-week period in 2001 [22]. The 2004
CSI/FBI Computer Crime and Security Survey listed DoS attacks among the
most financially expensive security incidents. To counter DoS attacks, many de-
fense mechanisms have been proposed (e.g., [16,18,19]), which usually degrade
the end-to-end TCP performance. All the overheads of DoS defense systems
become superfluous in the absence of DoS attacks. An alternative choice is to
deploy DoS detection systems (e.g., [9,23,34]) and then bring defense systems
into play when necessary. The main goal of detection systems is to detect and
distinguish malicious traffic from legitimate traffic [4]. When large amounts of
traffic from legitimate clients suddenly arrive at a server, it is called a flash
event. Clearly, legitimate user activity like a flash event can be easily confused
with a DoS attack, and vice versa. All detection methods define an attack as an
abnormal and noticeable deviation of some statistic of the monitored network
traffic workload.

To detect DoS attacks on VoIP servers, one should consider VoIP-specific DoS
attacks as well as traditional TCP/IP based DoS attacks. First, to mount a DoS
attack on VoIP servers, attackers can flood the target server with different pat-
terns of malformed packets and hope that at least one of them would trigger
a bug in the target. This type of attack is called a fuzzing attack and can be
detected by checking the following five categories of rules: incorrect grammar,
oversized field values, invalid message or field name, redundant or repetitive
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header field, and invalid semantic [6]. Flooding attacks with invalid messages
can also be detected with state transition models in the SIP transaction layer
[5]. Combining rule matching and state transition models was proposed to de-
tect more SIP attacks [29]. Second, attackers can overwhelm the target server by
sending huge amounts of valid SIP messages. As the flooding packets are valid
messages, this type of attack cannot be detected by using above-mentioned rules.
To solve the problem, Hellinger distance based detection system was proposed
[28]; after quantifying the normal correlation among protocol attributes such
as SIP request and response messages, attacking traffic is differentiated from
normal traffic based on Hellinger distance. The potential risk of DoS attacks
on a PSAP (Public Safety Answering Point) was studied in [10]; to distinguish
between attacks and flash events, incoming emergency calls are examined sep-
arately by their originating network domain that is PSTN, mobile networks,
or VoIP. The load characteristics for the calls of each originating domain are
compared to each other and used to detect suspicious call patterns. Third, in-
stead of flooding attacks, semantic attacks can be launched, which exploits a
specific feature of some protocol or application installed at the victim in order
to consume excess amounts of its resources [21]. A ringing-based attack exploits
the semantics of the SIP protocol without requiring a high traffic rate from the
attackers [7]; malicious or compromised user agents stay in the ringing state
for an unusually long amount of time by not picking up incoming calls. While
RET (Random Early Termination) algorithm can mitigate the damage of the
ringing-based attack by dropping suspected transactions, it cannot distinguish
attack traffic from normal traffic. Currently, no detection system is known for
ringing-based DoS attacks.

Our contribution. To distinguish ringing-based attack traffic from normal
user traffic, we study the statistical characteristics of normal ringing patterns. A
popular choice to model the characteristics of communication network patterns
is the CUSUM (CUmulative SUM) scheme that belongs to non-parametric tests
or distribution-free tests assuming no knowledge whatsoever about the distri-
butions of the underlying populations, except perhaps that they are continuous
[2,20,31,34]. However, there are a number of disadvantages associated with non-
parametric tests. Primarily, they do not utilize all the information provided by
the sample data, and thus a non-parametric test will be less efficient than the cor-
responding parametric procedure when both methods are applicable. This means
that, to achieve the same power, a non-parametric test requires a larger sample
size than does the corresponding parametric test [33]. Moreover, non-parametric
tests may mistake high-rate normal traffic (e.g., flash events) for attack traffic
because they do not take into consideration the normal but sudden variation
of network traffic [23]. Possibilities of adopting parametric tests for detection
systems of TCP SYN flooding attacks were explored with several probability
distributions in [23]. We propose a parametric test for detecting ringing-based
DoS attacks by modeling the distribution of normal ringing patterns with a
gamma distribution. It is assumed that parametric tests can be applicable to
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detect ringing-based attacks, because normal ringing patterns are mainly de-
pendent on human behaviors (i.e., behaviors of users picking up incoming calls)
and not on network conditions; ringing begins once invite signal arrives at the
receiver and the network condition is irrelevant afterwards. Recent researches on
human behavior show that human mobility patterns are surprisingly predictable
[12,14] and telephone call holding times can be described with a Pareto distri-
bution [8]. Detecting SPIT (SPam over Internet Telephony) calls and fraud by
checking human communication patterns was studied in [1,24]. Our experimen-
tal results indicate that the proposed detection system can distinguish attack
traffic and normal traffic efficiently. We also discuss how to obtain a trade-off
between the detection latency and the false alarm rate of the proposed system.

2 Ringing-Based DoS Attacks

In this section, we review VoIP call scenario and ringing-based DoS attacks
mainly by following [7] and [26].

2.1 Session Initiation Protocol

The session initiation protocol SIP [25] is an application-layer signaling protocol
that can establish, modify, and terminate multimedia sessions (e.g., VoIP calls)
among Internet endpoints. A SIP network consists of UA (User Agent), proxy
server, redirect server, registrar server and location server. A UA is a software
embedded within an end point device (e.g., VoIP phone) that is capable of
generating requests or sending a response to a request. There are two types of
UAs, both residing within the same devices but providing different functions:
UAC (User Agent Client) and UAS (User Agent Server). The UAC generates a
request (the beginnings of a session establishment) when a subscriber dials his or
her phone, or uses some other communication applications. The UAS responds
to a request from a UAC as the recipient of the request. A proxy server receives
SIP requests and responses and forwards them through the network on behalf
of UAs. The proxy is also responsible for determining how to route requests
and responses. We can categorize proxies into two types: stateless proxies and
stateful proxies. A stateless proxy does not have any concept of a dialog or any
knowledge of the state for any dialog or session. The stateless proxy is nothing
more than a simple router responsible for the forwarding of a request or response.
It does not maintain any knowledge of previous requests or responses, and it
does not maintain any routing data other than a routing table of its own used to
determine how to route messages based on the URI (Uniform Resource Identifier)
provided in the SIP message. A stateful proxy maintains the state of each and
every dialog that it is part of. As a request is sent to the proxy, it saves the
call identifier for the session, as well as other pertinent identification data. This
means that in order for the stateful proxy to know when a session has changed
status or has ended, it must receive all responses. This is why networks that use
stateful proxies must route all messages for a session through the same route.
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This ensures that all SIP responses use the same path as the request, so that the
stateful proxy will receive all of the responses and any additional requests for a
session. One reason for using a stateful proxy rather than a stateless proxy is to
enable the deployment of richer functionality within the proxy. A redirect server
is used to provide alternate addresses for a request. There are many reasons why
this would be desirable. For example, the network operator may wish to send
alternate addresses for routing of a request when proxies become busy as a means
of load sharing. A registrar server is used to authenticate and record the current
location of a subscriber device. When a device is turned on or changes location
(resulting in a new IP address being assigned), the device will send a REGISTER
message to the registrar to provide its new address. A location server provides
subscriber addresses to other proxies based on the registration process. This
function is not necessarily a stand-alone function but rather integrated within a
SIP server providing registrar and proxy services.

SIP uses a request/response mechanism for establishing a session. This means
that any entity wishing to establish a session with another entity must first
initiate a request that contains the parameters for establishing the connection,
such as resources required. The receiving entity must then respond to the request,
either accepting or rejecting the request. The UAC within the calling device is
responsible for initiating a request to the UAS at the destination device. If the
UAS is going to accept the request, it will send a response back to the UAC,
which will then return an acknowledgment to the UAS. The final act of sending
the acknowledgment is what establishes the session. Figure 1 depicts the basic

Fig. 1. Session Initiation Protocol
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call scenario that we are interested in. The UAC (i.e., caller on the left side)
requests the initiation of a communication session with the UAS (i.e., callee on
the right side) by sending an INVITE request via the proxy. Upon receiving the
INVITE at the proxy, the proxy will forward the INVITE to the UAS and, in the
meantime, the proxy will send a 100 Trying provisional response to the UAC to
prevent unnecessary retransmissions of the INVITE request. Upon receiving the
INVITE at the UAS, the UAS will immediately send a 180 Ringing provisional
response to the UAC via the proxy. Similar to a telephone, the UAS is now in the
ringing state. Once the UAS picks up the call, it sends a 200 OK final response
to the UAC via the proxy. The UAC will acknowledge reception of the 200 OK
final response with an ACK request. An interactive communication session has
now been established between the UAC and UAS. Now the two entities begins to
send RTP [27] voice streams directly to each other based on the negotiated media
session parameters that were contained in the message bodies of the INVITE and
200 OK. An established session can be terminated when either the UAC or UAS
sends a BYE request to the other party. The other party will then acknowledge
reception of the BYE request by responding with a 200 OK final response. In
Figure 1, the proxy can be thought of as a server that handles all incoming calls
for the UAS. For example, a company using VoIP might issue logical SIP URIs
to its employees (e.g., sip:alice@company.com). However, since employees might
be at different locations throughout the day, it will be necessary to map the
logical SIP URIs to actual contact IP addresses (e.g., sip:alice@128.174.254.29)
when an incoming call is received. In conjunction with a registrar and location
service, the company can use SIP proxies to route incoming INVITE requests to
the UAS at its current location.

2.2 Model of Ringing-Based DoS Attacks

The model of ringing-based DoS attacks considers attacks on stateful proxies
originating from attackers that do not rely on traffic flooding or deviations from
the SIP protocol defined in [25]. In the ringing-based DoS attacks, malicious or
compromised user agents exploit the semantics of the SIP protocol by intention-
ally increasing the amount of transaction state that must be maintained by a
stateful proxy. As mentioned above, a stateful proxy must maintain transaction
context from the time it receives an INVITE request from the UAC (i.e., in-
coming call from caller) until it forwards the 200 OK final response from the
UAS to the UAC (i.e., call pickup at the callee). A stateful proxy with limited
resources can only maintain a finite amount of transaction state before service
disruptions start to occur. Notice that the length of time for which the proxy
must maintain transaction state for an INVITE request can be artificially in-
creased by the UAS purposely staying in the ringing state for an unusually long
amount of time before picking up the incoming call. Such UASs will be referred
to as excessively ringing UASs. If one or more UACs repeatedly send INVITE
requests (even at a relatively low traffic rate) to one or more excessively ringing
UASs located behind a particular SIP proxy, then that stateful proxy can po-
tentially become the target of what is called a ringing-based DoS attack, which
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is named after the “180 Ringing” provisional response that indicates the UAS
is in the ringing state. In a ringing-based DoS attack, excessively ringing UASs
consume resources at the stateful proxy for a longer period of time, which makes
these resources unavailable for other incoming calls. As shown in [7], even a rel-
atively low rate of incoming calls to excessively ringing UASs can significantly
disrupt overall service. Many possibilities exist for a user agent to become a
willing or unwilling participant in a ringing-based DoS attack. First, attacking
UACs might collude with disgruntled insiders within an enterprize that willingly
act as excessively ringing UASs. Second, attacking UACs might automatically
scan a list of SIP URIs to detect unresponsive callees. These unresponsive callees
might unwillingly become excessively ringing UASs during an attack since they
will not pick up the incoming calls from the attacking UACs. Lastly, attack-
ing UACs might utilize a botnet located behind a target SIP proxy to act as
excessively ringing UASs. In the Web application domain, such botnets have
previously been rented to disrupt online businesses [17]. Evidence of using VoIP
networks to build botnets has already been reported [15].

3 Detecting Ringing-Based DoS Attacks

3.1 Model of the Normal Ringing Patterns

The most common statistical choice to model a physical phenomenon is the
Gaussian1 distribution that is a continuous probability distribution that de-
scribes data that clusters around a mean or average [33,35]. The graph of the
associated probability density function is bell-shaped and symmetric, with a
peak at the mean, and is known as the Gaussian function or bell curve. The
mathematical equation for the density function of the Gaussian random variable
X depends upon the two parameters μ and σ, its mean and standard deviation,
and is given by f(x; μ, σ) = 1√

2πσ
e−(1/2)[(x−μ)/σ]2 where π = 3.14159 · · · and

e = 2.71828 · · · . The Gaussian distribution can be used to describe, at least
approximately, any variable that tends to cluster around the mean. Due to the
central limit theorem, any random variable that is the sum of a large number
of independent factors usually follow a Gaussian distribution. Even though the
Gaussian distribution has a wide range of applicability, it dose not seem to be
a good candidate to describe the normal ringing patterns because the real-life
data of ringing time, which will be given later, follow a skewed or asymmetric
distribution.

In statistics, there are many asymmetric distributions that are frequently
used: beta distribution, gamma distribution, log-normal distribution, Maxwell-
Boltzmann distribution, Pareto distribution, Rice distribution, Snedecor’s F-
distribution, Student’s t-distribution, Weibull distribution, etc. After trying sev-
eral asymmetric distributions, we found that gamma distribution was fit for our
1 Gaussian distribution is also called the normal distribution. In this paper, we stick

to the former term and use “normal” to mean the absence of attack traffic as in
“normal traffic.”
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purpose fairly well. The gamma distribution is a two-parameter family of contin-
uous probability distributions and derives its name from the well-known gamma
function Γ (α) =

∫ ∞
0 xα−1e−xdx, studied in many areas of mathematics [33]. The

gamma function satisfies Γ (α) = (α − 1)Γ (α− 1) for α > 1 and Γ (n) = (n − 1)!
for a positive integer n. The continuous random variable X has a gamma distri-
bution, with parameters α and β if its density function is given by

f(x; α, β) =
1

βαΓ (α)
xα−1e−x/β for x > 0

where α > 0 and β > 0. A special gamma function for which α = 1 is called
the exponential distribution that describes the times between events in a Poisson
process, i.e. a process in which events occur continuously and independently at a
constant average rate. Another important special case of the gamma distribution
is obtained by letting α = ν/2 and β = 2, where ν is a positive integer. The result
is called the chi-square distribution, where ν is called the degree of freedom. To
find the mean of the gamma distribution, we write

μ = E(X) =
∫ ∞

0

x · f(x; α, β) dx =
∫ ∞

0

x · 1
βαΓ (α)

xα−1e−x/β dx.

Now, let y = x/β, to give

μ =
β

Γ (α)

∫ ∞

0

yαe−y dy =
β

Γ (α)
· Γ (α + 1) =

β

Γ (α)
· αΓ (α) = αβ.

The variance of the gamma distribution can be found by proceeding as above to
obtain

σ2 = E(X2) − μ2 =
β2

Γ (α)
· Γ (α + 2) − μ2 = (α + 1)αβ2 − α2β2 = αβ2.

The standard deviation of the gamma distribution easily follows.

σ =
√

σ2 =
√

αβ2.

To carry out a survey on the distribution of normal ringing time, we actually
made 181 phone calls in the daytime, measuring the ringing time by the second.2

The result is shown in Figure 2, which is roughly an asymmetric bell-shaped
distribution with mean 16.54 and standard deviation 11.14. Figure 2 depicts the
result only up to 60 seconds of ringing time; normal calls with ringing time more
than 60 seconds are very scarce. The maximum ringing time, after which trying
to call is aborted automatically, is 60 seconds for mobile phones and 120 seconds
for landline phones.

To describe the normal ringing patterns of Figure 2 with a gamma distribu-
tion, we have to choose curves (i.e., the parameters α and β) that fit the data with
2 We could not find the distribution of ringing times at commercial VoIP servers. The

ringing time was not recorded in the log file of commercial servers, because only data
related with charging purpose were recorded.
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Fig. 3. Gamma distribution vs. call data

Fig. 2. Ringing time distribution
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small errors. Two example choices are given in Figure 3; the leftmost figures con-
tain the probability density functions of gamma distributions f(x; 2.72, 5.52) and
f(x; 1.57, 9.75) and the rightmost figures the corresponding CCDFs (complemen-
tary cumulative distribution functions) FC(x; 2.72, 5.52) and FC(x; 1.57, 9.75),
where the CCDF of a random variable X is defined in terms of the probability
density function f(x; α, β) as FC(x; α, β) = Pr(X > x) = 1 −

∫ x

−∞ f(t; α, β) dt.
As the survey call data are discrete and not smooth enough to perfectly match
a known probability distribution, the CCDF is helpful in checking the similarity
between the call data and the chosen probability curve in a specific interval. From
CCDFs of Figure 3, one can see that the gamma distribution f(x; 2.72, 5.52)
matches well with the data of short ringing time and the gamma distribution
f(x; 1.57, 9.75) with long ringing time. The ringing-based DoS attack is due
to excessively ringing UASs and we are mainly interested in the calls of long
ringing time. Consequently, the curves fitting calls of long ringing time with
smallest errors are more appropriate for our model, i.e., f(x; 1.57, 9.75) is better
than f(x; 2.72, 5.52) or other curves with errors equally scattered in the entire
interval. After extensive search for good curves, we decided f(x; 1.57, 9.75) as
the model for the normal ringing patterns. Note that the mean and standard
deviation of f(x; 1.57, 9.75) are respectively 15.31 and 12.22.

3.2 Detection of Attack Traffic

We turn to a goodness-of-fit test of a statistical model that describes how well
it fits a set of observations. The goodness-of-fit test is based on how good a
fit we have between the frequency of occurrence of calls having a specific ring-
ing time in an observed traffic and the expected frequency obtained from the
hypothesized distribution of the normal traffic. The chi-square goodness-of-fit
test or Pearson’s chi-square test is the best-known of several chi-square tests —
statistical procedures whose results are evaluated by reference to the chi-square
distribution [33,36]. A common case for the test is where the events each cover
an outcome of a categorical variable. Let the N observed calls be divided among
n cells (or categories). Then, the value of the test statistic is given by

χ2 =
n∑

i=1

(oi − ei)2

ei
, (1)

where oi and ei represent the observed and expected frequencies, respectively,
for the i-th cell and the relation N =

∑n
i=1 oi =

∑n
i=1 ei holds. If the observed

frequencies are close to the corresponding expected frequencies, the χ2-value will
be small, indicating a good fit. If the observed frequencies differ considerably
from the expected frequencies, the χ2-value will be large and the fit is poor. A
good fit leads to the acceptance of the null hypothesis of the gamma distribution
f(x; 1.57, 9.75) whereas a poor fit leads to raising an alarm of the attack traffic.
Therefore, the critical region that raises the alarm falls in the right tail of the
chi-square distribution with ν = n − 1 degrees of freedom; once ν = n − 1 cell
frequencies are determined, so is the frequency for the n-th cell. To detect the
ringing-based DoS attacks, we divide calls into three cells (i.e., n = 3).
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– cell1 = {calls of ringing time t seconds, where 0 < t ≤ 15}
– cell2 = {calls of ringing time t seconds, where 15 < t ≤ 31}
– cell3 = {calls of ringing time t seconds, where 31 < t}

The criterion of the cell selection is as follows. Around 15–16 and 30–31 seconds,
the CCDF of the survey call data is almost equal to the CCDF of the hypoth-
esized gamma distribution f(x; 1.57, 9.75). If the boundaries of cells are chosen
around 15–16 and 31–32, then f(x; 1.57, 9.75) can simulate the call data with
small errors. The first cell cell1 includes calls of ringing time less than or equal to
15 seconds. We do not divide cell1 into subcells, because attack traffic is related
with excessively ringing calls and thus variations in calls of short ringing time
are not important. Actually, dividing cell1 and cell2 into subcells may widen the
gap between the gamma distribution and the call data. Besides 15–16 and 30–31
seconds, the CCDF of the call data roughly coincides with that of f(x; 1.57, 9.75)
around 35, 50, and 55 seconds. Therefore, if we divide cell3, which includes most
of excessively ringing calls, into subcells with boundaries around those values,
attack traffic can be detected more sensitively without increasing the modeling
gap. However, the chi-square test breaks down if expected frequencies are too
low. It will normally be acceptable so long as no more than 10% of the cells
have expected frequencies below 5. As we intend to use the chi-square test for
samples of various sizes, we refrain from dividing cell3 into more subcells.

In order to evaluate the performance of the proposed detection method, we
experimented with N = 1000 daytime call traffic in Table 1. The total number
of calls was fixed as N = 1000 and the ratio of AC to NC+AC was varied
from 0% to 20%, where AC and NC denote the attack call and the normal
call, respectively. For each ratio, the experiment was repeated ten times and the
resulting mean and minimum/maximum of the chi-square test values are given in
Table 1. According to [7], ringing times of attack calls were scattered uniformly
between 30 to 120 seconds. Expected frequencies of Equation 1 are computed by

e1 = N

∫ 15

0

f(x; 1.57, 9.75) dx,

e2 = N

∫ 31

15

f(x; 1.57, 9.75) dx,

e3 = N

∫ ∞

31

f(x; 1.57, 9.75) dx.

Let δ be the threshold of the chi-square test value to raise the alarm; if the
chi-square value is greater than δ, the test regards it as an abnormal situation.
The probabilities of false alarm PrFA for various values of δ are given in Table 2
that can be obtained by the following command of Mathematica with t = δ.

1.0− CDF[ChiSquareDistribution[2], t]

The threshold δ can be adjusted by the policy of system administrators. If the
policy is to detect most of the attack traffic (e.g., 5% ratio of attack traffic), the
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Table 1. Chi-square values of experiment with N = 1000 call traffic

AC (attack call) NC (normal call) AC
NC+AC

× 100 (%)
χ2 (chi-square value)

m (min) μ (mean) M (max)

0 1000 0 0.27 3.08 5.72
50 950 5 9.89 16.52 23.41
100 900 10 58.06 74.98 87.10
200 800 20 272.84 324.33 350.77

Table 2. Probability of False Alarm

δ 5 6 7 8 9 10 15 20 30 40

PrFA 0.082 0.050 0.030 0.018 0.011 0.0067 0.00055 0.000045 3.1 × 10−7 2.1 × 10−9

Table 3. Chi-square values of experiment with N = 500 call traffic

AC (attack call) NC (normal call) AC
NC+AC

× 100 (%)
χ2 (chi-square value)

m (min) μ (mean) M (max)

0 500 0 0.05 2.11 5.64
25 475 5 6.85 12.09 22.69
50 450 10 31.10 42.96 62.07
100 400 20 142.31 169.30 209.45

threshold is set as δ = 8 that gives the false alarm rate PrFA(8) = 0.018. If the
system administrator is interested in detecting attacks of more than 10% ratio
of attack traffic, the threshold can be set as δ = 40 that gives extremely low
false alarm rate PrFA(40) = 2.1 × 10−9.

Now, we discuss the detection latency. After 1000 calls of the test traffic ar-
rive at the server for t seconds, we only have to determine to which cell (i.e.,
cell1, cell2, and cell3) each call belongs and thus the detection latency is about
t + 31 seconds. The detection latency of flooding-based DoS attack is usually
more than 1 minute. For commercial VoIP servers, t is expected to be just a
few seconds and thus the detection latency of the proposed method is relatively
short. We can also reduce the detection latency by testing fewer calls. Exper-
iment result with fewer test calls are given in Table 3 and Table 4. As the
number of test calls decreases, the detection latency decreases but the thresh-
old should also be lowered; therefore, there is a trade-off between the detec-
tion latency (i.e., the number of test calls) and the false alarm rate (i.e., the
threshold).

We finally remark that any detection system itself should not be vulnerable
to DoS attacks. The proposed detection method monitors a fixed number of test
calls (say 1000 calls) and then decides whether there is a ringing-based DoS
attack or not. If the call traffic (from either legitimate users or attackers or from
both) is very high, it is recommended that a part of total traffic be examined.
In this case, one may refer to the theory of statistical inference that deals with
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Table 4. Chi-square values of experiment with N = 300 call traffic

AC (attack call) NC (normal call) AC
NC+AC

× 100 (%)
χ2 (chi-square value)

m (min) μ (mean) M (max)

0 300 0 0.48 1.92 4.63
15 285 5 5.36 10.28 14.56
30 270 10 20.50 30.56 40.22
60 240 20 84.26 106.15 134.89

the methods estimating a population parameter based on information obtained
from a random sample selected from the population [33].

4 Conclusion

We proposed a parametric test for detecting ringing-based DoS attacks with the
gamma distribution model and the chi-square goodness-of-fit statistic. Simula-
tion results showed that it could distinguish between attack traffic and normal
traffic. While the total calls of legitimate users may change abruptly (e.g., flash
events), the distribution of ringing time does not change rapidly. To obtain a
more precise model of the distribution of the normal ringing pattern, the analy-
sis of a large-scale empirical data is required and the parameters of the gamma
distribution (i.e., α and β) should reflect the behaviors of users according to the
date and time. For example, it is expected that people will pick up incoming
calls in the daytime more quickly than at the midnight. We invite readers to the
refinement of the proposed model.

Acknowledgement

We would like to thank Jae Woo Seo for his help for data analysis. This research
was supported by the KT and the BK21.

References

1. Abidogun, O.A.: Data mining, fraud detection and mobile telecommunications:
Call pattern analysis with unsupervised neural networks. Master’s thesis, Univer-
sity of the Wester Cape (August 2005)

2. Basseville, M., Nikiforov, I.V.: Detection of Abrupt Changes: Theory and Appli-
cation. Prentice-Hall, Englewood Cliffs (1993)

3. Benini, M., Sicari, S.: Assessing the risk of intercepting VoIP calls. Computer
Networks 52(12), 2432–2446 (2008)

4. Carl, G., Kesidis, G., Brooks, R.R., Rai, S.: Denial-of-service attack-detection tech-
niques. IEEE Internet Computing 10(1), 82–89 (2006)

5. Chen, E.Y.: Detecting DoS attacks on SIP systems. In: 1st IEEE Workshop on
VoIP Management and Security, pp. 53–58. IEEE, Los Alamitos (2006)



352 D.H. Yum et al.

6. Chen, E.Y., Itoh, M.: Scalable detection of SIP fuzzing attacks. In: SECURWARE,
pp. 114–119. IEEE, Los Alamitos (2008)

7. Conner, W., Nahrstedt, K.: Protecting SIP proxy servers from ringing-based denial-
of-service attacks. In: ISM, pp. 340–347. IEEE Computer Society, Los Alamitos
(2008)

8. Dang, T.D., Sonkoly, B., Molnar, S.: Fractal analysis and modeling of VoIP traffic.
In: Telecommunications Network Strategy and Planning Symposium, Networks
2004, pp. 123–130 (2004)

9. Feinstein, L., Schnackenberg, D., Balupari, R., Kindred, D.: Statistical approaches
to DDoS attack detection and response. In: DISCEX, vol. (1), pp. 303–314. IEEE
Computer Society, Los Alamitos (2003)

10. Fuchs, C., Aschenbruck, N., Leder, F., Martini, P.: Detecting VoIP based DoS
attacks at the public safety answering point. In: ASIACCS, pp. 148–155. ACM,
New York (2008)

11. Geneiatakis, D., Dagiuklas, T., Kambourakis, G., Lambrinoudakis, C., Gritzalis,
S., Ehlert, S., Sisalem, D.: Survey of security vulnerabilities in session initiation
protocol. IEEE Communications Surveys and Tutorials 8(1-4), 68–81 (2006)

12. Gonzalez, M.C., Hidalgo, C.A., Barabási, A.-L.: Understanding individual human
mobility patterns. Nature 453, 779–782 (2008)

13. Gupta, P., Shmatikov, V.: Security analysis of Voice-over-IP protocols. In: CSF,
pp. 49–63. IEEE Computer Society, Los Alamitos (2007)

14. Heger, M.: Human travel patterns surprisingly predictable. IEEE Spectrum
Magazine (June 2008),
http://www.spectrum.ieee.org/telecom/wireless/

human-travel-patterns-surprisingly-predictable

15. Hines, M.: Attackers get chatty on VoIP. PCWorld (May 2007),
http://www.pcworld.com/businesscenter/article/132389/

16. Juels, A., Brainard, J.G.: Client puzzles: A cryptographic countermeasure against
connection depletion attacks. In: NDSS.The Internet Society (1999)

17. Kandula, S., Katabi, D., Jacob, M., Berger, A.: Botz-4-sale: Surviving organized
DDoS attacks that mimic flash crowds. In: NSDI. USENIX (2005)

18. Lee, H., Park, K.: On the effectiveness of probabilistic packet marking for IP trace-
back under denial of service attack. In: INFOCOM, pp. 338–347. IEEE, Los Alami-
tos (2001)

19. Lemon, J.: Resisting SYN flood DoS attacks with a SYN cache. In: BSDCon, pp.
89–97. USENIX (2002)

20. Leu, F.-Y., Yang, W.-J.: Intrusion detection with CUSUM for TCP-based DDoS.
In: Enokido, T., Yan, L., Xiao, B., Kim, D.Y., Dai, Y.-S., Yang, L.T. (eds.)
EUC-WS 2005. LNCS, vol. 3823, pp. 1255–1264. Springer, Heidelberg (2005)

21. Mirkovic, J., Reiher, P.L.: A taxonomy of DDoS attack and DDoS defense mecha-
nisms. Computer Communication Review 34(2), 39–53 (2004)

22. Moore, D., Shannon, C., Brown, D.J., Voelker, G.M., Savage, S.: Inferring internet
denial-of-service activity. In: USENIX Security Symposium. USENIX (2001)

23. Ohsita, Y., Ata, S., Murata, M.: Detecting distributed denial-of-service attacks by
analyzing TCP SYN packets statistically. IEICE Transactions 89-B(10), 2868–2877
(2006)

24. Quittek, J., Niccolini, S., Tartarelli, S., Stiemerling, M., Brunner, M., Ewald, T.:
Detecting SPIT calls by checking human communication patterns. In: ICC, pp.
1979–1984. IEEE, Los Alamitos (2007)

http://www.spectrum.ieee.org/telecom/wireless/human-travel-patterns-surprisingly-predictable
http://www.spectrum.ieee.org/telecom/wireless/human-travel-patterns-surprisingly-predictable
http://www.pcworld.com/businesscenter/article/132389/


Detecting Ringing-Based DoS Attacks on VoIP Proxy Servers 353

25. Rosenberg, J., Schulzrinne, H., Camarillo, G., Johnston, A., Peterson, J., Sparks,
R., Handley, M., Schooler, E.: SIP: Session Initiation Protocol. RFC 3261, IETF
(June 2002)

26. Russell, T.: Session Initiation Protocol (SIP): Controlling Convergent Networks.
McGraw-Hill Osborne Media, New York (2008)

27. Schulzrinne, H., Casner, S.L., Frederick, R., Jacobson, V.: RTP: A transport pro-
tocol for real-time applications. RFC 3550 (July 2003)

28. Sengar, H., Wang, H., Wijesekera, D., Jajodia, S.: Detecting VoIP floods using the
Hellinger distance. IEEE Trans. Parallel Distrib. Syst. 19(6), 794–805 (2008)

29. Seo, D., Lee, H., Nuwere, E.: Detecting more SIP attacks on VoIP services by
combining rule matching and state transition models. In: SEC. IFIP, vol. 278, pp.
397–411. Springer, Heidelberg (2008)

30. Sicker, D.C., Lookabaugh, T.D.: VoIP security: Not an afterthought. ACM
Queue 2(6), 56–64 (2004)

31. Siris, V.A., Papagalou, F.: Application of anomaly detection algorithms for detect-
ing SYN flooding attacks. Computer Communications 29(9), 1433–1442 (2006)

32. Sparks, R.: SIP: basics and beyond. ACM Queue 5(2), 22–33 (2007)
33. Walpole, R.E., Myers, R.H., Myers, S.L., Ye, K.: Probability and Statistics for

Engineers and Scientists. Prentice-Hall, Englewood Cliffs (2006)
34. Wang, H., Zhang, D., Shin, K.G.: Detecting SYN flooding attacks. In: INFOCOM,

IEEE, Los Alamitos (2002)
35. Wikipedia. Normal distribution,

http://en.wikipedia.org/wiki/Normal_distribution

36. Wikipedia. Pearson’s chi-square test,
http://en.wikipedia.org/wiki/Pearson%27s_chi-square_test

37. Zhang, R., Wang, X., Yang, X., Farley, R., Jiang, X.: An empirical investigation
into the security of phone features in SIP-based VoIP systems. In: Bao, F., Li, H.,
Wang, G. (eds.) ISPEC 2009. LNCS, vol. 5451, pp. 59–70. Springer, Heidelberg
(2009)

http://en.wikipedia.org/wiki/Normal_distribution
http://en.wikipedia.org/wiki/Pearson%27s_chi-square_test


 

H.Y. Youm and M. Yung (Eds.): WISA 2009, LNCS 5932, pp. 354–365, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

USN Middleware Security Model 

Mijoo Kim1,∗, Mi Yeon Yoon1, Hyun Cheol Jeong1, and Heung Youl Youm2 

1 KISA(Korea Internet & Security Agency), 
IT Venture Tower, Jungdaero 135(Garak-dong 78), 

Songpa-gu, Seoul, Republic of Korea 
2 Soonchunhyang University, 

Eupnae-ri, Shinchang-myun, Asan-si, 
Chungcheongnam-do, Republic of Korea 

{mijoo.kim,myyoon,hcjung}@kisa.or.kr, hyyoum@sch.ac.kr 

Abstract. In recent years, USN technology has become one of the major issues 
in business and academia. This paper analyzes USN services from a security 
point of view and proposes a security model of USN middleware that plays a 
bridge role in linking heterogeneous sensor network to USN applications. In 
USN environment, sensor networks transmit data sensed from all distributed 
sensor nodes to USN middleware. And then USN middleware processes the re-
ceived sensing data, makes information for supporting specific application ser-
vice, and transmits the information to appropriate USN application. Like this, 
USN middleware plays a significant role in USN service. If the USN middle-
ware is compromised, USN service might be not functioning normally. Hence, 
security in USN middleware is very important. In this paper, we propose secu-
rity functions in USN middleware and specify a USN middleware security 
model that the security functions are reflected in. 

Keywords: USN middleware security, USN security, Ubiquitous Sensor Net-
work security. 

1   Introduction 

USN is a shortened word of “Ubiquitous Sensor Network” and USN service is a ser-
vice that uses wireless sensor network technology. It is provided based on the data 
sensed by many sensors on the sensor network. USN service is applicable to various 
service areas, such as construction, distribution, harbors, etc. So, sensor network  
technology contributes to make people’s life convenient. Also, it saves power con-
sumption and has low cost. For this reason, these days sensor network technology is 
catching on as a core technology to implement green IT environment. 

USN service architecture is composed of USN application, USN middleware and 
sensor network. USN application provides interface for administrators and users. In 
case of USN middleware, there are two cases. If the dedicated sensor network is used 
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for service, USN application may use the dedicated sensor network in its own way. 
However, in case USN application uses open sensor network, USN middleware is 
needed for linking a sensor network to appropriate USN application. USN middle-
ware supports heterogeneous sensor networks and various USN applications. So USN 
middleware makes data sensed by sensor connect to appropriate USN application. 
Like this, USN middleware plays a pivotal role in USN service environment. And this 
means that all data is delivered through USN middleware. This can be a weak point. 
Because attacker can control sensor network and achieve all information for attacking 
USN middleware. 

Hence, security in USN middleware must be dealt with. This paper proposes secu-
rity functions which should be provided in USN middleware and shows its relation-
ships with existing USN middleware model. 

This paper is organized as follows. In section 2, we describe security issues related 
to USN middleware. In section 3, as related works, standardization activities in USN 
middleware and security are described. In section 4, we propose security functions 
and security model for USN middleware. And finally, we conclude it in section 5. 

2   Security Issues in USN Middleware 

This section describes security threats related to USN middleware. USN middleware 
is located between USN application and Sensor Network in the USN service model. It 
processes data sensed by sensors and sends the processed data to appropriate USN 
application. It means all data used for providing USN service must pass through USN 
middleware. Like this, USN middleware plays an important part in USN service. 
Therefore, if security threats related to USN middleware happen, it causes a service 
disrupt, misuse, system failure, and so on. 

Security threats related to USN middleware are as followings: 
 Security threats targeting service entity:  

This kind of security threat attacks service entities which are application, sen-
sors and middleware itself. 

 

Fig. 1. Unauthorized access to USN middleware 
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Attacker can deliver an attack against on USN middleware itself by accessing 
illegally. Also there is a close correlation among application, middleware, and 
sensor network. So, attacking sensors and applications can have an effect on 
USN middleware security and USN service providing. Because attacker can 
access to USN middleware with compromised legal sensors and applications 
identities. Figure 1 shows security threat targeting USN middleware. 

 

 Security threat targeting data: [7] 
Data-related security threats means in case USN middleware is received unre-
liable data from application or sensor network or the data stored in USN mid-
dleware is leaked and modified illegally. Since USN services are provided 
based on the data, the data that is collected, processed and forwarded by USN 
middleware is very important. There are two kinds of security threat related to 
data. One thing is that sensitive data is leaked in the middle of data transmis-
sion by sensor network and application or sensitive date stored in USN mid-
dleware is leaked. Figure 2 shows data leakage. Another is that malicious or 
abnormal traffic is flowed into USN middleware. Figure 3 shows malicious or 
abnormal traffic flowing into USN middleware. 

 

Fig. 2. Data leakage 

 

Fig. 3. Malicious or abnormal traffic transmission 
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 Security threats targeting communication channel:  
This security threat is that communication between two entities is attacked. 
There are two kinds of communication in USN service model. One is commu-
nication between application and USN middleware and another is communica-
tion between USN middleware and sensor network. Attacker can eavesdrop on 
communication between two entities and abuse the information collected by 
eavesdropping. Figure 4 show eavesdropping on communications 

 

Fig. 4. Eavesdropping on communications  

3   Related Works 

This section gives existing works relating to USN middleware.  

3.1   Existing Works 

Relating to USN middleware, several middleware has been introduced. In this section, 
some of them are described. MiLAN[8] middleware aims to ensure application QoS 
requirement. This can be implemented by controlling sensor network directly. 
DSWare[9] middleware supports SQL-like query language and group-base manage-
ment for sensor nodes. Impala[10] middleware supports a dynamic update for sensor 
node functions. TinyDB[11] middleware is operated over Tiny OS and supports SQL-
like query languages. It regards sensor network as a virtual distributed database. Cou-
gar[12] middleware stores all sensed data in server, and then user can access to DB 
and achieve sensed data. Most of existing middleware is to enhance performance and 
functionality for transaction between applications and sensor networks. But security 
in middleware has been not considered deeply. 

3.2   USN Middleware Standardization [3] 

Basic model for USN middleware is defined by Q.25/16. The title of the work item is 
“Service description and requirements for USN middleware” and also called as F.usn-
mw. And Q.25/16 is a study group which develops standards on USN applications 
and services. F.usn-mw describes USN services and defines requirements for USN 
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middleware to support various types of USN services. Also, it defines a functional 
model of USN middleware. 

F.usn-mw said that each USN application may access the sensor network in a dedi-
cated manner, in case open sensor network environments. But there is a common 
application platform for USN applications to use sensor network, a sensor network 
can be shared among different applications. 

Figure 5 shows the functional model of USN middleware defined by Q.25/16. 
 

 

Fig. 5. Functional model of USN middleware 

USN middleware is composed of open application interface manager, common 
functions, advanced functions, sensor network common interface manager, and secu-
rity service. 

Detailed functions for each component are as followings: 
 

 Open application interface manager: This component provides application in-
terface for applications to access USN middleware via web service. 

 

 Sensor network common interface manager: This component provides com-
mon sensor network interface to access USN middleware. 

 

 Common functions: Common functions are a group of functions that is  
consisted of four sub-functions which are query processor, sensor network 
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metadata directory service, application-independent data filtering, and sensor 
network manager. 

-       Query processor: This offers query scheduling function for multiple USN 
applications and sensor networks, and query routing function to sensor 
node. And it provides filtering function for application-dependent RFID 
tag data and sensed data. It also aggregate and integrate sensed data, 
based on an application policy. 

-       Sensor network metadata directory service: It has a responsibility of reg-
istration of USN metadata and discovery of required sensor networks. 

-       Application-independent data filtering: It checks validation for sensed 
data regarding associated measurement units, data types and value 
ranges. It also offers a RFID tag data filtering function. 

-       Sensor network manager: This manages sensor network, sensor gate-
ways, and RFID readers. And it performs a remote upgrade for sensor 
node software and manages topology. 

 

 Advanced functions: Advanced functions are a group of functions that pro-
vides more intelligent service. 

-       Service discovery: This has a responsibility of registration and discovery 
for USN middleware service and USN service. 

-       Sensor data mining processor: This function is to detect outlier, analyze 
patterns, and predict potential events. 

-       Context aware rule processor: It applies application-dependent context 
aware rule on collected sensed data. 

-       Event processor: It generates events using output of context aware rule 
processing and processes events. 

 

 Security service: Security service is to avoid an unauthorized access and pro-
tect information. 

3.3   USN Security Standardization [4][5][6] 

ITU-T Q.6/17, which has a responsibility of standard development in ubiquitous tele-
communication service security, has been taking the lead in USN security standard 
development. For USN security, there are three kinds of work items which are secu-
rity framework for ubiquitous sensor network (X.usnsec-1)[4], USN middleware 
security guideline (X.usnsec-2)[5], and Secure routing mechanisms for wireless sen-
sor network (X.usnsec-3)[6]. This paper specifies X.usnsec-1 and X.usnsec-2 briefly. 

First of all, X.usnsec-1 describes overall issues in USN security. It defines security 
model and threat model for USN environment. According to X.usnsec-1, security 
threats in USN are classified under two kinds which are threats in Sensor network and 
threats in IP network. For threats in IP network, the threat model developed in ITU-T 
X.805 can be applied [2]. Threats in Sensor network can be divided into two groups 
[1][2][4].  
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One is general threats. Detailed threats are as followings:  
 Destruction of information and/or other resources 
 Corruption or modification of information 
 Theft, removal or loss of information and/or other resources 
 Disclosure of information 
 Interruption of services 
 Sensor node compromise 
 Eavesdropping 
 Privacy of sensed data 
 DOS attacks 
 Malicious commodity networks 

 

Another is routing-specific threats [13][14][15][16]. Detailed threats are as followings:  
 Spoofed, altered, replayed routing information 
 Selective forwarding 
 Sinkhole attack 
 Sybil attacks 
 Wormhole attacks 
 HELLO flood attacks 
 Acknowledgement spoofing 

 

X.usnsec-1 also defines security requirement to deal with abovementioned security 
threats. Detailed security requirements are as followings:  

 Data Confidentiality 
 Data Authentication 
 Data Integrity 
 Access control 
 Non-repudiation 
 Communication security 
 Availability 
 Privacy 

 

And X.usnsec-1 provides security technologies for USN as countermeasures, which 
are key management, authenticated broadcast, secure data aggregation, data freshness, 
tamper resistant module, USN middleware security and IP network security. 

Next, X.usnsec-2 deals with security issues in USN middleware and provides 
guidelines for USN middleware security. It also defines security threats on USN mid-
dleware and requirements for USN middleware security. Security threats and re-
quirements are specified throughout this paper. So, detailed explanation is omitted. 

4   USN Middleware Security Model 

This section describes security functions and security models for providing secure 
USN service. 

4.1   Security Functions for USN Middleware 

Figure 6 shows security functions that USN middleware should be provided for trust-
worthy USN service. Security functions can be divided into five sub-functions which  
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Fig. 6. Security functions for USN middleware security 

are data traffic protection, channel protection, access control, data protection, and 
middleware protection. 

 

 Data traffic protection:  
This function is to protect sensitive data exchanged between application and 
middleware and sensitive data exchanged between sensor network and mid-
dleware. The sensitive data can be an authentication data, such as a password, 
secret information, etc. 

 

 Channel protection:  
This function is to protect communication channel between application and 
middleware and communication channel between sensor network and middle-
ware. 

 

 Access control:  
This function is to prevent unauthorized access from application and sensor 
network. It can be implemented with authentication for application and sensor 
network. Especially, authorization is required for application. Because applica-
tion have different privileges for accessing to specific resources (e.g., sensed 
data, etc). 

 

 Data protection:  
This function is to ensure confidentiality for data stored in USN middleware. 
The data can be an authentication data of applications and sensor networks. 
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Also it might be an important data that can be only accessed by people with 
authority. 

 

 Middleware protection:  
This function is to protect middleware itself. USN middleware plays an impor-
tant role in USN service environment. Hence, if USN middleware is compro-
mised by malicious person, it may cause a critical situation. Especially, since 
data sensed by sensors may be an untrusted data, the data may contain mali-
cious code aiming to compromise USN middleware. Even query sent by appli-
cations can contain malicious code. Like this, USN middleware is surrounded 
by various security threats. So, middleware protection is necessary to protect 
itself. This can be implemented with abnormal traffic detection. 

4.2   Security Model of USN Middleware 

Security functions described in sub-section 4.1 are operated as follows. Many of secu-
rity functions are related to both of open application interface manager and sensor 
network common interface manager. Because most attacks targeting USN middleware 
are attempted at connection point. Figure 7 shows relationship between USN middle-
ware reference model and USN middleware security function. 

Encryption for communication channel between USN application and USN mid-
dleware is applied on communication channel between USN application and open 
application interface manager. This function ensures confidentiality for the traffic 
exchanged between USN application and USN middleware. So, eavesdropping on 
communication channel can be prevented. 

Data encryption for communication between USN application and USN middle-
ware is to protect sensitive data of USN application or USN middleware. So, this 
function is implemented at the open application interface manager. And USN applica-
tion also has this function. By doing this, malicious person cannot find original data 
even they achieve or hijack traffic exchanged over communication channel. This 
function guarantees confidentiality for sensitive data of USN middleware or USN 
application. 

Middleware protection is applied to open application interface manager and sensor 
network common interface manager. Procedure of middleware protection applied to 
open application interface manager is same with middleware protection function ap-
plied to sensor network common interface manager. But they check traffic or data 
sent by application or sensor network, based on different data format criteria. Because 
data format in application is different from data format in sensor network. 

Application authentication/authorization is applied to open application interface 
manager. If mutual authentication is supported, USN application also has an authenti-
cation function. This function is to avoid that untrusted USN applications access to 
USN middleware illegally. In addition, even though illegal access is happened, it is 
not able to change anything on middleware configuration and to access sensitive data 
stored at middleware database. For avoiding this situation, authorization function 
should be provided. 

Data encryption is applied to database in USN middleware. The database stores 
various data containing sensitive data. Sensitive data means information used for  
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Fig. 7. Security model of USN middleware and its relationship 

entity authentication and authorization. So this function is performed with application 
authentication/authorization function and sensor network authentication function. 

Sensor network authentication is applied to sensor network common interface 
manager. If mutual authentication is supported, sensor network also has an authentica-
tion function. This function is to avoid that untrusted sensor networks access to USN 
middleware illegally. 

Data encryption for communication between sensor network and USN middleware 
is to protect sensitive data of sensor network or USN middleware. So, this function is 
implemented at the sensor network common interface manager. And sensor network 
also has this function. By doing this, malicious person cannot find original data even 
they achieve or hijack traffic exchanged over communication channel. This function 
guarantees confidentiality for sensitive data of USN middleware or sensor network. 

Encryption for communication channel between sensor network and USN middle-
ware is applied on communication channel between sensor network and sensor net-
work common interface manager. This function ensures confidentiality for the traffic 
exchanged between sensor network and USN middleware. So, eavesdropping on 
communication channel can be prevented. 

4.3   Relationship between Security Threats and Security Functions 

Table 1 shows the relationship between security threats described in clause 2 and 
security functions. 
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Table 1. Relationship between security threats and security functions 

 

Data traffic 
protection 

Channel 
protection 

Middleware 
protection 

Access 
control 

Data  
protection 

Unauthorized MW access by App.    X  

Unauthorized MW Access    X  

Service 
entity 

Unauthorized MW access by SN    X  

Sensitive data leakage X     

Abnormal traffic 
transmission 

  X   

D
ata transm

is-
sion by A

pp. 

Malicious traffic  
transmission 

  X   

Sensitive data leakage X     

Abnormal traffic 
transmission 

  X   

D
ata transm

is-
sion by SN

 Malicious traffic  
transmission 

  X   

D
ata 

Leakage of data stored in MW     X 

Eavesdropping on communication 
App.-MW 

 X    

C
om

m
unica-

tion channel 

Eavesdropping on communication 
MW-SN 

 X    

 
Unauthorized USN middleware accesses by USN application and sensor network 

could be prevented with access control mechanisms, such as authentication and au-
thorization. Using this, USN middleware can protect itself from illegal accesses.  

Relating to data, there are three types of security threats. Two of them are in case 
data is transmitted by application and sensor network. In those cases, they have three 
kinds of data-related security threats which are sensitive data leakage, abnormal traf-
fic transmission and malicious traffic transmission. Sensitive data leakage could be 
prevented with data traffic protection mechanisms, like an encryption for sensitive 
data. And abnormal traffic transmission and malicious traffic transmission could be 
dealt with middleware protection means, such as abnormal data format detection and 
malicious traffic detection, etc. Security threat relating to data stored in USN middle-
ware could be prevented with data protection mechanisms, like a data encryption 
function. Finally, eavesdropping on communication between USN application and 
USN middleware and communication between sensor network and USN middleware 
could be prevented with channel protection mechanisms, such as encryption for 
communication channel. 

5   Conclusion 

USN middleware plays a significant role in USN service. It supports heterogeneous 
sensor networks and various USN applications. And all data used in USN service pass 
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through USN middleware. So, if USN middleware is compromised, USN service 
might be not functioning normally. Hence, USN middleware security is a necessary 
part and it should be handled very carefully. This paper proposes USN middleware 
security model. And it was proven that our model is secure in terms of unauthorized 
access, data leakage, malicious/abnormal traffic transmission, eavesdropping, etc. We 
expect that the security model of USN middleware is used as a basis when USN mid-
dleware is designed and deployed. But it is just a theoretical model, because we could 
not apply this to actual USN middleware. It remains as a further work together with 
performance evaluation. 
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Abstract. Efficient broadcast authentication in wireless sensor networks
has been a long-lasting hard problem, mainly due to the resource con-
straint on sensor nodes. Though extensive research has been done in past
years, there seems to exist no satisfactory solution to date. In this paper we
propose a practical approach to the problem using short-lived digital sig-
natures, in which a base station makes use of a short RSA modulus of lim-
ited lifetime, say, RSA-512 with 20-min lifetime, for authenticated broad-
cast with Rabin signatures giving message recovery. For this, we present
an efficient and robust protocol using a one-way key chain to periodically
distribute short RSA moduli to all sensor nodes in an authentic and loss-
tolerant way. We also provide conservative lifetime estimation for short
RSA moduli based on the state-of-the art factoring experiments and ap-
ply a number of possible optimizations in algorithms and parameters. The
proposed scheme overcomes most drawbacks of existing schemes such as
μTESLA and one-time signatures and turns out to be very efficient and
practical. It can also be extended to provide secure failover of base sta-
tions and authentication delegation to mobile users.

1 Introduction

Broadcast is a main communication primitive in wireless sensor networks (WSNs).
A base station queries sensor nodes to collect environmental data by broadcast-
ing commands and data to the whole or part of the network. Since WSNs often
operate unattended, possibly in hostile environments, it is essential to ensure the
authenticity of such commands and data for reliable operations. However, provid-
ing broadcast authentication in large-scale distributed senor networks is a non-
trivial task, mainly due to the resource constraint on sensor nodes. Thus a lot of
research efforts have been devoted to developing and improving symmetric key-
based techniques such as μTESLA and its variants [24,25,18,20] and one-time sig-
natures [30,21,4,15]. However, each of these approaches has been known to have
some serious drawbacks.

μTESLA makes use of timed one-way key chain and delayed disclosure of au-
thentication keys, thus requiring network-wide time synchronization and buffer-
ing of received packets until the authentication key is disclosed. In particular,
the buffering requirement at the receiver side introduces a serious vulnerability
to DoS (denial-of-service) attacks exhausting the limited storage of sensor nodes.

H.Y. Youm and M. Yung (Eds.): WISA 2009, LNCS 5932, pp. 366–383, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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One-time signatures have been known for more than two decades and brought
back to research interest in recent years as an alternative to digital signatures
for broadcast/multicast authentication. Though much progress has been made in
recent years, they are still not very practical for sensor network application due
to the large signature/public key size and the high cost for public key update.

On the other hand, it has been shown in recent years [10,26,36,34,19,33] that
public key cryptography, such as ECC (elliptic curve cryptography) and RSA
signatures, could be performed quite efficiently even on resource-constrained
sensor nodes. Thus it may be plausible to consider the use of standard digital
signatures for broadcast authentication. However, an RSA signature is too large
to fit in a single packet, requiring fragmentation into multiple packets, and an
ECC signature incurs too much processing delay in verification on sensor nodes.
Such excessive signature size or processing delay makes them extremely vulner-
able to DoS attacks. Note that fragmented signatures cannot be verified until
all the fragments are received and thus transmission of unauthenticated signa-
ture fragments is completely vulnerable to DoS attacks. Thus, standard digital
signatures are not very practical for broadcast authentication either.

In this paper, we propose a very practical solution for broadcast authentication
in sensor networks using short-lived RSA/Rabin signatures. Our primary obser-
vation is that it suffices to require that signatures should remain unforgeable
only for a short period of time since we are only interested in authentication
rather than non-repudiation. This observation leads us to consider the use of
short RSA moduli of limited lifetime to maximize computation and communi-
cation efficiency on resource-constrained sensor nodes. For example, we may use
a fresh instance of RSA-512 in every hour instead of using RSA-1024 over the
entire network lifetime, provided that factoring RSA-512 in a few hours is infea-
sible. The key size and lifetime should be chosen carefully but can be adjusted
immediately in the next time interval to cope with any new threat discovered.

A main problem in using short-lived signatures for broadcast authentication is
to periodically distribute varying public keys to all sensor nodes in an authentic
and loss-tolerant way. As a natural solution, we may use a multi-level public
key system (much like multi-level μTESLA [18]) by constructing a multi-level
public key hierarchy with varying key sizes and lifetimes in each level. The base
station then uses long-term higher-level public key signatures to authentically
distribute short-term lower-level public keys and the lowest level public keys
can be used to authenticate actual broadcast messages. For example, we may
use two-level public keys with (RSA-1024, RSA-512) or three-level public keys
with (ECC-160, RSA-768, RSA-512). The use of strong signatures in higher
levels may not incur too much overhead in computation and communication,
since they are used infrequently only for authentic distribution of lower-level
public keys. However, this approach requires additional measures to protect high-
level signatures against DoS attacks (e.g., see [22,35,11]), either due to time-
consuming operations in ECC or long signatures requiring fragmentation in RSA.

If protection mechanisms against DoS attacks are required anyway, we need
not to resort to expensive long-lived signatures to distribute short public keys.
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For better energy efficiency, we thus propose a hybrid technique in this paper.
More specifically, an efficient and robust mechanism is proposed for authentic
and loss-tolerant distribution of short RSA moduli using timed one-way key
chains (a kind of DoS-resistant, long-interval μTESLA). Then actual broadcast
authentication can be done using Rabin signatures with message recovery. To
further improve the computation and communication efficiency, we make use
of various optimization techniques in algorithms/parameters based on detailed
security and efficiency considerations. We also examine up-to-date factoring ex-
periments and provide conservative estimates for lifetimes of short RSA moduli.

The proposed scheme turns out to be very efficient in both computation and
communication. For example, with RSA-512, the base station only needs to
broadcast 64 bytes of signature for typical broadcast messages and a sensor
node only needs to perform a single squaring modulo RSA-512 for verification.
Contrary to existing schemes such as μTESLA and one-time signatures, it does
not require network-wide time synchronization, allows immediate authentication
of broadcast messages and provides lightweight key management with almost
negligible overhead. It is also easy to extend the proposed scheme to provide
secure failover of base stations and authentication delegation to mobile users.

This paper is organized as follows. In Section 2 we describe our design choices
for the underlying algorithms and parameters used in the proposed scheme. In
Section 3 we provide our estimation on the lifetime of short RSA moduli based
on the latest factoring experiments. The detailed description and analysis of the
proposed scheme is presented in Section 4 and some possible extensions of the
basic scheme is briefly mentioned in Section 5. We finally conclude in Section 6.

2 Design Choices

2.1 One-Way Function, MAC and Hash

Hash, MAC(message authentication code) and one-way functions are basic cryp-
tographic primitives required in almost all security protocols in sensor networks.
To save program memory and implementation effort, we propose to build all
these primitives from a single block cipher AES with 128-bit key. AES has
been shown to be very efficient even on 8-bit microprocessors in both speed
and code size. For example, an optimized assembly implementation of AES on
ATmega128, which is available under the GPL license, takes less than 0.5msec to
encrypt one 128-bit block (including the key setup time) only using 1570 bytes
of memory on 8 MHz MicaZ mote [27] (see also [28]).

Let EK(x) denote AES encryption of message x under key K. To build a
hash function H from AES, we can use the Matyas-Meyer-Oseas construction,
which has been shown to be secure under the black-box analysis [3]. Let m =
m1‖m2‖ · · · ‖mt be the message to be hashed, where the last block mt should be
length padded with the bit-length of m (before padding) modulo 232. Then, set
h0 = IV (a fixed initial vector), iterate the computation hi = Ehi−1(mi)⊕mi for
i = 1, 2, · · · , t and output H(m) = ht as the hash value for m. The resulting hash
value is of length 128 bits, secure enough for our short-lived signatures. With
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an implementation of AES in [27], it would take about 2msec on MicaZ mote to
hash a 64-byte message. For comparison, we note that typical (unoptimized) C
implementation of SHA1 on the same platform takes about 7.5msec to hash one
64-byte block and has much larger code size [23,15].

The above hash function can also be used as a one-way function F for key
chain construction: F (K) = Tk(H(K)) for k-bit key chain values, where Tk(x) is
a simple left k-bit truncation of x. Note that one-way function with k ≤ 96 can be
evaluated only using a single block encryption. For our purpose, it suffices to take
k = 80. For message authentication, we can use CBC-MAC or its enhancement
CMAC standardized by NIST [37].

2.2 Rabin Signatures Giving Message Recovery

Though ECC signatures are very compact in size, their heavy verification over-
head on sensor nodes makes it still vulnerable to DoS attacks even with short
ECC parameters (e.g., ECC-112). The main drawback of large signature size in
RSA, however, can be mostly eliminated by using a short RSA modulus (e.g.,
RSA-512) and a signature scheme giving message recovery. We thus decide to
use the probabilistic Rabin signature scheme giving message recovery proposed
by Bellare and Rogaway [2] (the encoding format described below follows IEEE
P1363a [40] with slight modification for our short-lived modulus environment).

Let n be an RSA modulus of length ln bits. Let H be a secure hash function of
output length lh and G be a function stretching lh-bit input into (ln − lh −9)-bit
output. The function G on input x can be implemented by concatenating Ex(ci)
for i = 1, 2 · · ·, where ci is a counter represented as a 128-bit string. Suppose
that a message m consists of a recoverable part m1 and a non-recoverable part
m2. Let l1 be the bit-length of m1 in 32 bits and let φ be all-zero string. The
signature for m is a random square root of y = 0‖m�‖w‖bc16, where m� =
G(w) ⊕ m′, m′ = φ‖1‖m1‖r, w = H(l1‖m1‖H(m2)‖r) and r is a random salt
of length lr (0/1 is represented as a single bit). The salt length lr can be taken
as lr = log2 qsig bits, where qsig represents the maximum number of signatures
that can be generated for a given modulus [6]. Note that the maximum length
of a recoverable message part is ln − lh − lr − 10 bits.

The 802.15.4 radio standard specifies the maximum MAC-layer payload length
as 102 bytes in the 2003 version [38] and 118 bytes in the 2006 revision [39]. Thus
a signature with modulus of length up to 768 bits can still fit in a single packet.1

We thus decide to use short RSA moduli between 512 and 768 bits of lifetimes
at most 1 day (typically less than an hour; see Section 3). For such short-lived
signatures, it would be safe to take lh = 128 and lr = 16. Then the recoverable
message part can be as long as ln − 154 bits. That is, the signature overhead
1 Note however that the actual modulus length that can be used may vary, depending

on the additional protocols adopted. In addition to TinyOS header (1 or 2 bytes)
and application header (3 bytes in our proposed scheme), additional overheads may
be introduced, e.g., due to link layer security enabled (9 bytes for the mandatory-to-
implement AES-CCM-64; see [29]) and/or network layer protocols such as 6LoWPAN
(7-12 bytes for typical UDP/IPv6 datagrams; see [12]).
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can be reduced to 20 bytes for long messages (of length 44 bytes or more). For
typical short messages, we need to send a fixed ln-bit signature.

2.3 Energy-Efficient RSA Key Generation

For further energy efficiency on sensor nodes, we can use a special modulus n
such that some pre-specified bits appear in the high-order bits of n (e.g., see [16]
for comprehensive survey and analysis). The pre-specified bits P may contain
ID information and security parameters, etc. We may also include a special bit-
string (i.e., all ones) in the leading part of P for fast modular reduction.

To embed a pre-specified bits P of length t < ln/2 − δ into a modulus n, we
first generate a random prime p of length ln/2, choose a random k of length δ
bits and test q̂ = P2ln−t/p + k for primality, where ‘/’ denotes integer division.
If q̂ is not prime, increase k by 2 and test the new q̂ again. This process is
repeated until a prime q is found. If all δ random bits are consumed, then we
can restart the whole process with a new random prime p. It is easy to see that
n = pq = P2ln−t + kp − r for some r < p and thus the pre-specified string P
of length t appears in the high-order bits of n if t < ln/2 − δ. This method can
pre-specify up to ln/2 high-order bits of n (even up to 2ln/3 bits can be pre-
specified with a more sophisticated method [14]). For easy generation of primes,
however, we may take δ at least larger than log2(ln/2) according to the prime
number theorem (e.g., δ = 8 ∼ 16). There is no known security problem for this
kind of modulus as well surveyed in [16].

In general, modular reduction is more complicated and time-consuming than
multiplication. The most popular Montgomery reduction is not very efficient for
just a few modular multiplications due to the heavy overhead for pre- and post-
transformations required (note that we only need a single modular squaring for
verification of Rabin signatures). However, the modular reduction process can
be substantially simplified with a special form of RSA modulus.

Let n be represented in base b notation (e.g., b = 28 for ATmega128 and
b = 216 for MSP430) as n = nk−1b

k−1 + · · · + n1b + n0, 0 ≤ ni ≤ b − 1. To
simplify the modular reduction process, we would like to use a special modulus
of the form n = bk −n′ with n′ < bk−u (by pre-specifying the leading u digits of
n as all 1 string). Suppose that we want to reduce a 2k-digit integer x modulo
n. Let u = w + δ. Prepend zeros to x so that x is k + k′ digits long with k′ a
multiple of w. Since we have bk = n′ mod n and n′ is k − w − δ digits long, we
can reduce x by w digits at a time using w digit by k−w−δ digit multiplication
as follows (here x[i, j] = xib

i−j + · · · + xj and x+ = y means x ← x + y).

for i=k+k′-1 to i= k+w-1 step i=i-w
x[i-w, i-w-k+1] += x[i, i-w+1] × n′[k-u-1, 0];
if(final carry)

x[i-w, i-w-k+1] += n′[k-u-1, 0];

If x[k−1, 0] > n at the end of the algorithm, we then need to subtract n to obtain
the final result (i.e., compute x[k − 1, 0] + n′ and neglect the final carry bit).
Since the probability of the ‘if’ condition being true is expected to be less than



Practical Broadcast Authentication Using Short-Lived Signatures in WSNs 371

b−δ on average, we can avoid the conditional addition in most cases by taking
δ ≥ 2. This algorithm is very efficient, just requiring k(k −u) multiplications for
modular reduction. Further performance improvement comes from its ability to
process w digits at a time as it significantly decreases the number of memory
accesses. We may take (u = 8, w = 4 ∼ 6) for ATmega128 and (u = 4, w = 2) for
MSP430 by considering the number of general-purpose registers available (see
[10,36,34,32]). This kind of a special RSA modulus is also communication- and
storage-efficient since we only need to communicate and store n′ instead of n.

We may have some concern about the security of the above special modulus
against the NFS (number field sieve) factoring algorithm [17]. For a given n,
if one can find an integral polynomial f of degree d (usually between 3 and
10) such that f(m) = 0 mod n for some integer m and all coefficients of f
is substantially smaller than the d-th root of n, then the much faster special
number field sieve (SNFS) algorithm can be applied to factor n. This would
be the case for n = 2k − r with very small r. However, as noted in [16], if r
behaves as a random number of at least about k/d bits, then the probability is
negligible that such a polynomial f with unusually small coefficients exists. In
our special modulus, at most the higher half of n can be pre-specified and only a
small portion of the pre-specified bits consists of all 1’s (e.g., 64 bits for u = 8).
Thus it is highly unlikely that the NFS can factor our special moduli faster than
regular RSA moduli.

2.4 Mechanism to Mitigate DoS Attacks

To mitigate DoS attacks for unauthenticated messages, we make use of weak
authentication based on timed one-way key chains (see [22] for details). Let
{Ii} be a sequence of time intervals with duration d and let {Ki} be a one-
way key chain (maintained by a base station) such that Ki−1 = F (Ki) for
i = J to 1. Each key Ki is assigned to time interval Ii and the key K0 is
predistributed to all sensor nodes in the network. Prior to sending a message mi

in Ii, the base station exhaustively searches for a message-specific puzzle solution
Si such that Int(H(Ki, mi, Si)) = 0 mod 2l, where Int(s) means the bitstring s
is interpreted as an integer and l is a fixed parameter determining the strength
of weak authentication. Thus the equation simply means the left l bits of the
hash output must be all zeros. The base station then broadcasts (Ki, mi, Si) in
Ii and a sensor node accepts mi only if Ki is the right key assigned to Ii and
Int(H(Ki, mi, Si)) = 0 mod 2l (see Section 4.2 for more details).

The weak authentication property of the above scheme mainly comes from the
asymmetry in computing times available to the sender and the attacker. To find
a valid Si, the attacker needs the same amount of computation as the sender
(i.e., 2l hash operations on average) but can start the computation only after
the key Ki is disclosed. Since Ki remains valid only for duration d, the attacker
has at most time d for attack, while the sender may have plenty of time for
precomputation before transmission. Thus it is expected that the attacker can
produce only a limited number of forgeries within the available time. This mech-
anism is particularly effective for applications where only a few predetermined
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messages need to be transmitted over a long time interval. This is the case with
our application to public key update (see Section 4.2). Note that in case of a
large d, the message may be released at the point d − δ of the time interval, so
that the attacker has only δ time units for forgery.

The parameter l should be determined carefully by considering the capability
of the base station and the available time for precomputation. In particular, the
base station should be able to find a solution Si surely before transmission. Let
Pc(l) be the probability of failing to find a puzzle solution after 2l+c trials for
a fixed c. Then we have Pc(l) = (1 − 2−l)2

l+c

, assuming that the hash function
H behaves pseudorandomly. Since the function f(x) = (1 − x−1)αx is strictly
increasing for x ≥ 1 and has the limit e−α as x approaches infinity, we have
Pc(l) < e−2c

for any l ≥ 0. This shows that the failure probability becomes
negligible for c ≥ 5, as P5(l) < 2−46.2 and P6(l) < 2−92.3. Therefore, it would be
sufficient to take a value l such that about 2l+6 hash operations can be executed
on the base station within the allowed time.

3 Lifetime Estimation of Short RSA Moduli

In this section, we examine up-to-date factoring experiments and research results
and suggest some conservative lifetime estimates for short RSA moduli.

The fastest known algorithm for factoring general RSA moduli is the general
number field sieve (GNFS) [17]. The GNFS algorithm consists of four major
steps: polynomial selection, sieving, matrix reduction and square root. The most
time-consuming steps are sieving and matrix reduction, whose complexity de-
termines the asymptotic running time of GNFS

L(n) = ec(lnn)1/3(ln lnn)2/3
, (1)

where c = (64/9)1/3 & 1.923 (by neglecting the o(1) term). Some observations
on the algorithmic/experimental behaviors of GNFS may help:

– The first two steps, polynomial selection and sieving, allows virtually unlim-
ited parallelization and thus can be easily distributed to an arbitrary number
of independent processors to reduce the running time.

– The matrix step however allows only a limited degree of parallelism and needs
to run on tightly coupled processors (dedicated clusters/supercomputers or
PC clusters connected by Gigabit Ethernet). Thus this step can easily be-
come a bottleneck of the whole NFS process in large factorization efforts. As
the number of processors increases, per-processor utilization drops fast, due
to the heavy inter-processor communications overhead (e.g., see [1] for some
matrix step implementation experiments).

– After sieving, some nontrivial substeps for matrix building and filtering are
needed to build a matrix from raw sieved data and filter out less useful
relations to reduce the matrix size for the matrix step (by a factor of up to
several tens). These substeps usually require a centralized computation with
massive memory and thus can hardly be parallelized.
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– The square root step is the least-time consuming but requires some complex
computations typically on a single computer.

A number of NFS-based factoring records have been reported so far (e.g., see Zim-
mermann’s integer factoring records page at http://www.loria.fr/ zimmerma/
records/factor.html). The latest factored RSA challenge number is RSA-640, fac-
tored on November 2, 2005. It is reported that the factoring effort took about five
months of calendar time on a cluster of 80 2.2GHz-Opteron CPUs (3 months for
sieving and 1.5 months for matrix solving, but the polynomial selection time not
included).

More recently, Chen et al. [5] report a faster factoring result for RSA-512
using two supercomputers, HP cluster and IBM p595 SMP(symmetric multi-
processing).2 We will use their result as a benchmark for our lifetime estimation
as it employs more advanced computing facilities and provides detailed timings
for each step. Table 1 summarizes detailed timing data for each step.

Table 1. Statistics for factoring RSA-512 in [5]

Polynomial selection 24 hr 50 cores of HP cluster

Sieving 68.9 hr

Matrix building 7.3 hr one CPU of HP cluster

Matrix filtering 2.2 hr 24 cores of IBM p595

Matrix solving 37.5 hr

Square root 2.98 hr one CPU of HP cluster

Total 142.9 hr (about 6 days)

Since polynomial selection and sieving can be easily parallelizable, these two
steps could be done in less than 20 hours on the full capacity (426 cores) of the
HP cluster. Then the complete factorization could be completed in less than 3
days, as the authors estimated in [5]. Since a computer cluster of a few hundreds
of nodes is readily available in large organizations, it is reasonable to assume
that RSA-512 can be factored in a few days (say, 1.5 days). We then apply a
100-fold safety margin. This gives us 20 minutes as the lifetime of RSA-512. The
lifetimes for larger moduli can be obtained using the traditional extrapolation

Lifetime(n) =
L(n)

L(2512)
× Lifetime(RSA-512). (2)

This yields lifetimes of 2 hours for RSA-576 and 1 day for RSA-640. Roughly,
this estimation is also consistent with the RSA-640 factoring experiment; we

2 The HP cluster consists of 106 nodes connected by InfiniBand DDR switch, where
each node is a HP Proliant DL Server with two Woodcrest dual core 3.0GHz CPUs.
The IBM p595 SMP has 64 Power5+ 1.9GHz CPUs and 256GB RAM.
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can obtain 1 day lifetime for RSA-640 by assuming that RSA-640 can be fac-
tored in 100 days more conservatively and applying the same 100-fold safety
margin.

We believe that the above lifetime estimation is quite conservative (in partic-
ular, for RSA-512). The sieving time may be shrunk to a relatively small portion
of the overall running time in a large factorization project, but we can hardly
achieve linear speedup for the matrix step. The running times for the remaining
steps may not be linearly scaled down either, since they largely depend on a
single processor speed. However, with dedicated hardware, we may expect more
drastic runtime reduction in the major bottlenecks, in particular as the modulus
length increases. We thus consider applicability of dedicated hardware to the
major NFS steps and derive even more conservative estimates.

Substantial research work for dedicated hardware designs to speed up NFS
factoring has been conducted so far, mainly in hardware designs for fast sieving
such as TWIRL [31] (see also [8] for a brief survey) and linear algebra circuits
to do the most time-consuming part (i.e., a large number of matrix-by-vector
multiplications) of the matrix step (e.g., see [9]). No such hardware design has
been verified or built yet, but it might be realizable especially for short RSA
moduli in the future. To get more conservative lifetime estimation, assume that
hardware siever and matrix solver for RSA-640 exist which can complete the
two major jobs in minutes (we do not consider smaller moduli in this case as
they may be no more secure). Even in this case, it is extremely unlike that RSA-
640 could be factored within 20 minutes, since there still remain many other
hard-to-parallelizable steps, such as the matrix building/filtering substeps, the
remaining substep of the matrix step (i.e., the Berlekamp-Massey step) and the
square root step. We thus believe that 20 minutes of lifetime for RSA-640 will
be safe even in a fairly long-term perspective. From this, we obtain 2 hours and
1 day for RSA-704 and RSA-768, respectively, as before.

The lifetimes for short RSA moduli estimated so far are summarized in Table
2. For example, for a fixed lifetime of 20 minutes, we can start with RSA-512
and migrate to RSA-640 through incremental changes as factoring experiences
indicate any potential danger of the current modulus length. Of course, the
modulus size may be further extended up to RSA-768, if necessary. Though
obtained in a very conservative way, these lifetimes need to be re-evaluated
periodically as technology advances. It is also very important to keep up to date
with advances in algorithms and dedicated hardware. For comparison, we note
that RFC 4359 recommends 1 week lifetime for RSA-768 in the context of IP
security protocols.

Table 2. Lifetime estimation for short RSA moduli

Lifetime 20 min 2 hr 1 day

Modulus 512 576 640 short-term use

length (bits) 640 704 768 long-term migration
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4 The Proposed Scheme

To use short-lived signatures for broadcast authentication, we need a robust and
loss-tolerant mechanism to periodically update a short RSA modulus. A novel
method based on a one-way key chain is presented for this purpose.

4.1 Key Generation and Initialization

Key Chain Generation. Let the lifetime of the sensor network be divided
into time intervals {J1, J2, · · ·} with a fixed duration d, called TESLA intervals
(T-interval, for short). Build a sequence of longer time intervals {I1, I2, · · ·} of
duration D = λd, called RSA intervals (R-interval, for short), by naming the
i-th λ consecutive T-intervals as Ii, i.e., Ii = {J(i−1)λ+1, · · · , Jiλ}. Let Ti be the
start time of Ji, so Ii begins at time T(i−1)λ+1. The parameters λ and d can be
determined based on the lifetime of RSA moduli used.

We divide each R-interval into two parts determined by the parameter λ1:
the commit interval consisting of the first λ1 T-intervals and the reveal interval
consisting of the remaining λ − λ1 T-intervals. That is, Ii-commit interval =
{J(i−1)λ+1, · · · , J(i−1)λ+λ1} and Ii-reveal interval = {J(i−1)λ+λ1+1, · · · , Jiλ}. We
will assign to each R-interval Ii a fresh RSA modulus ni of lifetime at least (2λ−
λ1)d and to each T-interval Jj a key chain value Kj of lifetime d. The next R-
interval modulus ni+1 will be committed in the Ii-commit interval and the actual
value ni+1 will be revealed in the Ii-reveal interval. As example parameters, we
may have d = 1 minute, λ = 15 and λ1 = 10 for RSA-512 of lifetime 20 minutes.

Now the network control center (NCC) randomly picks KI and generates a
one-way key chain {K1, K2, · · · , KI} such that Ki−1 = F (Ki) for i = I, · · · , 2, 1
and assigns the key Ki to the T-interval Ji. The final value K0 serves as a com-
mitment to the key chain and should be pre-distributed to each sensor node
before deployment. The number I, together with the T-interval duration d, de-
termines the network lifetime.

RSA Modulus Generation. The base station uses a fresh RSA modulus
ni = piqi of length lni for each R-interval Ii. The modulus ni thus needs to
be generated in Ii−2 and distributed in Ii−1. The modulus length lni may vary
in each R-interval (but very rarely in practice).

We use RSA moduli with pre-specified bits for efficiency, as suggested in
Section 2.3. Let Pi be a set of parameters to be embedded into the high-order
bits of ni. We use the following general format for Pi of length 21 bytes (actual
values for the present case appear in parenthesis):

Pi = SID ‖ IID ‖ sT ime ‖ pLen ‖ mLen ‖ zLen ‖ K, (3)

where SID is a 2-byte sender ID (= base station ID), IID is a 2-byte Issuer ID (=
NCC ID), sT ime is a 4-byte start time of the validity period of ni (= (i−1)λ+1),
pLen is a 1-byte validity period of ni (= λ), mLen is a 1-byte modulus length
(= lni/8), zLen is a 1-byte parameter for weak authentication, and K is a 10-
byte key chain value associated with some T-interval in Ii−1 (see Section 4.2). If
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any field is not defined (as for n1) or unnecessary, it should be filled with random
bits.

For further efficiency, we also want to force the leading 8 bytes of ni to have
all 1’s. Then ni should have the special form ni = 2lni − n′

i with n′
i = Pi ‖

ri for some ri of length �ni − 232. That is, ni should have the pre-specified
bits 11 · · · 1(64 ones) ‖ Pi in its high-order 232 bits, where x denotes one’s
complement of x. The base station then distributes n′

i of length lni − 64 and
sensor nodes only need to store n′

i and can use various parameters in n′
i during

the protocol.

Initialization. Before deployment, the NCC determines a set of fixed global
parameters Φ = {BID, d, λ, λ1, K0, T1} and the first modulus n1 as described
above. Here BID is the base station ID. The NCC then initializes the base
station with Φ, KI (and some intermediate values for better efficiency) and RSA
key (n′

1, p1, q1). Each sensor node is initialized with Φ and n′
1.

4.2 Public Key Update

A TESLA-like protocol is proposed to distribute a fresh RSA modulus in each
R-interval. This protocol also makes use of weak authenticators to mitigate DoS
attacks very effectively (see Section 2.4).

The protocol consists of three phases: KDM-precom, KDM-commit and KDM-
reveal (here KDM stands for key distribution message). Let m be a KDM message
and K be a key chain value associated with m. Let σ = MACK(m) be a MAC
for m under key K and ω be a weak authenticator for σ. Roughly speaking,
the base station precomputes ω during the KDM-precom phase, send a KDM-
commit message {ω, σ} in the KDM-commit phase and reveals {m, K} in the
KDM-reveal phase.

All broadcast messages have a common format {Type, SID, m}. The 1-byte
Type code identifies the type of message m and lets the receiver know how to
process m. SID is the sender ID to support multiple senders and used to retrieve
the parameters associated with the sender. Suppose that the base station wants
to distribute ni for Ii. The detailed public key update process is as follows.

KDM-precom. In this phase (during Ii−2), the base station generates a new
modulus ni for Ii and prepares a KDM-commit message. For this, it first deter-
mines a set of parameters for Pi (see eq. (3)). In particular, it randomly chooses
Ja in the Ii−1-commit interval and Jb in the Ii−1-reveal interval, and computes
the associated key chain values Ka and Kb. Note that a ∈ [(i−2)λ+1, (i−2)λ+λ1]
and b ∈ [(i − 2)λ + λ1 + 1, (i − 1)λ]. The key Kb is placed in the last part of Pi.
Other parameters in Pi are changed as needed.

Once ni is generated, the base station computes σi = H(n′
i) (truncated to 8

bytes) and exhaustively searches for a random 8-byte number Sa such that

Int(H(Ka, σi, Sa)) = 0 mod 2Zi−1 , (4)

where Zi−1 is the parameter zLen contained in n′
i−1. The pair (Ka, Sa) serves as

a weak authenticator for σi, which will be revealed in the KDM-commit phase.
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KDM-commit. At a random point within the T-interval Ja, the base station
broadcasts the prepared KDM-commit message

{Type, SID, a, Ka, σi, Sa}. (5)

To eliminate potential errors during verification due to clock discrepancies be-
tween the base station and sensor nodes (their maximum value denoted by
Δ), the base station may place enough guard band around the boundary of
T-intervals and broadcast the message within the safe region. This is possible
since the T-interval duration d is long enough (e.g., 1 minute) and clock syn-
chronization within seconds can be trivially done.

Suppose that a sensor node u receiving the message (5) at time T maintains
the index-key pair (u, Ku). Then, to verify the message, u performs the following:

(1) verify the correctness of the received T-interval index a: �T+Δ−T1
d � = a ?

(2) compute the current R-interval index α = � a
λ� and verify that the T-interval

index a belongs to the Iα-commit interval: a ≤ (α − 1)λ + λ1 ?
(3) verify the authenticity of the revealed key Ka: F (Ka)a−u = Ku ?
(4) verify the weak authenticator (Ka, Sa): int(H(Ka, σi, Sa)) = 0 mod 2Zu ?

Node u rejects the message if any of the checks fails. If all the checks succeed, u
replaces (u, Ku) with (a, Ka) and stores (SID, α, σi) in the KDM-commit mes-
sage buffer (in fact α = i − 1). At this time, u also erases outdated commit
messages, if any, with index smaller than α − 1 (not α; see KDM-reveal phase
below). Note that the first two checks are the most crucial for security: KDM-
commit messages should be received only in the commit interval. The last two
steps are to filter out potential forgeries received. There may be a limited number
of σ’s that can pass these checks, depending on the strength of weak authenti-
cators and the attacker’s capability. These forgeries, however, will be definitely
rejected in the KDM-reveal phase.

KDM-reveal. At any time during the Ii−1-reveal interval, the base station
broadcasts the modulus n′

i:

{Type, SID, b, n′
i}. (6)

We can suppress SID since it appears as the first two bytes of n′
i. On receiving

the message (6), a sensor node u having (u, Ku) performs the following:

(1) parse the first 21 bytes of n′
i as Pi = SID ‖ IID ‖ S ‖ P ‖ L ‖ Z ‖ Kb.

(2) reject if the bit-length of the received n′
i is not equal to 8L − 64.

(3) compute the assumed R-interval index β from the received b as β = � b
λ�

and check if there exists an entry containing (SID, β) in the KDM-commit
message buffer. If it exists, retrieve the corresponding σi. reject otherwise.

(4) check that H(n′
i) = σi and F (Kb)b−u = Ku.

If all the checks succeed, u updates (u, Ku) with (b, Kb) and stores (SID, n′
i) in

the public key buffer.
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In fact, the KDM-reveal message can be transmitted/received at any time
after the Ii−1-commit interval. Its verification can be done successfully anytime,
as far as a sensor node has received the associated MAC σi in the Ii−1-commit
interval. Such a node, if it failed to receive n′

i in the Ii−1-reveal interval, may
even make a local query (or a query to the base station) to get the modulus. This
is the reason why we did not explicitly check the validity of the index b based
on the local clock. However, as noted in the KDM-commit phase, any outdated
commit message (SID, j, σj+1) with j < i − 1 can be safely removed from the
buffer in the interval Ii.

Authenticated Broadcast. Actual messages broadcast by the base station in
R-interval Ii has the format

{Type, SID, rSigni(m)}. (7)

A sensor node identifies it by the Type code, retrieves n′
i using SID from the

public key buffer, and recovers m from the message recovery signature rSigni(m).

4.3 Security and Efficiency

The proposed key management scheme can be thought of as a strengthened vari-
ant of TESLA with long interval length. The R-interval actually corresponds to
the time interval in TESLA and smaller T-intervals are introduced additionally
for DoS protection purpose. Its stripped-down version can be stated as: broad-
cast a MAC σi first (under some degree of DoS protection) and then reveal the
message and key n′

i later. The large enough R-interval length enables us to carry
out both commit and reveal in the same R-interval, which reduces key update
latency. Unlike to TESLA, only a short MAC value is committed first in our
scheme and the longer message is revealed later together with the associated
key. This has advantage in that the more critical commit message can be made
short and of fixed length.

Assuming that it is hard to factor the modulus ni within the time (2λ− λ1)d
and the functions F and H are secure, it is then clear that the key update
protocol is secure as far as the authenticator σi is received before the associated
key (included in n′

i) is revealed. This security condition is guaranteed by the first
two checks in the KDM-commit phase. The security checks are very robust since
we do not need network-wide clock synchronization due to the large interval
length. Note that it is also very important to check the length of the received n′

i

in the KDM-reveal phase (see step (2)), since otherwise an attacker may generate
a valid MAC after appending arbitrary bits to n′

i. This may be possible since we
generate a MAC by simply hashing a keyed message.

The mechanism for mitigating DoS attacks is also quite effective due to the
large asymmetry (at least a factor of λ) in computing times available to the
sender and the attacker. Thus, even an attacker as powerful as the base station
would be able to produce only a limited number of forgeries. This would be
sufficient to deter potential DoS attempts for the commit message. Furthermore,
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to achieve stronger DoS resistance or to reduce the base station’s workload, we
may use the more resource-rich backend server in NCC to precompute and send
a weak authenticator to the base station in each R-interval. The strength of
weak authentication can be re-adjusted by increasing the parameter zLen, as
technology advances.

The proposed scheme is proactive in nature. Each modulus is used only for a
short period of time, which can limit damage upon being broken. Furthermore,
the modulus length can be increased in any time interval to cope with a new
threat discovered. The overall network security can be further enhanced even
in the case of base station failure/compromise if the NCC keeps all key chain
values and periodically sends part of them to the base station (e.g., once in an
R-interval). If any abnormal sign in the base station is detected, the NCC may
stop sending necessary keys. We will detail this issue in the full paper, including
secure fail-over of base stations.

Loss tolerance in public key update is also very important due to the long
R-interval. If a sensor node fails to receive an authentic RSA modulus in any
R-interval, then the node will not be able to authenticate broadcast messages
during the next R-interval. However, the failed node can get back to the authen-
tic state anytime later if it receives a modulus correctly. For better reliability,
the base station may broadcast KDM messages as many times as necessary, de-
pending on the network condition, to reduce the packet loss rate to a sufficient
level. This does not cause much overhead since only two KDM messages need
to be transmitted over a long period of time (at least 15 minutes). Since the
KDM-commit message is more critical, it would be better to take λ1 > λ/2.

Efficiency. The proposed scheme is very efficient in both computation and com-
munication. Suppose that we have 80-bit key chain values, 64-bit MACs (σi’s)
and key chain parameters (d = 1min, λ = 15, λ1 = 10) for RSA-512 of 20-
minute lifetime. The key management overhead amortized over time is almost
negligible in the proposed scheme. The communicated bits include 33 bytes for
KDM-commit message and 63 bytes for KDM-reveal message. They are broad-
cast over a 15-minute period and can be processed on sensor nodes only using
15 one-way function evaluations and two hash operations on average.

The signature overhead for broadcast authentication is almost minimal as
a public key technique. The base station only needs to broadcast 64 bytes of
signature for typical broadcast messages and a sensor node only requires a sin-
gle squaring modulo RSA-512 and some hash operations for message decoding.
Since modular squaring can be further speeded up with our special modulus,
the overall signature verification could be done in a few tens of milliseconds
with moderately optimized implementations of AES and modular arithmetic. 3

The message expansion due to signing in our scheme is almost comparable to

3 For RSA-512, it is reported that on MicaZ mote, modular multiplication takes
8.15msec in [10] and squaring (without modular reduction) takes 3.87msec in [36].
Thus we can expect that modular squaring in our scheme would take far less than
10msec only with a moderately optimized implementation.
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the most compact ECC signatures. The proposed scheme will be particularly
efficient for applications requiring many full packet transmissions, such as code
dissemination (e.g., see [13]), as each full packet incurs only 20-byte signature
overhead and can be signed and transmitted independently, without chaining.

Comparison with Existing Schemes. The proposed scheme overcomes all
major drawbacks in existing schemes. Compared to μTESLA, it does not require
any network-wise clock synchronization and provides strong resistance against
DoS attacks. Compared to one-time signatures, it incurs almost negligible signa-
ture overhead and is equipped with a robust mechanism for public key update.
Our scheme also has other desirable features inherited from digital signatures
(see Section 5), together with additional proactive security feature.

5 Extensions

Several extensions can be considered to the proposed scheme (details will be
given in the full paper due to the space limitation in the present version):

– Supporting mobile users: There also exist mobile users in many sensor net-
work applications (e.g., fire-fighters, rescue officials, tanks/soldiers, etc.),
who query neighbor nodes to collect necessary data while moving along the
network. Thus we also need to support broadcast authentication by such
mobile users. It is quite easy to support mobile users in our scheme since the
base station can play the role of a trusted certification authority and issue
a signed modulus to a mobile user as a simple certificate.

– Three-level extension: The present scheme has a two-level hierarchy, TESLA
level for key management and RSA level for message authentication. We may
also envision a three-level extension with two RSA levels. For example, the
public key update protocol can be used to distribute RSA-640 of lifetime 1
day, which can then be used to distribute RSA-512 of lifetime 20 minutes.
This extension may have some advantages over the basic scheme (without
much loss of efficiency) due to the flexible use of two level RSA signatures.
The low level RSA needs not have a pre-determined fixed lifetime (even
can be activated on demand when necessary). The high level RSA is better
suited to play the role of CA to mobile users (as well as the base station). The
pre-specified bits Pi actually contain all parameters required for public key
certification and thus a signed modulus can be used as a simple certificate.

– Secure fail-over of base stations: It is usually assumed that base stations
cannot be compromised during the whole network lifetime. However, this
assumption may not be realistic in practice [7]. In fact, a base station may
fail due to attacks, such as physical compromise or destruction and persistent
jamming, etc. Thus, to avoid a single point of failure, we may pre-deploy or
deploy on demand some backup base stations which can be activated in case
of existing base station failure. The proposed scheme can also be extended
to support secure fail-over in this scenario.
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6 Conclusion

We have presented a hybrid approach to broadcast authentication in wireless sen-
sor networks, where the base station periodically distributes a short RSA mod-
ulus of limited lifetime using a robust TESLA-like protocol and uses short-lived
Rabin signatures for efficient broadcast authentication. The proposed scheme is
very efficient and robust, overcoming all major drawbacks in existing schemes.
We thus believe that our approach could be a very practical and viable solution
to broadcast authentication in large-scale distributed sensor networks.
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