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Abstract. This paper asked whether the pointing gesture accompanying with 
speech would facilitate comprehension of spatial information in the videoconfer-
ence communication. Ten adults participated in our study and communicated with 
the experimenter over Skype (Skype Technologies, Luxembourg). The experi-
menter described the spatial layout of items in a room to the participants in two 
conditions – dynamic and static. In the static condition, the notebook was not mov-
ing; in the dynamic condition, the notebook moved around with the arms pointing 
to abstract spatial locations that represented the locations of items in the room. The 
movement was done by putting the notebook on the three-wheeled Wi-Fi enabled 
device that was equipped with two artificial arms and was controlled by the ex-
perimenter over the Internet. At the end of each description, the participants were 
asked to lay out the items properly. Reaction times and accuracy rate were re-
corded. The findings showed that the accuracy rate was higher in the dynamic 
condition than in the static condition. In addition, the response time was faster in 
the dynamic condition than in the static condition.  It turned out that pointing ges-
tures facilitated the speech comprehension of spatial information. 

Keywords: Videoconferencing, pointing gesture, communication modality,  
robot-mediated interaction. 

1   Introduction 

Communication through Internet is the most common way of keeping in touch with 
our friends and family members from a distance. Email, chat, videoconference, and 
social networking sites (SNS) are becoming part of our daily lives. In face to face 
communication, it is very natural for us to combine our different senses to fully ex-
press ourselves and to fully understand what the other person is saying. We often use 
our audio-visual sensory system and incorporate non-verbal cues such as gestures to 
convey information using these multiple channels unconsciously to different degrees. 
In mediated communication such as videoconferencing, nonverbal cues are either 
limited or filtered thus the richness of information sent/received decreases. 

There are various existing works focusing on different aspect of mediated commu-
nication. In [1], Hwang and Park mentioned that computer mediated communication 
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(CMC) is a medium with low social presence especially text-based CMC environ-
ments since non-verbal cues like gestures, direction of gaze and posture are missing, 
where social presence here is defined as the ability of communicating parties to pro-
ject themselves, socially and emotionally, as real people through a medium of com-
munication [2]. In [3], the difference among communication modes (text chat, audio, 
audio–video, and avatar) in an Internet-based collaboration were investigated and 
significant differences were found between text-based chat and all other communica-
tion modalities. Although some researchers [4]  argued that the quality of communica-
tion is based on the medium, Fish and colleagues [5] showed that video does not  
significantly improve telecommunication as compared to audio with respect to effi-
ciency or user satisfaction. Experiments were conducted between human-robot inter-
action [6] to test the effect of social presence. These current works motivate us to find 
other means of increasing the level of social presence in existing communication 
through the Internet.  

In this paper, we added pointing gesture to a typical videoconference over Skype. 
To produce such gesture, we thought of an embodiment of a person (a robot) on the 
other side of communication channel that can be controlled through the Internet.  Fur-
thermore, we used memory test in our experiment to investigate the effect of such 
communication compare to a typical videoconference. In our experiment, ten adults 
participated in our study where the spatial layout of items in a room is described by the 
experimenter with and without pointing gesture to each participant. Then they were 
asked to layout the items properly. Reaction times and accuracy rate were recorded. 

In [7], Kita argued that pointing gesture lessens the confusion between the left and 
right concepts. Thus, we hypothesized that adding pointing gesture will increase the 
accuracy rate of the participants and also, their response will be faster. 

The succeeding sections are organized as follows: Section 2 presents the method-
ology that we used in our experiment, Section 3 shows the results, Section 4 contains 
the discussion and analysis, and finally, the conclusion in presented in Section 5. 

2   Methodology 

2.1   The Robot Interface 

The aim of the experiment is to find out if there will be a difference when we add 
pointing gesture in describing the spatial location of the objects seen by the person in a 
room over a Skype-based communication. In order to do this, we built a robot interface 
that consists of three components: (1) Rovio (WowWee Group Limited, Hong Kong), a 
three-wheeled Wi-Fi enabled robot; (2) mini notebook put on top of Rovio; and (3) a 
static pointing arm attached to the combined Rovio and mini notebook, see Figure 1a. 
The movement of the robot interface is controlled over the Internet through a software 
joystick installed in another Wi-Fi enabled computer (Computer A), see Figure 1b. 
During the experiment, the face of the experimenter who is communicating with the 
participant appears on the monitor of the notebook through a Skype videoconference. 
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Fig. 1. The Robot-Mediated Communications Interface  

2.2   Communication Set-Up 

We used two communication set-ups in our experiment, first is the typical videocon-
ference over the Internet which we called static mode (Figure 2a) and the second is 
the one with additional robot movement called dynamic mode (Figure 2b). In static 
mode, the experimenter and the research subject will communicate through a typical 
videoconference (without movement) using Computer A and the mini notebook while 
in dynamic mode the robot interface will be used to create the pointing gesture, the 
unidirectional arrow in Figure 2b illustrates this additional communication modality 
towards the research subject. In our experiment, we studied the difference of these 
two set-ups: static and dynamic modes. 

 

Fig. 2. Communication set-up for static and dynamic modes 

2.3    Experimental Set-Up 

Figure 3 shows the experimental set up in the laboratory room. The robot interface is 
placed on top of a wide table to give space for its movement in a dynamic condition 
facing the subject who sits on the chair. The dashed area that surrounds the subject’s 
chair is the empty part of the room where the items described in the scripts are located. 
Ten layout sheets and ten sets of small cut pieces of papers needed for the memory test 
are provided on a separate table (not included in the figure). 
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Fig. 3. Experimental Set-up 

The layout sheet contains the layout of the room shown in Figure 3 which is basi-
cally empty. The items to be laid out on the sheet were written on the small cut pieces 
of papers. Each set of cut papers has its own color and has a label in a room-mode 
format (e.g. kitchen-dynamic). These ten sets were arranged in a right to left manner 
based on the random sequence of the script for each subject. 

2.4   The Scripts 

For the scripts, we considered five venues that can be found at home such as kitchen, 
living room, bedroom, study room and kid’s playroom. We thought of five items that 
can be found in each room, then, prepared a description/script of the room with the 
five items and their specific location in a given room. There are ten scripts, five for 
the static condition and another five for the dynamic condition, see Appendix. One 
room is described in each script. Scripts 1 to 5 are the static mode description of the 
five given rooms whereas scripts 6 to 10 are the description for the dynamic mode, 
same rooms were used but with different list of items. The first statement in the script 
varies according to the sequence of delivery which is random for each subject. 

In the static mode, the locations of the imaginary items in a given room were de-
scribed using the following keywords:  “on your left hand side”, “on the right corner 
of the room”. In the dynamic mode, since the robot is moving and pointing towards 
the direction of its movement, the scripts were shortened and simplified to “on that 
side” and “on that corner”. The word “that” is associated with the location of the item 
where the robot is facing and pointing at, thus, no need for long description. Cues 
such as “behind you” and “at your back” remain to avoid ambiguity while the robot is 
facing to the subject. 

2.5   Experimental Procedure 

Participants 
We invited ten participants in our pilot test, eight were female and two were male 
whose age is from 22 to 39 with different nationality and field of studies. 
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Procedure 
Upon arrival of the participant, the communication set-up was explained and instruc-
tions were given by the experimenter. The experimenter set up the Skype connection 
between the mini notebook and Computer A which is in the adjacent room. Then, the 
experimenter entered to the adjacent room leaving the participant and the robot inter-
face facing each other. The experimenter started the communication by giving intro-
ductory statements; consequently, the first script was recited. Each script contains the 
spatial description of five imaginary items memorized by the participant.   

After the first script, the participant stood, picked the first set of small cut pieces of pa-
per where the mentioned items were written, and laid out the items in their proper location 
on the provided layout sheet. After arranging the items on the layout sheet, he/she went 
back to his/her sit for the next script. The procedure was repeated for ten scripts. Different 
sequence of the scripts was given to each participant which are all randomized. 

We used a timer written in C programming language (ran in Dev-C++ [8]) to 
measure the response time of the participant in each script. The timer starts when the 
participant gives a signal that he/she will start to lay out the items and it ends when a 
finish signal is sent by the participant.  

After the ten scripts, the experimenter went out from the adjacent room to meet the 
subject in the experimental room.  Then, checked the accuracy of the laid out items 
while having a conversation with the participant about what he/she’s thinking regard-
ing the location and the items and why they have mistakes on the item’s location. 
Each script has five items and we have five scripts for each mode (see Appendix), 
thus, the perfect score per script is 5. The accuracy is calculated separately for static 
and dynamic mode. 

3   Results 

Figure 4 shows the response time of each subject in static and dynamic modes. It is 
evident that subject number 4 and 7 were faster in answering the memory test in dy-
namic compare to static mode. All subjects were relatively faster in dynamic mode 
except subject number 2.  

  

Fig. 4. Subjects’ average response time 
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Note that the average response time varies per subject, which may be due to vari-
ous factors such as alertness, current mental state of the subject and how they process 
data in their brain. These factors are out of the scope of this study. 

Figure 5 shows the result of the memory test, the accuracy on the vertical axis 
shows the average correct laid out items of each subject with maximum accuracy 
level of five. The accuracy level of subject 1, 4 and 7 are much higher in dynamic 
compare to static mode. All the subjects got higher accuracy in dynamic mode except 
subject number 6 who got the same accuracy in both modes.  

  

Fig. 5. Subjects’Average Accuracy  

The overall response time and accuracy rate for all the subjects are shown in Figure 6. 
The accuracy rates in static and dynamic modes are 63.2% and 88.4% respectively. It 
clearly shows that the response time in dynamic mode is faster than in static mode, 
moreover, the accuracy rate is higher in dynamic mode. 

A paired-samples t-test was conducted to compare the response time of the re-
search subject in static and dynamic conditions. The static condition makes use of the 
typical conversations while the dynamic condition has a robot moving and pointing  
directions. There was a significant difference at the 5% level in the scores for the 
static (mean = 19.94, sd = 2.70) and dynamic (mean = 17.04, sd = 3.45) conditions; t 
(3.56, p = 0.006). 

  

Fig. 6. Overall average response time and accuracy rate 
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Paired-samples t-test was also conducted to compare the accuracy of the research 
subject in the memory test for static and dynamic conditions. Likewise, there was a 
significant difference at the 5% level in the scores for the static (mean = 3.16, sd = 
1.16) and dynamic (mean = 4.42, sd = 0.51) conditions; t (-3.194, p = 0.011). 

4   Discussion 

According to most of the participants, the movement/pointing gesture helped them in 
recalling the location of the item and the only thing they were memorizing during the 
dynamic condition are the items being mentioned whereas in static condition they 
have to remember the items at the same time. Subjects no.2 and no.9 mentioned that 
the movement distracted them. If we look on to the average response time they got, it 
is indeed confirmed that the movement/pointing gesture did not help subject no.2 in 
memorizing the items but we cannot say that it has the same effect with subject no. 9 
because she had a higher response time during static than dynamic mode (see  
Figure 4). Most of the remaining subjects mentioned that they were having a hard 
time memorizing the items in static mode and it is confirmed by the results we just 
have presented in Section 3.  

Figure 7 shows the frames from the video during the experiment. Figure 7a shows 
five frames while the scene is in the kitchen static mode description. Frames 1 to 5 
were taken after each item was mentioned in the script. From the frames shown, it is 
apparent that the participant is trying to remember the items and the location being 
described by merely listening to the experimenter, notice that the position of the robot 
interface is not changing. In Figure 7b, during the dynamic mode description of the 
kitchen, the participant is following the movement of the robot interface, looking 
towards the direction where it is pointing while listening to the item being mentioned 
by the experimenter. 

 

Frame 1                   Frame 2                   Frame 3                   Frame 4              Frame 5 

Frames taken from a static mode video 

 

Frame 6                     Frame 7                     Frame 8                 Frame 9               Frame 10 

(b) Frames taken from a dynamic mode video 

Fig. 7. Frames taken from the video during the experiment  
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In terms of accuracy, most of the wrong answers were due to swapped items. One 
participant was confused about the corner of the room though the layout of the room 
in Figure 3 was presented to them before the experiment started. 

Unfamiliar words were compensated because they were written on the cut papers, 
so even if the item name is not that familiar to some of the subjects they were able to 
figure out what it is upon reading the words during the test. 

During the experiment, the experimenter used to make a forward movement to-
wards the subject in between scripts to make the interaction interactive and to take 
away the boredom from the subjects in case there is and to thank them at the end of 
the tenth script. Most of them smiled and responded positively and some of them felt 
anxious at the same time. It indicates that the presence of the embodiment strengthens 
the level of social presence of the person communicating on the other side of commu-
nication channel. 

5   Conclusion 

One of the most commonly used way of communication over the Internet today is 
videoconferencing, a combination of audio and video. In our experiment, we added 
another modality to this current set-up. We used an embodiment to add pointing ges-
ture to the typical Skype-based communication. We used memory test to measure the 
effect of this embodiment.  

From the result of our experiment, it appears that the dynamic mode significantly 
decreases the response time of the subjects and increases their accuracy rate in an-
swering the memory test.  

In the memory test, the sense of hearing was used by the subjects during the static 
mode while in dynamic mode two senses were used, sense of hearing and sight that is 
hearing the name of the items from the script and seeing the robot interface movement 
to the direction of the items. The results indicate that using these two senses at the same 
time to recall object’s specific location is better than just using the sense of hearing 
alone. Thus, the addition of modality which is the pointing gesture movement in our 
experiment made a significant contribution in current Skype-based communication. 

6   Limitations and Future Directions 

There are several limitations to our current work. First, we utilized static arms and 
used the moving robot to point one arm to the direction of the items being described 
in the scripts. In our future work, we plan to develop moving arms that would point 
without the robot body’s movement. Second, we used the available three-wheeled 
WiFi enabled device (Rovio) as our robot mediated interface, mounted a mini note-
book above it and attached static arms. For the arm to move independently, this must 
be part of the interface that can be manipulated through the network, thus, the need to 
develop a robot interface with moving arms.   

For our future studies, extending the number of non-verbal cues such as waving of 
the robot’s arm and handshaking will be investigated. This requires us to modify our 
current experimental procedure or design a new one since our current memory test 



 Pointing Gestures for a Robot Mediated Communication Interface 75 

 

might not be applicable to these new gestures. It is also interesting to explore the 
effect of proximity.  
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Appendix: Scripts 

Five scenes were used in our scripts namely the kitchen, living room, bed room, study 
room and kid’s playroom. One room is described in each script. Scripts 1 to 5 are the 
static mode description of the five given rooms whereas scripts 6 to 10 are the de-
scription for the dynamic mode.  
  

Script 1: Scene - Kitchen 

Hi, ____(<subject’s name>), I would like to introduce to you my kitchen. 
There is a stove on your right side.  
The sink is adjacent to the stove.  
There are piles of dishes beside the sink. 
The refrigerator is just right behind you and there are notes posted on its door. 
And on your left side, there is the dining table surrounded by chairs. 
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Script 2:  Scene - Living Room 
Now, let me describe my living room to you. 
The door is on your left hand side.  
Next to the door, I can see an aquarium on top of wooden shoe rack. 
At your back, there is a small table with a dvd player put on its top.  
There are two couches adjacent to each other on the right side wall. 
There is a small table right in front of the couches. 
 
Script 3: Scene - Bed Room 
Let’s go to the bedroom 
There is an exit door at your left. 
At the left corner there’s a computer desktop on top of the computer table. 
There are five paintings hanging on the wall behind you. 
Next to the paintings, there’s a window with open horizontal blinds near the right corner of the room.  
And there’s a bed opposite to the window. 

Script 4: Scene - Study Room 
Let’s go to my study room. 
The entrance door is on your right.  
There’s a computer and a printer on the right corner of the room.  
I can see an office table with two chairs in front of it behind you.  
On the left corner, there is a wooden shelf full of books and documents.  
Next to the shelf, there is a glass wall with vertical blinds. 
 
Script 5: Scene - Kid’s Playroom 
Finally, let’s go to the kid’s playroom. 
There is a small table surrounded by small chairs on your left. 
At the left corner there is a shelf with colourful books in different sizes. 
Adjacent to the shelf, behind you, there is a stackable bin full of toys. 
A painting on a canvas stands on the right corner. 
There is an inflatable couch on your right. 
 
Script 6: Scene - Kitchen 
Hi, ____(<subject’s name>), I would like to introduce to you my kitchen. 
There is a trashcan on that side. 
Then, there is the barbecue stand beside. 
Next to that is a water dispenser. 
The cabinet is just right behind you 
On this side, there is a breakfast nook with chairs beside it. 
 
Script 7:  Scene - Living Room 
Now, let me describe my living room to you. 
The fireplace is on this side. 
I can see a piano on that corner. 
At your back, there is a window with colourful curtain. 
On that corner, I can see two couches adjacent to each other. 
And there is a coffee table right in front of the couches. 
 
Script 8: Scene - Bed Room 
Let’s go to the bedroom. 
The bed is on this side. 
Then, on that corner I can see clothes hanging. 
There is a lampshade behind you. 
There are candles on top of a rectangular table on that corner.  
And there’s a television on this side. 
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Script 9: Scene - Study Room 
Let’s go to my study room. 
There is the study table! 
There’s a bookshelf on that corner.  
At your back, I can see medals & certificates hanging on the wall. 
On that corner, there is an opened dictionary on its stand.  
I can see the exit door on this side. 
 
Script 10: Scene - Kid’s Playroom 
Finally, let’s go to the kid’s playroom. 
Oh, I can see different sizes of dolls on the floor. 
And at that corner, there are coloring books on top of a small table. 
Behind you, there are artworks posted on the wall. 
A drawing board stands on that corner. 
On this side I can see a toy house. 
 

 


	Pointing Gestures for a Robot Mediated Communication Interface
	Introduction
	Methodology
	The Robot Interface
	Communication Set-Up
	Experimental Set-Up
	The Scripts
	Experimental Procedure

	Results
	Discussion
	Conclusion
	Limitations and Future Directions
	References
	Appendix: Scripts



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




